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This is a communication from the examiner in charge-of your application.
COMMISSIONER OF PATENTS AND TRADEMARKS

m/Thls application has been examined I: Responsive to communication filed on . D This action is made final.

A shortened statutory period for response to this action ls set to expire 3 month(s), 7,42 days from the date of this letter.
Failure to respond within the period for response will cause the application to become abandoned. 35 U.S.C. 133

Part] THE FOLLOWING A1TACHMENT(S) ARE PART OF THIS ACTION:

1. IX/ atlas of References Cited by Examiner, PTO-8921 2. gNotloe of Draftsman's Patent Drawing Review, PTO-948.
3. Notice of Art Cited by Applicant, PTO-1449. 4. El Notice of Informal Patent Application, PTO-152.
5 information on How to Effect Drawing Changes, PTO-1474.. 6. El

Part II SUMMARY OF ACTION

 

 

 

 

 

 

1. gelalms L A 3 e are pending in the application.
of the above, claims are withdrawn from consideration.

1, 2. D Dlaims \ have been cancelled.
a. El Claims I I are allowed.

‘ 4. E’Clalms l "3 G are rejected.

5. l:l Claims are objected to.

6. '3 Claims are subject to restriction or election requirement.

7. D This application has been filed with informal drawings under 37 C.F.Fl. 1.85 which are acceptable for examination purposes.
'i

8. D Formal drawings are required In response to this Office action. /

9. D The corrected or substitute drawings have been received on T Under 37 C.F.Fi. 1.84 these drawings
are E] acceptable; [I not acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PTO-948).

10. E] The proposed additional or substitute sheet(s) of drawings, filed on . has (have) been El approved by the
examiner; El disapproved by the examiner (see explanation).

11. l:l The proposed drawing correction, filed , has been Dapproved; El disapproved (see explanation).

12. El Acknowledgement is made of the claim for priority under 35 U.S.C. 119. The certified copy has EI been received U not been received
El been filed in parent application. serial no. :filed on .

13. D Since this application apppears to be in condition for allowance except for formal matters. prosecution as to the merits is closed in
accordance with the practice Under Ex parte Quayle, 1935 CD. 11 ; 453 0.6. 213.

14. D Other

. EXAMINER'S ACTION
P'ro'L-aze (Rev. 293) --_.._.. _‘
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. Claims 25-36 are rejected under 35 USC. 112, second paragraph, as being indefinite for

failing to particularly point out and distinctly claim the subject matter which applicant regards as

the invention. The claims refer to the JPEG compression standard. However, the specification

does not indicate which JPEG compression standard is being referenced. Unless the date and

citation number of the standard are provided the claims will remain indefinite due to the indefinite

reference.

Claim Rejections - 35 USC§ 103

2. The following is a quotation of 35 USC. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in

section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

3. Claims 1-3, 5-9, 14-17, 20-24, 29, and 34—36 are rejected under 35 USC. 103(a) as being

unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to representative claims 14 and 15, and claims 1-3, 5-9, 29 and 34—3 6, Sugiura teaches

a method of compressing and transmitting images which produces decompressed images having

improved text and image quality, the method comprising:
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compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

forming a second quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).

Sugiura does not explicitly teach that the second quantization table is related to the first

quantization table scaled in accordance with a predetermined fiinction of the energy in a reference

image and the energy in a scanned image. Agarwal teaches decompressing (decoding) a second

video frame by relating (comparing) the energy of the scanned image (block of the encoded

second video frame) to the energy of a reference image (corresponding to the scaled quantization

level for the block Where the energy for the quantization level is selected in accordance with

training video frames) (col. 1, lines 35-60). It would have been obvious to a person of ordinary

skill in the art at the time of the invention for Sugiura to decompress using a quantization table

scaled in accordance with a predetermined function of the energy in a reference image and the

energy in a scanned image as taught by Agarwal in order to decrease quantization errors.

As to claims 16 and 17, Sugiura teaches that the second quantization table (Inverse

Quantization Table) is determined independent of the order of transmission (fig. 1). It would
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have been obvious to a person of ordinary skill in the art at the time of the invention to scale prior

or subsequent to the transmission step since the second quantization table is determined

independent ofthe, order of transmission.

As to claims 20-23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which have text including

text with a serif font are well known in the art (official notice).

As to claim 24, in using a reference image to control the quality of the compression

process of a scanned image it would have been obvious to a person of ordinary skill in the art at

the time of the invention that scanned image could be the reference image since the reference

image is readily available to be a scanned image and would serve as a check of the quality

assurance steps.

4. Claims 4, 10—13, 18, 25-28, and 30-33 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, fiirther in view

of Tzou (4,776,030).

As to representative claim 18, and claims 4, 10-13, 25-28, and 30-33, Sugiura does not

explicitly teach use of the variance in the scaling factor to reduce the quantization error. Tzou

teaches that in an adaptive system the quantization of an image is ordered according to the

variance of the image coefiicients to reduce quantization error (col. 2, lines 21-42). It would have

been obvious to a person of ordinary skill in the art at the time of invention to use the image
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variances as taught by Tzou with the reference and scanned image to arrive at the scaling factor of

Sugiura and Agarwal in order to reduce quantization error.

5. V ‘Claim ’19 is rejected under 35 U.S.C. 103 (a) as being unpatentable over Sugiura

(5,465,164) and Agarwal (5,488,570), fiirther in view of Applicant’s admissions of the prior art.

As to claim 19, Sugiura and Agarwal do not explicitly teach encapsulating the second

quantization table Qd with the compressed image data to form an encapsulated data file; and

transmitting the data file. Applicant admits that the prior art teaches that the data includes the

quantization tables for use in the decompression process (p. 5, lines 1-6). It would have been

obvious to a person of ordinary skill in the art to include the quantization table which will be used

in the decompression process in the transmitted data file as taught by the prior art for the data file

of Sugiura and Agarwal where the second quantization table would be used to decompress.

Conclusion

6. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Brian Johnson whose telephone number is (703) 305—3865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The

examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Leo H. Boudreau, can be reached on (703) 305-4706.

Any inquiry of a general nature or relating to the status of this application should be

directed to the Group receptionist whose telephone number is (703) 305—4700.

Brian L. Johnson

May 12, 1997

HUAWEI EX. 1016 - 461/714



HUAWEI EX. 1016 - 462/714

, 4, .w. «AT.q,r.>.d.,-_.‘.\.. .7.._... . v.......,..v‘»,o . 1 x. mm

TO SEPARATE. HOLD TOP AND BOTTOM EDGES, SNAP—APART AND DISC‘ARDHCARBON

FFmM PTO-892 u.s. DEPARTMENT OF COMMERCE ATTACHMENT
- ’ (REV. 2-92) PATENT AND TRADEMARK OFFICE TO '3PAPER

NUMBER
NOTICE OF REFERENCES CITED

 
APPROPRIATE

#32. ‘4 H ‘12.

 

 
 

 
 

* A copy of this re erence is not being furnished with this office action.
(See Manual of Patent Examining Procedure, section 707.05 (3).)

HUAWEI EX. 1016 - 462/714



HUAWEI EX. 1016 - 463/714

 United States Patent [19]
Sugiura et al.

 

MACE PROCESSING~METHOD AND[54] . ‘
DEVICE FOR THE SAME

[75] Inventors: Susumu Sugiura, Atsugi; Yoshinobu
Mita, Kawasaki, both of Japan

 
 

 

 

 
 

 

[73] Assignee: Canon Ka‘bnshiki Kaisha, Tokyo,
, Japan

[21] Appl. No.1 868,103

[22] Filed: Apr. 14, 1992

[30] Foreign Application Priority Data

Apr. 15, 1991 [JP] Japan 3—082403
Apr. 8, 1992 [JP] Japan ‘....4087114

[51] Int. cm '.......................' ..... H04N 1/41
[52] us. Cl. ..... 358/448; 358/432; 358/458;

, ’ 348/384
[58] Field of Search ..... 358/448, 458,

358/433 56, 80,133, 135,136, 500, 528
434, 527, 138, 56, 42612613, 2614. 432;

,479, 909, 13, 85, 209

[56] References Cited

U.s. PATENT DOCUMENTS
4,780,761 10/19'88 Daly etal. ..............................358/133

4,782,398 11/1988 Mira .. .. 358/2804,905,294 2/1990 'Sugiura .. 382/9
4,974,078 ‘ 11/1990 Tsai ..'. ........ 358/133
4,984,076 1/1991 Watanabe é: a]. .-. 358/133
5,060,280 10/1991 Mita etal. 382/33
5,073,820 12/1991 Nakagawa et a1. .. 358/133
5,079,621 1/1992 Daly e181. .. 358/13
5,142,380 8/1992 Sakagami etal ...................... 358/432

 
YUlV

'.IllIl IIIIIlIl III IIIII IIIII IIIII IIlIl lIIlI IIIII ||||l IIIII IIllII III IIIII IIII

 

 

 

 

USOOS465164A

[11] Patent Number: 5,465,164

[45] Date of Patent: Nov. 7, 1995

5,189,530 2/1993 Fujii ........................................ 358/458
5,216,516 .6/1993 Tanaka et a1. . ..... 358/426
5,216,712 6/1993 Shimada etal. 358/133X
5,223,926 6/1993 Stone et al. 358/133
5,251,020 10/1993 Sugiyama ....... 358/500
5,253,055 10/1993 Civanlar et al. 358/133

5,260,808 11/1993 Fujii ........................................ 358/458
FOREIGN PATENT DOCUMENTS

416918 3/1991 European Fat. 011. H04N 7/13
OTHER PUBLICATIONS

Leger et a1, “Still Picture Compression Algorithms Evalu-
ated for International Standardisation" IEEE Global Tele—
communications Conference vol. 2, pp. 1028—1032 (Nov.
1988).- »

Groll et 211., “Using the 8 bit CCIR Recommendation 601
Digital Interface”,ch Int‘,l Broad Jayant et 211., Digital
Coding of Waveforms, Prentice Hall, pp. 351—371 (1984).

Primary Examiner—Paul Ip
Attorney, Agent, or Firm—Fitzpatrick, Cella, Harper &

Scinto .
[57] ABSTRACT

Disclosed is an image processing device which comprises a
conversion means for converting an image data to a space
frequency component, a quantization means for quantizing
the Space frequency component converted by the conversion
means, and a control means for controlling the quantization
means 'so that a quantization error produced when the
converted space frequency component is quantized by the
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CERTIFICATE OF CORRECTION

PATENTNO.: 5,455,164 , Page l of g

DATED : November 7, 1995

WVEWDfifili susumu SUGIURA, et al.

It is certified that error appears in the above-indentified patent and that said Letters Patent is hereby
corrected as 'shown below: ‘

IN THE DRAWINGS

Sheet 7

Figure 8A, HERRER" should read »—ERROR—-
(both occurrences).

leumh_l

Line 43, "an" should be deleted.

leum2_z

Line 67, "main" should read -—the main—-.

Columh 3

Line 8, "reminder" should read —-remainder—-.
Line 40, "reminder" should read

——remainder—-.

Line-49, "reminder" should read
——remainder——.

leumh_i

Line 13, fldominator" should read
--denominator—-.
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It is certified that error appears in the above-indentified-patent and that said Letters Patent is hereby
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Column 7

Line 7, "values" should-read —-value-—.
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Signed and Sealed this

Fourteenth Day of May, 1996
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BRUCE LEI-[MAN
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IIVIAGE PROCESSENG METHOD AND
DEVICE FOR THE SAME

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention rciates to an image processing
method and device for the same by which image data is
quantized.

’2. Related Background Art

At present. an Adaptive Discrete Cosine Transform
ADC? (Adaptivraphic Expert Group) system is intended to
be standardized as a compression system of a multi-value
image data by JPEG (Joint Photographic Expert Group).

Also, it is contemplated to use the ADCT system in the
field of a color image communication. in particular. in the
field of a color facsimile.

Nevertheless, the above ADCI‘ system has been studied to
be applied to an image having the rciativeiy small number of
pixels such as an image on a CRT.

Therefore, the application of the ADC? system, as it is. to
a field such as the color facsimile requiring a high resolution
gives rise to a new problem. More specificaliy. when the
ADC? system is employed for the color facsimile. as it is.
a deterioration of image quality such as shade off. disloca-
tion and spread of coior is caused in the field of fine lines of
characters, graphics and the like.

Further, when data compressed by the ADCT system is
compared with data prior to compression, density is not
preserved and thus image quality is deteriorated.

SUMMARY OF THE INVENTION

Taking the above problems into consideration, a first
object of the present invention is to provide an image
processing method and a device for the same by which
image quality can be improved.

Another object of the present invention is to provide an
image processing method and a device for the same by
which a quantized error produced in quantization is reduced.

To achieve the above objects. according to a preferred
embodiment of the present invention, there is disclosed an
image processing device which comprises a conversion
means for convening an image data to a space frequency
component. a quantization means for quantizing the space
frequency component convened by the conversion means.
and a control means for contruiiing the quantization means
so that a quantization error produced when the convened
space frequency component is quantized by the quantization
means is diffused to nearby space frequency components.

Further, the present invention has another object for
further improving an image compression method referred to
as ADC‘I‘.

Furthermore, the present invention has a further object for
providing an image processing method and device for the
same by which a compression ratio as well as image quality
are improved.

Other objects and advantages of the present invention wilt
become apparent from the foltowing embodiments when
taken in conjunction with the description of the accompa-
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FlG. 1 is a block diagram showing the arrangement of an
embodiment according to the present invention;

FIGS. 2A and 28 are diagrams showing a zig-zag scam
hing:
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FIGS. 3A~3C are diagrams showing a conventional quan-
tization method;

FIGS. 4A—4E are diagrams showing a quantization
method according to the present invention;

FiG. Sis a block diagram showing a characteristic portion
of the present invention;

FIG. 6 is a diagram shaming a second embodiment of the
present invention;

FIGS. 7A and 7B are diagrams showing an embodiment
embodying an error diffusion unit 601;

FIGS. SAWSE are diagrams showing another embodiment
embodying the error difl'usion unit 601;

FIGS. 9A and 9B are diagrams expiaining the content of
a hit diminution unit: and

FIG. 10 is a diagram showing the arrangement of a third
embodiment according to the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 is a block diagram showing an embodiment of an
image processing device according to the present invention.
wherein 101 designates an image input unit composed. for
example, of a color scanner arranged as CCD line sensors
for R, G, B; 102 designates a coior component conversion
unit for converting R, G. E signais of each pixel produced
in the image input unit 101 to YUV (lightness, chromatic-
ness and hue) component signais; and 103 designates a DCT
circuit for causing each component signai of YtJV to be
subjected to a discrete cosine conversion to thereby perform
an orthogonal conversion from a true space component to a
frequency space component: 104 designates a quantization
unit for quantizing the orthogonally converted space fre-
quency component by a quantization coefficient stored in a
quantization table 105; 107 designates a line through which
two-dimensional block data, which is quantized and made to
linear data by zig-zag scanning. is transmitted; 168 desig-
nates a Huffman coding circuit having a DC component

composed of category information and a data value obtained
from a difi'ercnce signai and an AC component classified to
categories based on the continuity of zero and thereafter
provided with a data value; 106 designates a Huffman
coding table wherein a document appearing more frequently
is set to a shorter code length; and 109 designates an
interface with a communication line through which a com-

pressed image data is transmitted to a circuit 110.
On the other hand. data is received by an 11F £11 on a

receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Hufl‘man decoded by a Huh’rnan decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding tabie 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coelIicient
set from an inverse quantizing table 115. Next, the thus
obtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a dispiay and the like and
a hard copy printed by a laser beam printer. ink jet printer
and the like.

Aithough the above deterioration of image quality is
caused by various factors, one of main factors is contem~
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plated to be that an error (remainder) produced in quarto»
zation performed by a quantization table following to a
processing performed by DC’I‘ is cut off.

The present invention is devised to preserve the error
amount as effectively as possible to thereby prevent the
deterioration of image quality as much as possible.

Thus. according to embodiments ofthe present invention.
a reminder or error produced when quantization is per-
formed by a quantization table is multi~dimensionally difn
fused to nearby frequency components to keep the frequency
components ofan original image as much as possible so that
an image with less deteriorated quality can be reproduced.

A DCT portion as a main portion ol’thc present invention
will be further described here prior to the description ofthc
chmctcristic portion of the embodiments of the presentinvention.

FIG. 2A shows an arrangement of frequency component
values subjected to a discrete cosine conversion of 8x8
which is a base of the DCT portion. Although this arrange—
ment is basically a two-dimensional frequency structure, it
can be made to a linear frequency arrangement by a zig—zag
scanning, as shown in FIG. 213. In FIG. 213. a DC compo—
nent, and linear frequency component up to n‘dimensional
frequency component are arranged from the left side thereof.
Each numeral in FIG. 2B is obtained by adding an address
in a vertical direction and an address in a horizontal direction
in FIG. 2A. and thus mese numerals in FIG. 213 show an

address and do not show a value of a frequency component.
FlGS. 3Aw3C show a conventional quantization system.

and FIG. 3A shows a value of a frequency component just
after DUI“ and F1033 shows a quantization table. FiG. 3C
shows a result of quantization performed by using FIGS. 3A
and 313. wherein the values shown in FIG. 3A are simply
divided by the values shown FIG. 3B and portions other than
an integer portion are cut oil, from which it is assumed that
a considerable error is caused by the cutting off.

FIG. 4A4E show a portion of an embodiment of the
present invention.

FIGS. 4A, 4B and 4C correspond to FIGS. 3A,.3B and 3C.
respectively, and FIG. 41) shows a reminder value after
quantization has been performed. For example. since the
data veiue of a first frequency component is 35 and a
corresponding table value is 10. a vniue 3 is obtained after
quantization and thus a remainder is 5. This remainder 5 is
shown in the second box in FIG. 4D. Therefore. a second
frequency component 45 is made to 50 by being added with
the remainder 5 in the previous frequency. Since this value
50 is divided by a table value 10, a quantized value of 5 is
obtained with a reminder of D. An image of good quaiity can
be reproduced on a receiving side in such a manner that a
frequency component loss caused by cutting off is reduced
by diffusing a remaining error component to a nearby
frequency component, as described above.

FIG. 5 shows a specific arrangement for performing the
processing shown in FIG. 4, wherein 501 designates color
decomposition data of three colors YUV input from the
color component conversion unit 102; 502 designates a
buffer memory composed. for example, of an FIFO for a
plurality of lines for extracting data for each block of 8X8
pixel from the color decomposition data of the three colors;
503 designates 3 DOT conversion circuit, 504 designates a
zigzag memory for storing a space frequency component
produced by being subjected to the discrete cosine conver-
sion and further subjected to the zigzag scanning conver-
sion as described above: and 505 designates an adder for
adding data from the zigzag memory 504 with data delayed
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by a clock and supplied from a register 508 and outputting
resultant data. This addition operation of the adder 505
corresponds to an addition operation of the remainder value
and next data in FIG. 4. The data from the adder 505 is
divided by a divider 506 and only the integer portion of
resultant data is output as 513. Designated at 507 is a
subtracter for subtracting a value obtained by multipiying
data of 513 made to integer by a quantization coefficient (an
output from a multiplier 514) from data supplied from the
adder 505 to thereby create remainder data. The remainder
data calculated by the subtracter 507 is stored in the register
508 after delayed by a clock. On the other hand, a value of
the dominator in the divider 506 is a memory portion in
which quantization data stored in 509 is stored. Designated
at 510 and 511 are address counters for extracting data from
509. These address counters 510 and 511 are operated in
synchronisrn with a clock from a clock generator 512
together with the buffer memory 502, SET conversion
circuit 503. memory 504. and register 508.

Note. although a system based on a linear error diffusion
is described in the above example, it is apparent that the
same effect can be obtained in such a manner that errors are

two-dimensionally diffused about the line connecting the
point 90, 60 to the point 70. 07 in FIG. 2A. and this is also
included in the present invention.

According to this embodiment, since a frequency com-
ponent conventionally cut off by the DCT quantization
portion is accumulated to a nearby frequency component
and corrected. a reproduced image is less deteriorated and
thus a reproduced image of good quality can be obtained.
Moreover, since the basic requirements of the ADCT are
observed. a special extension circuit is not required on a
receiving side and thus this invention is expected to greatly
contribute to a communication of a color image hereinafter.

Next. FIG. 6 is a block diagram showing another embodi~
mcnt according to the present invention. wherein 101 des-
ignates an image input unit composed, for example. of a
color scanner arranged as CCD line sensors for R, G, B.

An output from the image input unit 101 is processed in
an error diffusion unit 601 such that the hit number of the
image data in the input unit 101 is diminished and an error
produced in the process of diminishing the bit number is
diffused to some nearby pixels of a subject pixel. Therefore,
an output from the error diffusion unit 601 is obtained in
such a manner that a result obtained by diffusing the errors
of the nearby pixels is added to the value of the subject pixel
and the number of bits of the subject pixel is diminished.
This output is processed such that the KGB signals thereof
are converted to YUV (lightness, ehromaticness, hue) com—
ponent signals by a color component conversion unit 102,
next each component signal of the YUV is subjected to a
discrete cosine conversion by it BUT circuit 103 and thus a
true space component is orthogonally converted to a fre-
quency space component. Designated at 104 is a quantizew
tion unit for quantizing the orthogonally convened space
frequency component by a quantization coefficient stored in
a quantization table 105; 107 designates a line through
which two—dimensional block data. which is quantized and
made to linear data by zig-zag scanning. is transmitted;
designated at 108 is a Huffman coding circuit having a DC
component composed of category information and a data
value obtained from a difference signal and an AC compo
nent classified to categories based on the continuity of zero
and thereafter provided with a data value designated at 106
is a Huffman coding table wherein a document appearing
more frequendy is set to a shorter code length; and desig-
nated at 109 is an interface with a communication line
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through which a compressed image data is transmitted to a
circuit 110.

On the other hand, data is received by an in“ 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically.
the data is Huffman decoded by a Hulfman decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coefficient
set from an inverse quantizing table 115. Next. the thus
obtained data is inverse DCT convened by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the R013 color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer. ink jet printer
and the like.

Therefore, in this embodiment. an input image of high
quality can be compressed by an ADCT conversion circuit
without being aifected by the number of bits of the input
image in such a manner that the input image is read by the
input unit 101. the number of bits thereof is diminished
without deteriorating the quality of the image by using an
error diiiusion method even if the number of quantized bits

per pixel is increased and further the input image is sub-
jected to an ADCT conversion. In addition. it is possible that
the number of bits processed by the ADCT conversion
circuit is made srnalier than a usual number by diminishing
the number of bits of an image data at the input unit to
thereby make the scale of the ADCI' conversion circuitsmaller.

Further. the deterioration of image quality may be further
restricted by using an improved ADCT shown in FIG. 5 in
place of the ADCI‘ unit shown in FIG. 6 and a quantization
error produced after a DCT conversion is not cut 00' but
eliectively preserved by an error diifusion.

FIG. 7A shows a first embodiment of the error diiIusion

unit 601. Image data of 10 bits input to the error diffusion
unit 601 are first input to adders 701. 702 and 703 and added
with diffusion errors of three color components output from
a D—llipflop 706. ”therefore. the data outputs from the adders
701. 702 and 703 have the number of bits up to ll bits. The
lower 3 bits of each of the outputs are cut oil by a lower hit
diminution unit 704 for cutting oil" bits and thus the output
becomes a signal of 8 bits and supplied to a color component
conversion unit 102. Further. a lower bit extracting unit 705
extracts 3 hits having the same value as that cut off by the
lower bit diminution unit 704 from each of the outputs of 11
bits supplied from the adders 701, 702 and 703 and supplies
the same to a D-flipfiop 706. Each of outputs from the lower
bit extracting unit 705 corresponds the diminution of bits
performed at the lower bit diminution unit 704 or an error
itscif produced in the quantization. A pixel clock CLK in
synchronism with the outputs from the input unit 101 is
supplied to the D-llipllop 706 and thus a deiay ofa pixel is
performed. Therefore. respective color component quanti—
zation errors RE. GE. BE output from the D—fiipllop 706 are
input to the adders 701. 702 and 703 together with pixel data
spaced therefrom by a pixel and added therewith. Therefore.
as shown in FIG. 713, since a subject pixel (pixel being

processed) is added with a quantization error positioned in
front of it by a pixel. it can preserve a gradation correspond-
ing to if) bits regardless of the subject pixel being quantized
to 3 bits by the lower bit diminution unit 704. To supplement
the above description, an error produced by the cutting oil”
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process in the tower bit diminution unit 704 has a positive
value. As a result, outputs from the adders have 11 hits
without a sign.

F10. 8A shows a second embodiment of the error diffu-
sion unit 601. Image data of respective color components R.
G, B each having 8 hits and input from the input unit 101 to
the error diliusion unit 601 are first input to adders 801, 802
and 803 and added with diifitsion errors of three color

components output from error operation units 820. 817 and
818. Therefore. the data outputs from the adders 801. 802
and 803 have the number of bits up to 9 bits. The bits of
these outputs are diminished by bit diminution units 804.
805 and 806 and thus each of the outputs becomes a signal
of 4 hits and is supplied to a color component conversion
unit 102.

Further. the outputs from the adders 801. 802 and 803 are
subtracted from the outputs from the hit diminution units
804. 805 and 806 by subtracters 807. 808 and 809 and thus
data Re, Ge and He can be obtained from errors 807. 808 and
809. Note that data from the bit diminution units 804. 805
and 806 are added with "0" and are normalized to corre~

spond to 9 bits. As shown in FIG. 8C. these errors are
divided to the circumference of the position of a subject

pixel at division ratios of A. B and C, wherein (A. B. C) may
be set. for example. to (0.4. 0.2. 0.4). Therefore. when errors
produced in the circumference of the position of the subject
pixel are assumed a. b and c as shown in FIG. SB. the errors
of An. B-b and Co are added to the position of the subject
pixel around the circumference thereof by the adders 801.
802 and 803. as shown in FIG. 8E. To supplement the above
description, the error Re of the position of the Subject pixel
shown in FIG. 8C is divided as A-Re, B-Re and C‘Re to the

positions in the circumference of the subject pixel as shownin FIG. 8D.

Since the error operation units 820. 817 and 818 for
calcuiating the total of divided errors RE. GE, BE have the
same arrangement, the error operation unit 820 will be
described here. The error Re input. to the error operation unit
820 is delayed by a pixel and by a horizontal line through a
D—llipfiop DFF 811 and one line width FiFD memory 810.
respectively and an output from the one line width FIFO
memory 810 is further delayed by a pixel by a D-flipflop
{)FF 812. Therefore. errors a. b and c in the circumferential

positions of the subject error position are obtained from the
D-flipfiops OFF 811 and DFF 812 and one line width FIFO
memory 810 and these errors a. b and c are multiplied by a
division ratios A. B and C. respectively. by multipliers 814,
815 and 813 and the total amount thereof A-a+B-b+C-c are
calculated by an adder 816 to determine RE which is added
with the value of the subject pixel by the adder 801.

Next. operation of the bit diminution units 804. 805 and
806 will be described. As shown in FIG. 9A, a first example
is a method ofcutting off the lower 5 bits of an input signal
of 9 bits and remains oniy the upper 4 bits thereof.

In a second example. the bit diminution unit is composed
of a table using a ROM and RAM. FIG. 9B shows an
example of the content of the table. which nonlinearly shows
the relationship between an input of 9 bits and an output of
4 bits. In this second example. data exceeding 255 repre—
sented by an input of 8 bits are rounded to a maximum value
of 4 bits and thus an output of 4 bits can be effectively used
without adversely affecting the process of the color compo—
nent conversion unit 102 and the processes foliowing to it.
In the system shown in FIG. 9A. however. the number of bits
used is actually in the range of from 3 to 4 bits and thus this
system is a little disadvantageous. Further. in FIG. 9B. it is
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preferable that data converted to data of 4 bits does not
exceed the value of input data when it is added with a bit “0"
as it is and converted to 8 bits by normalization. With this
arrangement, all the errors produced in the subtracters 807.
808 and 809 have a positive value and the values output
from the adders 801. 802 and 803 also surely have a positive
values accordingly. and thus no problem is caused. If a value
obtained by normalizing an output shown in FIG. 9B
exceeds an output value. the following cases will result.

First. an output from the subtracters 807. 808 and 809 may
produce a negative error and thus an output from the adders
801. 802 and 803 may have a negative value. In this case, the
output becomes 10 bits as an output by being added with a
sign bit. Accordingly, the bit diminution units 804, 805 and
806 are composed of a table for an input of 10 bits. In this
case. if an arrangement is such that when a negative value
is input. an output from the table becomes 0 by rounding the
value. data can be supplied to the color component conver-
sion unit 102 without producing a negative output in the bit
diminution units 804. 805 and 806, and thus such a disad~
vantage that values of R. G and B are negative is not caused.

Therefore. in the system shown in FIG. 8A in which hit
diminution units 804. 805 and 806 are composed of a table,
respectively. when an input vaiue to the table exceeds the
number of bits of R, G. B to an input unit 101. an output
from the table is rounded within the number of bits input to
the input unit 101 (255 types of representations in the case
of 8 bits) and a negative input value is rounded to 0. As a
result. the number of bits supplied to a eotor component
conversion unit 102 is effectively used in a full range and an
error difl‘usion proceSSing is performed without causing a
disadvantage that a negative value is produced. and thus a
gradation corresponding to the gradation at the input unit
101 can be provided.

To supplement the above description. when an input value
to the table exceeds the number of bits of R, G. B to the input
unit 101. one bit of the output bits (4 bits in this cmbodi~
ment) from the table is needed for an error diffusion and thus
these bits cannot be cfi'ectiveiy used. Further, a negative
value less than 0 is output with respect to a positive or
negative input value to the tabie. one more bit is used as a
sign bit. in this case. a bit using efficiency is further lowered
as well as the color component conversion unit 102 must
process a not existing negative value ofR. G. B, which is not
theoretically correct and sometimes calculation cannot be
performed.

As described above, according to this embodiment, the
number of bits of image data can be diminished prior to the
ADCT image compression process. and thus a circuit scaie
of the ADCI’circuit can be diminished and input data having
bits larger than those which can be processed by the ADCT
circuit can be received.

Moreover. even if the number of bits of input image data
is diminished. the errors caused by the diminution are
divided to circumferential pixets, and thus luminance data or
density or gradation data can be preserved, whereby the
number of gradations achieved by the number of bits of the
input image data can be preserved as it is.

Next. a further embodiment of the present invention will
be described. This embodiment is characterized in that the

diffusion of errors is also applied to the DC component
obtained as a result of quantization in the ADCT. As
described above. a difference between a quantized value of
a usuai DC component and a quantized value of a DC
component in an 8x8 block positioned in front of the usual
DC component by a pixel in the ADCT and coded. However.
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an error caused when the DC component is quantized is cut
oil“ as it is. Therefore, the density or gradation ofan image
is not preserved unless the frequency of occurrence or the
size of positive errors and negative errors is normally
distributed or the total of positive errors coincides with the
total of negative errors over the entire image screen.

According to the embodiment of the present invention
described above. errors produced when the DC component
oi‘an 8x8 block is quantized are diii’used to nearby blocks or
a circumferentiai 8x8 pixel block and the blocks diffused
with the errors are quantized after the errors are added to the
DC component. The DC component shows an average vaiue
of image data in the 3x8 block. and thus when this average
value is preserved by the diffusion of the errors, a density or
gradation of the image is preserved as a whuie and a
decrease in the reproduced number of gradations can be
prevented.

FIG. 10 is a diagram showing the arrangement of thisembodiment.

Ali the errors of the DC component of this embodiment
can be contained in a quantization unit 104. Since an error
diffusion process for an AC component is described above.
only an error diffusion process for a DC component will be
described here. First, only a DC component as the head
portion of data output from a zigzag memory 504 as a result
of an 8x8 DCT processing is latched by a QC component
extraction unit 1001 and added with a quantization error of
a DC component ofan 8x8 pixei of a previous block by an
adder 1002. An output from the adder 1002 is quantized by
being divided by a DC coefficient of a quantization table 105
by a divider 1003 and rounded. A value obtained as a result
of the division is multiplied by a DC quantization coefficient
by a multiplier 1004 and a diil'crcnce between a thus
obtained value and an output from the divider 1003 is
determined by a subtractcr 1006 and serves as a quantization
error. The quantization error is delayed by a block by being
latched once by a latch unit 1007 and then added by the
adder 1002 with an output from the DC component extrac-
tion unit 1001 which is a DC component of the next block.

On the other hand, the quantization data as the output
from the divider 1003 is delayed by a bioek by being latched
by a latch unit 1005 and supplied to a subtracter 1008, which
subtracts the one-bloek-delayed data as an output from the
latch 1005 from the quantization data as the output from the
divider 1003 and outputs it thus obtained difl'erence.

A switching unit 1009 switchingiy and sequentially out-
puts the difference value of the DC component and the
quantized value of the AC component.

Note that the description ofthe same elements in FIG. 10
as those in FIG. 5 is omitted,

What is claimed is:

1. An image processing method for processing image data
arranged in image blocks. comprising the step of:

convening image data to a space frequency component
for each image block; and

diffusing a quantization error produced by quantizirtg a
space frequency component of an image block to
another space frequency component of the same image
block.

2. An image processing device for processing image data
arranged in image blocks, comprising:

conversion means for converting image data to a space
frequency component for each image block;

quantization means for quantizing said space frequency
component converted by said conversion means; and
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control means for controlling said quantization means so

that a quantization error produced by quantizing the
space frequency component of an image block is dif—
fused to another space frequency component of the
same image biock.

3. An image processing method according to claim I.
wherein said quantization error is mold-dimensionally dif-
fused to said other space frequency components.

4. An image processing method according to claim 1.
further comprising the step of quantizing said space Ere;
quency component.

5. An image processing method according to claim 1,
further comprising the step of assigning a Huffman code to
said quantized space frequency component.

6. An image processing method according to claim 1,
further comprising the step of transmitting said Huffman
code.

7. An image processing method. comprising the steps of:
convening image data having a first number of bits to

lo

15

10

image data having a lesser number of hits; and

diffusing an error produced in said conversion process to
nearby image data and then convening the error-dif~
fused image data into frequency component image
data.

8. An image processing method according to ciaim '7.
wherein the first converting step is an ADC‘i‘ image eorn~
pression/cxtension processing.

9. An image processing method for processing image data
arranged in blocks, wherein the method is used in an ADCT
image compressiom'extcnsion processing. comprising the
steps of convening image data to a space frequency com-
ponent for each image block. quantizing a convened space
frequency component and difi‘using a quantized error pro-
duced by quantizing a space frequency component of a
block to another frequency component of the image block.

at: It! at! * it:
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BLOCK QUANTIZER FOR TRANSFORM CODING

BACKGROUND

Due to the advantages of digital transmission in tele~
communications and the flexibility of signal processing
by digital circuitry, digital images are preferred in vari-
ous applications. However. the transmission of images
in digital format needs much more bandwidth than
transmission of analog waveforms. In order to reduce
the transmission rate for digital images. various image
communion technique! have been developed. Among
them. transform coding has been proven to be an effi-
cient means of image compression.

In a typical transform image coding system. an image
is segmented into blocks of equal size as illustrated in
FIG. 1. In the illustration of FIG. 1, an image frame is
divided into 5x5 blocks. each of which includes
4X4==sN2 picture elements (pixels). Within each block,
the coefficients can be identified by the rectangular
coordinates'i.j. A small number of blocks and picture

elements are used for purposes of illustration, but a
inore typical system would include 8X 8 or 16x 16 pixel
blocks to complete a frame of 512x512 pixeis.

A two-dimensional transform is applied to each
block, and a block coder is then used to encode the
transform coefficients. The decoding system is just a
reverse prowdure corresponding to the encoding. Van'-
ous transforms have been studied for image coding

applications. _Among them. the Discrete Cosine Trans-
form (DC'I')as found to be the bat from the combined

standpoint of performance and computational effi-
cieucy.

With a discrete cosine transform an NxN array of
coefficients malts from the transform of an NXN
block of pixels. With a discrete Fourier transform a
laser number of complea coefficients would be ob-
tained. Because annual images tend to have smooth
transitions, the coefficients tend to be greater in magni-
tude toward the lower frequencies, that is toward i,
jail, 0. For that reason, more efficient use of bits is
made by allocating a greater number ofbits to the lower
frequency coefficients during quantization. A typical
allocation of bits by is shown in FIG. 1.

The most crucial task in designing a transform image
coding system is in designing a block quantizer to en-
code the two-dimensional transform coefficients. For

nonadaptive types of coding. a zonal coding strategy

that uses a fixed block quantizer might allocate the hits
as, for example, shown'in FIG. 1. Basically, this type of
block quantizer is designed according to the rate de-
rived from the rate-distortion theory. For Gaussian
sources with the mean squared error (MSE) distortion
measure. the optimal rate or number ofbits. R1403)- for
the (iJ)th transform coefficient is found to be

(1)
1 «In a1 n

a rhfiD

where crqis the variance of the (i.j)th transform coeffi-
cient through the frame and D is the desired average
mean squared error. For most non-Gaussian sources.
the optimal rate could not be found from the rate-distor-
tion theory. Actually, there have been no known practi.
cal methods to achieve the minimum mean squared
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2
error. even for Gaussian sources. Instead. the rate

1 ) in equation (1) is rounded to its closest integer
[R1,(D)], and an [RszDfl-bit optimal quantize: is used to
encode the transform coefficient. The optimality of the
rate-distortion block quantizcr is lost by this rounding.
Further, a study recently showed that the distribution
of AC coefficients of the DCT is not Gaussian. Instead,
it is closer to a Laplacian distribution.

In another approach the allocation of bits is deter»
mined for each frame by computing. for each bit to be
assigned to a block of coefficients, the change in quanti-
zation error which would result by assignment of that
bit to each of the coefficients. Each bit is then assigned
to the coefficient which provides for the greatest reduc-
tion in quantization error. A. K. lain. “Image Data
Compression: A Review" Proceedings ofthe IEEE. Vol-
ume 69, Number 3, March, 1981, Pages 349—388, at 365.
The Jain approach requires extensive computations.

SUMMARY OF THE INVENTION

in an adaptive system, discrete coefficients in a block
of coefficients are quantized with different numbers of
quantization bits per coefficient Corresponding coeffi-
cients in each block are quantizedwitherlikumnbcrof
biW‘To allocate the hits, the coefficients are ordered
according to the variance of the coefficients through a
frame of a plurality of blocks. (Because variance is the
square of standard deviation. ordering by standard devi-
ation would also order by variance.) Each quantization
bit is then assigned to a coefficient and the coefficients
are grouped according to the number of thus assigned

bits. The bits are assigned by determining, for each of
the plurality of quantization bits per biock. the reduc-
tion in the quantization error of the frame ofblocks with
assignment of the quantization bit to the coefficient of
each bit group having the largest variance. The deter-
minedquantization errors are then compared and the bit

is assigned to the coefficient for which the largest re-
duction'in quantization error is obtained. The coeffici-
ents of each block throughout the frame are then quan-
tized with the assigned number of bits.

The system has been developed for quantizing the
coefficients resulting from a two dimensional transform
ofblocks of image data. Preferably, the change in quan»
timtion error is computed for each coefficient from the
variance of that coefficient through the frame and a
normalized change in quantization error for the particu-
lar bit being added. The normalized change in quantiza-
tion error can typically be defined for each bit group
based on the distribution of the‘incoming signal and the

nature of " re quantizer to be used. The annualized
reductionsIn quantization error can be stored'in tables
for known distributions such as the Gaussian and Lapla-

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects. feamru. and advan-
tages of the invention will be apparent from the follow-
ing more particular description of a preferred embodi-
ment of the invention, as illustrated in the accompany-
ing drawings in which like reference characters refer to
the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead
being placed upon illustrating the principles of the in-vention.

FIG. 1 is an illustration of an image display organized
in 5X5 blocks, each of 4x4 pixels;
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FIG. 2 is a block diagram of an encoder embodying
the present invetion;

FIG. 3 is a flow chart of the comparison and logic
control of FIG. 2;

FIG. 4 illustrates the use of pointers to group vari-
ance: in the system of FIGS. 2 and 3;

FIG. 5 is a block diagram of a decoder embodying
the present invention.

DESCRIPTION OF A PREFERRED
EMBODIMENT

The present invention is based on the concept that
each bit to be allocated to a block of coefficients is best

allocated to that coefficient which provides for the
greatest reduction in quantization error with the addi-
tion of that bit. For example, once three hits have been
allocated in a biock. the fourth bit should be allocated to
that coefficient for which there will he the greatest
reduction in quantization error. If the two dimensional
array of NXN coefficients are mapped into a one di-
mensional array of N2 coelficients, the mean square
error E which must be minimized is given as:

2 (1)

E - kg] in: Elba)
within a fixed total hit number constraint

MB 2 b
oak k:1

where crzia the variance of each coefficient through the
frame, btis the number ofbits assigned to each coeffici-
ent it within each block and HM) is the normalized
quantization error for each particular bk—bit quantizer.
Ems) is directly and explicitly related to the distribution
of the coefficients being encoded and the type of gum
tizer used, and the quantizer can be either uniform or
nonuniform. In the case of DCT image coding. the AC
terms of the transform coefficients have a distribution

close to the Laplacian and the DC term has a distribu-
tion close to the Gaussian.

The reduction ABkin mean square error by allocating
another hit for coeti’icient k is

AEt-u'kzlflbflwEfbH illua'h’AEtbt) (3)

The design rule is to assign an available bit to the coeffi-
cient k that provides the isrgest AEk. Nevertheless, the
computation of AB]; and the comparison for choosing
the largest AEk does not have to he carried out over all
coefficients 1:. With a given number of bits previously
aliocated to several coefficients, {kul—ECbk+ l)! is
equal for ali coefficients. Therefore. the greatest reduc-
tion in mean square error ARI; will result by allocating
the hit to the coefficient having the greatest variance.

Identification of the coeificieut having the greatest
variance is facilitated by initiaily listing the coefficient
variance by order of magnitude. Initially, a single hit is
allocated to the coefficient having the greatest variance.
Thereafter, the coefficients are grouped according to
the number of bits allocated thereto and within each

group the variances are ordered according to the mag-
nitude thereof. To allocate each additional bit. a compu-
tation is made according to equation 3 of the change in
mean square error which would occur if the bit were
ailocated to the coefficient having the largest variance
in each group. The computed mean square error reduc-
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tion from each group then determines the coefficient to
which the bit is to be allocated. and that coefficient is
moved to the group of one additional bit.

Therefore, if an extra bt were allocated to Group Gs.
where b is the number of bits previously allocated. the
bit should be assigned to the group's first element, that
is, that having the largest variance. The comparisons
that have to be carried out become those of comparing
the ABS corresponding to the first elements of each of
these groups. The design procedure of the bit map for
an Nx N transform with b bits assigned to each coeffici-
ent of each group can be summarized as follows:
Step 1. Initialize variables. Set Go={o-iz.o'13. . . . o'kz.

- - owzmz}
Gmempty for 13:1. Set counter Ncnt=il

Step 2. Ichnt=totaI bits allocated to the NX N block,
then go to END.

Step 3. Calculate AB corresponding to the first element
of each group.

Step 4. Assign a bit to the first element of Group
65 with the largest AE, and move that
element to Group 6.5+].

Step 5. Iricrement counter; i.e. Manta-Noam» l.
Go to Step 2.
A system for implementing the above approach is

illustrated in FIG. 2. A sequence of pixels for an image
frame arevapplied to a two dimensional transform 12
such as a DCl"._In the transform the image is divided
into blocks as iiiustrsted in FIG. 1, and a two dimen-
sionai transform is computed for each block to generate
a set of coefficients U(i,i) for each block. The thus gen—
erated coefficients are stored in a RAM 14. The coeffi-
cients are used to determine an allocation of bits within

each block which is applied across the entire frame.
Once that allocation of bits is obtained, the coeliicients
are applied through a block quantizer 16 and quantized
to the assigned number of bits. The block quantizer 16

. may use scalar quantizers or any available type. For
40
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50

55

65

exampie, the optima} uniform and nonuniform quantiz-
ers proposed by J. Max may be used. J. Max, “Quantiz-
ing for Minimum Distortion". IRE Trans. Information
Theory. 6, 1—12. 0960). - . . . .

To determine the allocation of bits for the frame, the
variance midis computed at 18 for all coefficients i,j of
the frame. In the system iilustrated in FIG. 1. for exam-
ple. 16 variances would be computed. Those variances
are then ordered according to magnitude in a one di-
mensional mapping unit 20 and stored in a RAM 21. In
a comparison and logic control 24, pointers are gener-
ated and stored for grouping the variances according to
the number of bits assigned thereto. initially all vari-
ances are assigned to a first group On.

In order to compute the reduction in mean square
error with the allocation of each bit, the nature of the
distribution of the incoming signal must be determined.
For exampie. the DCT of a natural image has a distribu-
tion cioser to the Gaussian distribution at DC and a

distribution closer to the Laplacian distribution at AC.
When the logic control determines that the out: corre-
sponding to owl: 60,02 is being considered. a MS. based
on a Gaussian distribution would be obtained. Other-
wise. a AE(b) based on a Laplacian distribution would
be required.

E is also dependent on the group Gb being consid-
cred.

A precalculated table of “502) based on the type of
qualtizers in the block quantizer 16 being used can be
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provided in a ROM 26 for each type of distribution.
Different tables may also be stored for different types of
quantizers in the block ouantizer 16 which may be used
in the system. Each table would include a different
value of AEGJ) for each group Gr. A particular table of
AE(b)15 selected by a signal 28 based on the known type
ofquantizer and the known distribution of the"Incoming
signal. Alternatively. in a more complex system. the
AE(b) might be calculated {or each sequence of frames.
Typically. the distribution is constant throughout an
image sequence. '

The system further includes a set of multipliers 30.
each of whichis associated with a bit group 65. The
multipliers are used to calculate the product of the larg-
est variance of each bit group with the normalized
change'in quantization error AB of that bit group. The
variances are addressed from the RAM 21 and latched
into buffers 32 by the comparison and logic control 24.
The changes in quantization error from the table 26
selected by the select signal 28 are latched into buffers
34. Alternative tables can be selected by the comparison
and logic control 24 by means of signal 36 when, for
exalnple, the variance being multiplied is associated
with the DC’term which has a Gaussian distribution.

The logic control 24 selects the appropriate AB(b)_for
multiplication with each largest 0'13 obtained from each
group 05. The products obtained from multipliers 30
are compared to determine the largest reduction in
mean square error. The 0'13 which provides the largest
reduction'or error is shifted to the nest larger group and
held as the smallest in! of that group All other vari-
ances are retained'in their respective groups. The sys-
tem has a maximum number of bits bmax into which a
coefficient may be quantized and the variances ofcorre
sponding groups Gum may not be used'In the compari-
son. The multiplications and comparisons continue until
all hit: designated for a block have been allocated.
Thereafter. tbebita bkaremappedtothetwodimeu-
sinus l; of the coefficients in 2-D map 31 and each
coefficient of each block'is quantized according to the
assigned bit allocation.

Operation of the comparison and logic controller 24
is illustrated by the flow chart ofFIG. 3 and the illustra-
tions ofFIG. 4. Throughout the sequence. the variances
are stored in addresses 0 to Mun-l with the largest vari-
ance stored at address 0 and the smallest at address

NL—l. The variances are grouped by two pointers Ab
and Ba for each group. Asindicats the largest variance
of the group and Bi. indicates the smallest variance of
the group. The addresses are stored in registers in the
comparison logic and control 24. Initially. all variances
are assigned zero bits and are thus included in group On.
Thiaisindicsted bonequaltoOBoequaltoNZ—l as
illustrated in FIG. 4A. and those variables are initialized
in Block 38 of FIG. 3. The other groups are initially

empty and this'Is indicated by setting As and 135 eachequal to —l.
Each bit to a total number of bits NtotalIs then as-

signed to a respective group Gain a loop which includes
the return line 40. Within that loop. the Buffers 32 are
first loaded in a DO loop 42. Then. the changes in quan-
tization error are calculated through the multipliers 30.
and the maximum change in error is’determined in
Block 44 (FIG. 3. Sheet 2). Then, the pointers are modi-
fied to effectively transfer the variance which provides
the largest change in error to the next bit group (3.1,.

A possible grouping of the variances by the pointers
Ab and Bi, is illustrated in FIG. 4B. In this illustration. a
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6
group of variances including 13 is included in group
Gym“. This group is defined by addresses Bbmax=q and
Aswan-1. Group G4 is defined by address pointers
84:5 and A4=r. Note that group G; is empty so 35 and
A3 would both equal ---1. Group G; incldcs a single
element. so 132 and A2 both equal t. Group 1 is defined
by Bg=N1—l and A1=u. Group Go is new empty. so

'BaandAaboth equal —l.
As the system proceeds through the D0 loop 42. it

first checks at 46 whether the address of the largest
variance of the group being considered is equal to D. If
it is. the AE(b) corresponding to a Gaussian distribution
is selected by signal 36 (FIG. 2) at block 48 (FIG. 3,
Sheet 1). That A503) is then applied to the buffer 34
associated With 11. Then. at 50 the variance 12 at the
address A1, is latched into the associated buffer 32. For
any other variance. the AE(b) from the usual look-up
table selected by signs] 28 is used. For each Abnot equal
to zero, it is determined whether the address is greater
than D at 51. If it is less than 0 an empty group is indi-
cated, and a zero is latched into the buffer 32 associated
with the group of b hits at 52. if the addrms is positive.
the group includes at least one element. and the largest
element is that in the address A». The variance at As is
loaded into the associated buffer 32 at 54.

The DC loop 42 is continueduntil b=b1nax-— l. The
variances included in group betas are no longer consid-
ered in the comparison because no firrther bits can be
assigned to the coefficients in that gprouWith the
variances and the E_(b)‘s thus loadedin the buffers 32
and 34. the changes in quantization error resulting from
assignment of the next bit to the several bit groups are
available at Do to Dom _|_. The largest of those inputs
is selected at 44 to identify the bit group b' having the
variance to which that bit should be assigned.

Selected variances are shifted to next larger bit
groups by shifting the addresses Esaud As from right to
left. The sunplest case is where the selected variance is
taken from a group which had more than the one vari-
ance therein andis moved to a groupwhich already has
a variance therein. In that case. as illustrated in a move
of a variance from group G] to group Go. the pointer
A1 need only be shifted one element to the left by add-
ing one to its address, and the pointer B2 need only be
shifted one to the left by making its address equal to the
motions address of A1. These functions are performed
in Blocks 56 and 58. respectively.

When the next larger group into which the variance
is shifted is empty, as is group 63 in FIG. 4B. the
pointer AB“ is —1. so it can not simply be left as it
was; rather. it is given the previous address of Aa" as
indicated in Block 60. By thus defining the new Ab‘+l
and By.” in Blocks 60 and 58. a new group having the
single element taken from the address AV is created.
Thereafier. Ab' may be shifted in block 56 as before.

Another special case is where the selected variance
comes from a group having only that variance as a
single element. An example is where the variance is
taken from group G; of FIG. 43. In that case, the group
Gb‘ is eliminated by setting both As‘ and 13.5": —l in
block 62.

Once NCNT=NTOTAL. the assignment of bits to
each coefficient is determined from the group pointers
at 63. That assignment is converted to a 2D map at 37
(FIG. 2) to select the appropriate b-bit quantizer 16 for
each coefficient. Before transmission of the quantized
coefficients. the variances and the signal 28 indicating
the type of quantizer and the distribution are transmit-
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ted. The signal 28 need only be transmitted once for a
sequence of frames and the variances need only be
transmitted once for each frame. At the decoder, illus-
trated in FIG. 5, the quantized coefficients are stored in
a random access memory 64 and the bit variances. The
computation may be by a system which is identical to
that of the coder in that it includes a one dimensional

mapping unit 20‘. an reduction took-up table 26', a
RAM 21’. buffers 32' and 34'. comparison and logic
control 24' and a 2-D mapping unit 37'. With the alloca-
tion of bits known. the quantized coefficients stored in
buffer RAM 64 are applied to an inverse block quan-
tizer 78 to recreate the two dimensional transform coef—

ficients, and those coefficients are then appiied to an
inverse transform 80 to generate the original image.

While the invention has been particularly shown and
described with reference to a preferred embodiment
thereof, it is understood by those skilled in the art that
various changes in form and details may be made
therein without departing from the spirit and scope of
the invention as defined by the appended claims.

I claim:

1. A coding system in which discrete coefficients in a
. frame ofblocks of coefficients are quantized with differ~
eat numbers ofquantization bits per coefficient and like
numbers of biht for corresponding coefficients in the
blocks of the frame. the system comprising. for assign-
ing the quantization bits to the coefficients;

means for ordering the coefficients according to the
variance of the coefficients through the frame;

means for grouping the coefficients in hit groups
according to the number of bits, if any. already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;

means for determining, for each of a plurality of
quantization bits per block. the reduction in quanti-
zation error for the frame ofblocks with the assigrb
ment of a quantization bit to the coefficient ofeach_
bit group having the largest variance; and
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means for comparing the determined reductions in 40
quantization errors and for assigning the next quan-
tization bit to the coefficient for which the largest
reducdonm quantization error is assoc'mted.

2. Acodingsyrtemasclnimedinclaimlfiu'ther
comprising means for performing a two dimensional 45
transform to provide the discrete coefficients

3. A coding system as claimed in ciairn 1 wherein the
means for determining the reduction in quantization
error computes the product of the variance of a coeffici-
ent and a normalized change in quantization error.

4. A coding system as claimed in claim 3 further

comprising a lookup table for storing the.‘ normalized
changesIn quantization error.

5. Acodingsystemasclaimedinclnimdtfiirther
comprising means to select a table of the normalized
changa1n quantization error based on the type ofdistri—
bution of the coefficients.

6. A coding system as claimed in claim 3 further
comprising memo to identify the type of distribution of
the coefficients and for then determining the normat-
ized change in quantization error based on that type of
distribution.

7. A coding system as claimed in claim I further
comprising means for transmitting signals indicative of
the variances and the type of distribution with the quan-
tized data.

8. A coding system for transform image coding in
which discrete coefficients in a frame of two dimen-
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sional blocks of coefficients are quantized with different
numbers of quantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;

means for performing a two dimensional transform to
provide the discrete coefficients:

means for ordering the coefficients according to the
variance of the coefficients through the frame;

means for grouping the coefficients in hit groups
according to the number of bits, if any, already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;

means for providing normalized changes in quantizm
tion error as a function of signal distribution;

means for determining. for each of a plurality of
quantization bits per block. the reduction in quanti-
zation error for the frame ofblocks with the assign-
ment of a quantization bit to the coefficient of each
bit group having the largest variance by computing
the product of the variance of the coefficient and
the normalized change in quantization error;

means for comparing the determined reductions in
quantization error and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantization error is associated: and

means for quantizing the coefficient of each block of
coefficients with the assigned number of bits.

9. A method of quantizing discrete coefficients in
blocks of coefficients with different numbers of quanti-
zation hits per coefficient and like numbers of bits per
corresponding coefficients in the blocks. the method
comprising:

for a frame of a plurality of coefficients. ordering the

coefficients according to the variance of the coeffi-
_ cients through the frame; F -'

assigning a nitniber ofquantization hits to each of a
plurality ofcoefficientsin each block and grouping
the coefficients in bit groups according to the num—
ber of thus assigned hits. the bits being assigned by
determining. for each of a plurality of quantization
bits per block. the reduction in quantization error
for the frame of blocks with assignment of the
quantization hit to the coefficient of each bit group
having the largest variance, comparing the deter«
mined reductions in quantization errors and asaign-
ing the next quantization bit to the coefficient for
which the largest reduction in quantization error is
associated; and

quantizing the coefficients of each block of coeffici-
ents with the assigned number of bits.

10 A method as claimedin claim 9 further compris-
ing the step of performing a two~dimensiona1 transform
to provide the discrete coefficients.

11. A method as claimed in claim 9 wherein the re-

duction in quantization error is determined by comput-
ing the product of the variance of a coei'ficient and a
normalized change in quantization error.

12. A method as claimed in claim 11 wherein the
normalized change in quantization error is retrieved
from a lookup table.

13. A method as claim 12 further comprising the step
of providing the type of distribution for selecting the
normalized change in quantization error from the
iooltup table.

14. A method as ciaimed in claim It further compris-
ing the step of identifying the type of distribution of the
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coefficients in order to determine the normalized
change in quantization error.

15. A method as claimed in claim 9 further compris-

ing the step of transmitting with the quantized coeffici—
ents signals indicative of the variances and type of dis-
tribution of the coefficients.

16. A method of assigning a number of quantization
bits to each of a pinrality of discrete coefficiean in
blocks of coefficients, the method comprising sequen-

tially assigning the available quantization bits to appro-
priate coefficients and grouping and regrouping the
coefficients in bit groups according to the number of
thus assigned hits, the bits being assigned by determin—
ing. for each assigned quantization bit, the maximum
reduction in quantization error for a frame of blocks of
coefficients with assignment of the bit to a predeter-
mined one of the coefficients of each bit group, and

assigning the bit to the coefficient, throughout the
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frame of biocks of coefficients. which provides the
greatest reduction in quantization error.

17. A method as claimed in claim 16 further compris-
ing determining the reduction in quantization error
from a normalized change in quantization error which is
a function of the number ofbits already assigned to each
coefficient.

18. A method as claimed in claim 17 wherein the
normalized change in quantization error is determined
as a function of the type of distribution of the coeffici-
eats.

19. A method as claimed in 18 wherein the change in
quantization error is computed as the product of the
variance and the normalized change in quantization
error for the coefficient having the iargest variance
within each group of coefficients having a particular
number of bits already assigned thereto.

20. A method as claimed in claim 16 wherein the

predetermined one of the coefficients of each hit group
is the coefficient having the largest variance.C I II I I
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ENCODING AND DECODING VIDEO
SIGNALS USING ADAPTIVE FILTER

SWITCHING CRITERIA

This is a continuation of copending application Ser. No.
08/158,855 filed on Nov. 24, 1993.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to image processing, and, in
particular, to computer-implemented processes and systems
for decompressing compressed images.

2. Description of the Related Art

It is desirable to provide real-time audio, video, and data
conferencing between personal computer (PC) systems

5

10

15

communicating over an integrated services digital network .
(ISDN). In particular, it is desirable to provide a video
compression/decdmpression process that allows (1) real-
time compression of video images for transmission over an

» ISDN and ,(2) real-time ddompresitiou and playback on the
host processor of a PC conferencing system.

It is accordingly an object of this invention to overcome
the disadvantages and drawbacks of the known art and to
provide a video decompression process that allows real—time
audio, video, and data conferencing between PC systems

_ operating in non—-real-time windowed environments.
Further objects and advantages of this invention will

become apparent from the detailed description of apreferred
. embodiment which follows.

SUMMARY on THE INVENTION

' The present invention is a Computer-implemented process
and apparatus for encoding video signals. According to a
preferred embodiment, one or more training video frames
are encoded using a selected quantization level to generate

one or more encoded training video frames. The encoded
training video frames are decoded to generate one or more
decoded training video frames and one or more energy
measure values are generated corresponding to the decoded
training video frames. This training processing is performed
for a plurality of quantization levels and an energy measure
threshold valueis selected for each of the quantization levels
in accordance with the decoded training video frames. AfirSt
reference frame'is generated corresponding to a first video
frame A block of a second video framets encodedusing the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame. The
block of the encoded second video frame is deceded to
generate ablock of a second reference frame, by: (1)
generating an energy measure value corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with the energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame'in accordance with the comparison
A third video frame is encoded using the second reference

frame. . , .
According to another preferred embodiment, a first ref-

erence frame is generated corresponding to a first video
flame. A blobk ofa second video frame is encoded using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame. The

20

2

‘ generating an energy measure value. corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with an energy measure. threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference framein accordance With the comparison.
A third video frameis encoded using the second reference
frame. The energy measure threshold value corresponding to
the selected quantization level for the block having been
determined by: encoding one or more training video frames
using each of a plurality of quantization levels to generate a
plurality of encoded training video frames; decoding the

encoded training video frames to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values correSponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

The present inVentiou is also a computer-implemented
process and apparatus for decoding video signals. According
to a preferred embodiment, an encoded first video frame is
decoded to generate a first reference frame;"A block of an
encoded second video frame is decoded to generate a block
of a‘secoud reference frame, by: (1) generating an energy
measure value corresponding to the block of the'cncoded
second video fraine; (2). comparing the energy measure
value with an energy measure threshold value corresponding

’ to a selected quantization level for the block; and (3)

30
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block of the encoded second video frame is decoded to .
generate a block of a second reference frame, by: (l)

applying a filter to generate the block of the seCond reference
frame in accordance with the comparison. An encoded third
video frame is deCOded using the second reference frame.
The energy measure threshold value corresponding to the
selected quantization level for the block having been deter-
mined by: encoding one or more training video frames using
each of a plurality of quantization levels to generate a
plurality of encoded training video‘frarnes; decoding the
encoded training video frames to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values Corresponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

BRIEF DESCRIPTION or: me DRAWINGS

Other objects, features, and advantages of the present
invention will become more fully apparent from the follow-
ing detailed description of the preferred'ernbodiment, the
appended claims, and the accompanying drawings in which:

FIG. 1 is a block diagram representing real-time point- '
to-point audio, video, and data conferencing between two
PC systems, according to a preferred embodin'tent of the
present invention;

FIG 2‘1s a bleak diagram of the hardware configuration
of the conferencing system of each PC system of FIG. 1;

FIG. 31s a block diagram of the hardware configuration
of the video board of the conferencing system of FIG. 2;

FIG. 4 is a block diagram of the hardware configuration
of the audio/comm board of the conferencing system of
FIG. 2;

FIG. 5 is a block diagram of the software configuration of
the conferencingsystern of each PC system of FIG. 1;

FIG. 6 is a block diagram of a preferred embodiment of
the hardware configuration of the audio/comm board of
FIG. 4;

HUAWEI EX. 1016 - 526/714
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FIG. 7 is a block diagram of the conferencing interface
layer between the conferencing applications of FIG. 5 on

one side, and the com, video, and audio managers of FIG.5 on the other side;

FIG. 8 is a representation of the conferencing call finite
state machine (FSM) fora conferencing session between a
local conferencing system (i.e., caller) and a remote confer-
encing system (i..,e callee);

FIG. 91s a representation of the Conferencing stream FSM

for each conferencing system participating in a conferencing. session;

FIG. 10'rs a representation of the video FSM for the local
video stream and the remote video stream of a conferencing
system during a conferencing session;

FIG. 11 is a block diagram of the software components of
the video manager of the conferencing system ofFIG. 5;

FIG; 12 is a representation of a sequence ofN walldng key
frames;

FIG. 13 is arepresentation of the audio FSM for the local
audio stream and the remote audio stream of a conferencing
system during a conferencing session;

FIG. 14'is a block diagram of the architecture ofthe audio
subsystem of the conferencing system of FIG. 5;

FIG. 15 is a block diagram of the interface between the

audio task of FIG. 5 and the audio hardy/are of audio/comm
board of FIG. 2;

FIG. 16'1s a block diagram of the interface betWeen the
audio task and the com task of FIG 5:

' FIG. 17 is a block diagram or the com subsyStem of the
conferencing system of FIG. 5; V ‘

FIG. 18 is a‘ block diagram of the com subsystem

architecture for two conferencing systems of FIG 5 partici-
pating in a conferencing session;

FIG. 19 is a representation of the com subsystem
application FSM for a conferencing session between a local
site and a remote site;

FIG. 20 is a representation of the com subsystem;
connection FSM for a conferencing session between a local
site and a remote site; .

FIG. 21'is a representation of thecom subsystem control
channel handshake FSM for a conferencing session between
a local site and a remote site;

FIG. 22 is a representation of the com subsystem
channel establishment FSM fora conferencing session
between a local site and a remote site;

FIG. 23 is a representation of the comm subsystem
processing for a typical conferencing session between a
caller and a callee;

FIG. 24 is a representation of the structure of a video
packet as sent to or received from the com subsystem of

_ the conferencing system of FIG. 5;
FIG. 25 is a representation of the compressed video

bitstream for the conferencing system of FIG. 5;
FIG. 26 is a representation of a compressed audio packet

for the conferencing system of FIG. 5;

FIG. 27'is a representationof the reliable transport comm
packet structure;

FIG. 2811's a repres'entation of the unreliable transportcomm packet structure; -

FIG. 29 are diagrams indicating typical connection setup
and teardown sequences;

FIGS. 30 and 31 are diagrams of the architecture of the
audio/comm board; and
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FIG. 32 is a diagram of the audio/comm board environ
ment.

DESCRIPTION OF THE PREFERRED
EMBODIMENTES)

Point-To-Point Conferencing Network
Referring now to FIG. 1, there is shown a block diagram

representing real-time point—to-point audio, video, and data
conferencing between two PC systems, according to a
preferred embodiment of the present invention. Each PC
system has a conferencing system 100, a camera 102 a
microphone 104. a monitor 106; and a s; .tker 108. The
conferencing systems'communicate viaan integrated ser-
vices digital network (ISDN) 110. Each conferencing system
100 receives, digitizes, and compresses the analog video
signals generated by camera 102 and the analog audio
signals generated by microphone 104. The compressed
digital video and audio signals are transmitted to the other
conferencing system via ISDN 110, where they are decom-
pressed and ‘convened for play on monitor 106 and speaker
108, respectively. Inaddition, each conferencing system 100
may generate and transmit data signals to the other confer-
encing system '100 for play on monitor 106. In a prefrnred
embodiment, the video and data signals are displayed in
different windows on monitor 106. Each conferencing sys-
tem 100 may also display the locally generated video signals
in a separate window. .

_ Camera 102 may be any suitable camera for generating
NSTC or PAL analog video signals. Microphone 104 may be
any suitable microphone for generating analog audio sig—
nals. Monitor 106 may be any suitable monitor for display-
ing video and graphics images and is preferably a VGA
monitor. Speaker 108 may be any suitable device for playing
analog audio signals and"is preferably a headset.
Conferencing System Hardware Configuration

Referring now to FIG. 2, there'is shown a block diagram
of the hardware configuration of each conferencing system
100 of FIG. 1, according to a preferred embodiment of the
present invention. Each conferencing system 100 comprises
host processor 202, video board 204. audio/comm board
206, and [SA bus 208. 1

Referring now to FIG. 3, there is shown a block diagram
of the hardware configuration of video board 204 of FIG. 2,
according to a preferred embodiment of the present inven-
tion. Video board 204 comprises industry. standard architec-
ture (ISA) bus interface 310, video bus 312, pixel processor
302, video random access memory (VRAM) device 304, '
video capture module 306, and video analog-to~digital
(AID) converter 308.

Referring now to FIG. 4, there is shown a block diagram
of the hardware configuration of audio/comm board 206 of
FIG. 2, according to a preferred embodiment of the present
inventibn. Audio/commvboard 206 comprises ISDN inter-
face 402, memory 404, digital signal processor (DSP) 406,
and ISA bus interface 408, audio input/output (IIO) hard-
ware 410.

Conferencing System Software Configuration
Referring now to FIG. 5. there is shown a block diagram

of the software configuration each conferencing system 100
of FIG. 1, according to a preferred embodiment of the
present inventiou.'V'1deol microcode 530 resides and runs on
pixel processor 302 of video board 204 of FIG. 3. Comm
task 540 and audio task 538 reside and run on DSP 406 of
audio/comm board 206 of FIG. 4. All of the other software

modules depicted in FIG. 5 reside and run on host processor
202 of FIG. 2.
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Video. Audio. and Data Processing _

Referring now to FIGS. 3, 4, and 5, audio/video confer—
encing application 502 running on host processor 202 pro-
vides the top--level local control of audio and video confer-
encing between a local conferencing system (ie., local site
or endpoint) and a remdte conferencing system (i..,e remote
site or endpoint). Audie/videoconferencing application 502
controls local audio and video processing and establishes
links with the remote site for transrnitting'and receiving
audio and video over the ISDN. Similarly. data conferencing
application 504, also running on host processor 202, pro-
vides the top-level local control of data conferencing
between the local and remote sites Conferencing applica-
tions 502 and 504 communicate with the audio, video. and
com subsystems using conferencing application program-
ming interface (API) 506, video API 508, com API 510,
and audio API 512 The functions of conferencing applica-
tions 502 and 504and the APIs they use are described in
further detail laterin this specifiCation. -

During conferencing, audio 1/0 hardware 410 of audio/
comm board 206 digitizes analog audio signals received
from microphone 104 and storesthe resulting uncompressed

digital audio to memory 404 via ISA bus Interface 408.
Audio task 538 running on DSP406, controls the compres-
sion of the uncompressed audio and stores the resulting
compressed audio back to memory 404. Comm task 540,
also nmning on DSP 406, then formats the compressedaudio format for ISDN transmission and transmits the com-

pressed ISDN-formatted audio to ISDN interface 402 for
transmission to the remote site over ISDN 110.

ISDN interface 402 alSO resolves from ISDN 110 com-
pressed ISDN-formatted audio generated by the remote site
and stores the compressed ISDN-formatted audio to memory
404. Comm task 540 then reconstructs the compressed audio ..
fomiat and stores the compressed audio back to' memory
404. Audio task 538 controls the decompression of the
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compressed audio and stores the resulting decompressed .
audio back to memory 404. ISA bus interface then transmits
the deeompressed audio to audio IIO hardware .410 which '
digital— —analog (DIA) concerts the decompressed audio

and transmits the resulting analog audio signals to speaker
108 for play.

Thus. audio capturelcompression and decompression/
playback are preferably performed entirely within audio/
comm board 206 without going tluough the host processor.
As a result, audio is preferably continuously played during

a conferencing session regardless of what other applications
are nmning on hostprocessor 202. ’

Conoturent with the audio processing, video AID con-
verter 308 of video board 204 digitizes analog video signals
received from camera 102 and transmits the resulting digi-
tized video to video capture module 306. Video capture

45
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cation programming interface (API)_510. Contra manager
518 paSses the compressed video through digital signal
processing (DSP) interface 528 to ISA bus interface 408 of
audio/comm board 206. which stores the compressed video
to memory 404. Comm task 540 then formats the com-
pressed video for ISDN ‘ transmission and transmits the
ISDN-formatted compressed video to ISDN interface 402
for transmission to the remote site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 ISDN-
fdrmatted Compressed video generated by the remote site
system and stores the ISDN-formatted compressed video to
memory 404. Comm task 540 reconstructs the compressed
video formatand stores the resulting compressed video back
to memory 404. ISA bus interface then transmits the com-
pressed video to com manager 1518 via ISA bus 208 and
DSP interface 528. Comm manager 518 passes the com-
pressedvideo to 'video manager 516 using comm API 510.
Video manager 516 decompresses the compressed video and

transmits the decompressed video to the graphics device
interface (GDI) (not shown) of Microsoft® Windows for
eventual display in a video window on monitor 106.

For data conferencing, concurrent with audio and video

conferencing, data conferencing application 504 generates
and passes data to com manager 518 using conferencing
API 506 and com API 510. Comm manager 518 passes the
data throughboard DSP interface 532 to ISA bus interface
408, Which stores the data to memory 404. Conun task 540
formats the data for ISDN transmission and stores the

ISDN-formatted data back to memory 404. ISDN interface
402 then transmits the iSDN-forrnatted data to the remote
site over ISDN 110. , ,

ISDN interface 402 also receives from ISDN 110 ISDN-

formatted data generated by the remote site and stores the
ISDN-formatted data to memory 404. Comm task S40
reconstructs the data format and stores the resulting data
back to memory 404. ISA bus interface 408 then transmits
the data to com manager 518. via ISA bus 208 and DSP
interface 528. Comm managin- 518 passes the data to data
conferencing application 504 using comm API 510 and
conferencing API 506. Data conferencing application 504
processes the .data and transmits the processed data to
Microsoft® Windows GDI (not shown) for display in a data
window on monitor 106.

Preferred Hardware Configuration for Conferencing System
Referring again to FIG. 2, host processor 202 may be any

suitable general-purpdse processor and is preferably an
Intel® processor such as an Intel® 486 microprocessor. Host
processor 202 prcg'erably has at least 8 megabytes of host
memory. Bus 208 may be any suitable digital communica-
tionsbus and is preferably an Industry Standard Architecture

' (ISA) PC bus. Referring again to FIG. 3, video AID con-

module 306 decodes the digitized video into YUV color .
components and delivers uncompressed digital video bit-
maps to VRAM 304-via video bus 312. Video microcode
530, running on pixel processor 302, compresses the uncom-

55

pressed video bitmaps and stores the resulting compressed _
video back to VRAM 304. [SA bus interface 310 then
transmits via ISA bus 208 the compressed video to' host
interface 526 running on host processor 202. '

Host interface 526 passes the compressed video to video
manager 516 via video capture driver 522. Video manager
516 calls audio manager 520 using audio API 512 for
synchronization information. Video manager 516 then time-
stamps the video for synchronization With the audio. Video
manager 516 passes the time-stamped compressed video to
communications (comm) manager 518 using comm appli-

60

65

verter 308 of video board 204 may be any stande hardware
for digitizing. and decoding analog video signals that are
preferably 'NTSC or PAL standard video signals. Video
capture module 306 may be any suitable device for captur-
ing digital video color component bitmaps and is preferably
an Intel® ActionMedia® 1] Capture Module. Video capture
module 306 preferably Captures video as subsarnpled 4:1:1
YUV bitmaps (i._e.. YUV9 or YVU9). Memory 304 may be
any suitable- computer memory device for storing data
during video processing such as a random access memory
(RAM) device and is preferably a video RAM (VRAM)
device with at least 1 megabyte of data storage capacity.
Pixel processor 302 may be any suitable processor for
compressing video data and is preferably an Intel® pixel
processor such as an Intel® i750® Pixel Processor. Video
bus 312 may be any suitable digital communications bus and
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is preferably an Intel® DVI® bus. ISAvbus interface 310
may be any suitable interface between ISA bus 208 and
video bus 312, and preferably. comprises three Intel®
ActionMedia® Gate Arrays and ISA configuration jumpers

Referring now to FIG. 6, th'ere'is shown a block diagram
of a preferred embodiment of the hardwareconfiguration of
audio/comm board 206 of FIG. 4. This preferred embodi-
ment comprises:

Two 4—wire S—bus RJ-45 ISDN interface connectors, One
for output to ISDN 110 and one for input from ISDN
110. Pm of ISDN interface 402 of FIG. .4. '

Standard bypass relay allowing. incoming calls to be
redirected to a down-line ISDN phone, (not shown) in
case conferencing system power is off or conferencing
software is riot loaded. Part of ISDN interface 402.

Two standard analog isolation and filter circuits for inter-
facing with ISDN 110. Part of ISBN interface 402.

No Siemens 8-bit D—channel PE32085 ISDN interface

chips. Part of ISDN interface 402. . >
Texas Instruments (TI) 32-bit 33 MHz 320c31 Digital

Signal Processor. Equivalent to DSP 406. .
Custom ISDN/DSP interface application specified inte-

grated circuit (ASIC) to provide interface between 8-bit
Siemens chip set and 32-bit '11 DSP. Part of ISDN
interface 402. '

V 256 Kw Dynamic RAM (DRAM) memory device. Part of
memory 404.

32 Kw Static RAM (SRAM) memory device. Part of
memory 404

Custom DSP/ISA interface ASIC to provide interface
between 32—bit TI DSP and ISA bus 208. Part of ISA
bus interface 408.

Serial EEPROM to provide software jumpers for DSP/
> ISA interface. Part of ISA bus interface 408.

Audio Code'c'4215 by Analog Devices. Inc. for sampling
audio in format such as ADPCM, DPCM, or PCM
format. Pan of audio I/O hardware 410. .

Analog circuitry to drive audio [/0 with internal speaker
for playback and audio jacks fer input of analog'audio
from microphone 104, and for. output of analog audio. to
speaker 108. Part of audio IIO hardware 410.

Referring now to FIGS. 30 and 31. there are shown
diagrams of the architecture of the audiolco’mm board. The
audio/comm board consists basically Of a slave ISA inter-

face, a TMSSZOCSI DSP core; an ISDN BRI S interface,and a high quality audio interface.
The C31 Interfacers a 32-bitnon-multiplexed data port to I

the VC ASIC. It is designed to Operate with a 27—33 Mhz
C31. The C31 address is decoded for the ASIC to live
between 400 00011 and 44F FFFH.A11 accesses to local
ASIC registers (including the FIFO’s) are 0 wait-State.
Accesses to the I/O bus (locations 440 OOOH through 44F
FFFl-I) have 3 wait states inserted. Some of the registers in
the ASIC are 8 and 16 bits wide. In these cases, the data1.8

aligned to the bottom (bit 0 andup) of the C31 data word. .
The remainder of the bits will be read as a “0". All
nonexistent or reserved register locations will read as a “0".
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The 13—channel interfaces provide a 32-bit data path to and
from the El and BZ ISDN data channels. They are FIFO
buffered to reduce interrupt overhead and latency require-
ments. The Line-side and Phone—side interfaces both support
transparent data transfer—used for normal phonecalld
FAX, modem and H.221 formatted data. Both interfaces also

support HDLC formatting of the B data per channel to
support V. 120 “data data’transfer.

The receive and transmit FIFO' 5 are 2 words deep, a word
being 32 bits wide (C31 native data width) Full, half and

~ empty indications for all FIFO's are provided in the B-chan-
nel status registers. Note that thepolarity of these indications
vary between receive and transmit. This is to provide the
correct interrupt signaling for interrupt synchronized data
transfer.

The transparent mode sends data received in the B-chan—
not transmit FIFO’s to the SSI interface of the ISACs. The
transmitted data isno‘t formatted in any way other than
maintaining byte alignment (i.e., bits 0, 8, 16, 24 of the FIFO
data are always transmitted in bit 0 of the B-channel data).
The written FIFO data is transmitted byte 0 first, byte 3
last—where byte0rs bits 0 through 7, and bit 0'is sent first.

Transparent mode received data13 also byte aligned to the
incoming B-channel data Stream and assembled as byte 0,
byte 1. byte 2, byte 3. Receive data is written into the receive
FIFO after all four types have arrived.

The ISAC IIO Interface provides an 8 bit multiplexed data
bus used to access the Siemens PE132085s (ISAC). The 8
bits of I/Oaddress Come from bits 0 through '7 of the C31
address. Reads and writes to this interface add 3 wait-states
to the C31 access cycle. Buifered writes are not supported'in
this version of the ASIC.

Each ISAC is mapped directly into its own 64. byte
address space (6 valid bits of address). Accesses to the ISAC
are 8 bits wide and are located at bit positions 0 to 7 in the
C31 32 bit word. Bits 8 through 23 are returned as “0”s on
reads.

The PBZOiiSs provide the D-channel access using thisinterface.

The Accelerator Module Interface is a high bandwidth
serial communication path between the C31 and another
processor which will be used to add MIPs to the board.
certain future requirements such as g.728 audio compres-
sion will require the extra processing power. '

The data transfers are 32bit words sent serially at about
1.5 Mbitsls. The VC ASIC bufi'ers these transfers with

FICOs which are 2 words deep to reduce interrupt overhead
and response time requirements. The status register provide
flags for FIFO full, half, empty and over/under-run (you
should never get an under-run). Any of these can be used as
interrupt sources as selected'1n the Serial Port Mask register.

The following paragraphs describe the ISA interfacepof
the audio/comm board. The ISA interface is the gate 'array
that provides an interface between the mum—function board
and the ISA bus. Further, the ASIC will control background

' tasks between a DSP, SAC, and Analog Phone line inter-
faces. The technology chosen for the ASIC'rs the 1 micron
CMOS-G family from NBC.

. Referring now toFIG. 32, there is shown a diagram of the
audio/comm board environment. The following is a descrip-
tion of the signal groups.

 

ISA Bus Signals

MEN The address enable signal is used to de-gated the CPU and other
devices from the bus during DMA cycles. When this signal is active
(high) the DMA controller has control of the bus. The ASIC does not
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IOC816#

IOW#

TOR#

IRQ3.1RQ4. ERQS. an9. ERQlO, IRAll. ERQlS

RESET
SBHEI?

SA(9:O)

snttszot
DSP Signals

HICLK

D(31:0)

(B l_RSI'#
A23-A0

we

m

RDYtt
norm

HOLDA#

lN'l'Zfi'

lN'l‘Eltt
INTO#

Month.
MEMWRW and MFMWR2#
BIOE#, BZOE#
SR_CS#
CAS#
RASttI
HlDll, H1D24
MUX

EEPROM Signals 

EESK

EEDI

EEDO

EECS

Ste-en Audio Coder: (SAC) 

SP_DC

SP_SCLK

respond to bus cycles when AEN is active.
The U0 16-bit chip select is usa‘l hy 16-bit [/0 devices to indicate that
it can accommodate a 16-bit transfer. This signal is decoded ofl’ of
address only.
This is an active low signal indicating the In 110 write cycle is
being perfmutd.
Thisrs an active low signal indicating the an IIO read cych'rs beingperformed
These signals are interrupt requests. An interrupt request is generated
when an IRQ is raised horn is low to a high. The lRQ must remain
high until the interrupt service routine acknowledges the interrupt
This signal is used to initialize system logic upon power on.
The system bus high enable signal indicates that data should be driven
onto the upper byte of the 16-bit data bus.
These are the system address lines used to decode [/0 address space
used by the board. This scheme is compatible with the ISA bus.
These addresses are valid during the entire command cycle.
These are the system dam bus lines.

HICLK is the DSP primary bus clock. All events in the primary bus
are referenced to this clock. The frequency of this clock is half the
frequatcy of the clock driving the DSP. See the TMS320C§1 data
manual chapter 13. .
These are the DSP 32-bit data bus. Data lines 16. 17. and 18 also
interface to the EEPROM. Note that the DSP must he in reset and the
data. bus histated before access to the EEPROM This date bus also

mpplies the board ID when the read while the DSP'rs reset (seeHAUTOID register)
Thisre the DSP active low reset signal.
These DSP address lines are used to decode the address space by theASIC.

This signal indicates whether the current DSP external access is n rend(high) or a write (low)
This'.s an active low signal form the DSP indicating that the current-
cycle'is to the primary bus.

This signal indicates that the current cycle being performed on theprimarybut of the DSP can be completed.
The Hold signal is on active low signal used to request the DSP
relinquish control of the primary bus. Once the hold has been
acknowledge all address, data and status lines are tristnted until Hold
irreleased. This signal will he used to implement the DMA andDRAM Refi‘esh. '
This is the Hold Acknowledge signal which is the active low indication
that the DSP has relinquished control of the bus.
This 61 interrupt is used by the ASIC for DMA and Gourmand
interrupts. .
Interrupt the C31 on COM Part events.
Analog Phone Interrupts.

These signals are active low write strobes for memory tanks 1 and 2.
These signals are active low output enables for memory banks 1 and 2.
This is 2. active low chip selected for the SRAM that makes up hand.
This the active low column address strobe to the DRAM
This the active low row address strobe to the DRAM.
These signals are all and 24 n5 delay of the HlC'LK.
Mutt is the signal that controls the external DRAM address mux.
When this signal is low the CAS eddresses are relected and when it is
high the RAS addresses are selected. .

This is the EEPROM clock signal. This signal is multiplexed with the
DSP data signal lD16. This signal can only be valid while the DSP isin reset
This is the input data signal to the EEFROM. This signal is
multiplexed with the DSP data signal D17. This signal can only bevalid While the DSP is in reset.
This is the data output of the EEPROM. This signal is
multiplexed with the DSP data signal Dill. This signal an only
be valid while the DSP is in reset.
This is the chip select signal for the EEPROM. This signal is NOT
multiplexed and can only be drive active (HIGH) during DSP reset

This signal controls the SAC mode of operation When this signal is
high the SAC'15 in data or master mode. When this signal is 1w theSAC'ts in control or slave mode.

Thisrs the Soundport clock inputsignal. This clock will eitheroriginate from the Soundport or the ASIC
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-continued

SP_SDlN This serial data input from the Soundport. The data here'is shifted'in
on the falling edge of the SP_CLK.

SP_SDOUT This'is the serial data output signal for the Soundport. The data is
shifted out on the rising edge of the SP_CLK.

SP_FSYN¢ This is the frame synchronization signal for the Soundport, This signal
will originate from the ASIC when the Soundport is in slave mode or
the Soundport is being programcd in control mode. When the
Soundport is in master mode the frame sync will originate from the

‘ Soundport and will have a frequency equal to the sample rate.
CODEC Signals

24576MHZ This clock signal'is used to derive clocks used within the ASIC and the2.048MHz CODEC clock.

These signals are the CODEC frame syncs. each signal correspond toone of the four CODEQ.
This signal is the serial data output signal of the CODES.
This signal is the serial data input_sigrial to the CODECs.
This a 2.04st clock used to clock data in and out of the four
CODECS. The serial data is clocked out on the rising edge and in on
the falling edge.

COD_FSl, COD_FSZ; DOCJS3, CODJS4

COD_SDOUT
COD_SDIN
COD__SCLK

Analog Phone Signals

Line 1 off hook loop current sense. If this signal is low and
BYPSRLYI is high it indicates the Set] has gone ofl’ hook. If the
signal is low and the BYPSRLYI is low it indicates that the board has

gone at! hook. Thisn'gnal is not latched and therefore is a Real-time-signal.
Set 1 oii' hook loop sin-rent sense. if this signal'is low it indicates the
Set 1 has gone etf hook. This can only take place when BYPSRLYIis
low. This signal is not latched and therefore is a IReel-time-signel.Line2 off hook loop current sense. If this signal'is low and
BYPSRLYZ'is high it indicates the Set 1 has gone olf hook. If the
signal is low and the BYPSRLYZ is low it indicates that the board has
gone ofl‘ hook. This signal is not latched and dietefore'is a Real-tinie-
signal.
Set 2 at? boot: loop current sense. Ifthis signalis low it indicates the
_Set 1 has gone ofl’ hook. This can only take place when BYPSRLY2is
low. This signals is not latched and therefore is a Real-dmo-signal.
Line 1 Ring Detect. If this input signal is low the Line is
ringing. .
Line2 Ring Detect If this input signal is low the Line is
ringing. -
Call Detect for Line 1. This signalis cleared low by software
to detect 1200 baud FSK data. between the first and secondrings. '
Call Detect for Line 2. This signal'is cleared low by softwareto detect 1200 baud EEK data between the first and second
rings.
Pulse Dial Otf hook for Line 1. This signalis pulsed to dial phone
number: on pulse dial Systems. lt'is also used to take the line otf hook
when low.

Pulse Dial 0E hook for Line 2. This signal'is pulsed to dial phonenumbers on pulse dial systems. lt'is also used to take the line elf hook
when low.

This'is an active low output signal controlling the Bypass Relay output.
When high the boardis by-passed and the Line (l or 2)is connected
the desk Set (1 or 7.).

LPSENSLl

LPSENSPl-ll

LPSENSLZ

LPSENSPHZ

moomi

mover-L2

CALLDETLZ

CALLDETLZ

PDOI-EI

PDOHLZ

BYPSRLYI and 2

Miscellaneous Signals

This a 6.144 MHz clock signal used to drive the module that can
attached to the board. The module will then use this signal to
synthesize any frequency it requires.
These are four test pins used by the ASIC designers two decrease ASIC
manufacturing test vectors. The TESTZ pin is the output of the mind-
troe used by ATE. -

6.144MHZ

TESTI, TESTZ. TEST3, TEST4

VDD. VSS 

Those skilled in the an will understand that the present
invention may comprise configurations of audio/comm
board 206 other than the preferred configuration of FIG. ti.

audio, and com, as well as the encode method for video

(waning on video board 204) and encode/decode methods
for audio (running on audio/Comm board 206). The capa-

Software Architecture for Conferencing System 50 bilities of the CSC infrastructure are provided to the upper
The software architecture of conferencing system .100 layer as a device driver interface (DDl). '

shown in FIGS. 2 and 5 has three layers of abstraction. A ACSC system software layer provides services for instan-

computer'supported collaboration (CSC)infrastructure layer tiating and controlling the video and audio streams, syn-
comprises the hardware (i.e., video board 204 and audio/ 65 chronizing the two streams, and establishing and gracefully
comm board 206) and hostlboard driver software (i.e., host
interface 526 and DSP interface 528) to support video,

coding it call arid associated communication channels This
functionality is providedin an application programming
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interface (API). This API comprises the extended audio and
video interfaces and the communications APIs (i.e., confer-
encing API 506, video API 508, video manager 516, video
capture driver 522, com API 510 contra manager 518,
Wave AP1514, Wave driver 524, audio API 512, and audio
manager 520).

A CSC applications layer brings CSC to the desktop. The
CSC applications may include video annotatiOn to video
mail, video answering machine, audio/video/data conferenc—
ing (ie., audio/video conferencing application 502 and data
conferencmg application 504), and group decision supportsystems.

Audio/video conferencing application 502 and data con—

14

Handle remote video window.
Handle local video. -
Handle local video window.

Data Conferencing Application
Data conferencing application 504 implements the data

conferencing user interface. Data conferencing application
V is implemented as a Microsoft® Windows 3.1 application.

10

fereneing application 504 rely on conferencing API 506, -
, whichin turn relies upon video API 508. comAPI 510 and

audio API 512 tointerface with video manager 516, comm
manager 518,a11d audio manager 520. respectively. Comm
API 510 and cumin manager 518 provide a transport-

independent interface (T11) that provides communications
services to conferencing applications 502 and 504. The
Communications software of conferencing system 100 sup—
ports diiferent transport mechanisms, such as ISDN (e;g..,
V. 120 interface), SW56 (e.g., BAT?‘s Telephone API), and
LAN (1:.g.. SPXIIPX, TCPIIP, orNetBIOS).TheT]1 isolates
theconferencingapplications from the underlying transport
layer (i..,e transport-medium—specific DSP interface 528).
The TH hides the network/connectivity specific operations.
In conferencing system 100, the TH hides the ISDN layer.
The DSP interface 5281s hidden in the datalink module
(DLM). The TH provides services to the conferencing
applications for opening cenununication channels (within
the same session) and dynamically managing the bandwidth.

Thebandwidth'1s managed through the transmisSion priorityscheme.

In a preferred embodiment'in Which conferencing system
100 performs sofIWare video decoding. AVI capture driver ,
522'13 implemented on top of host interface 526 (the video
driver). In an alternative preferred embodiment in which
conferencing system 100 performs hardware video decod-

ing, an AVI display driver'15 also implemented on top ofhost
interface 526. .The software architecture of conferencing system 100

comprises three major subsystems: video, audio, and com-
.nmnication. The audio and video subsystems aredecbupled
and treated as “data types” (similar to- text or graphics) with
conventional operations like open, save, edit, and display.
The video and audio services are available to the applica-
tions through video-management and audio-management
extended interfaces, respectively.
Audio/Video Conferencing Application -

Audio/video conferencing application 502 implements

the conferencing user interface. Conferencing application
502is implemented as 11 Microsoft® Windows 3.1 applica-
tion. One child window will display the lot:al video'image
and a second child window will display the remote video
image._Audiolvideo conferencing application 502 provides
the following services to conferencing system 100:

Manage main message loop.

Perform initialization and registers classes.
Handle menus.
Process toolbar messages.

Handles preferences.

Handles speed dial setup and selections.
Connect and hang up.
Handles handset window
Handle remote Video.
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The data conferencing application uses a “shared notebook"
metaphor. The shared notebook lets the user copy a file from
the computer into the notebook and review it with a remote
user during a call. When the user is sharing the notebook
(this time is called a ‘1heeting”), the'users see the, same
information on their computers. users can review it together.
and make notes directly into the notebook. A copy of the

original file is placed in the notebook, so the original
remains unchanged. The notes users make during the meet—
ing are saved with the com] in a meeting file. The shared
notebook looks like a noteka or stack ofpaper. Confer-
ence participants haVe access to the same pages. Either

participant can create a new page and fill it with information
or make notes on an existing page.
Conferencing API

Conferencing API 506 of FIG. 5 facilitates the easy
implementation of conferencing applications 502 and 504.
Conferencing API 506 of FIG. 5 providesa generic confer:
encing interface between conferencing applications 502 and
504 and the video, comm, and audio subsystems. Confer-
encing API' 506 provides a high-level abstraction of the
services that individual subsystems (i.e., video, audio, and
comm) support. The major services include:

Making, accepting, and hanging—up calls.
Establishing and terminating multiple communication

channels for individual subsystems.

Instantiau'ng and controning local video and audio.
Sending video and audio to a remote site through the

network.

Receiving, displaying, and controlling the remote video
. and audio Streams.

Conferencing applications 502 and‘504 can access these
services through the high-level conferencing API 506 with-
out worrying about the complexities of low-level interfaces
supported'111 the individual subsystems.

In addition, conferencing API 506 facilitates the integra-
tion of individual software components. It minimizes the
interactions between conferencing applications 502 and 504
and the video, audio. and com subsystems. This allows the
individual software components to be developed and tested
independent of each other. Conferencing API 506 serves as
an integration point that glues different software components
together. Conferencing API 506 facilitates the portability of
audio/video conferencing application 502

Conferencing API 506 is implemented as a Microsoft
Windows Dynamic Link Library (DLL). Conferencing API

' 506 translates the function'calls from conferencing applica-
55

60

65

tion 502 to the more complicated calls to the individual
subsystems (i.e., video, audio, and com). The subsystem
call layers (i.e., video API 508, com API 510, and audio
API 512) are also implemented in DLLs.,As a result, the
programming of conferencing API 506 is simplified in that
conferencing API 506 does not need to implement more
complicated. schemes, such as dynamic data exchange
(DDE), to interface with other application threads that
implement the services for individual subsystems. For
cxaniple, the video subsystem will use window threads to
transmit/receive streams of video tolfrom the network.

Conferencing API 506 is the central control point for
supporting communication channel management (i.e., estab-
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lishing, terminating channels) for video and audio sub-
systems. Audio/video conferencing application 502 is
responsible for supporting communication channel manage-
ment for the data conferencing streams. ‘

Referring now to FIGL7, there is shown a block diagram
of the conferencing interface layer 700 betWeenconferenc-
ing applications 502 and 504 of FIG. 5, on one side, and
com manager 518 video manager 516 and audio manager
520. on the other side. according to a preferred embodiment
of the present invention Conferencing API 506 of FIG. 5
comprises conferencing primitive validator 704 conferenc-
ing primitive dispatcher 708. conferencing callback 706 and
conferencing finite state machine (FSM) 702 of conferenc—
ing interface layer 700of FIG. .7. Comm API 510 of FIG. 5
comprises comm primitive 712 and warm callback 710 Of
FIG. 7. Video API 508 of FIG. 5 comprises video, primitive
716 of FIG 7. Audio API 512 of FIG. 5 comprises audio
primitive 720 of FIG. 7.

Conferencing primitive validator 704 validates the syntax
(e.g., checks the conferencing call state. channel state, and
the stream state with the conferencing finite state machine
(FSM) 702 table and verifies the correctness of individual
parameters) of each API call. If an error is detected. primi-tive validator 704 terminates the call and retums the error to

the application immediately. Otlrerwise,‘ primitive validator
704 calls Conferencing primitive dispatcher 708, which
detemrines which subsystem primitives to invoke next.

Conferencing primitive dispatcher 708 dispatches and
executes the next conferencing API primitive to start, or
continue to carry out the service requested by the applica-

. tion Primitive dispatcher708 maybe invoked either directly
from primitive validator 704 (i.e., to start the first ofa set of
conferencing API primitives) Or from conferencing callback
706 to continue the unfinished processing (for asynchronous
API calls). Primitive dispatcher 708 chooses the conferenc-
ing API primitives based onthe information of the current
state, the type of message/event, and the next primitive
being scheduled by the previous Conferencing API prinritive.

After collecting and analyzing the completion status from
each subsystem, primitivedispatcher 708 either (l)_r'ettir'ns
the concluded message back to the conferencing application
by returninga message or invokingthe application-provided
callback routine or (2) continues to invoke another primitive
to continue the unfinished processing

There are a set of primitives (i.e. comm primitives 712.
video primitives 716, and audio primitives 720) imple-
mented for eaCh API call. Some primitives are designed to

be invoked from a callback routine to carry out the asyn-chronous services.

The subsystem callback routine (i.e., comm callback710)
returns the completion status of an asynchronous call to the
com subsystem toconferencing callback 706', which will
conduct analysis to determine the proper action to take next.
The com callback 710is implemented as a separate thread
of execution (vthread.exe) that receives the callback
Microsoft® Windows messages from the com manager
and then calls VCI DLL to handle these messages.

Conferencing callback 706 retums the completion status
of an asynchronous call to the application. Conferencing
callback 706 checks the current message/event type, ana-

lyzes the type against the current conferencing APIstate and
the next primitive being scheduled to determine the actions
to take (e.g., invoke another primitive or return the message
to the application).If the processing is not complete yet,
conferenCing callback 706 selects another primitive to con—
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tinue the retit of the processing. Otherwise, conferencing .
callback 706 returns the completion status to the application.

16

The conferencing callback 7061s used only for com
related conferencing API functions; all other conferencing
API functions are synchronous.

The major services supported by conferencing API 506
are categorized as follows:

Call and Channel Servrces (establish/terminate a confer-
ence call and channels overthe call).

Stream Services (capture, play, record, link, and control
the multimedia audio and video streams).

Data Services (access and manipulate data from the
multimedia streams).

Interfacing with the Com Subsystem
. Conferencing API 506 supports the following comm
services with the com subsystem:

Call establishment—place a call to start a conference.
Channel establishment—establish four comm channels

for incbming video. incoming audio, outgoing video.
and outgoing audio. These 4 channels are 'opened
implicitly as part of call establishment, and not through
separate APIs. The channel APIs are for other channels
(cg), data conferencing). ‘

Call termination—hang 11p a call and close all, active
. channels. 'Call Establishment

Establishment of a call between the user of conferencing
system A of FIG. 1 and the user of conferencing system B
of FIG. 1 is implemented as follows:

Conferencing APIs A and B call BeginSession to initialize
their comm subsystems.

Conferencing API A calls MakeCOnnection to dial con-
, ferencing API B’s number.

Conferencing API B receives a CONN_REQUESTED
callback.

ConferencingAPI B sends the call notification to the
graphic user interface (GUI); and if user B accepts the
call via the GUI, conferencing API B proceeds with the
following steps.

Conferencing API B calls AcceptConnection to accept the
incoming call from conferencing API A.

Conferencing APIs A and B receives CONN___AC-
CEPTED message

Conferencing APIs A and B call RegisterChanMgr for
channel management. '

Conferencing API Acalls OpenChannel to open the audio
channel.

Conferencing API B receives the Chan_Requested call-
back and accepts it via AcceptChannel.

Conferencing API’A receives the Chan_.Accepted call-
back. : -

The last three steps are repeated for the video channel andthe control channel.

Conferencing API A then sends thebusiness card infor-
mationron the control channel, which conferencing API

. B receives.

ernferencing API B then turns around and repeats the
above 6. steps (i.e., opens its outbound channels for
audio/videolcontrol and sends its business card infor-

‘ mation on its Control channel).
Conferencing APls A and B then notify the conferencing

applications with a CFM_ACCEPT__NTFY callback.
Channel Establishment

Video and audio channel establishment is implicitly done
as part of call establishment, as described above, and need
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not be repeated here. For establishing other channels such as
data conferencing, the Conferencing API passes through the
request to the com manager, and sends the com manag-
er‘ s callback to the user‘ 5 channel manager.Call Termination s

'Ilern‘rination of a call between usersA and B is imple- -
mented as follows (assuming userA hangs up): ‘

Conferencing API A unlinks locallremote video/audio
streams from thenetwork.

Conferencing API A then calls the com manager’s
CloseConnection.

The com manager implicitly closes all channels; and
sends ChaLClosed callbacks to conferencing API A.

ConferencingAPI A closes its remote audio/video streams 15
on receipt of the‘ChanfiClosed callback for its inbound
audio/video channels, respectively.

Conferencing API A then receives the CONN'_CLOSE_
RESP from the com manager after thecall is cleaned

up completely. Conferencing API A notifies its appli-cation via a CFM__HANGUP__NTFY.

In the meantime, the cotton manager on B would have .
received the hangup notification, and would have
closed its end of all the channels, and notified confer-
encing API B via Chan_Closed.

Conferencing APIB closesits remote audio/video streams

on receipt of the Chan__ClOsed callback for its inboundaudio/video channels, respectively.

Conferencing ‘API B unlinks its local audio/videostreams
from the network on receipt of the Chan__Closed

callback for its outbound audio/video channels, respec-
tively

Conferencing API B then receiVes a CONN__CLOSED
notification from its comm manager. Conferencing API
B notifies its application viaCFM__HANGUP_NTFY.

Interfacing with theAudio and Video Subsystems .
Conferencing API 506 supports the following services

with the audio and video subsystems:
Captuie/monitor/transmit local video streams.
Capture/transmit local audio stteams.
Receive/play remote streams.
Control locallfemote streams.

Snap an image from local video stream.
Since thevideo and audio streams are closely synchronized,
the audio and video subsystem services are described
together.
Capture/Monitor/I‘ransmit Local Streams
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The local video and audio streams are captured and 50
monitored as follows: _

Call AOpen to open the local audio stream.
Call VOpen to open the local video stream.

10

18
Call ACapture to capture the local audio stream from the

local hardware.

Call VCaprirre to capture the local video stream from thelocal hardware.

Call VMonitor to monitor the local video stream. ’
The local video and audio streams are begun to be sent out

to the remote site as follows: ’

Call ALinkOut to connect the local audio stream to an
output network channel.

Call VLinkOut to connect the local video stream to an

output network channel.
The monitoring of the local video stream locally is

stepped as follows:

Call VMonitor(oif) to stop monitoring the local video
stream. ,

Receive/Play Remote Streams
Remote streams are received from the network and played

as follows: . '

Call AOpen'to open the local audio stream.
Call VOpen to open the local video stream.

Call ALinkIn to connect the lecal audio stream to an inputnettvork chanriel. ‘

Call VLinchn to Connect the local video stream to an inputnetwork channel

Call APlay to play the received remote audio stream.
Call VPlay to play the received remote video stream.

Control Local/Remote Streams
The local video and audio streams are paused as follows:
Call VLinkout(olf) to‘ stop sending local video on the

network.

Call AMute to stop sending local audio on the network. ‘
The remote video and audio streams are paused as fol-

lows:

If CF_PlayStream(trfl~) is called, conferencing API calls
'APlay(ofi) and VPlay(off).

The local/remote video/audio streams are controlled as
follows:

Call ACntl to control the gains of a local audio stream Or
the volume of the remote audio stream.

Call VCntl to control such parameters as the brightness,
tint, contrast, color of a local or remote video stream.

Snap an Image from Local Video Streams
» A snapshot of the local video stream is taken and returned

as an image to the application as follows.

Call VGrabframe to grab the most current image from thelocal video stream.

' Conferencing API 506 supports the following function
calls by conferencing applications 502 and 504 to the video,
com. and audio subsystems:

 

CF_Init Reads in the conferencing configuration parameters (e.g.‘, pathname of
the directory database and directory name in which the conferencing
software is kept) from an initialization file; loads and initializes the
software of the comm. video, mi audio subsystems by allocating and
building internal data structures; allows the application to choosebetween the message and the callback routines to return the event
notifications from the remote site.

CFdMakeCall Makes a call to the rer'note site to establish a connection for
conferencing. The coll1s performed asyncl'n'ononsly.

CFJcceptCall Accepts a call initiated from the remote site based on the information
received in the CFM_CALL_NI‘FY message.

CF_RejectCall Rejects incoming call, if appropriate, upon receiving a
CFM_.CALL_NTFY message.
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Referring now to FIG. 8. there 'is shdwir a representation
of the conferencing call finite state maclune_(FSM) for a 55
conferencing session between a local conferencing system
(i.e., caller) and a remote conferencing system (is, Callas),
according to a preferred embodiment of the present inven-
tion. The possible conferencing call states are as follows:
 60

CCST_NULL Null Stale — state of uninitialized caller]callee. '
CCST_IDLE Idle Slate- mate of caller/canoe ready

to make/receive calls.

CCSTfiCALLlNG Calling state- state of caller trying to 65call callee. . ,
CCST_CALLED Called state - state of callee being

 

 

 

19 20
-contioued

CF_HangupCall Hangs up a call that was previously established; releases all resources,
. including all types of streams and data structures, allocated during the

call
CFiGetCallState Returns the current state of the specified call.
CF_CapMon Stars the‘ capture of analog video signals from the local camera and

displays the video in the local_video_window which is pro-opened by
‘ the application. This fitnetion allows the user to preview his/hat-

appearance before sending the signals out to the remote site.CF_PlayRcvd Starts the reception and display of remote video signals'in the
remote__video_window, which'is pro-opened by the application; start:

the reception and play of remote audio signals through the localspeaker.
CF__Dean-oy Destroys the specified stream group that was created by CF__CapMon

or CF_PlayRcvd. As part of the destroyprocess. all operations (e.g,
sending/playing) beingperformed on the stream group will be stopped
and all allocated system resources will be freed.CF_Mute Uses AMute to trim ou/olf the mute frnretion being performed on the
audio stream of a specified stream group. This furiction will
temporarily stop or restart the related opaations. including playing and
sending. being performed on this stream group. This function may be
used to hold temporarily one audio stream and provide more bandwidth
_for other ltrearns to use.

CF__SrIapStrearn 'lblres a snapshot of the video stream of the specified stream
group and returns a still'image (reference) frame to the
application buffers indicated by the hbuifer handle, .

CF__Control Controls the capture or playback functions of the local or remote video
and audio stream groups. ,

CF_SendStream Uses ALinkOut to paurelunpause audio. . .
CF__GetStreamInto Returns the current rtate and the audio video control block (AVCB)

data structure preallocated by the application, of the specified streamgroups.
CF_P1ayStream Stops/starts the playback of the remote audio/video stremns by calling

» APlayNPlay. ‘ “ .

30

These functions are defined in further detail later in this -continued. fl

specificatitp’rlin a section entitled Data Structures, Func p called by call“tions, and 63538“ -- CCST_CDNNECI‘ED ’ cur state - ltate or caller and callee
In addition, conferencing AP1506 supports the following . ' . during conferencing session.

messages returned to conferencing applications 502 and 504 35 CCST_CLOSING , , A hens“? or call cleanup is in Progress-
from the video, com, and audio subsystems in response to , .
some of the above-listed functions: . At the CCST_CONNECI‘ED state, the local application

may begin capturing, monitoring, and/or sending the local
_ , audio/video signals to the remote application. At the same

lam—CALMm y P‘f’fw“ “m “ “n “1““? 40 time, the local application may be receiving and playing thewanted from the remote site has

been may“ remote audio/video signals,
CmJROGRESSJTFY Indicates that a call state/progress Refemngnow to FIG. 9, therers shown a representation

. notification has been received from of the conferencing stream FSM for each conferencing
' 01° 10°61, Phone 55'5““ WW- system participating in a conferencing session, according to

GEM—Amy“ in”;3:11:23: all? 45 a preferred embodiment of the present invention. The pos—
toeally. Also sent to the accepting sible conferencing stream states are as follows:

application when CF_AcceptCall. completes » ‘ . _ . ,
CFMJEIECTJTFY indicates that tin remote site has CSST_IN1T lnttralrzanon state - state of local and remote

. rejected or the local site has failed streams after CCST;_CONNECI‘ED state isto make the call. 50 ' first reached ,
cmmgupm Indicates am the mmom file has CSST_ACI‘IVE Capture state » state of local stream being

hung up the can; c’aptured. Receive state - state of remote' ' stream being received.
CSST_FAILURE Fail state - state of locallrcmote streamafter resource failure. 

Conferencing stream FSM represents the states of both the
local and remote streams of each conferencing System. Note
that the local stream for one conferencing system is the
remote stream for the other conferencing system ,

In a typical conferencing session between a caller and a
cause, both the caller and Callee begin in the CCST_NULL
call state of FIG. 8.‘ The conferencing session is initiated by
both the caller and callee calling the function CF__Init to
initialize their own conferencing systems. Initialization
involves initializing internal data structures, initializing
communication-and configuration information, opening a
local directory data base, verifying the local user's identity,
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and retrieving the user’s profile infomiation from the data-
base. The CF_Init function-takes both the caller and callee
from the CCST_NULL call state to the CCST_]DLE call
state. The CF_Init function also places both the local and

remote streams of both the caller and calleem the CSST_INIT stream state of FIG 9.

Both the caller and callee call the CF_CapMon function
to start capturing local video and audio signals and playing
them locally, taking both the caller and callee local stream
from the CSST__INIT stream state to the CSST__ACTIVE
stream state. Both the caller and calleemay then call the
CF_Control function to control the local video and audio
signals, leaving all states urchanged.‘ '

The caller then calls the CF_MakeCall function to initiate
a call to the callee, taking the caller from the CCST_IDLE
call State to the CCST_CALLING call state. The callee
receives and processes a CFM_CALL_NTFY message
indicating thata call has been placed from the caller, taking
the callee from the-CCSTlDLE Call state to the CCST_
CALLED call state The callee calls the CF___AcceptCall

. function to accept the call from the caller, taking thecallee
from the CCST_CALLED call state to the CCST_C_ON-
NECTED call state. The caller receives and processes a
CFM_ACCEPT__NTFY message indicating that the callee
accepted the call, taking the Caller from the CCST_CALL-
ING call state to the CCST_CONNECTED call state.

Both the caller and callee then call the CF_PlayRcvd
I function to begin reception and play of the video and audio

streams from the remote site, leaving allstates unchanged.
Both the caller and callee call the CF_SendStream function 1
to start sending the locally captured video and audio streams ‘
to the remote site, leaving all states unchanged. Ifnece'sSary.
both the caller and callee may then call the CF_Control
function to control the'remotev‘ideo and audio streams,
again leaving all'states unchanged.'The conferencing session

During the cenferencrng session, the application may call
CF_Mute, CF_PlayStream, or CF_SendStre‘am. These
aEect the state of the streams in the audio/video managers,
but not the state of the stream group.

When the conferencing session is to be terminated, the
caller calls the CF_Hangupcall function to end the confer-
encing sessiOn, taking the caller from the CCST_CON-
NECTED call state to the CCST_IDLE call state The callee

receives andprocesses a CFM__'HANGUP_NTFY message
from the caller indicatingthat the caller has hung up, taking
the callee from the CCST_CONNECTED call state to the
CCST_IDLE call state.

Both the caller and callee call the CF_Desno‘y function to
stop playing the remote video and audio signals, taking both
the caller and callee remote streams from the CSST_
ACTIVE stream 'State to the CSST_INIT stream state. Both
the caller and callee also call the CF_Destroy function to
stop capturing the local video and audio signals, taking both
the caller and callee local streams from theHCSST_ACTIVE
stream state to the CSST_INIT stream state.

This described scenario is just one possible scenario.
Those skilledat the an will understand that other scenarios
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may be constructed using the following additional functions
and state transitions:

If the callee .does not answer within a specified time
periOd, the caller automatically calls the CF_J-langup—
Call function to hang up, taking the caller from the
CCST_CALLING call state to the CCST_IDLE call
state.

The callee calls the CF_RejectCall function to reject a
call from the caller. taking the callee from the CCST_
CALLED call state to the CCST_IDLE call state. The

caller then receives and processes a CFM_REJECT,3
NTFY message indicating that the callee has rejected
the Caller’s call, taking the caller from the CCST_
CALLING call state to the CCST_IDLE call state

The callee (ratherthan the caller) calls the CF_Hangup-
Call function to hang up. taking the callee from the
CCST_CONNEC’I‘ED call state to the CCST_IDLE

call state. The caller receives a CFM_HANGUP__
NTFY message from the callee indicating that the
callee has hung up, taking the caller fi'om the CCST_
CONNECTED call state to the CCST_IDLE call state.

The CF_GetCallState function may be called by’ either the ‘
caller or the callee from any call state to determine use
current call state without changing the call state.

During a conferencing session, an unrecoverable resource
failure may occur in the local stream of either the caller or
the callee causing the local stream to be lost. taking the local
stream from the CSST__ACTIVE stream state to the CSST__
FAILURE stream state. Similarly, an unrecoverable resource
failure may occur in the remote stream ofeither the caller or
the callee causing the remote stream to be lost1 taking the
remote stream from the CSST_ACTIVE stream state to the
CSST__FA]LURE stream state. In either case, the local site
calls the CF_DeStroy function to rectove'r from the failure,
taking the failed stream from the CSST__FAILURE stream
state to the CSST_INI’I‘ stream state. ’

The CF_GetStrearnInfo function may be called by the
application from any stream state of either the local stream
or theremote stream to determine information regarding the
specified stream groups. The CF_SnapStrcam and
CF_RecordStream functions may be called by the applica-
tion for the local stream in the CSST__ACTIVE stream state
or for the remote stream (CF_RecordStream only) in the
CSST_ACTIVE stream state. All of the funcn‘ons described

in this paragraph leave the stream state unchanged.
Video Subsystem ‘

The video subsystem of conferencing system 100 of FIG.
5 comprises video API 508, video manager 516. video
capture driver 522, and host interface 526 running on host
processor 202 of FIG. 2 and video microcode 530 running
on video board 204 The following sections describe each of
these constituents of the video subsystem.
Video API .

Video API’ 508 cf FIG. 5 provides an interface between
audio/video conferencing application 502 and the video
subsystem. Video API 508 provides the following services:

 
Capture Service Captures a single video stream continuously from a local video

hardware source. for example. a video camera or VCR, and threats the
video stream to a video software output sink (i.e., a network
destinsh'on).

Monitor Service Monitors the video stream being captured from the local video

hardwarem the local video window previously opened by theapplication.
Note: This function intercepts and displays a video stream at the
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hardware board when the mom is first captured. This operation is
similar to a "Short circuit” or a UNIX me andrs dillerent from the
'fplay" function. The play function gets and displays the video stream 3
at the host. in conferencing system 100. the distinction betweenmonitor and play services is that one is on the board and the other at
the host. Both are carried out on the host (i.e., so‘ftware playback).Rather the distinction'is this: monitor service intercepts and displays.
on the local system. a video stream that has been capttrred with the
local hardware (generated locally). By contrast, play service operates
on a video stream that has been captured on a remote system's .
hardware and then sent to the local system (generated remote1y).

Pause Service Suspends capturingor playingot' an active video stream; resumes
capturing or playing of a previouily‘ suspended video stream

Image Capture Grabs themost current complete still Unagc (called a reference hairs)
from the specified Video stream and returns it to the application in the
Mlcrosott ® DlB (Device—-lndependent Bitmap) format.Play Service Plays a video stream continuously by consuming the video frames from
a video software source (i.e;, a network source).

Link-In Service links a video network source to be the input of a video stream played

locally. This service allows applications to change dynamicallythe. sofiwure input source of a video stream
link<0ut Service Links a network source to be the output of a video stream captured

locally. This ravine allows applicahons to change dynamically the
software output source of a video sum.Control Service
contrast, frurre rate. and data rate.

Iltfcrmation Service .
Initialization/Configuration

Controls the video stream “on the fly," including adjusting brightness.

Returns stem: andintonation about a specified video streamInitialize: the video subsystem and calculates the cost. in terms
of system resuurces, required to sustain certain video
configurations. These costs can be used by other subsystems to.

' determine the optimum product configuration for the given
system 

Video API 508 supports the following function calls by 3°
‘ audio/video conferencing application 502 to the video sub-
. system:
 

Opens a video stream with specified attributes by
allocating all necessary system resources (cg.
internal data structures) for it.

‘ Starts/stops capturing a video stream from a local
video hardware source. such as a video camera or
VCR .
Starts/stops monitoring a video stream capturedfromlocalavideo cameraanCR
Startslstops playing a video stream from a . .
network. ‘or telltale, video source. When starting
to play, the video frames are 00an from a
network video source and displayed in a window
pre--opened by the application. ,
Linlollmlinks a network. . . to/from a specified
video stream.which will be playedfis being played
locally. _ .
linkilunlinls a network . . . to/frorn a specified
video stream, which will he captured/is being
captured from the local camera or VCR
Grabs the most current still image (reference
trace) from a specified video stream and returns
the flame in anapplicationpmvided butfer.
Startslstops pausing a video snealrl captured]

. played locally.
Controls a video stream by adjusting its
parameters (e.g., tint/contrast. trace/data rate).
Returns the status (VINFO and state) of a videostream. -

Closes a video stream and releases all system
resources allocated for this stream. .
Initializes the video subsystem, starts capture and.
playback applications, and calculates system
utilization for video configurations .
Shut: down the video subsystemand stops the
capture and playback applications .
Calculates and reports the percentage CPU

utilization required to support a given videostream. .

VOpen

VCapture

VMouitot

VPlay

 

These functions are defined in further detail later in this
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specification in: a section entitled “Data Structures, Func—
tions, and Messages.”

Referring now to FIG. 1|), there'is shown arepresentation
of thevideo FSM for the local video stream and the remote

video stream of a conferenCing system during a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible video states are as follows:
 

Initial state - state of local and remote video
stream liner the application calls the CF_Init
function.

. Open ltatc- state of the local/remote video
stream afler system resoln'ccs have beenallocated.
Capture state - state of local video stream
being captured. .Link-out state - state of local video stream
being linked to video output (e.g.. network
output channel or output file).Link-in state - state of remote video stream
being linked to video input (e.g.. network
input channel or input file).
Play state- state of remote video stream
being played.
Error state- state of local/remote video
stream after a system resource failure occurs.

VSTfilNlT

VST_OPEN

VST_CAPTURE

VST_LINKOUT

VST,_LINK[N

VST_PLAY

VSTmERROR
 

In a typical conferencing session between a caller and a
callee, both the local and remote video streams begin in the
VST_INIT video state of FIG. 1|). The application calls the
VOpen function to open the local video stream, taking the
loCal video stream from the VST__INIT video state to the

VST_»_OPEN "video state. The application then calls the
VCapture function to bagin capturing the local video stream,
taking thelocal video stream from the VST_0PEN video
state tothe VST___CAPTURE video State. The application
then calls the VLinkOut function to link the local video

stream to the video output channel, taking the local video
stream from the VST_CAPTURE video state to the VSTW
LINKOUT video state.
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The application calls the VOpen function to open the
remote video stream, taking the remote video stream from
the VST_INIT video state to the VST~OPEN videostate.
The application then calls the VLinkIn fimction to link the ‘
remote video stream to the video input channel, taking the
remote video stream from the VST_0PEN video state to the
VST_LINKIN video state. The application then calls the

. VPlay function to begin playing the remote video stream,
taking the remote video stream from the VST_LINKIN
video state to the VST_PLAY video state. The conferencing

- session proceeds without changing the video states of eitherthe local or remote video stream.

When the conferencing session is to be terminated, the
application calls the VClose filtration to close the remote
video channel, taking theremote video stream from the
VST_PLAY video state to the VST_INIT video state. The

application also calls the VClose function to close the local
video channel, taking the local video stream from the
VST_LINKOUTvideo state to the VST__INIT video state.

This described scenario is just one possible video sce—
nario. Those skilled in the art will understand that other
scenarios may be constructed using the following additional
flmctionsand state transitions: , . g

The application calls the VLinkOut function to unlink the
local video stream from the video output channel,
taking the local video Stream from the VST_LINK-
OUT video state to the VST_CAPTURE video state.

The applicationcalls the VCapture function to stop cap-
turing the local videostream, taking the local video
stream from the VST_CAPTURE video state to the
VST_OPEN video state. '

The application calls the VClose function to close the
local video stream, taking the local video stream from
the VST_OPEN video state to the VST_INIT video
state.

The application‘calls‘the VClose.function to close the
local video stream, taking the local video stream from

the VST_CAPTURE video state to the VST_INITvideo state. .

The application calls the VClose function to recover from
a system resource failure taking the local video stream
from the VST_ERROR video state to the VST_INIT
video state.

- The application calls theVPlay function to stop playing
the remote video stream, taking the remote video
stream from the VST_.PLAY video state to the VST_
LINKIN video state. - '

The application calls the VLinkIn function to unlink the
remote video stream from the video input channel,
taking the remote video stream from the VST_
LINKIN video state to the VST_0PEN video state.

The application calls the VClose function to close the
remote video stream, taking the remote video stream
fi'om the VST_0PEN video state to the VST_INIT
video state.

The application calls the VClose function to close the
remote video stream, taking the remote video stream

from the VST_LINKIN video state to the VST_INITvideo state.

The application calls the VClOse function to recoverfrom
_ a system resource failure, taking the remote video

stream from the VST_ERROR video state to the
VST_[NIT video state

The VGetInfo and VCntl functions may be called by the
application from, any video State of either the local or remote
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video stream, except for the VST_]NTI‘ state. The VPause
and VGrabFrame functions may be called by the application
for the local video stream from either the VST_CAPTURE
or VST_LINKOUT video states or for the remote video
stream from the VST_PLAY v1deo state. The VMonitor
function may be called by the application for the local video
stream from either the VST_CAPTURE or VST_LINK-
OUT video states._A11 of the functions described in this
paragraph leave the video state unchanged.
Video Manager '

Referring now to FIG. 11, there’1s shown a block diagram
of the software components of video manager (VM) 516 of
FIG. 5, according to a preferred embodiment of the present
invention. Video manager 516 is implemented using five
major components:
 

(VM DLL 1102) A Microsoft ® Windows
Dynamic Link Ubrary (DLL) that provides
the library of functions of video A171 505.
(VCapl EX}! 1104) A Microsoft ® Windows

application (independently executable control
thread with stack. message queue. and data)
which controls the capture and distribution of
video frames from video board 204.
(VPlay EXE 1106) A Mensch ® Windows
application which controls the playback (i.e..,
decode and display) of video frames received
from either the network or a co-accident
capture application.
(Netw D11. 1108) A Microsoft ® Windows
Du. which provides interfaces to send and
receive video frames across a network or in a
local loophack path to a ctr-resident playback
application. The New 131.1; hides details of
the underlying network support from the
capture and playback applications and
implements (in a manor hidden from those

applications) the local loophack function
(nvsync 131.1. 11.10) A Microsott 0 Windows
131.1. which provides interfaces to enable the

' symhrordzation of video frame with a
separate stream of audio frames for the
purposes of achieving “lipsynclnonizarion.”
AVSync DLL 1110 suppom the
implementation of an audio-video
synchronization technique descnhed later in
this specification.

Library

Capture

Playback

Andie-Video
Synchronization
Library

 

The live major components, and their interactions, define
how the .VM implementation is decomposed for the pur-
poses-of an implementation. In addition, five techniques
provide full realization of the implementation:
  

A technique for initially starting. and ‘
restarting. a video stream. If a video stream
consists entirely of encoded “delta" frames,then the method of stream start/restart
quickly supplies the decoder with a “key“
or mferencc frame. Stream restart is used
when a video stream becomes ont-of—sync
with respect to the audio. .
An audio-video synchronization technique
for synchronizing a sequence, or stream, of
video names with an external audio source.
A technique by which the video stream bit
rate is controlled so that video frame data
coexists with other video conferencing
components. This technique is dynamic in
nature and acts to "throttle" the video
stream (up and down) in response to higher
priority requests (higher than video data
priority) made at the network interface.
A technique by which multiple video
formats are used to optimize transfer,
decode. and display costs when video frames

Sn'carn Restart

Synchronization

Bit Rate Thrott1ing

Multiple VideoFormats

HUAWEI EX. 1016 - 538/714



HUAWEI EX. 1016 - 539/714

5,488,570
27

~continued

are moved between video board 204 and
host processor 202.. This temmq'ue balancesvideo frame data transfer overhead with ’
host processor decode and display overhead
in order to implement ethciently a local

_ video monitor. '
'A self-calibration technique which is used to
chcn-nine the amount of motion video PC
system can support. This allows .
conferencing systemsoo to vary video
decode and display configuration: in order
to run on a range of PC systems. It is
particularly applicable in software-playback
systems.

Self-Calibration

 

Capture/Playback Video Eifects " '
This subsection describesan important feature of the VM

implementation that has an impact on the implementation of
both the capture and playback applications (VCapt EXE

, 1104 and VPlay EXE 1106). One of the key goals of VM
capture and playback is that while local Microsofi® W111-
dows application activity may impact local video playback,
it need not effect remote video playback. That is, due to the
on-prccmpn've nature (if the MiCrosoft® Windows envi-

ronment,'the VPlay application may not get control to run,
and as such, local monitor and remote playback will be
halted. However, if captured frames are delivered as a part
of capture hardware interrupt handling. and network inter-
faces are accessible at interrupt time, then captured video

' frames canbe transmittedon the network, regardless of localconditions
Withrespect to conferencing system 100, both of these

conditions are satisfied. This is an imponantfeature in an
end-to-end conferencing situation,where the local endpoint
is unaware of remote endpoint processing, and can only
explain local playbackstarvation as a result of local activity.
The preferred capture and playback application design
ensures that remote videois not lost due to remote endpoint
activity.
Video Stream Restart

The prefetred video compression method for conferenc—
ing system 100 (i.e., ISDN rate video or IRV) contains no
key frames (ie., reference frames) Every frame is a delta
(i.o., difference) frame based on the preceding decoded
video frame. In order to establish a complete video image,
DIV dedicates a small part (preferably Vssth) of each delta
frame to key frame data. Thepart of an IRV delta frame that
is key'is complete and does not require inter-frame decode.
The position of the key information15relative. and'is said to
“walk" with respect to a delta frame sequence, so that the use

of partial key information may be referred to as the “walking' key frame.”
Referring now to FIG. 12, there'13 shown arepresentation

of a sequence of N walking key frames. For a walkingkey
frame of size l/N, the kth frame in a sequence of N frames,
where ('k<=N), has its kth component consisting 'of key
information. On decode, that kth component is complete and
accurate. Provided frame k+l is decoded correctly, the kth

component of the video stream will remain accurate, since
it is based on a kth key component and a k+l correct decode.
A complete key frameis generatedevery N frames'1n order
to provide the decoder with up--to-date reference infurmati‘onwithin N frames.

For a Continuous and uninterrupted stream of video

15
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walking key frame components, which requires a delay of N
frames. If video stamp/restart occurs often, this can be
problematic, especially if N is large. For example, at 10
frames per second (fps) with N=85, the stamp/restart time to
build video from. scratch is 8.5 seconds. .

‘In order to accelerate IRV' stream startup and restart, an
IRV capture driver "Request KeyFrame’ interface15 used to
generate a complete key frame on demand. The complete
key frame “compresses" N frames of walking key frames
into a single frame, and alloWs immediate stream startup
once it is received-and decoded. Compressed IRV key
frames for (160x120) video images are approximately 6-8
KBytes in length. Assuming an ISDN bandwidth of 90 kbits
dedicated to video, ISDN key frame transmission takes
approximately 0.5—0.6 seconds to transmit. Given a walking
key frame size of 1/115 (N=85), and aframe rate of 10 fps use
of a complete key frame to start/restart a video stream can
decrease the startup delay from 8.5 secs to approximately V2see.

In order for walking key frame compression to be suc-
cessful, the delta frame rate must be lowered during key
frame transmission. Delta- frames generated. during key
frame transmission are likely to be “out-of—sync" with

- reSpect to establishing audio-video synchronization, and
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given the size of a key frame. too many delta frames will
exceed-the overall ISDN bandwidth. The IRV capture driver
bit rate Controller takes into account key frame data”1n its
frame generation logic and decreases frame rate immedi-
ately following a key frame. .

A key frame once received may be “out-of-sync” with
respect to the audio stream due to its lengthy transmission
time. Thus, key frames will be decoded but not displayed,
and the video stream will be-“in-sync" only when the first
follow-on delta frame is'r'eceived. In addition,,the “way-
out-of-sync" window is preferably sized appropriately so
that key frame transmission does notcause the stream to
require repeated restarts.

Once it is determined that a stream requires restart, either
as part of call establishment or due to synchronization
problems, the local endpoint requiring the restan transmits
a restart control message to the remote capture endpoint
requesting akey frame. The remote capture site responds by
requesting its capture driver to generate a key frame. The
key frame is sent to the local endpoint when generated. The
endpoint requesting the restart sets atimer immediately
following the restart request. If a key frame is not received
after an adequate delay, the restart request is repeated.

Audio/Video Synchronization
Video manager 516is responsiblefor synchronizing the

video stream with the audio stream in order to achieve
“lip--syncbronization." Because of the overall conferencing
architecture. the audio and video subsystems do not share a
common clock In addition, again because of system design,
the audio stream is a more reliable, lower latency stream
than the video stream. For these reasons, the video stream is
synchronized by. relying on information regarding capture
and'playback audio timing.

For VM audio/video (AN) synchronization. audio stream
, packets are timestamped from an external clock at the time

they are captured. When an audio packet is played, its
timestamp represents the current audio playback time. Every
video framecaptured1s stamped with a fimestamp, derived

. from the audio system, that is the capturetimestamp of the

frames, the walking key frame provides key information
without bit~rate fluctuations that would occur if a complete
key frame were ‘sent' at regular intervals. However, without
a complete key fi‘ame,yideo stamp requires collecting all

65

last audio packet captured. At the time of video playback
(decode and'display, typically at the remote endpoint of a
video conference), the video frame timestamp is compared
with the current audio playback time, as derived from the
audio system.

HUAWEI EX. 1016 - 539/714



HUAWEI EX. 1016 - 540/714

5,488,570
29

Two windows, or time periods, 5, and 62, are defined,
with 81<52, as part of VM initialization. Let V,- be the
timestamp for a given video frame, and let A, be the current

audio playback time when the video frame15 to be played.
' A/V synchronization1s defined as follows:
If lAr—VIJESI, then the video stream is “insync" and

played normally (i.e, decoded and displayed irnmedi- . .
ately)

If 5<IAT—Vyl édz, then the video stream is “out—of——sync."
and a “hm-ry-up’.’ technique15 used to attempt re-synchro—
nization. If a video stream remains out—of--sync for too
many consecutive frames, then it becomes “way-out-of-
sync” and requires a restart.

If fiszr—Vfl, then the video stream is “way-out-of—sync”
and requires a restart.
Because ofthe overall design ofconferencing system 100,

a video stream sent from one endpoint to anotheris "behind" '

10

15

its corresponding audio stream. That is, the transmission and '
reception ofa video frame takes longer than the transmission
and reception of an audio flame This‘is due to the designof
video and audio capture and playback sites relative to the
network interface, as well as video and audio frame size
difl’erenccs. In order to compensate for this, the audio system
allows capture and playback latencies to be set for an audio
stream; Audio capture and playback latencies artificially
delay the capture and playbadr of an audio stream.

As pan of the VLinkOut function, video manager 516
calls audio manager 520 to set an audio capture latency. As
part of the VLinkIn function. video manager 516 calls audio
manager 520 to set an audio playback latency. Once the
latencies are set,’ they are preferably not changed. The
capture and playback latency values are specified1n milli-

20

_ seconds, and defined as part of VM initialization. They may
be adjusted as part of the Calibration.process

In order to attempt rte-synchronization when a Stream is
not too far “out-Of-sync” as defined by the above rules,an
feature called “Hurry-up” is used When passing a video
frame to the codec for decode, if hurry-up is specified, then
the codec performs frame decode to a YUV intermediate
format but does not execute the YUV-to-RGB color con-
version. Though the output is not' color converted for RGB

. graphics display, the hurry-up. maintains the playback
decode stream for following frames. When Hurry—up is used,
the frame is not'displayed. By_ decreasing the decodeldisplay
cost per' frame and processing frames on demand (the
number of frames processed for playback per sacond can
vary), it is possible for a video stream that is out-of-sync to
become in—sync
Bit Rate 'I‘hrdttling

Conferencing system 100 supports a number of different
media: audio, video, and data. These mediaare prioritizedin
order to share the limited network (e.g., ISDN) bandwidth.
A priority order of (highest-to-lowest) audio, data, and video
is designated. In this scheme, network bandwidth that is
used for video will need to give way to data1 when data
conferencing is active (audio is not compromised). In order
to implement the priority design, a mechanism for dynami-
cally throttling the video bit stream is used. It is a self—
throttling System, in that it does not require input from a
centralized bit'rate controller: It both throttles down and
thrOttles up a video bit Stream as a function of available
network bandwidth.

A latency is a period of time needed to complete the
transfer of a given amount ofdata at a given bit rate. For
example, for 10 kbitsat 10 kbits/sec, latency=l. A throttle
down latency is the latency at which a bit stream is throttled
down (i.e., its rate is lowered), and a throttle up latency is the
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latency at which a bit stream is throttled up (i.e., its rate is
increased).
Multiple Video’Formats

Conferencing system 100 presents both a local monitor
display and a remote playback display to the user. A digital
video resolution of (160x120) is preferably Used as capture
resolution fer ISDN—based video conferencing (i.e., the
resolution of a coded compressed video stream to a remote
site). (160x120) and (320x24) are preferably used as the
local monitor display resolution. (320x240) resolution may
also be used for high~resolution still'images. Generating the
local monitor display by decompressing and color convert-
ing the compressed video stream would be computationally

‘ expensive. The video capture driver 522 of FIG. 5 simulta-
nedusly generates both a compressed video stream and an
uncompressed video stream. Video manager 516 makes use
of theuncompressed video, stream to generate the local
monitor-display. V1deo manager 516 may select the format
of the uncompressed video stream to be either YUV-9 or
8——bits/pixe1 (bpp) RGB—Device Independent Bitmap (DIB)

format For a (160x120) local monitor, the uncompressed
IDIB video Stream may be displayed directly. For a (320x
240) monitor. a (160x120) YUV-9 format15 used and the
display driver “doubles" the"image size to (320x240) as part
of the color conversion process.

In the RGB andYUV—9 capture modes, RGB orYUV data
are appended to capture driver lRV buffers, so that the
capture application (VCapt EXE 1104) has access to both
frilly encoded lRV frames and either RGB or YUV data.
Conferencing system 100 has custom capture driver inter-

faces to select either RGB capture mode, YUV capture
mode, or neither.
Self-Calibration

CPU, IIO bus, and display adapter characteristics vary
widely from computer to computer. The goal of VM self-
calibralion'is to support software-based video playback on a
variety ofPC platforms, without having to “hard—code" fixed
system parameters based on knoWledge of the host PC. VM
self-calibration measures a.PC computer system in order to
determine the decodeand display overheads that it can
support. VM self-calibration also offers a cost function that

upper-layer software may use to detemiine if selected dis-
play options, for a given video compression format, aresupported.

, There are three major elements to the self-calibration:
l. The calibration of software decode using actual video

decompress cycles to measure decompression costs. Both
RGB/YUV capture mode and [RV frames are decoded in
order to provide accurate measurement of local (monitor)
and remote video decode. YUV (160'X120) and YUV
(320x240) formats are also decoded (color converted) to
provide costs associated with the YUV preview feature of
the video subsystem.

2. A calibration ofPC displays, at varying resolutions, using
actual video display cycles to measure display costs.

3. A video cost flirtation, available to applications. that takes
as input frame rate, display rate, display resolution, video
format. and miscellaneous video stream characteristics,
and outputs a system 'utiliZation percentage representing
the total system cost'fo‘r supporting a video decompress
and display having the specified characteristics.

The calibration software detects a CPU upgrade or display
driver modification in order to determine if calibration is to

be run, prior to an initial run 'on a newly installed system.VM DLL

, Referring again to FIG. 11, video manager dynamic link
library (VM DLL) WB is a video stream “object manager."
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That1s, with few exceptions, all VM DLL interfaces take a
“Video Stream Object Handle" (HVSTRM) as input, and the
interfaces define a set of operations or functions on a stream

‘ object. Multiple stream objects may be created.
Video API 508 defines all of external interfaces to, VM

DLL WB. There are also a number of VM internal interfaces

to VM DLL WB that are used by VCapt EXE WC, VPlay
EXE WD, Netw DLL WE, and AVSync DLL WE for the
purposesof manipulating a video stream at a lower level
than that available to applications. The vm.h file,provided to
applications that use VM DLL WE contains a definition of
all EPS and VM internal interfaces. EPS interfaces are

prefixed with a ‘V’; V_M internal interfaces are prefixed with
a ".VM Finally. there are a number of VM private inter-
faces, available only to the VM DLL code, used to imple-
ment the object functions. For example, there are stream
object validation routines. The self—calibration code is, a
separate module linked _with the VM DLL code proper. .

Video API calls, following HVSTRM and parameter
validation, are typically passed down to either VCapt or

. VPlay for processing. This is, implemented using the
Microsoft® Windows SDK SendMessage‘ interface. Send-

.Message takes as input the window handle of the target
application and synchronously calls the main, window proc
of that application. As part of VM initialization, VM starts
execution of the applications, VCapt and VPlay. As part of
their WinMain processing, thesevapplicationss make use of

' a VMRegister interface to return their window handle to VM
DLL WB. From registered window handles, VM DLL W3
is able to make use of the SendMessage_inte1face. For every
video API iota-face, there is a corresponding parameter
block structure used to pass parameters to VCapt or VPlay.
These structures are defined”in the vm.h file. In addition to
the WinExec startup and video API interface calls, VM DLL
WB can also send a shutdown message to VCript and VPlay
for terminatiOn processing

Immediately following the successful initialization of

VCapt and_VPlay. VM 516 calls the interface ‘videoMea-
sure' in order to run self-Calibration. The VCost interface1s

available, at run-time, to return measurement information,
per video stream, to applicatibns.
VCapt EXE

The video capture application (VCapt EXE WC) imple-
ments all details of video frame capture and distribution to
the network, including:

Control of the ISVR capture driver.
Video format handling to support IRV and RGB/YUV

capture mode.
Video frame capture callback processing of capturedvideo frames

- Copy followed by PostMessage transfer of video frames
to local playback application (VPlay EXE).

Transmission, via Netw DLL WE, of video frames to the
network. ,

Mirror, zoom, cameravideo attributes, and miscellaneous
capture stream control processing.

Restart requests from a remote endpoint.
Shutdown processing
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Enter Microsoft® Windows message loop.

WM__VCAPTURE_CALL (ON)

Registeraudio callback with audio manager 520.
Set audio capture latency with audio manager 520.
Initialize the ISVR capture stream based on stream objectattributes.

WM___VLINKOUT_CALL (ON)
Register New callback handler for transmission comple-

tion handling.

Initialize bit rate throttling parameters.
WM_MONI'IOR__DATA_RTN

Decrement reference count on video frame (user context
butfers).

WM__PLAYDATARTN
Add buffer back to capture driver.

This message is only in loopback case of remote playback—
preferably for testing only.
WM_RESTART_STREAM

' Request key frame from capture driver.
WM_‘_VCNTL_CALL

Adjust video stream controls based on VCntl parameters
, (from VM DLL WB).

WM_PLAYBACK

Get stream forrnat type (IRV, YUV).
Set ISVR RGB/YUV capture mode controls: If IRV
(160x120) playback then RGB; if IRV 320x240 play-

back, then YUV.

This message is from local playback application (VPlay
EXE WD) in response to local window (monitor) size
changes.
WM__SHUTDOWN

Disable capture; includes closing the capture driver.
Un—initializes capture application.
DestroyWindow.'
VCapt Capture Callback is a key component of the VCapt

EXE'application. VCapt Capture Callback processes indi-
vidual frames received, in interrupt context, from the capture
driver (ISVRDRV). The main steps of callback processingare:

Time stamp the video frame using AVSync DLL WF.
Set the peeket sequence number of the frame (for network

error detection).

If the video Stream is in the Monitor state, then copy the
frame out. of interrupt context into a local monitor
playback frame first—in first-out (FIFO) device. If the
video format is YUV, then only the frame header is
copied since YUV data does not go to the network, and
is not “real-time.” g

If the video stream is in the LinkOut state of FIG. 10, then
' call the NETWSendFrame function to send the frame to

the remote playback site, and then add the frame butfer
back to the. capture driver. Also, use interface Dat-
aRate'I'hrOttleDown to adjust the video bit rate, as
needed. .

VPlay EXE
The video playback application (VPlay EXE WD) imple-

VCapt EXE WC processing may be summarized as a 50 merits all details of video playback, including:
function of the Microsoft® Windows messages as follows:
WINMAIN

Initialize application. .
Get VCapt EXE initialization (IND settings.

Open ISVR driver

Register window handle (and status) with VM DLL WB.

65

Opening an instance of the IRV playback codes for each
playback stream: local monitor and remote playback.

Maintaining display mode attributes for each stream,
based on playback window sizes

Maintain palette “awareness" for each video stream.
Receive video frames for decompress and display.
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Filter video frames using AVSync DLL WP and playback
frame FIFO state.

Restart video stream as necessary.
Decompress video frames via Microsoft® Windows 3.1

SendDriverMessage Codec interface. 5

Display video frames via Microsoft® GDI or DrawDIBinterfaces.

Handle VMDLL messages generated as a result of video

API interface calls. 10
Handle application shutdown.

In order to encapsulate decode and display attributes fer a
video stream in a “Display Object,” references to a Display
Object are passed to internal VPlay procedures. The struc-

glrre of the Display Object'rs defined1n the vplay.h includee. .

VPlay EXE WD processing may be summarized as a
function of the Microsoft® Windows messages as follows:
WINMAJN

Initialize application.
Get VPlay initialization (1ND settings. .
Register window handle (and status) with VM DLL WB.
Enter Microsoft® Windows message loop.

WM_TIMER
. Kill the outstanding restart timer:

If the stream associated With the message is still in the
restart state. then RestartStream. ,

Initialize the ISVR capture stream based on stream object- attributes.

WM_MONITOUATA

Validate stream state (MONITOR) and video frame data.
ProcessPlayFramc.
Set reference count to 0 (copy frame FIFO).

WM_PLAY_DATA

Validate stream state (PLAY) and video frame data.
ProcessPlayFrame.
NEl‘WPostFrame to return frame bulfer to the network.

WM_WONI'I‘OLCALL (ON)
" Get video stream attributes and determine internal stream

playback values.

Set up codec for stream; set up decompress structures.RestartStream.
WMHVPLAY_CALL (0N)

Get video stream attributes and determine internal stream
playback values.

Set up codec for stream; set up decompress structures.
RestartStrearn.

WM_VLINKIN__CALL (0N)

AVRegisterMonitor to _set AVSync audio manager call—back.

AVSetLatencyto set audio manager playback latency.
NETWRegisterIn to register receive data complete call-

backs from network and'post video frame networkbuffers.
WM_VCN'I‘L_CALL -

Adjust video stream controls (via codec) based on VCntl
parameters (from VM DLL WB).

WM__VGRABFRAME__CALL

Copy out the current RGB display bufier for the stream.
WM,_MEASURE_BEGIN

Turn on video statistics gathering.
WM_MEASURE__END. ,

Return decode and display playback statistics for the
stream.
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WMEASUREJEGW
Turn on ' video . statistics gathering.

WM_SHUTDOWN

Clean up codec.
DestroyWindow.
Unregi'ster Class. The ‘ProcessPlayFrame’ procedure is a

key component of the playback application (VPlay
EXE WD). It processes individual fraines received, in
user Context, from either the VCapt capture callback, in
the case of.local monitor playback, or from the Net“!
receive data complete callback. in the case of remote

, playback. The main steps of ‘ProcessPlayFrame’ pro-
cessing are:

Send the video frame through the ‘SyncFilter’.
If the frame is_“way-out-of-sync,” then restart the stream,
If the frame is “out-of—sync," then ‘hurry_»_np'='I‘RUE
Else, ‘hurry___up’=FALSE.

Based on the stream display frequency attribute, deter-
mine if the frame should be displayed. If the frameis
not to be ' displayed, then ‘hurry__up’=TRUE; else
‘hurry__up'_=FALSE.

If the stream is REMOTE, then decode with IRV decom-
press

If the stream is LOCAL, then. -
If the stream is IRV (i.e., not RGB/YUV capture mode),

then decode with lRV decompress;
Else if the stream is RGB capture mode. then copy to

RGB display buEer; V
Else if the stream is YUV capture mode, then decode

with IRV Color Convert;
Else‘if the stream is YUV, then decode with IRV Color

Convert; ‘

If all frames have been decompressed (no more frames in .
playback flame FIFO) and ‘hurryfiup’=FALSE, then

Display Frame.
SyncFilter. a procedure used by ProcessPlayFramc, is
implemented as follows:

If the playback frame Fifo lengthrs> AVFrameHighWa—
terMark, then return (“way-out—of-sync").

If the stream is REMOTE, then if there'13 3 Frame Packet

Sequence Number Error, then return ("way—out-of—sync”).

If the stream is REMOTE, then return (AVFrameSync
(StreamObject, Framel’tr». .

The first test is important: It states that the number of frames
queued for playback has exceeded a high water mark, whibh
indicates that VPlay EXE WD has been starved and the

stream playback is “way-out-of-sync." The AVFrameSync
interface (AVSync DLL WF) is preferably only used with
remote streams, since local streams do not have the concept
of an associated audio playback time.

Displ‘ayFrame, a procedure used by ProcessPlathrame,
is implemented as follows: Based on the stream Display
Object mode, use Microsoft® Mndovvs DrawDib, BitBlt, or
StretchBlt- to display the frame. The display mode is a

function of playback window size and video format resolu-tion.

RestartStream is a procedure that handles details of
stream restart. Its implementation15:

Clear the playback‘frame FIFO (the ClearFrarneFifo
procedure recycles queued video frames to the network
or VCapt, as needed).

Set the stream state to ‘RESTART’.

If the stream is LOCAL, then:
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If YUV/KGB capture mode is not enabled, then Post—
Message (WM_STREAM_RESTART, 0, D) to
VCapt EXE WC indicating a key frame request. If
YUV/RGB capture mode is enabled, then every
captured frame contains a RGB or YUV capture
mode key frame, and a key frame request is unnec-
essary.

Else (stream is REMOTE) NETWSenantl (WM_RE-
START_STREAM) to have the network send a restart

. control message; Set the Key Frame Request timer.
One of the more important areas of the VPlay irnplemcn-

tation is its “Palette Awareness” logic. In order that video
displays retain proper colors in a palettized environment,
VPlay must respond 'to a' Micros'oft® Windows palette
change and get new palette messages. To accomplish this,
VPlay ”hooks" the window specified in the WM_VPLAY__
CALLmessage parameter bIOCk, sothat palette messages to
the “hooked" window will be transmitted .to a procedure
within VPlay that properly handles the palette management.

’ Netw DLL

Network library (Netw DLL WE) provides a library of
network interfaces designed to hide the capture and play-
back applications from details of the underlying netWork
service, including: '

Management of network buifers.
Asynchronous interrupt—-time callbacks when data is

received or transmission is complete.
Video frame and control message transmission.

Compaction of video frame headers, from Microsoft®
Video for Windows (VfW) defined headers to packed
headers suitable for low-bandwidth networks (e.g.,
ISDN). . .

Transparent local loopback of video, fraines (suppons
single machine testing of video subsystem).- .

Netw DLL WE defines a ‘SUPERVIDEOI-IDR’ structure.

which is an. extension of the, ‘VIDEOHDR’ structure
defined by . Microsoft® Video. for ~WindoWs. The
VIDEOHDR' Structure is used by VfW capture and

playback appliéations on a single PC. The SUPER-
VIDEOHDR contains the VIDEOHDR structure, plus
VM-speciflc control information, an area where
VIDEOHDR data can be compacted for networktrans-
mission, and a contiguous frame data butler. The con-
tiguity of the SUPERVIDEOHDR structure allows the
VfW structure to be used without modification by
VCapt and VPlay (Which are also VfW applicau'ons),
while at the same time allowing a video frame to be
transmitted on the network in a single operation.

The interfaces provided by the Netw DLL are as follows:
NETWCallbackIn—Callback used for VLinkIn streams;

processes received data from the network.
NETWCatllbackOut'—Callback used for VLinkOut

streams; processes send completions from the network.
NETWInit—Initializes network buifers'.

NETWRegisterIn—Register a network input channel and
post buffers for receiving data

NETWRe‘gisterOut—RegiSter a network output channel.
NETWSenantl—Send a control message.
NETWSendFramv—Send a video frame.
NETWPostFrarne—Pcst a video frame buffer to the net-

work interface.

NETWCleanup—Un—initialize NETW support, buffers,
etc. ‘
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AVSync DLL
AVSync DLL WF provides a library of interfaces

designed to support the capture and playback applications in
the implementation of the audio-video synchronization tech-
nique, including.

Implementing audio system callbacks used to deliver
timestamp values.

Inipleme‘nting audio system latency settings.

Maintaining capture stream and playback stream times-tamps.

Video frame comparison with video stream timestamp
values. .. >

' The interfaCes provided by the AVSync DLL are as
follows: .

AVInit—Initialization. Includes getting critical AV sync
values from INI file. .

‘AVRegisterMonitor—Register timestamp callback for avideo stream

AVUnRegisterMonitor—Unregister timestamp callbackfor a video stream.

AVSetALatency—Set a capture or playback audio latencyvalue. >

AVReSetALareney—Reset a capture or playback audio
latency value.

AVFifoI-IighWaterMark—Retum a configuration-defined
value for the high water mark of a video frame FIFO.
(Used in VPlay SyncFilter.)

AVFrachimeStamp—Time stamp a video frame with an
associated audio capture time stamp.

AVFrameSyne—Deterrnine if a video franie is “in—sync"
as defined for “in-sync," “out»of-sync,” and “way-out—
of-sync” disclosed earlier in this specification.

Video Capture Driver '
Video capture driver 522 of FIG. 5 follows driver speci-

fications set forth in the Microsoft® Video for Windows

(VfW) Developer Kit documentation. This documentation
specifies a series of application program interfaces (APIs) to
which the video capture driver responds. Microsoft® Video
for Windows is a Microsoft extension to the Microsoft®

Windows operating system. VfW provides a common
framework to integrate audio and video into an application
program. Video capture driver 522 extends the basic
Microsoft® AP] definitions by providing six “custom" APIs
that provide direct control of enhancements to the standard
VfW specification to enable and control bit rate throttling
and local video monitoring.

Bit rate throttling controls the bit rate of a transmitted
video conference data stream. Bit rate throttling is based on
two independent paraineters: the quality of the captured
video image, and the image capture frame rate. A user of
conferencing system 100 is able to vary the relative impor-
tance-of thesetwo parameters with a custom capture driver
API. A high-quality image has more fine detail information
than a low—quality image.

The data bandwidth capacity of the video conference
communication channel'is fixed. The amount of captured
video data to be transmitted is variable, depending upon the
amount of motion that is present in the video image. The
capture driver is- able to control the amount of data that is
captured by changing the quality of the next captured video
frame and by not capturing the next video frame (“dropping"
the frame).

The image quality is determined on a frame-by-framc
basis using the following equation:
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. _ (Tar elSize-AclualFramcSize).
Quality “ ConstantSE-EeFactcr ,

Quality is the relative image quality of the next captured
frame. A lower quality number represents a lower image
quality (less1mage detail). Tar‘getSize'1s the desired size of
a captured and compressed frame. TargetSize1s based on a
fixed desired capture frame rate.

5

Normally. the capture driver captures new video frames at i
a fixed, periodic rate which is set by the audio/video
conference applicatibu program. The capture driver keeps a

~ rrmning total of the availableicommunication channel band-
width. When the capture driver is ready to capture the next

video frame. it first checks the available channel bandwidth
and if there'1s insufficient bandwidth (due to a large,‘ previ-
ously captured frame), then the capture driver delays cap-
turing the next video frame until sufi‘rcient bandwidth is
available Finally, the size of the captured video frame is
subtracted from the available channel bandwidth total.

A user of conferencing system 100 may control the
relationship between reduced image quality and dropped

10

15

20

frames by setting the minimum image quality value. The .
minimumimage quality value controls the range of permit-
ted'1mage qualities, from a wide range down to a narrow
range of only the best'1mage qualifies.

Bit rate throttling is implemented inside of the video
capture driver and, is controlled by the following VfW .
extension APIs:
 

Sets the data rate of the
communications channel.
Sets the minimum image
quality value. . .
Sets the desired capture

frame rate.

cusrom_ser_DATA_aAra

CUSTOhLSET_QUAL_PERCENT

CUSTOMJETflS
 

The local video monitoring extension to VtW gives the
video capture driver the ability to output simultaneously
botha compressed and a non—compressed1mage data stream
to the application, while remaining fully compatible with the
‘Micr'osoft® VfW interface specification. Without local
video monitoring, the audio/video conferencing application

program would be required to decompress and display the
image stream generated by the capture driver, which places
an additional burden on the host processor and decreases the
frame update rate of the displayed“1mage. ‘

The ViW interface specification requires that Compressed
image data be placedin an output bufi‘er. When local video
monitoring is active, an uncompresSed copy of thesame
image frame is appended to the output buffer immediately
following the compressed image data. The capture driver
generates control informatir'm associated with the output
bufier This control information reflects only the compressed

image block of the outputbuffer and does not indicate the
presence of the uncompressed image block. making local
video monitoring fully compatible with other VfW applica-
tions. A “reserved," 32-bit data werd in the WW control

35
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information bIOck indicates to a local video monitor aware _

' application that there15 a valid uncompressed video'1mage .
block1n the output buii‘er The application program may then
read and directly display the uncompressed video image
block from the output bulfer.
The uncompressed image data may bein either Device

Independent Bitmap (DIE) or YUV9 format. DIB format
images may be displayed directly on the computer monitor
YUV9 format images may be increasedin size while retain-
ing image quality. YUV9 images are converted into DlB
format before they are displayed on the computer monitor.
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The capture driver allows the uncompressed video1mage
to be captured either normally or mirrored (reversed left to
right). In normal mode, the local video monitoring image
appears as it is viewed by a video camera—printing appears
correctly in the displayedimage. In mirrored mode, the local
video monitoring image appears as if it were being vieWed
in a mirror.

The CUSTOM_SET_DIB_CONTROL extension API

controls the local video monitoring capabilities of the videocapture driver.
Custom APIs for Video Capture Driver

The CUSTOM_SET_FPS message sets the frame rate
for a video capture. This message can only be used while in
streaming capture mode.
, The CUSTOM_SET_IGEY message informs the driver
to produce one key frame as soon as possible. The capture
driver will commonly produce one‘delta frame before the
key. Once the key frame has been encoded. delta frames will
follow normally. . .

The CUSTOM_SET_DATA_RATE message informs
the driver to set an output data rate. This data rate value is
in KBits per second and typically corresponds to the data
rate of the communications channel over Which the com-

pressed video data will be. transmitted.
The CUSTOMSEI‘__QUAL__PERCENT message con—

trols the relationshipbetween reducing the image quality

and dropping video frames when the compressed video datastream size exceeds the data rate set by the CUSTOM__
SETDATA__RATE message. For example, a CUSTOM_
SET_QUAL_PERCENT value of 0 means that the driver
should reduce the'1mage quality as much as possible before
dropping frames anda value of 100 means that video frames
should be dropped before the'image quality'rs lowered.

The CUSTOM;SET__DIB_CONTROL message con-
trols the 8-bit DlBIYUV9 format image output when the
IRV compression format has been selected. The RV driver
is able to simultaneously generate the IRV compressed data
stream plus an uncompressed image in either DIB or YUV9
format. If enabled, the IRV driver can return the DIE image
in either (80:60) or (160x120) pixel resolution. The (160x

120)‘1m11ge is also available"in YUV9 format. All'rrnages are
available1n either nrinored (reversed left to right) or a
normal1mage. This API controls the following four param—
eters:

DIE enable/disable
Mirroredlnormal image

The DIEimage size
Image data format The default condition15 for the uncom-

pressed'1mage to be disabled Once set, these control
flags remains in effect until changed by another CUS-
TOM__SET_DIB_CONTROL message. The uncom-
pressed image data is appended to the video data buffer
immediately following the compressed IRV image
data. The uncompressed D13 or YUV9 data have the
bottom scanline data first and the top scan-line data last
in the buffer.

The CUSTOM_SET;_VIDEO message controls the
video ' demodulator CONTRAST BRIGH'INESS, l-IUE

(TINT), and SATURATION parameters. These video
parameters are also set by the capture driver at initialization
and via the Video Control dialog box.
Video Microcode g

The video microcode 530 of FIG. 5 running on video
board 204 of FIG. 2. performs video compression. The
preferred video compressibn technique is disclosed in later
sections of this specification starting with the section entitled
“Compressed Video Bitstream.”
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Audio Subsystem
The audio' subsystem provides full duplexaudio between

two conferencing systems 100. The audio streams in both
directions preferably run virtually error free, and do not
break up due to activity on host processor 2021 While the
video subsystem is responsible for synchronizing video with
audio, the audio subsystem provides an interface to retrieve
synchronization information and for control over- audio
latency The synchronization information and latency con-

trolrs provided throughan interface internal to the audio andvideo subsystems
The audio subsystem provides an interface for control of

the audio streams. Output volume, selection of an audio
compression method, sample size, and sample rate are
examples of audio attributes that may be selected or adjusted
through the interface. -' .In addition to . controlling audio
attributes, the audio subsystem provides an interface to send
audio streams out to the network, receive and play audio

streams from the network. and monitor the local audiostream

When audio/comm board 206rs notbeing used for video
conferencing, the Microsoft® Wave interface provides
access to the stereo audio codec (SAC). Wave driver 524
supports all of the predefined Microsoft® sample rates, full
duplex audio,'both eight and sixteen bit samples, and mono
or stereo audio. Wave driver 524 provides the audio sub-
system with a private interface that allows the Wave driver
to be disabled.

10

40

conun board as a SPOX® operating system task. These two
software components interface with each other through
messages passed through the DSP interface 528 of FIG. 5.

Referring again: to FIG. 1, in order for the audio sub-
' system to achieve full duplex commhnication between two

conferencing systems, there is a network connection (ie.,
ISDN line 110) between two conferencing systems. Both
conferencing Systems run the same software. This allows the
audio task on one conferenCing system to communicate with
another instantiation of itself on the other conferencing
system. The ISDN connection is full duplex. There are two
B-Channels in each direction. Logical audio channels flow-

. ing through the ISDN connection are provided by the
15

20

network tasks and have no physical representation The
audiotask on each of the conferencing systems is respon-
sible for playing back the compressed audio generated on
the remote system, and fur transferring the compressed
audio generated locally to the remote system.

Referring now to FIGS. 1 and 13, audio samples gener-
ated onconferencing system A are first sampled by micro-
phone 104, digitized by the stereo audio codec (SAC),
filtered and compressed by the stack of device drivers 1304,

. and delivered to the audio task 538._ The audio task pack-
25 etizes the compressed audio (by time. stamping the audio

information), and then Sends the audio to com task 540 for
delivery to the remote system The audio samples consumed

‘ (i.e., played back) by conferencing system A are delivered

In a preferred embodiment.the Microsofi® Wave inter- v
face performs record and playback of audio during a con-
ferencing session. To achieve this, the audio subsystem and
the Wave implementation cooperate during video confer-
encing so that the audio stream(s) can be split between the

Wave interface and the source/sink of the audio subsystem.
Referring now to FIG. 13, thereis shown a block diagram

of the architecture of the audio subsystem, according to a
preferred embodiment of the present invention. The audio
subsysten't'1s structured as a“DSP application." Conforming
with the DSP architecture forces the audio subsystem’ s
implementation to be split between host processor 202 and

30
by the comm task after conferencing systemB- has gone
through the same process _as conferencing system A to
generate and send a packet. Once conferencing systemA has
the audio packet generated by conferencing system B, the

, conun task records the time stamp, and sends the packet

35

40,

audio/comm board 206. Conceptually, audio tasks on the -
audio/comm board communicate directly with a counterpart
on the host processor. For example, Wave driver 524 (on the
host processor) communicates directly with Wave task 534
(on the audio/comm board). In FIG. 13, these communica-
tions are represented by broken lines representing virtual
connections.

, The bulk of the audio subsystem”is implemented on the
audio/comm board as a Spectron _SPOX® DSP operating
system task. The portion of the audio subsystem on the host
processor provides an interface to control the SPOX®
operating system audio task. The, programming interface to
the audio subsystem is implemented as a DLL on top of DSP
interface 528. The DLL will translate all function calls into
DSP messages: and respond to messages passed from audio
task 538 to the host processor. ‘

The audio task 538 (running on the audio/comm board)
responds to control information and requests for status from
audio manager 520 (running on the host processor). The
audio task'13 also responsible for hardware monitoring ofthe
audio input source on the audio output sink. A majority of

7 the audio task’s execution time is spent fulfilling its third and
primary respOnsibility: full duplex audio comrhunication
between two conferencing systems.

The conferencing application's interface to the audio
subsystem is implemented on the host processor, and the
audio processing and control is implemented on the a‘udiol
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down the device stack 1302 to be decompressed and sent to
the codec (i.e., audio hardware 1306). As the remote audio
samples are being transferred to the codec. the codec may
mix them with local audio samples (depending on whether
the local system is in the monitor state or not), and finally

sends the samples to the attached speaker 108.Audio API . '

«Referring again to FIG. 5, the audio API 512 for the audio
subsystem is an internal programming interface usedby
other software components of the conferencing system,
specifically video manager 516 and the conferencing API
506. The audio API is a library that is linked in with the
calling application. The audio API translates the procedural
interface into DriverProc messages. See Microsoft® Device
Driver Development Kit (DDK) and Software Development
Kit (SDK) for the definitions of the DriverPro'c entry point
and inatallable device drivers. The audio API layer also
keeps the state machine for the audio subsystem. This allows
the state machine to be implemented only once for every
implementation of the audio subsystem.

Audio AP1512 of FIG. 5 provides an interface between
audiolvideo conferencing application 502 and the audio
subsystem. Audio API 512 provides the following services:
 

Captures a single audio stream
continuously from a local audio
hardware source, for example, a
microphone, and directs the audio
stream to 11 audio software output
sink (i.e., _a network destination).
Monitors the audio stream being
captured from the local audio
hardware by playing the audio
stream locally. Note: This function
intercepts and displays a audio

capture Service

Monitor Service
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-contiuued 

stream at the hardware board when
the stream is first captured. This
operation is similar to a “Short
circuit" or a UNIX tee and is -

diiferent Bum the “play" function.
The play function gets and displays
the audio stream at the host,
Plays an audio stream continuously
by consuming the audio data from
an audio software source (Le, a
network source). -
links an audio network source to
betheinputofaunudiostream
played locally. This service allows
applications to change dynamically
the software input source of an
audio stream.
Link: a network source to be the
output of an audio stream captured
locally. This service allows
applications to change dynamically
the soflware output source of an
audio stream
Controls the audio stream "on the
fly," including adjusting gain,
volume. and latency. '
Returns requested information
regarding the specified videostream.
Initialize at OPEN time.

Play Service

Link-In Service

' LimeOut Service

Control Service

Information Service

InitializetionlConfigmtion 

Audio API 512 supports the following function calls by
audio/video conferencing application 502 to the audio aub-system.
 

Retrieves the number of difi'erent audio
managers installed on the system
Fills the ADevCaps strucnn‘c'with

information regarding the specified audiomanager. .
Opens an audio sum with specified
attributes by allocating all occessary system
resources (eg.. internal data structures) forit.
Starts/stops capturing an audio stream can a
local audio hardware source, such as a
microphone.
Starts/stops monitoring on audio ctr-earn
captured from a local microphone. ,
Starts/stops playing an audio stream by_
consuming the audio data from an audionetwork retiree.

Links/unlinks a. network”input chamtel or aninput file tolfrom the specified audio stream
that will be played or is being played locally.
Linlotlunliuks a network output channel
tolirom the specified audio stream that will be
captured or is being captured from the local
microphone
Controls an audio stream by adjusting its
parameters (eg., gain. volume). .
Returns thestatus (AlNFO and state) of anaudio stream.
Closes no audio stream and releases all system
resources allocated for this stream
Registers an audio sn'eam monitor.
Retums the packet number of the current
audio packet being played back or recorded. .

AMouimr

ACntl

AGetlufn

AClosc

ARegisrerMo'niror
APacketNumber
 

These functions are defined in further detail later in this

specification in a sectidn entitled “Data Structures, Func-
tions, and Messages.” '

Referring now to FIG. 14, there is shown a representation
of the audio FSM forthe local audiostream and the remote

audio stream of a conferencing system duringa conferenc-
ing session. according to a preferred embodiment of the
present invention. The possible audio states are as follows:
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initial state — state of local and remote
audio streams afier the application calls the
CF_Init function.
Open state - state of the local/remote audio
stream after system resources have been
allocated
Capture state - state of local audio stream
being captured.
Link-nut state - state of local audio stream
being linked/unlinked to audio output (e,g.,
network output channel or output file).
Link-in stale - state of remote audio stream
being linked/unlinked to audio input (e.g..

‘ network input chamrel or input file).
Play state - state of remote audio stream being
played.
Error state - state of local/remote audio
stream after at system resource failure occurs.

AST_lN'lT

AST~OPEN

AST_CAPTURE

AST_LlNlCOUT

AST_LINKIN

AST_PLAY

AST_ERROR
 

In a typical conferencing session between a caller and a
callee, both the local and remote audio streams beginto the
AST_JNIT audio state of FIG. 14. The application calls the
AOpen function to open the local audio stream, taking the
local audio stream from the AST_INIT audio state to the
AST__OPBN audio state. The applicationuthen calls the
ACapture function to begin capturing the local audio stream.
taking the local audio stream from the AST_._OPEN audio
state to the AST_CAPTURE audio state. The application
then calls the ALinkout function to link the local audio
stream to the audio output channel, taking the local audio
stream from the AST_CAPTURE audio state to the AST_
LINKOUT audio state.

The application calls the AOpen function to open the
remote audio stream, taking the remote audio stream from
the AST__INIT audio state to the AST__OPEN audio state.
The application then calls the ALinklu function to link the
remote audio sot-cam to the audio input channel, taking the
remote audio stream from the AST_OPEN audio state to the
AST_LINKJN audio state. The application then calls the
APlay function to begin playing the remote audio stream.
taking the remote audio stream from the AST_LlNKlN
audio state to the AST_PLAY audio state. The conferencing
Session proceeds without changing the audio states of either
the local or remote audio stream

When the conferencing session is to be terminated, the
application calls the AClose function to close the remote
audio channel, taking the remote audio stream frhm the
ASTwPLAY audio state to the AST_INIT audio state. The
application also calls the AClose function to close the local
audio channel, taking V the local audio stream from the
AST_LINKOUT audio state to the AST_INIT audio state.

This described scenario is just one possible audio sce-
nario. Thoseskilled in the art will understand that other
scenarios maybe constructed using the following additional
functions and state transitions:

The application calls the ALinkOut function to unlink the
local audio stream from the audio output channel,
taking the local audio stream from the AST_LINK-
OUT audio’state to the AST_CAPTURE audio state.

The application calls the ACapture function to stop cap-
turing thellocal audio stream, taking the local audio
stream from the AST__CAPTURE audio state to the

AST_OPEN audio state. ’
The application calls the AClose function to close the

local audio stream, taldng the local audio stream from
the AST_OPEN audio state to the AST_INIT audiostate.

The application calls the AC]ose function to close the
local audio Stream, taking the local audio stream from
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the AST_CAPTURE audio state to the ASTINIT
audio state.

The application calls the A009: function to recover from
a system resource failure, taking the local audio stream
from the AST_ERROR audio state to the AST_lNIT
audio state.

The application calls the APlay function to stop playing

5

the remote audio stream, taking the remote audio .‘

stream from the AST_PLAY audio state to the AST_LINIGN audio state.

The application calls the ALinkln function to u‘nlink the
remote audio stream from the audio input channel,
taking the remote audio stream from theASTLINKIN
audio state to the ASTOPEN audiostate.

The application calls the AClose function to Close the
remote audio stream, taking the remote audio stream
from the AST_OPEN audio state to the AST_INIT
audio state.

The application calls the AClose function to close the
remote audio stream. taking the remote audio stream

from the AST_LlNKlN audio- state to the AST_INITaudio state.

'lhc application calls the AClose function to recover from
a system resource failure, taking the remote audio

stream from- the AST_ERROR audio state to the-__ASTlNlT audio state. i
i The AGetDevCaps and AGetNurnDevs functions may be
called by the application from any audio state of either the
local or remote audio stream. The AGetInfo.'ACnt1, and
APacketNumber functionsmay be called by the application .
from any audio state of either the local or remote audio
stream. except for the AST_INIT state. The AMonitor
frmetion may be called by the application for the local audio
streant from either the AST_CAPTURE or AST_LINK-
OU'I‘ audio states. The ARegisterMorntor function may be
called by the application for the local audio stream from the
AST_LINKOUT audio state or for the remote audio stream
from either the AST_LINKIN or AST_PLAY audio states.
All of the functions described'1n this paragraph leave the
audio stare unchanged.
Audio Manager '

The function of audio manager 520 of FIGS. 5 and 13, 11
Microsoft® Windows installable device driver,”is to inter-
face with the audio task 538 mnning on the audio/comm
board 236 through the DSP interface 531. By using the
installable device driver model, many ditferent implemen-
rations of the audio manager may co-exist on the same
machine. Audio manager 520 has two logical parts:

A device driver interfaCe (DDI) that comprises the mes-
sages the device driver expects, and

An interface with DSP interface 528.
Audio Manager Device Driver Interface

The device driver interface specifies the entry points and

messages that the audio manager“ s installable device driver
supports. The entry points are the same for all installable
device drivers (i..,e Microsoft® WEP, LIBENTRY, and.
DriverProc). All messages are passed through the Driver-
Proc entry point Messages concerning loading, unloading,
initializing, opening, closing, and configuring the device
driver are predefined by Microsoft®. Those messages spe—-
cific to the audio manager are defined in relation to the
constant MSG__AUDIO_MANAGER (these message will
range from DRV_RESERVED to DRV_USER as defined
in Microsoft®WlNDOWS.H). All messages that apply to an
audio stream are serialized (i.e., the application does not
have more than one message per audio stream pending).
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The installable device driver implementing the audio
manager rosponds to the open protocol messages defined by
Microsoft®. The expected messages (generated by a
Microsoft® Opanriver SDK call to installable device
drivers) and the drivers response are as follows.
 

Reads any configuration parameters associated
with the driver. Allocate: anymemory
required for execution This call is only made
the first time the driver is opened.

. Set up the Wave driver to work with the
audio manager. Ensures that an audio/comm

. board is installed and funcdonal. For
audio/comrnboard 206 of FIG. 2, this means
the DSP interface 532 is accessible. This call

. is only made the first time the driver is

DRV__LOAD

DRV__ENABLE

Allocates the per application data. Thisincludes information such as the callback and
' the application instance data. IfthisIs an input

or output call, start: the DSP audio task and
sets up communication between host processor
and the DSP audio task (cg. setsup mail
boxes, registers callbacks). The audio manager
may be opened once for input, once for output
(i.e., it supports one full duplex conversation).
and-any number of times for device
capabilities 'qucry. This call is made each time
OpenDrivcr is called. »

W

These three messages are generatedin response to a single
application can (OpenDr-iver). The OpenDriver call is

. passed a pointer to the following structure in the lParamZ of
the parameter of thecall:
 

typedef struct OpenAudloMangerSu-uct {BOOL _ GetDchaps:
LPACAPS . lpACaps;
DWORD SynchronousError;
LPAINFO Alnlo:
DWORD dwCallback;
DWORD dwCallbacklnstancc:
DWORD ' dwFlags;
DWORD- wFicld;

} OpenAudioManager. FAR ' lpOpenAudioManager; 

All three messages receive this pararneterin their lParam2
eter. If the open is being made for either capture or

playback, the caller'1s notified'1n response to an asynchro-
nous event (i.e. DSP_OPEN generated by dspOpenTask).
If the open is being done in order to query the devices
capabilities (indicated by the field OpenAudioManager with
GetDevCaps beingset to TRUE), the open is synchronous
and only fails if the board cannot be accessed.

The DRV_OPEN handler always checks for error con-
ditions, begins execution of the audio thread, and allocates
per audio stream state information. Once the open command
sets state indicating that a DRV__0PEN1s pending. it will
initiate execution of the audio thread via the DSP interface.

dspOpenTask posts a callback when the audio thread has
successfully begun. This callback is ignored unless it indi-
cates an error. The task will call back to the audio driver

once it has allocated all the necessary resources on the
‘ board The callback from the DSP interface sets the internal

state of the device driver to indicate that the thread is
mnning. Once the task has responded, a DRV_OPEN
message call back (i.e., post message) back to the caller of
the open command with the following values:

Paraml equals A___OK, and
Paramz contains the error message returned by the board.

> The installable device driverlwill respond to the close
protocol measages defined by Microsoft®. The expected
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messages (generated by the Micrdsoft® SDK CloseDriver
call to installable device drivers) and the drivers responseare as follows.
 

DRV_CLOSE ' Frees the per applimtion data allocated'1n
DRV_OPEN message. ; '

DRV_DISABLE Shuts down tit DSP audio task. Enables theWave driver and Wave task Frees all
’ memory allocated during DRV‘LOAD.

DRV_FREE , Ignored. 

This call sequence is symmetric with respect to the call
sequence generated by OpenDriver. It has the same charac-
teristics and behavior as the open sequence does. Namely, it
receives one to three messages from the CloseDn'ver call
dependent on the driver’s state and1t generates one callback
per CloseDrivcr call. Three messages are received when the
driver'5 final instance is being closed. Only the DRV_
CLOSE message is gneratedfor other CloseDriver calls.

DRV_CLOSE message closes the audio thread that cor—
responds to the audio stream indicated by HASTRM. The
response to the close message is in response to a message
sent back from the board. indicating that the driver has
closed. Therefore, this call isasynchronous. There15 a race
condition on close. The audio task could close downafier the
close from the DRV has completed. If this"15 the case, the
DRIVER could be unloaded before the callback occurs. If
this happens, the callback will call into nonexistent code.
The full driver close sequence is preferably generated on the
last close as indicated by the SDK. See Microsoft® Pro-
grammers Reference, Volume 1: Overview,pages 445—446).

The installable device driver implementing the best por—
tion of the audio subsystem recognizes specific messages
from the audio API layer. Messages are passed to the driver
through the SendDrivchcssage and are received by

DrvProc. The messages and their expected parameters are: 
 _ Mesrage lPanrnl lPsraml

AM_CAPTURE BOOL LPDWORD .
AM_MUTE BOOL- LPDWORD
AM_PLAY BOOL LPDWORD
AM_]..INKIN FAR “ ALinkStruct LPDWORD
AM_JJNKOUI' FAR * AUnkStruct LPDWORD
AM_CI‘RL . . FAR ‘ ControlStruct LPDWORD
ANLREGISPERMON LPRegisterquo LPDWORD
AM_PACKEI‘NUMBER NULL NULL 

AM__CAPTURE Message
TheAM__CAPTURE message is sent to the driver when-

ever the audiomanager function ACaptu're is called This

ID
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message uses Paraml to pass a boolean value andParaml'1s _
used for along pointer toa DWORD where synchronous
errors can be returned. The stream handle Will be checked to
ensure that it is a capture stream; and that there is not a
message pending. The state is not checked because the
interface module should keep the state. If an error state is
detected, the appropriate error message will be returned. The
BOOL passed1n Param2 indicates whether to start or stop
capturing. A value of TRUE indicates capturing should stafi',
a value of FALSE that capturing should be stopped. ACAP-
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TURE_TMSG is sent to the audio task running on the »
audiolcomm board and the message pending flag is set for
that stream. When the audio task receives the message via

the DSPinterface, it will change'its state and call back to the

60

driver. When the driverreceives this callback, it will call .
back/post message to the appropriate entity on the host
processor, and cancel the message pending flag. This call1s
a toggle, no state is kept by the driver. and it will call the

DSP interface regardless of the value of the BOOL.

65
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AM_MUTE Message
The AM__MUTE message is sent to the driver Whenever

the audio manager function AMnte'1s called This message
uses Paraml to pass a boolean value and Paraml a long
pointer to a DWORD for a synchronous error value. The
stream handle'15 checked to ensure that'1t is a capture stream,
and that no messages are pending. If an error state is
detected, the appropriate error message is returned. The
BOOL passed1n Paraml indicates whether to start or stop
muting. A value cf TRUE indicates muting should start, a
value ofFALSE that muting should be turned 05. The driver
posts the message AMUTE_'I‘MSG to the audio task
through the DSP interface, and sets the message pending
flag. When the driver receives this callback, it will call
back/post message to the appropriate entity on the host
processor, and then cancel the message pending flag.
AM__PLAY Message

The AM_PLAY message is sent to the driver whenever
the audio manager function APlay'rs called. This message
uses Paraml to pass an audio manager stream handle
(HASTRM) and Paramz to pass a boolean value. The APlay
message handler checks the stream handle to ensure that it
is a playback stream, and verifies that there”1s not a message
pending againstthis stream If an error is detected, a call '

' bank/post message is made immediately. The BOOL passed
in Paraml indicates whether to start or stop playing the
remote stream. A value of TRUE indicates that playback
should start, a value of FALSE that playback should stop.
The APLAY_TMSG is posted to the audio task through the
DSP interface and the message pending flag is set for this
stream. When-the callback is processed, the caller is notified
(via callback/post message). and finally the message pend-
ing flag fur this stream is canceled.
AM_LINKIN Message -

TheAM_LINKIN message is sent to the driver whenever
the audio manager functiOn ALinkIn is called Paraml
passes. the Audio Manager stream handle (HASTRM).
lParamZ contains a pointer to the following structure:
 

typedcf strucl_ALinltStrnct {
BOOL ' TolJnk;
CHANID ChzmId;

}ALinkStruct, FAR " lpALiukSn-nct; 

ToLink contains a 'BOOL value that indicates whether the
stream is being linked in or unlinked (TRUE is linked in and
FALSE is unlinked).- If‘no error is detected and ToLink is
TRUE, the channel and the playback stream should be
linked together. This1s done by sending the Audio Task the
ALINKIN_TMSG message with the channel ID as aparam-

etcr. Thiscauses the Audio Task to link up with the specified
comm channel and begin playingmcoming audio. Channel
ID is sent as a paratheter toAUNK'IN_’IMSG implying that
the channel ID is valid in the board environment as well as
the host processor. In response to this message, the audio
manager registers with the com task as the owner of the51163111.

Breaking the link between the audio stream handle and
the channel ID is done when the ToLink field is set to

FALSE. The audio manager ser is the ALINK1N_TMSG to
the task along with the channel ID. Since the link is made.
the audio task responds to this message by unlinking the
specified channel ID (ie., it does not play any more audio).

Errors that the host task will detect are as follows.

The channel ID does not represents a valid read stream.

The audio stream handle is already linked or unlinked
(detected on host processor).
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The audio stream handle is not a playback handle.
If those or any interface errors (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If no errors are detected. the ALINKIN_
TMSGS is issued to the DSP interface and the message
pending flag is set for this stream. Upon receiving the
callback for this message, the callback associated with this

stream is made and finally the message pending flag'1sunset.

AM_]..INKOUT Message
The AMMLINKOUT. message is sent to the driver when-

ever the audio manager function'ALinkOut is called. Paraml
passes the audio manager stream, handle (HASTRM).
lParam2 contains a pointer to the following structure:
 

typedef suuct__ALinkStruct (
EOOL ToLink;
CHANl'D Chadd;

)ALinkStmct. FAR " lpALinkStruct;

'IbLink contains a BOOL value that indicates whether the
stream is being linked out or unlinked (TRUE'is linked out
and FALSE'1s Unlinked). If no error is detected and ToLink

is TRUE the channel and the audio1n stream should be »
linked together. Thisis done by sending the Audio Task-the
ALINKOUT_TMSG message with the channel ID as a
parameter. TheAudio Task responds to this by sending-audio
over the logical channel through the com task Channel ID
is sentas aparameter to ALINKOUT_TMSG implying that
the channel lD'rs valid'in the board environment as well as

on the. host processor. >
Breaking the link between the audio stream handle and

the channel IDis done when ToLink field'13 set to FALSE.
The audio manager sends the ALINKOUT__TMSG to the
task along with the channel ID. Sinoe the linkismade, the
Audio Task responds to this message by unlinh'ng the
specified channel ID (i.c.,‘it does not send any more audio)

Errors that the host task detects are as follows:

The Channel ID does not represents 'a valid Write stream.

The audiostream handle is already linked or unlinked
(detected on the host processor).

The audio stream handleis not an audio handle.
If those or any interface errors (e.g., message pending) are
detected the callback associated with this stream is notified

‘ immediately. If no errors are detected, the ALINKOUT_
TMSG is issued to the _DSP interface and the message
pending flag is Set for this Stream. Upon receiving the
callback for this message, the callback associated with this
stream is made, and finally the message pending flag is
unset.

AM_CR'I‘L Message
The AM_CRTL message is sent to the driver whenever

the audio manager function ACtrl'18 called Paraml Contains
the HASTRM (the audio stream handle) and I‘araml con—
tains a long pointer to the following structure:

typedef struct_ControlStruct {
LPAINFO lpAinfo:
DWORD - flags;

} ControlStruct. FAR " lpControlStruct; 

The flags field is used to indicate which fields ofthe AlNFO
structure pointed to by lpAinfo are to be considered. The
audio manager tracks the state of the audio task and only

adjust it if the flags and AINFO structure actually indicatechange
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Error checking will be for:
. Valid audio stream state. .

Values and fields adjusted are legal.
Pending calls on the current stream.

If there are any errors to be reported, the audio manager
immediately issues a callback to the registered callback
indicating the enor.

If there are no errors. the audio manager makes the audio
stream state as pending, saves a copy of the structure and the
adjustment to be made,and begins making the adjustments
one by one. The adjustrnents are made by sending the audio
task the ACNTL_TMSG message with three arguments in
the dergs array; The arguments identify the audio stream,
the audio attribute to change, and the new value of the audio
attribute. Each time the audio task processes one of these
messages, it generates a callback to the audio manager. In
the Callback, the audio manager updates the stream’s

' attributes, removes that flag from the flags field of the
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structure (remember this is an internal copy), and sends
another ACNTL'__'IMSG for the next flag. Upon receiving
the callback for the last flag, the audio manager calls back
the registered callback for this stream, and unsets the pend-
ing flag for this stream.
AM_REGISTERMON Message

The AM_REGISTERMO‘l message is sent to the driver
whenever the audio manager fundtion ARegisterMonitor13
called Paran12 contains a. LPDWORD for synchronous error

messagesand Pararnl contains a- long pointer to the follow-ing structure.
 

typedefshncLRegisterMonilor{ ~
DWORD dwcallbcck;

‘ DWORD dwCallbacklustnnce;
DWORD dwflags;
DWORD _ dwRequestFrequency;
LPDWORD . lpdeetFreqnency

} Registchomitnr, FAR " LPRegistchonitor; 

The audio manager calls this routine back with information
about the status of the audio packet being recorded/played
back by the audio task. There may only be one callback
associated with a stream at a time. If there is already a
monitor associated with the stream when this call is made,
it is replaced.

Errors detected by the audio manager are:
c211 pending against this audio stream.
Bad stream handle. ’ .

These errors are reported to the callback via the functions
return values (i.e., they are reported synchronously).

If the registration is successful, the audio manager sends
the audio task a _AREGISTERMON_TMSG via the DSP
Interface. The first DWORD of dergs array contains the
audio stream ID, ’ and the secbnd specifies the callback
frequency. In response to the AREGISTERMON_’IMSG,
the audio task calls back with the current audio packet
number. The audio task then generates a callback for every
N packets ofaudio to the audio manager. The audio manager
callback generates a callback to the monitor function with
AM_;PACKET_'NUMBER as the message, A__0K as
PARAMl, and the packet number as PARAMZ. When the
audio stream being monitoredis closed, the audio manager
calls back the monitor with A_STREAM_CLOSED as
PARAMI.

AM_PACKETNUMBER Message
The AM_PACKETNUMBER message is sent to the

driver whenever the audio manager function APacketNum-
ber1s called. Paraml and Paramz are NULL. If a monitor15
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registered for this stream handle, the audio task is sent a
APACKB'INULIBER__'IMSG message. In response to this
message, theaudio task calls hack the audio manager with
the current packet number. The audio manager in turn calls
back the registered monitdrwith the current packet number.

This is one of the few calla/messages that generates both
synchronous arid asynchronous error messages. The mes-
sages have been kept asynchronous whenever possible to be

consistent with the programming mode]. Synchronous errorsthat are detected are:

The stream has no monitor registered.
Bad IIASTRM'handle.

Ifthere is no monitor registered (i.e., no callback function to

call) or if the HASTRM handle'rs invalid (again no callback
to call), the error is given synchronously (i.e., as a return1

10

value to the function). Asynchronous errors are as follows: V
There1sa call pendingon this audio stream.

The stream is in an invalid state (i.e., not AST_LINK-
OUT or AST_PLAY).

The asynchmudus errors are given to the monitor function,
not the callback registered with the audio stream on open. .
Audio Manager Interface with the DSP Interface '

This section defines the messages that flow between the
_ audio task 538 on the audio/comm board 206 and the

installable device driver on the host processor 202. Mes-
sages to the audio task are sent using dspPostMessage. The
messages that returninformatidn from the audio task to the
host driver are delivered as callback messages.
Host Processor to Audio/Comm Board Messages

All messages from the host processor to the audio/comm
board are passed'in a DSPMSG structure as the deg field.
Additional paratneters (if used) are specified'1n the derg's

DWORD array, and are called out and defined1n each of thefollowing messages:
 

Causes the audio task to start
or stop» the‘ flow of data from
theandio source. This message
is a toggle (i.e., if the audio is
flowing, it. is stopped: if it is

' not. it is started).
Toggles the coder: into or takes
it out of routing mode.
Toggles playback of audiofrom a network source.
Connects/disconnects the audio
task with a virtual circuit
supported by the network task.
The virtual cirurit 1D is passed
to the audio task in the first
DWORD of the deg may.
The virtual circuit (or'
channel ID)’ is valid in both
the host processor and the
audio/comm board environ—
ment. . ' .Connects the audio task with a
virtual circuit supported by the
network task."l'he.virtual cir-
cuit ID is passed to the audio
task in the first DWORD of
the dergs array.
Registers a monitor on the
specified stream. The stream
ID is passedto the audio task
in the first DWORD of the
dergs array, the second con-
tains the notification frequency.
Issues a. callback to the Audio
Manager defining the current
packet number for this stream
The stream E) is passed to the

ACAPI'URLTMSG:

AMYI'E_TMSG:

APLAY_TMSG:

ALINm_TMSG:

ALINKOUT__TMSG:

AREGISTERMON_TMSG:

APACKEI'NUMBER_TMSG:
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audio task in the first DWORD
of the dergs array. p
Sets the value of the specified
attribute on the audio device.
'lhree elements of the dergs
array are used. The first,
parameter is the stream ID. the
second indicates the audio
attribute to be adjusted, andthe third is the value of the
audio attribute.

ACNTL_TMSG:

 

Audio/Comm Board to Host Processor Messages
All messages from the audio/comm board to the host

5procesSor are passed back through the registered callback
function. The message from the DSP task to the host driver
are received in the dearaml parameter of the registered
callback function.

Each message sent to the audio task (running on the
audio/comm board) from the hostprocessor is returned by
the audio/comm board through the callbaCk function. Each
time a message is sent to the audio/comm board, a DSPMSG
is generatedfrom the audio/comm board to respond. The
message is the same message that was sent to the board. The
paranieter is in DSPMSG.dWArgs[STATUS_lNDEX]. This
‘pararneter is either ABOARD_SUCCESS or an error code.
Error "codes for each of the messages from, the board were
defined in the previous section of in this specification.

Messages that cause response to host processor action
other thanjust sending messages (e.g., starting the audio task
through the DSP interface) are as follows:
 

Message refined in
response to the device
opening properly
(i.e..,called in response
to dspOpenTask).
Once the installable driver
receives the
AOPEN_TMSG from the
board, it sends a data stream
bulfer to the task containing
additional initialization
information (cg. com
pression and SAC stream
slack and initial attributes).
Once the task has processed
this information, it sends an
ASEI‘UP_’I'MSG messageto the host.
This message it delivered to
the host when the Com-
munication subsystem notifies
the task that the channel
upon which it was
transmitting/receiving audio
samples went away.

Ass-mLmsa

ACHANNEL_HANGUP_TMSG

 

Wave Audio Implementation
, The DSP Wave driVer design follows the same architec—
ture as the audio subsystem (i.e., split hetv‘veen the host
processor and the audio/comm board). For full details on the

' Microsoft® Wave interface, see the Microsoft® Multimedia

60

65

Programmer’s Reference. Some of the control functions
provided by the audio manager are duplicated in the Wave!
Media Control Interface. Others, such as input gain or input
and output device selection, are controlled exclusively bythe Media centrol interface.

Audio Subsystem Audio/Comm Board-Resident Implemen-tation

The audio task 538 of FIGS 5 and 13'1s actually a pair of
SPOX® operating system tasks that execute on the audio]
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com board 206 and together implement capture and play-0
back service requests issued by the host processor side of the
audiosubsystem. Referring again to FIG. 13, the audio task

connects to three other subsystems running under SPOX®operating system:
1. The audio task connects to and exchanges messages

-' with the host processor side of the audio subSystem via the
host device driver 536 (DSHHOST) TMB_getMessage
and TMB__poStMessage calls are used to receive messages
from and route messagesto the audio manager 520 through .
the host device driver 536.

2. The audio task connects to the audio hardware on the
audio/comm board via a sum of Stackable drivers termi-
nated by the SAC device driver. This connectirm is bi-

directional. Stackable drivers on the stream matting from the
SAC driver to the audio task include the compression driver
and automatic gain control driver.

3. The audio task ctmnects with com task 540 (the
board-resident portion of the comm subsystem) via a mail-
box interface exchanging'control messages and a streams
interface for exchanging. data. The streams interface.
involves the use of pipe drivers. Ultimately. the interface -
allows the audio task to exchange compressed data packets
of audio samples. across ISDN lines with a peer audio task

running on an audio/comm board located at the remote endof a video conference.

The audio task is composed (if two SPQX® operating
system tasks referred to as threads for the purposes of this
specification. One thread handles. the capture side of the
audio subsystem, while the other supports the playback side.
Each thread'is created by the host processor side of the audio
Subsystem in response to an OpenDriver call issued by the
applicationThe threads exchange compressed audio buffers
with the com task via astreams interface that involves
bouncing buffers off a pipe driver. Control messages are '
exchanged between these threads and the comm task using
the mailbox interface which"1s already inplace for transfer-
ring messages between DSP tasks and the host device driver536.

The playback thread bloCkswaiting for audio buflers from
the colour task.The capture thread blocks waiting for audio
buffers from the SAC. While active; each thread checks its
dedicated control channel mailbox for'commands received

from the host processor as well as unsolicited messages sent
by the com task. A control channel is defined as the pair
of mailboxes used to communicate between a SPOX®

operating system task and its DSP counterpart running onthe host processor..
Audio Task Interface with Host Device Driver

The host processor creates SPOX® operating system
tasks for audio capture and playback. Among the input
parameters made available to these threads at entry is the
name each thread will use to create a stream of stackable
drivers culminating'in the SAC device driver. Once the tasks
are created, they send an AOPEN___TMSG message to the
host processor. This prompts the host processor to deliver a
buffer of additional information to the task. One of the fields
in the. sent structure is a pathname such as:

“ltsplgsde/mxrolespNCadeSK"

The task uses this pathname and other sent parameters to
complete its initialization. When finished, it Sends an
ASETUP__TMSG message to the host signaling its readi-
ness to receive additional instructions.

In most cases, the threadsrdo not block while getting

messages from TMBV_MYMBOX or posting messages to
TMB_HOS'IMBOX. In other words, TMB__getMessage
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and TMB_putMessage are called with timeout=0. There-
fore, these mailbhxes are preferably of sufiicient depth such,
that messages sent to the Host by the threads are not
dropped. The dspOpen’Ihsk lpdsp’IhskAttrs “nMail-
boxDept " parameter are preferably set higher than the
default'value of 4. The audio task/host interface does not

support a data channel. Thus, the “nToDsp” and

“nFromDsp” fields of dspOpenTask lpdspTaskAttrs are pref-erably set to 0.
Audio Task Interface with Audio Hardware

Refening now to FIG. 15, there1s shown a block diagram
‘ of interface between the audio task 538 and the audio

' hardware of audio/comm board 206 of FIG. 13,according to
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a preferred embbdiment of the present invention. FIG. 15
illuStrates-how input and output streams to the audio hard-
ware might lo‘ok afier successful initialization of the capture
and playback threads, respectively.

On the capture side, audio data is copied into streams by
the SAC device driver 1304 (the SAC). The buffer comes
from a pool allocated to this. IO__SOURCE driver via
IO_free() calls. The data works its way up to the capture
tluead 1502 when the latter task issues an SS_get() call. The
data is transformed each time it passes through a stackable
driver. The mixer/splitter driver1510 may amplify theaudio 1
signals or it may split the audio stream sending thesecond
half up to the host to allow for the recording of a video
conference. The data is then compressed by the compression
driver ‘ 1508.. Finally. timestamp driver 1506 appends a
timestamp to the buffer before the capture thread receives it
completing the SS-_get(). The capture thread 1502 either
queues the bufl'er internally or callsI0_freeo (depending
on whether the capture thread is trying to establish some
kind of latency or is active but unlinked), or the capture
thread sends the butter to the com task via the pipe driver
interface. .

0n the playback side, audio data is received in streams
bufi'ers piped tothe playback thread 1504 from the com
task. The playback thread internally queues the buffer or
frees the buffer by passing the bufi‘er back to the pipe driver;
or the playback thread calls SS__put() to send the butter
down the playback stream ultimately to the SAC 1304 where

' the samples are played. First, the timestamp is stripped ad'
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thejbutfer by tim'eStamp driVer 1506. Next, the butfer is
decompressed by decompression driver 1508. Prior to it
being played, the audio data undergoes one or more trans-
formations mixingin other sound or amplifying the sound
(nuxer/splitter driver 1510). and reducing or eliminating
echoes (echo/suppression driver 1512). Once the data has
been output to the sound hardware, the containing bufi’er is
ready to be freed back up the stream satisfying an IOmal-
loc[) issued from the layers above.
T1mestarr‘rp Driver .

The video manager synchronizes with the audio stream.
Therefore, all the audio task needs to do is timestarnp its
stream and provide'an interface allowing visibility by the
video manager into this timestamping. The interface for this
is‘through the host procEssor requests AREGISTERMON_
'I‘MSG and APACKEI‘NUMBER_TMSG. The timestamp
is a 32-bit quantity that is initialized to l. incremented for
each block passed to the audio task fromthe IO_SOURCE
stack and added to the block; The timestamp is stripped from
the block once received by the audio task executing on the
remote node. '

The appending and stripping of the timestamp is done by
the timestamp driver 1506 of FIG. 15. Perforating the
'stampin'g within a separate driver simplifies the audio task
threads by removing the responsibility of setting up and
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maintaining this header However, in order to implement the
APACKETNUMBER_TMSG host command, the threads

are able to access and interpret this header in order to
determine the packet number. ‘

On the capture side of the audio task, the capture thread
will have allocated stream buffers whose size is large enough
to contain both the packet header as well as the compressed
data block. The timest driver deals with each buffer as
a SPOX® operating System’IO_Frame data type. Before the
frames are IO_freeO’ed to the compression stackable driver

below, the timestamp driver subtracts the size ‘of the packet
header from the frame's current size. When the frame
returns to the timestamp driver via IO_getO, the driver
appends the timch by restoring the size to “maxsize”

and filling the unused area with the new header. ‘The
handlingis reversed for the playback side. Buffers received
from the cOmm task contain both the compressed data block
and header. The timestamp driver strips the header by
reducing “size” to "11'1axsiz'e" minus the header size.
(DeJCompression Drivers

In a preferred embodiment, the DSP architecture bundles
the encode and decode firncn'ons into one driver that is

alwaysstaCked between the audio task and the host proces-
sor. The driver performs either compress or decompress

functions depending on whether it is stacked within an
IO_SINK or IO_SOURCE stream, respectively. Under this
scheme, the audio task only handles uncompressed data; the
stackable driver Compresses the data stream en route to the
host prdcessor (IO_SINK) and decompresses the stream if

data'rsbeing read from the host processor (10SOURCE)
for playback. . ‘

In an alternative preferred embodiment, the audio task
deals with compressed data1n fixed block's since thatrs what
gets stamped or examined on route to or from the ISDN
comm task, respectively. In this embodiment, the DSP
architecture is implemented by the DXF transformation
driver 1508. Either driver may be placed in an
IO_SOURCE or IO_SINK stream. '

Due to the audio subsystems preference to manage
latency reliably, the audio task threads know how much
capture or playback time is represented by each compressed
data sample. 0n the capture side, this time may be calculated
from the data returned by the enmpression driver via the
DCO_FILLEXTWAVEFORMAT control ‘ command.
DCO_ExtWaveFormat data fields “nSamplcsPerSed’an
“wBitsPerSample” may be used to calculate a buffer size .
that provides control over latency at a reasonable level of
granularity. -

Consider the following example. suppose we desire to
increase or decrease latency in‘ 50 millisecond increments.
Suppose further that a DCO_FILLEXTWAVEFORMAT5
command issued to the compression driver returns the5
following fields.
 

nChaanels = l ‘
nSamplesPerSec = 8000
nBlockAlign = . 0
whitsPerSample = 2

If we assume that compressed samples are packed into each
32-bit'word'cont'ained in the butfer, then one Tl C31 DSP 65
word contains 16 compressed samples. The buffer size

containing 50 ms worth of data would be:

5

10

IS
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¢ l6San1plcs =25wordwords =( 8000 i301“— xo.os Sec )

To this quantity, the capture thread adds the size of the
packet header and uses the total in allocating as many

streams buffers as needed to service its IO_SOURCEstream.

0n the receiving side, the playback thread receives the
packet containing the buifer ofcompressed data. The DCO_
FlLLEXTWAVEFORMAT control command is supported
by the encoder. not the decoder which the playback thread
has stacked1n its IO_SlNK stream. In fact, the thread has
to send the driver a DCO_SEI'EXTWAVEFORMAT com-
mand before it will decompress any data. ,Thus, we need a
mechanism for providing the playback thread a DCO_
ExtWaveFormat structure for handshaking with decompres-
sion driver prior to entering the AST__PLAY state
Mixer/Splitter Driver

The mixer/splitter driver 1510 (i.e., the mixer)’1s a stack-
able driverthat coordinates multiple accesses to the SAC
1304, as required by conferencing. The mixer allows mul-
tiple——simultan‘eOus opens of the SAC for both input and

output and mixes the channels The mixer also supports
priority preemption of the control-only SAC device‘ 'sac-ml."

The SPOX® operating system image for the audio/comm
board has mappings in the device name space to transform

' references to SAC devices into a device stack specification
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that includes the mixer.For example, a task that attempts to
open “/sac’? will acmally open “lmxrllsac”. The mapping is
transparent to the task. To avoid getting mapped through the
mixer, an alternative set of. names is provided. The alterna:
tive names consist of the standard device name prefixed with
“VC”. For eXarnple, to open the device “adc8K" Without
going through the mixer, a task would use the name
“NCad08K”. To obtain priority access to the SAC, the
sofiware opens the device “/tnerlVCachK”.

Fer output operation, the software opens the mixer with
device ID 0; any other client opens the mixer with device ID
1. Device ID 0may be opened only once; when‘1t13, all other
currently open channels are muted. Thatis, output to the
channel”is discarded. Subsequent opens of device ID 1 are
allowed if the sarnple rate matches. Device ID 1 may be
opened as manytimes asthere are channels (other than
channel 0). All opens after the first are rejected, if the sample
rate does. not match the first open. When more than one
channel is open and not muted, the output of all of them is

mixed before itis passed on to the SAC.
Forinput operatons, the software opens the mixer with

50 device ID 0; any other client opens the mixer with device ID
1. Device ID 0 may be opened only once; when it is, if
channel 1 is open, it is muted. That is. get operations return
frames of silence. Device ID 1 may be opened once before
channel 0is open (yielding channel 1: normal record opera-

5tion); Device ID 1 may also be opened once after channel I)
is opened (yielding channel 2: conferende record operation).
In the second case, the sample rate must match that of
channel 0. Channel 1 returns data directly from the SAC (if
it is not muted). Channel 0 retumsdata from the SAC mixed
with data from any output channels other than channel 0.
This allows the user to play back a recording during a video
conference and have it sent to the remote participant. Chan-
nel 2 returns data from the SAC mixed with the output to the
SAC. This provides the capability of recording both sides of
conference.

There are firm control channels, each of which may be
opened only once. They are prioritized, with channel 0
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having the highest priority, and channels having the lowest.
Only the Open channel with the highest priority is allowed to
conu'ol the SAC Non-conferencing software, which opens
“/sacctr ", is connected to channel 3, the lowest priority
channel.

Mixer Internal Operation
For output operation, the mixer can, in theory, support any

number of output channels. The output, channels are all
equivalent in the sense that the data from all of them is
mixed to form the output sent to the SAC. However, there
is one channel thatis designated the main channel.- The first
channel opened that1s not mutedis themain channel. When
the main channel is closed, if there are any other non-muted
channels open, meet them is promoted to be the main
channel. Opening channel 0 (conference output) mates any
channels, open at the time and channel 0 cannot be muted.
Thus, ifchannel 0'is open, it is always the main channel. Any
open outputchannel thatis not than the main channel is
called an auxiliary channel.‘

When an 10put operation is performed on a non-muted
auxiliary channel, the frame'is placed on the channel’s ready
list. When an IO_put operation is performed on the main
channel, data from the auxiliary channels' ready lists are
mixed with the flame, and the frameis passed immediately
through to _the SAC. If an auxiliary channel'is not. ready, it
will be ignored (and a gap will occur in the output from that
channel); the main channel cannot be held up waiting for an
auxiliary channel. '

When an IO_put operation is performed on a muted
channel, the frame is placed directly on the channel’s free
list. The driver then sleeps foraperiod of time (currently- 200
ms) to simulate the time it would take for the datain the
frame to be played. This13 actually more time than it would
normally take for-a block of datato be played; this reduces ' A' '35

. the CPU usage of united channels.
An IO_alloc operation on the main channel is passed

directly through to the SAC; on Other channels, it returns a
frame from the channel’s free list. If a frame'is not available,
it waits on the condition fleeFrameAvailable. When the
condition'1s signaled, it checks again whether the channel'1's
the main channel. If the main channel was closed in the
meantime, this channel may have been promoted.

The mixer does not allocate any frames itself. All the
frames it manages are those provided by the task by Calling
[0_free or [0put. For an auxiliary channel, frames passed
to IO_free are placed on the channel’s flee list. These are
then returned to the task when it calls 10 alloc. After the
contents of a frame passed to IO_put have been mixed with
the main channel, the frameis returned to the channel’s free
list. Since I/O operah'ons on the main channel. (including
IO_free and IO_alloc) are passed through to the SAC, no
buffer management is done by the mixer for the main
channel, and the free list and the ready list are empty.
However, the mixer does keep track of all frames that have
been passed through to the SAC by IO_free or IO_put and
returned by IO_get or IO_alloc. This is done to allow for
the case where the main channel is preempted by opening
the priority channel. In this case, all frames that have been
passed to the SAC are recalled and placed on the mixer’ s
free list for that channel.

Another special case is when the'main channel is closed,
and there is another open non-muted channel. In this case,
this other channel is promoted to be the main channel. The
frames on its ready list are paSsed immediately to 10_put to
be played, and the frames on its flee list- are passed to
IO_free. These frames are, of course, counted, in case the
new main channel'is preempted again.

10
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For output mixing, afmme on the ready list of an auxiliary
channel'is mixed with both the main output channel and with
input charmel 0 (conference input), if it is open. 1/0 opera—
tions on these twochannels are running independently,.so
the mixer does not know which channel will perform I/O

first. or whether_operatiOrrs on the two will strictly alternate.
or even if they are using the same frame size. In practice, if
the conference input channel is open, the main output
channel is conference output, and the two use the same
frarne size; however, the mixer does not depend on this.

However, the auxiliary channel typically will not be using
the same frame size as either of the main channels.

.To handle this situation,'the mixer uses two lists and two
index pointers and a flag for each channel. The ready list,
where flames are plaCed when they. arrive, contains frames
that eontain'data that needs to be mixed with both the input
and the output channel. When either the input side or the
output side has used all the data in the first frame on the

' ready lit“, the frinrie'1s moved to the mix list. The flagis set20

.50
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to indicate Whether the mix list contains data for the input
side or the output side If the mix list'is empty, both sides
take data fromthe ready list. When all the data in a frame on
the mix list has been used, the frame is moved to the free list.

Mixing operatit‘ms are done in units .of a main-channel
frame. This may take a portion of an auxiliary channel frame
or it may take parts of more than one. The mixing routine
loops over themain channel frame. Each pass through the
loop, it determines which auxiliary channel frame to mix
from, takes as much data from that frame as it can, and
moves that frame to a new list if necessary. The auxiliary
channel frame to mix from'is either the first frame on the mix

list, if it is non—empty and the flagis set to indiCate that data
has not been used from that frame yet, or the first frame on
the ready hit. The index,either ichadylndexor outReady—
Index, specifies the first unused sample of the frame.

For example, suppose mixing is with the main input
‘ channel (conference in), and the data for an auxiliary output
channel'111 such that the read list contains two flames C and
D and the mix list contains two flames A and B, wherein

mixFlags equals MXR__INPUT_DATA and inReadyIndex
equals 40. Assume further that the frame size on the main
channel is 160 words and the flame size on the auxiliary
channelis 60 words.

The first time through the loop1n mix_frame, the mix list

is not empty, and the mix flag indicates that the data on the
mix list'is for the input channel. The- unused 20 samples
remaining in the first frame on the mix list are mixed with
the first 20 samples of the main channel frame. inReadyIn-
dex is incremented by 20. Since it is now equal to 60, the
frame size, we are finished with the frame. The output
channelis finished with it, since it is on the mix list, so the
frame is moved to the free list and set inReadyIndex to 0.

The second timethrough the loop, mix_index is 20. All
60 samples are mixed but of the first frame on the mix list,
and the frame is moved to the free list. .

The third time through the loop, rnix_index is 80. The
mix list is empty. All 60 samples are mixed out of thefirst
frame on the ready list. Again the frame is finished, but this
time itcame from the ready list, so it is moved to the mix
list. The mix flag is changed to indicate that the mix list now
contains data for the output channel. outReadyIndex is not
changed, so the outputchannel will still start mixing from

the same ofl'set'1n the frame that it would have used if theframe had not been touched.

The fourth time ttuuugh the loop, mix_index is 140. The
mix list is not empty, but the mix flag indicates that the data
on the mix list is for the output channel, so it is ignored. The
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remaining 20 samples are mixed from the first frame on the
ready list. All the detain the frame has not been used, so it
is left on the ready list; the next time a frame is processed
on the main input channel, processing Continues where it left
off. After mixing is complete, the ready list comains only
frame D,the mix Iistcontains only frame C, rnixFlags equals
MXR_OUTPUT_DATA, and iuReadyIndex equals 20.

After each step described, the data structures are com-
pletely self-consistent. In a more typical situation, the
frames on the auxiliary channel will be much larger (usually
1024 words), and only a portion of a frame will be used for
each frame on the main channel However, the protessing is
always similar to one ortwo of the four steps described in
the example.

For input operations, unlike the output channels, the three
input channels have distinctly ditferent semantics. Themain
channel is always channel 0 if it is open, and channel 1 if
channel 0'is not open Channel 1 will always be muted if it
is open when channel 0'is opened, and caimot be opened
while channel 0 is open. Channel 2 is never. the main
channel; it can be opened only while channel 0 is open, andwill be muted if channel 0is closed

Operation of the main channel'is siruilar to the operation
described for output. When IO_get or IO_freé'is called, the
request is passed on to the SAC. For channel 0, when the
frame is returned from the SAC, any output ready on
auxiliary output channels is mixed with it before the frameis returned to the caller.

When channel 2 (conference record) is open, output
frames on channel 0 (conference output) and'input frames on
channel 0 (conference input) (including the mixed auxiliary
output) are sent to the function record__frame. Rocord__
frame copies these frames to frames allocated from the free
list for channel 2, mixes the input and output channels, and
places the mixedframes on the ready list When IO__get
operation is performed on channel 2, it retrieves a frame
from the ready list, blocldn'g if necessary until one is
available. If there'is no frame on the free list when record__

requires one, the data will not be copied, and there will be
a dropout in the recording; however, the main channel
cannot be held up waiting for the record channel.

For conference record mixing, record_needs to mix
frames from both Conference input and conference output
into a frame for channel 2. Again, IIO operations 01211116
conference channels are running independently._ The mixer

‘uses themix list of the conferencerecord channel as a

holding place for partially mixed frames. readyIndex con-
tains the number of samples'111 the first frame on the mix list
which are completely mixed. The frame size contains the
total number of samples from either channel that have been
placedin the frame. The difference between the frame size

and readylndex is the number of samples that have been
placed'1n the frame from one channel but not mixed with the
other. The flag mixFla‘gs indicates Which channel these
samples came from.
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Mixing operations are done'in units of. a main—channel ‘
frame, as for output This may take a portion of a record
channel frame or it may take partsof more than one. The
mixing rtiutine loops over the main channel frame. Each
pass through the loop, it does one of the following:
11f the mix list contains data from the other channel, mix

with the first frame on the mix list. readyIndex indicates
the place to start mixing. If the frame is now fully mixed,
move it to the ready list. ’

2. If the mix list contains data from this channel (or equal
parts from both channels), and thereis free space in the
last frame on the mix list, copy the data into that frame.
The frame size indicates the place to start copying.

3. If neither or the above is true, allocate a new frame from
the free list and add it (empty) to the mix list. On the next
iteration, case 2 will be done. '
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To provide rrmtual exclusion within the mixer, the mixer
uses a semaphore. Every mixer routine that manipulates any
of the data for a channel first acquires the semaphore. The
semaphore mechanism1s very similar to the monitor mecha-
nism provided by SPOX® operating system. There are two
major differences: (1) a task within a SPOX® operating
system monitor cannot be suspended, even if a higher
priority task.is ready to run, and (2) when a task within a
SPOX® operating system monitor is suspended on a con-
dition, it implicitly releases ownership ofall monitors. In the
mixer, it is necessary to make calls to routines which may
block, such as IO_alloc, 'while retaining ownership of the
critical region. The semaphore is released when a task waits
for a mixer-specific condition (otherwise, no other task
would be able to enter the mixer to signal the condition), but
it is not released when the task blocks on some condition
unrelated to the mixer, such as within the SAC.
Echo Suppression Driver

The echo suppression driver (ESP) 1512'is responsible for
suppressing echoes prevalent when one or both users use

open speakers (rather than headphones) as an audio output
device. The purpose of echo suppression is to permit two
conferencing systems 100 connected by a digital network to
carry on an audio conversation utilizing a particular micro-
phone and a plurality of loudspeaker device choices without
having to resort to other measures that limit or eliminate
acoustic feedback (“coupling”) from loudspeaker to micro-
phone. '

Specifically, measures obviated by the ESP include:
An audio headset or similar device to eliminate acoustic

coupling. .‘ _
A commercial V“speakerphone" attachment that would

perform the stated task offthe PC and‘would add cost
and complexity to the user. .

The ESP takes the form of innovations embedded in the
context of an known variously as “half-duplex speaker-
pbones" or “half-duplex hands-free telephony" or “echo
suppression” TheVESP does not relate to an known as “echocancellation."

The general ideas of “half-d—uplex hands-free telephony’
are current practice. Electronic hardware (and silicon) exist
that embody these ideas. The goal of this technology is to
eliminate substantially acoustic coupling from loudspeaker
'to microphone by arranging that substantial microphone
gain is never coincident with substantial speaker power
output when users are speaking.

The fundamental idea'1n current practice is the following:
Consider an audio system consisting of a receiving channel
connected to a loudspeaker and a transmitting channel
connected to a microphone If both channels are always
allowed to conduct sound energy freely from microphone to
network and from network to loudspeaker, acoustic coupling
can resultin which the sound emanating from the loud-
speaker'is received by the microphone and thus transmitted
back to the remote station which produced the original
sound. This “echo'’efi'ect'is annoying to users at best and at
worst makes conversation between the two stations impos-
sible. In order to eliminate this e1fect,it'1s preferable to place
an attenuation device on each audio channel and dynami-
cally‘control the amount of attenuation that these devices
apply by a central logic circuit. This circuit senses when the
remote microphone15 receiving speech and when the local
microphone is receiving speech. When neither channel is
carrying speech energy, the logic permits both attenuators to
pass audio energy, thus letting both stations receive a certain

V level of ambient noise from the opposite station. When a

65
user speaks, the logic configures the attenuators such that the
microphone energy passes through to the network and the
network audio Which Would otherwise go to the speaker is

' attenuated (this is the “talk state"). When on the other hand
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speech is being received from the network and the local
microphone is not receiving speech,the logic configures the
attenuators conversely, such that'the network speech is
played by the speaker and the microphone's acoustic energy '
is muted by the attenuator on that channel (this is the “listen
state"). . ,
. The ESP operates without a'separate dedicated speaker—
phone circuit device. The ESP operates over a network

3 featuring an audio codec that is permittedto distortsignal -
energies without afecting the performance of the algorithm.
The ESP etfectively distributes computational oi'erhead
such that redundant signal processing is eliminated.

The ESP is a distributed digital signal processing algo-
rithm. In the 'folloWing, the algonthm' .is spoken of as
“distributed.” meaning that two instantiations of it reside on
the two conferencingsystems connected by a digital. net—
work, and their operation is interdependent). “Frame
energy" means, a mean-sum of the squares‘ofthe digitized
audio samples within a particular time segment called a
“frame." v v' > V y .

y The instantaneous configuration of the two atter'rua'tions is
encoded as a single integer variable. and the attenuations are

implemented as a fractional multiplier as a computational
functionof the variable. I v ._

In order to classify a signal as speech, the algorithm
utilizes a frame energy threshold which is'compu'ted as an

. offset from the mathematical mode of a. histogram in which
each histogram b‘in represents the count of frames in a
particular energy range. Thisthreshold varies dynamically
over time as it is recalculated. There exists a threshold for
each of the two audio channels. , V V

Since both stations need access to the threshold estab—
lished at a particular Station (in that one station’s transmit
stream becomes the other station’s receive stream), the
threshold'is shared to both instantiations of the algorithm as
an out-of-band network, signal. This obviates the need for

V both statiousto analyzethe same signal, audit-takes the
stations immune to any loSses or distortion caused by the
audio-coder; , _, ’ . . .

The energy of a transmitted audio frame is» embedded
within a field of the communication format which carriesthe
digitally-compressed form of the frame. In this way, the
interactive performance of the station pair is immune from
any energy distortion or loSses involved in the audio codec.

The ESP makes. possible hands-free operation for video
teleconferencing productth is well-known that hands-free
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audio conversation is a much more natural conferencing '
uSage model than that of an audio headset. The user is freed
from a mechanical attachment to the PC and can participate
as one would. at a conference table rather than a telephone
call.
Audio Task Interface with Comm Task V

The interface between the audio task to the audio hard-
ware is based on SPOX® operating system streams. Unfor-
tunately, SPOX® operating system streams connect tasks to
source and sink device drivers, not to each other. Audio data
are contained within SPOX® operating system array objects
and aSsociatcd With streams. To avoid unnecessary buffer
copies, array objects are passed back and forth between the
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driver. The actual pipe driver used will be based on a
SPOX® operating, system driver called NULLDEV. Like
Spectron’s version, this driver simply redirects buffers it

' receives as an IO_S_INK to the IO_SOURCE stream; no
buffer copying is performed. Unlike Spectron’s pipe driver,
however, NULLDEV doesnot chick the receiving task if no
buifers are available from the sending stream and discards
buffers received fromthe IOfiSOURCE stream if no task
has made the IO_SINK stream connection to the driver. In
addition, NULLDEV will not block or retum errors to the
sender. If no free buffers are available for exchange with the
sender's live buffer. NULLDEVretums a previously Queued
live buffer. This action simulates a dropped packet condi-
tion... - . '

Setup and teardown of these pipes will be managed by a
message protocol between the comm task and audio task
threads utilizing the existing TMB mailbox architecture built
into the Mikado DSP interface; >

The interface assumes that the com task is running, an
ISDN connection has been established, and channel [D's

' (i.e., virtual circuit ID'S) have been allocated to the audio
Subsystem by the conferencing API. The capture and play-
back threads become the channel handlers for these ID's.
The interface requires the com task first to make available
to the audio threads the handle to its local mailbox TMB__
MYMBOX. This is the mailbox a task uses to receive
messages from_,the host processor. The mailbox handle is
copied to a global memory location and retrieved by the
threads using the global data package discussed later in this
specificatiom
Message Protocol .

Like the com task, the audio task threads use their own
TMB__MYMBOX-mailboxes for receiving messages from
the comm task. For the purpose of illustration, the capture
thread, playback thread and com task mailboxes are called
TMB_CAPTURE, 'IMBJLAYBACK, and TMB_COM-
MMSG', respectively. The structure of the messages
exchanged through these mailboxes is based on TMB__Msg
defined in “’I‘MBJ-I" such that:
 

typedef struct TMB_Msg (
Int mag:
Uns wordsI'I‘MB_MSGLEN];

.} TMB_Msg; 

The messages that define this interface will be described via
examples. Currently, specific message structures and con-
stants are defined in the header file “ASH".

Referring now to FIG. 16, there is shown a block diagram
of the interface between the audio task 538 and the com
taSk 540 of FIGS. 5 and 13, according to a preferred
embodiment of the present invention. For audio capture,
when the capture thread receives an ALinkOutTMsg mes-
sage from the host processor, it sends an AS_REGCHAN-
HDLR message to the TMB_COMMMSG mailbox. The
message contains an on—board channel ID, a handle to the
mailbox owned by the capture thread, and a string pointer to
the pipe. . .

 

typedef struct AS_OPENMSG (

 

Uns mag; , I‘ msg = = AS_REGCHANHDLR. "I
Uns Chamel_ID; I“ On board channel ID *I
TMB_MBox mailbox; ' l“ Sending Task'r mailbox. */

, String Dcharne; l‘ Device name to open. *I
} AS_0PENMSG;

65

comm and audiosubsystems running on the audio/comm
board using SPOX® operating system streams and a pipe

Channel_ID is used to retrieve channel specific informa-
tion. The task stores this information in the global name
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space. A pointer to this space is retrieved via the routine
GD_geMddress(lD). The information has the followingstructure:

 

typedef struct COWLAUDIOJATA {
struct (

unsigned int . : 30;
unsigned int initialized : l;
unsigned int read : l;

} bool; '
Uns lucallD;
Uns rcmothD: .

erommAudiolJata. 'ComAudioDataPtr;. .

This structure is'declared in u'AS.H". From this structure, the
com. task can determine . if the buifer is initialized (it
always should beer the audio tasks would not be calling).
if the task is expecting to read or write data tolfrom the
network (if read is l, the com task will open the pipe for
write and put data from the network there). and finally the
local and remote ms of the network channels, The following
pseudo code illustrates the actions performed by the capture
thread to establish a link with the com task:
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com task via the pipe driver. After each SS_put() to the
pipe driver, the Capture thread notifies the com task that an
incoming bufi'er is on the way via an AS_RECE1VECOM-
PLETE status message.
 

audio = (ASJNFOMSG *) &messagc;
audio—mug = AS_STATUS;
audio—>ChanneLlD = AS_CAPTURE_CHAN:
audio—>statuscode = AS_RECEIVECOMPLETE:
TMB_postMessage (MB_COMMMSG, audio, 0); 

The com task sends the bufl'ers to the ISDN driver which
transmits the data frame on the audio output's ISDN virtual
channel. '

Between each input streams bufl'er processed. the capture
thread checks TMB_CAPTURE for new requests messages
from the com task or the host processor. When a second

ALINKOUT__TMSG message is received from the host
processor, the capture thread stops sending data bufl’ers to
the pipe driver and notifies the com task of its intention to
terminate the link:

W
AS__0PENMSG *nudio; ‘
TMBJVIsg ' ntsxage:
CommAudioDamPtr - pCADam: .
pCAData: (ComAudioDataPtr) GD_gemddress(AS_CAFl‘URE_CHAN)
<set pCAData lields> . ,
audio = (as OPENMSG ‘) Message:
audio->msg = AS_RF15CHANHDLR; .
audio—>ChanneLJD = (Uns) AS_CAPYURE_CHAN;
audio—>ntailbox = ‘(i‘MB_.MBox)a'lMB_CAI’I‘URE;audio—>Destme = (String) "Inull": »
TMBJoitMesssgeCI‘MB_COMB/IMSG. audio, 0);________—___—__—————————-—-—-

The com task‘s first action will be to call GD_getAd-
dresso and retrieve an addreSs to the CommAudioData
structure. It validates the structure using the local and remote
IDs linking the thread with the appropriate ISDN channel.
Finally, the com task responds by connecting to its end of
audio->DevName (“luull”) and returning status to the cap-
ture thread via a message directed to 'I'MB_CAPTURE
such that:

35
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audio = (AS_INFOMSG ") dunesssge;
audio—”nag = AS_.CLOSE.'_CHAN:
audio—>Channel_ID = AS__CAPTURE__CHAN;
TMBJostMessage (IMB_COMMMSG. audio, 0); 

Capture treats the VAL-INKOUT__TMSG message as a
toggle: the first receipt of the message establishes the link,

________—__————I———'-—————-——
TME_Msg message:
CommAudioDataPtr pCAData:
AS__OPENMSG audio;
typedef struct AS__1NFOMSG {

Uns msg: /‘ AS_CDOSE_CHAN or AS_STATUS *I
Uns ChanrteLID'. /* 0n hoard channel ID *I
Uns' statusCode; l* Status Code *I .
Uns stamsExtm; 1* Additional status info ‘I

}AS__1NFOMSGV*comm ; . :
TMB_getMessage ('I‘MB_COMMMSG, (1MB_.Msg)&audio, O); .
pCAData= (CammAudioDaraPtr) GD_getAddress'(audio.Channel_m];
<vnlidate pCAData fields and open audio. DevName>
comm = (AS_JNFOMSG *) &message; .
comm-mus; = AS_STATUS; .
comm—>ChanneLfl) = audio.Channel_lD;
comm—>stantscode = AS__REGCHANHDLR_OK;
TMB'_postMes'sage (sudiomaflhox, com 0);

If the com task detects an‘ error, the statusCodeand
statusExtra fields are set to the appropriate error Codes
defined in the section Status and Error Codes; ‘ ‘

The capture thread subsequently receives stream bufiers 65
filled with time stamped and compressed audio data from the
input driver stack via SS_get0 calls and routes them to the

the second receipt terminates it. The com task first closes
its half of the pipe driver and then terminates its connection

. with the capture thread via an AS_CDOSE_CHAN_OK
message.
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comm—>rnsg = AS_STATUS; v
comrh—>Chsnn'el_lD = ChanneLlD;
comm—>stsmscode '= AS__CHANCLDSE_OK;
TMB__postMessage (TMB_CAFl'URE, com, 0); 

0n the other side of the audio task. the playback thread waits
for the ALINKIN__TMSG message from the host processor
after first opening the IO_SINK side of a second pipe driver
“/nullZ”. When that message finally arrives; the playback
thread opens the communication pathway to the com task
and registers as the audio input channel handler via an
ASfiGCHANHDLR message. Like the capture thread,
the playback thread supplies the channel ID, its response
mailbox, and a string pointer to the second pipe driver:

10
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At any time during the link state, problems with or a
normal shutdown of the ISDN logical channel may generate

a hang-up condition. The comm task notifies the capture

and/or playback thread via the unsolicited status message
AS_COMM__HANGUP_NOTIFY:

 

pCADsu:
<set pCAData fields> V
nudin—_ (AS_OPWSG *) dimessage;
audio—>msg: AS_REGCHAN'HDLR:
audio—>Chaunel_ID= (Uns) ASJLAYBACLCHAN;
audio—>mailhox-— (TMB_MBox) 'I‘MBPLAYBACK;
andio—>DevName= (String) "lnul12"; v
TMB__postMessage (TMB__COMMMSG, audio, 0);

= (nomadiwmm GD45mm55(as_rmvnscx_cr-1AN)

____________—_————'———-————

Exactly as with the capture thread, the comm task behaves
as follows:

TMBJetMessage (TMB_COMMMSG, ('IMB_Msg)&mdio, 0);
pCADah: (CommAudioDataPtr) GD__getAddrcs's(nudio.Cham-1el_m);
<va1idue pCADela fields and openaudio. Deanrue>
comm: (As_[NFOMSG ") &message: -
oomm->msg=—AS_.STATUS:
comm->ChanneLID = andio£hanneUDi
cmnm—mtusCode = ASJEGCl-IANEDLR_OK;
TMleostMessage (audiernnilbox. comm. D):M

Once this response is received, the playback thread blocks
 

comm = (AS__INFOMSG *) Message:
comm—>msg= AS_STATUS;
comm—>0hsnnelJD: ChannelJD;
comm—>stalusCode—- AS__OOMM_HANGUP_NOTIFY;
comm—>stntusextrn = <QMUX error>
TMB_posMessage (<1‘MB_PLAYBACK or TMS_.CAPTURE >, com 0); 

waiting for notification of input buffers delivered by the 50 Inresponse, the threads close the channel notifying the host
comm task to its side the pipe driver. After each bufi‘er'IS put

to pipe, the comm task notifies the playback thread: ‘
 

= (AS_1NFOMSG *) dunessnge:
comm->msg =,AS_STATUS',

ornm—>Chnnnel_'lD = ChanneLJD;
comm—>stutusCode = AS_RECElVEOOMPLEI‘E;
TMB_postMessage (TMH_PLAYBACK, com, 0); 

'[he playback thread collects each buffer and outputs the

audio data by SS_put()’ing each buffer down the driverstack to the SAC 1304.

The handing of the second ALlNKIN~TMSG request
received from the host processor is the same as on the

capture side. The playback thread closes “ln1‘1112” and uses
AS_CLOSE__CHAN to sever its link with the com task.

55
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processor in the process.

As defined'111 “AS.H", the following are status and error
codes for the statusCode field of AS_STATUS messages:
 

AS_REGCHANHDLR#OK AS_R.EGCHANHDLR
- request succeeded.

AS_REGCHANHDLR_EAIL AS_REGCHANHDLR
request failed.

AS_CHANCLOSE_0K AS_CHANCLOSE
V ' request succeeded.

AS_CHANC[DSE_FA& AS_CHANCLDSE
. request failed.

AS__COMM_HANGUP_NOTIFY Open channel closed.
AS_RECE[VECOMPLEFE Data packet has been sent '

to NULLDEV,
AS_LOST_DATA One or more data packets

rimmed. 
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Regarding bufl’er management issues, the audio task
maintain a dynamically configurable amount of latency on
the audio streams To do this,gboth audio task threads have
control over the size of the butters that are exchanged With
the. com task. As such, the com task adopts the buffer
size ferthe streams assignedit by the audio task. In addition,
the number of bufl‘ers which exist within the NULLDEV
link between the com taskand an audio task thread are

defined by the threads. Mechanisms for implementing this ‘
. requirement involves the following steps:

1. Both audio task threads create their SPOX® operating
system stream connections to the NULLDEV pipe‘driver
before registering with the Com task. Each thread issues
an SS_create() specifying the buffer size appropriate for
the audio compression method and time stamp fi-arning to
be performed on each butter. In addition, the attranbufs
field'is set to the desired number of bullets available for

queuing audio data within the NULLDEVlink.
2. When setting up its NULLDEV streams; the comm task

sets the SS_create() bufl’er-size parameter to —1 specify-
ing that a“device-dependent value will he used for the
stream bufi’er1zesize ’.See SPECI‘RON's SPOX® Applica-
tion Programming Reference Manual,- VerSion 1.,4 page
173. In addition. the attrs.nbufs are set to 0 ensuring that
no additional butters are added to the NULLDEV link.

3. After opening the stream, the aim task will query for the
cement butter "size via an SS_sizeOf() call. Thereafter; all
buffers it receives frOm the capture thread and all buffers
it delivers to the playback thread are this size. It uses this
size When creating the SA__Array object used to receive
from and send butters to NULLDEV.

The com task preferably perfonris no buifering of live
audio data. Communication between audio taskendpoints1s
unreliable. Bedause audio datais being captured, transmit-
ted, and played back’in real time, it is undesirable to have
data blocks retransmitted across an ISDN channel.

Whether unreliable transmission is supported or not. for
the audio strBanL'the NULLDEV driver drops data blocks if
live buffers back up. NULLDEV does not allow the‘se‘nder
to become butter s.tarved It continues to exchange butters
with the task issuing the 8341110. If no free butters are
available to make the exchange, NULLDEV returns the live
buffer waiting at the head of its ready queue.
Global Data Package

The SPOX® operating systemimage fur the audio/comm
board Contains a package referred to as the Global Data
Package. Itrs a centralized repository for global dam that is
shared among tasks The interfaces to this package are
defined in “GD.H“. The globaldata is centaine‘d in a

' GBLDATA struct that'1s defined as an array of pointers: 

ypedef struct GBLDATA {
Pn- availableDmlMAx_GLOBAiS];

} GBLDATA; 

Like all SPOX® operating system packages, the global data

package contains an initializatihn entry pointGD_init() that
is called during SPDX® operating system initialization to
set the items in GBLDATA to their initial values Tasks that
wish to access the global data will contain statements like

the following to obtain the contents of the GBLDATAstructure: .
 

Ptr painter’l‘oGloblebject;
pointer’l‘cGlobalDbject = -
GD_gemdress(oarEcr_NUMBaa)-, 

In apreferred embodiment, there'1s no monitor or semaphore
associated with the global data. So by convention, only one

10
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task will write to an item and all others will only read it. For
example. all data pointers are set to NULL by GD_init(). A
pointer such as availableDatalCommMBoX] would then be

filled'in by the com task during its initialization with the
following sequence:
 

pointefl‘oGlobalData: GD_getAddress(AS_C0!\/1MMBOX):
pointerTcGlobalData—>ComnerIBox= TMB__MYMBOX; 

Tasks that wish to communicate to the com task can check

. that the task is present and obtain its mailbox handle as

15

20

follows: '
 

pointet'l‘oGlobalDatF GD_getAddress(AS_COMMMBOX);
if (pointer’l‘oGIobalDaJa—flommli/IBOX 1: NULL) {

 

/‘ COMM'I‘ASK'rs present “I

TMB_postMessage ( pointer'l‘oGlobalData—>ComMBox ,aMessage.
timeOutVslue);

1
else {

I“ 11‘ IS NOT */
}

NULLDEV Driver

The SPOX® operating system image for. the audio/board
contains a device driver that supports interprocess commu-
nication through the stream (SS) package. The number of
distinct streams supported by'N'ULLDEV 'is cOntrolled by a
defined constant N'BRNULLDEVS in NULLDEVJ—L. Cur-

rently, NULLDEV supports two strains. One is used for the
audio task capture thread to communicate with the com
task. The other is used by the playback thread to commu<

. nieate With the com task. The assignment of device names
35
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to tasks is done by the following two constants in
ASTASKH:

“qu11"
“Inuill”

#define AS_CAPI'URE._PIPE
#define ASJLAYBACUIPE 

Support fer additional streams may be obtained by changing
the NBRNULLDEVS constant and recompiling NULLD-
VR.C. The SPOX® operating system config file is also
adjusted by adding additional device name strings to this
section as follows:
 

driver NULIJJEV_driver {
"Inull": dcvid = 0',
"lnullZ": devid = l;

1: 

The next deviceis the sequencehas devid=2.
SS_get() calls to NULLDEV receive an error if

NULLDEV’s ready quetre is empty. It is possible to
SS_put() to a NULLDEV stream that has not been opened
for SS_get() on the other end. Data written to the stream in
this case is discarded. In other Words input live bufi'ers are
simply appended to the free queue. SS_put() never retums
anerror to the caller. If no buffers exist on the free queue for
exchange with the incoming live buffer, NULLDEV
removes the buffer at the head of the ready queue and returns
it as the free buffer

Comm Subsystem
-The communications (comm)subsystem of conferencing

system 100 of FIG. 5 comprises comm API 510 com
manager 518. and DSP interface 528 running on host pro-
cessor .202 of FIG. 2 and com task 540 running on

HUAWEI EX. 1016 - 558/714



HUAWEI EX. 1016 - 559/714

5,488,570

67
audio/comm board. 206. . The com subsystem provides
connectivity functions to the conferencing application pro—
grams 502 and504. It maintains and manages the session,
connection, and the virtual channel states. All the connection
control, as well as data communication are done through the
communication subsystem. . > .

Referringnow to FIG. 17, there is shown a block diagram
of the com subsystem of conferencing system 100 orFIG.
5, according to- a preferred embodimentof the present '
invention. Thecommsubsystem Consists cf the following
layers jthat reside-both on host processor 202 and theaudio/comm board 206: ' ’

Transport independent interface (TILDLL),
Reliable datalink module (DLM.DLL+KPDAPI.DLL,

where KPDAPLDLL ’is the back-end of the DLM
which Communicates with the DSP interface), and

Datalink module- TII.DLL and RDLMDLL reside
' entirely on the host processor. Datalink module com-

. prises DLMDLL residing onxthe host processor, and
control (B channel), D channel driver, data 'cdmm
tasks. and B channel drivers residing on audio/comm
board 206. V _ _

The com interface provides a. “transport independent
interface". for the conferencing applications. This means that
the com interface hides all the network dependent features
of the conferencing system“ In a preferred embodiment,
commenting system 100 uses the ISDN Basic Rate Interface
(BRI) which provides 2*64 KBits/se'c data (3) channels and
one signaling (D) channel (2B+D). Alternative preferred
embodiment may use alternative transport media such as
local area networks (LAN5) as the communication network.

Referring now to FIG. 18, there is shown a block diagram
of the comm subsystem architecture for two conferencing
systems 100 participating in a conferencing session, accord-
ing to a preferred embodiment of the present invention. The
comr'n subsystem provides an asynchronous interface
between the audio/comm board 206 and the conferencing
applications 502 and'504.‘ '

10
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The. ‘com subsystem provide all .thescftware modules '
thatmanage the two ISDN B channels. The com sub-
system provides a multiple virtual channel interface for the
B channels. Each virtual channel is associated with trans-
mission priority..Thei data queued for the higher priority
channels are transmitted before the data in the lower priority
queues. 'I‘hevirtual channels are unidirectional. The confer-
encing applications open Write-only Channels. The confer-
encing applications acquire read-only channels as a result of
accepting a open channel request from the peer. The DLM
supports the virtual channel interface.

During a conf ”naming session, the comm subsystem
software handles all the multiplexing'and inverse multiplex-
ing of virtual channels over the B channels. The number of
available‘B channels (and the factthat there is more than one
physical channel available) is not a concern to the applica-
tion. ' ,, ' ' _

The com subsystem provides the D channel signaling
software to the ISDN audio/comm board. The com sub-
system is responsible for providing the ISDN B channel
device'drivers for the ISDN audio/comm board. The com

subsystem provides the ISDN D channel device drivers for
the ISDN audio/comm board. The com softWar‘e is pref-
erably certiliable in North America (USA, Canada). The
signaling software is compatible with N11, AII‘&T Custom,
and Northern Telecorn DMS-lOO.

The comm subsystem provides'an interface by Which the
conferencing applications can gain access to the ecmn'mni—
cation hardware. The goal of the interface is to hide the
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implementation of the connectivity mechanism and provide
an easy to use interface. This interface provides a very
simple (yet functional) set of connection control features, as
well as data communication features. The conferencing
applications use'virtual 'channels for data communication.
Virtual channels are simplex. which means that two virtual
channels are open for full duplex communication between
peers. Each conferencing application opens its outgoing
channel which is write-only. The incoming (read-only) chan-
nels are created by “accepting" an “open channe " request
from the peer. 1 . .
qMUX MULTIPLE CHANNEL STREAMING MODULE

The QSource Multiple Channel Streaming Module
(qMUX) is based on the need to utilize the high bandwidth
of two bearer (B) channels (each at 64 kbps)_as a single
high-speed channel for the availability of multiple upper
layer users. This sectionspeciiies the. various interfaces
betweeleSource qMUX module and other QSource mod—
ules or application modulesto achieve this objective. -

QSource qMUX is a data link provider for one or more
end-to-end connected upper layers to exchange data between
themselves at a higher data rate than is possible over a single
bearer (B) channel. qMUX accepts messages from upper
layer providers and utilizes both B channels to transfer the
data. On the receiving end, qMUX willreasse'mble received
buffers from Layer 1 in sequential order into a user message
and deliver the message to the'aWaiting upper layer. There
is no data integrity. insured by qMUX. There is no Layer 2
protocol (is... LAPB) used in the transmission of packets
between the two endpoints; however, packets are transmitted
using HDbC framing. Throughout this, section, the term
ULP means Upper Layer Process or qMUX User.

qMUX is a data link provider process that receives user
data frames from upper layers (data link user) and equally
distributes them over the two B channels. This achieves a

higher bandwidth for an upper layer than if a single B
channel was used. Several higher processes can be multi-
plexed throughvthe' qMUX process, each being assigned its
own logical channel through qMUX. This logical channel is
known as a qMUX logical identifier (qLI).

A priority is assigned to each qLI as it is opened This
priority ensures that buffers of higher priority are sent before
bulfers of lesserpriority are transmitted over the B channels.
This enables an upper layer, —whbse design ensures a smaller
bandwidth usage, to be handled in a-Ihore timely manner.
ensuring a more rapid exchange of data between the two endusers. ’» - ' ,

qMUXis an unreliable means of data transfer between
two end users. There is no retransmission of message data.
Although received packets are delivered to the higher
requesting layers. there is no guarantee of data integrity
maintained between the two cooperating qMUX processes.
Packets may be lost between the two endpoints because
there is no Layer 2 prdtccol '(i.e.. LAPB) used in the
transmission of packets between the two endpoints; how-
ever, packets are transmitted using HDLC framing. In order
to provide reliability, a transport provider such as TPO
(modified to work with qMUX) is preferably used as a ULP.
qMUX considers a message as one or more data buffers from
the higher layer. These chained buffers are unchained,
assigned sequence numbers within the message sequence,
and transferred to the far end Etch buffer contains a
sequence number that reflects its place within the message.

At the receiving end, the bulfers are reassembled into
messages and delivered to the awaiting upper layer. Message
integrity is notguaranteed. Messages are discarded on the
receiving end if buffers are not received before final reas-
sembly and delivery.
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All messages transmitted by qMUX are preferably split
into an even number ofbufl’ers, independentofmessage size.
TWO processes, namely 8M2. and SCUD, split messages into
equal buffers In an alternative preferred embodiment, mes-
sages are split after exceeding a specific size (160 octets).
Splitting messages into an even‘ number of buttons, regard-
less of size, ensures timely delivery of data. In another

alternative preferred embodiment, qMUX transmits a mes—
sage contained in a single butter.-

Upper layers ensure that both endpoints are synchronized
on their qLI (logical channel identifier) and priority. .Once
both E channels are established, the ULP establishes a
qMUX logical interface with the qMUX process. This qLI,
assigned by the'ULP, allows for the transfer of data between
qMUX and the ULP. This qLI assignment may be trans-
ferred or reassigned toqanother ULP, by use of the qMUX_
BIND__REQUEST primitive. The qLI may be used by only

10

15

one ULP at a time. Themaximum qLI value in a system is
defined as a starrip parameter (MAX_LOGICAL__CHAN-

NELS). A ULP requesting a qLIwhen all of the assignable
qLI are in use is denied.

If a message is received for aqLI that'is not assigned. then
the message is discarded. A received message has the
sending qLI and the intended receiver 5 qLI comained'in the
message. Ifthe ULP assigned to the qLI does not have an
outstanding request to receive data when a message is
received. the message is discarded as well

A qLI of 0 (zero)'is used asa control channel for a ULP
requesting assignment as a controlling ULP. The munching
qLI may be used to synchronize the two end ULPs cooper-
ating in the data exchange

When a qLIis requested, the requesting ULP assigns a
priority for the handling of messages. Those ULPs requiring
a high throughput with very little bandwidth should request
a high priority to its messages. Priority'is valid for outgoing
messages only; that'is, the priorityis used when the buifer
is queued to the 13 channel driven. »

Data transfer between the ULP and qMUX is performed
on a message basis. A message is defined to be one or more
data butters containing user data. The buffers are dis-

. assembled, assigned sequence numbers, and transferred over
' the available bandwidth of the two B channels in their

assigned priority order, and rc-assembled on the far-end for
delivery to a requesting ULP. ShOuld a fragment of the
message not be delivered, the entire message is discarded;
no retransmission of the message or its- parts are attempted
by qMUX.

Endto-End flow control is not performed by qMUX.
Before boilers are queued to layerl the queue depthis
checked. If the number or buffers on a 3-channel queue

exceeds 15, the message is discarded, and notification givento the ULP.

qMUX maintains a messagewindow per qLI that effec-
tively bufl’ers'incoming messages. This guards against net-
work transit delays that may exist due to the two bearer
channelsin use. The current size of the messagewindow is
three. For example, it is possible for qMUX to have com-

30

' QMUX_OK_ACK
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pletely assembled message numbers 2 and 3, while waiting _
for the final part of message 1. When message 1 is com-
pletely assembled, all three are then queued, in message
order, to the appropriate ULP. If any part of message 4 is
received before message 1 is complete; message 1‘is dis-
carded and the ULP notified. The message window then
slides to include messages 2, 3, and 4 Since messages 2 and
3 are complete, they are forwarded to‘ the ULP and the
window slides to message 4. The following primitives are
sent from the ULP to qMUX:

'60

65 .
- cooperating‘ULPs (referred to as ULP-A and. ULP-B)

v assumes that a connection has already been established:

70
 

qMUX_DA1‘A_REQUEST Indicates the message
carries application data.
The message is comprised
of one or more QSource
system bullets.
Arcquest by aULl-‘for a
qLI assignment Both B
channels are assumed to
be connected at this time;
the state of the two E
channels is unaltered.
This request can also he
used to request a connoi-
ling qu (0) fora
ULP. ,
A request by n ULP to
have the specified qLI
bound to the requesting
ULP. All subsequent
received trafiic is
directed to the requesting

Used by aULPto end its
usage of n qLI. All sub-
sequent messages received
are discarded for this qLI.
This is used by a ULP to
end the logical connection
and reception of data.

qMUX_A'l"I‘ACH_REQUFST

qMUX BIND_REQUES l‘

QMULDEAITAct-LREQUnsr

 

The following primitives are sent from qMUX to the
ULP: ‘ '
 

Indicates that use: darn is
contained in the message. The
message is one or more
QSource system buifus.
Acknowledges to the ULP that
a previously received primitive
was received successfully. 'Ihe
qu is marred within the
acknowledgement. -
Inform: the ULP that a
previously issued request was
invalid. The primitive in error
and the associated qLI (if
valid) are conveyed back to
the ULP.

qMULoArmoicn‘rmN

qUMX_FJ{ROR_.ACK

 

The following primitives are exchanged between PH (B
channel Driver) and qMUX: '
 

Used to request that the user data
contained in the QSource system

. system buffer be transmitted on theindicated B channel '
Used to indicate to qMUX that the
user data in the QSource system
bullet is intended for an ULP. This
particular bud‘er may only be a
part of a message.

PH_DATA_REQUF5T

PH_DATA_INDICATION

 

PH_DATA_REQUEST Used to request that the user
data contained in the QSource system bufier be trans-
mitted on} the indicated B charuiel.

PH_DATA_INDICATION Used to indicate to qMUX
that the user data in the QSource system butter is

intended for an ULP. This particular bufi'er may only be
a part of a message.

The following example of the usage of qMUX by two
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The session manager sends a QMUX_CONNECT_REQ
primitive to qMUX that states that both B-channels are
available. ULP-A and ULP-B establish both B Chan-
nels at their respective ends

ULP-A issues a qMUX_ATI‘ACH_REQUEST for a
controlling qLI to qMUX, and two .qMUX_AT—
'1'ACH_REQUESTs fora data exchange path. The first
path is for sending and the second is for receiving data.

ULP-B also issues a qMUXfATI‘ACl-LREQUEST fora
controlling qLI (of zero) to qMUX, and two qMUX__
ATTACH_REQUES'I§ for a data exchange path. ULP
assigns zero for the controlling qLI requests and qLI 5
andéfor ULP-Aanqulsan‘deorLP—B.

ULP-A formats a peer-to-peer (ULP—A to ULP-B) request
for informing ULP-B that messages for ULP-A should
be directed over qLI 6. ULP-A sends the message via
qMUX over the controlling qLI.

ULP-B also formats a peer--to--peer (ULP—B to ULP-A)
request for informing ULP-A that messages for ULP-B
should be directed over qu 6. ULP-B sends the mes~
sage via qMUX, over the controlling qLI.

ULP-A receives the request from ULP-B from the con-
trollingqLI. A responseis formatted which gives the
qLI for ULP-A as 6 and ULP-B as 6. It1s sent to qMUX
for transfer over the controlling qLI.

ULP—B receives the request from ULP—A from the cori-
trolling qLI. A response is formatted which gives the
qLIforULP-B as_-6andULPA336. lt1s senttquUX
for transfer over the controlling qLI.

Once both ULP peers have received the responses to their
peer-to-- peer requests they an exchange data;

The following scenario illustrates the interface and design
of qMUX for theexchange of datalvideolaudio:

ULP-A'issues a qMUX_DATA_REQUEST over qLI 5
for delivery at the far—end to qLI 6. The message was
segmented into two QSource system heifers by SM2/
SCUD and sent to the B channels as follows.
Segment one: marked as START..OF_MESSAGE,

sending qLI' is 5, receiving qLI is 6,”sequence
number is 1 (one). It is sent to the 3 channel driver
for B channel 1 with a primitive of PH_DATA_’
REQ

Segment two: marked as END_OFMESSAGE,
sending qLI is 5, receiving qLI is 6, sequence

number1s 2 (two). [tis sent to the B channel driver
for B channel 2 with a primitive of PH__DATA_

REQ-

qMUX at the receiving end receivesthe butters as fol-lows:

Segment one. received from B channel driver on B
channel 1. Bufim has header of START___0F_MES-
SAGE sequence number 1. State is now AWAIT-
ING_EOM for qLI 6.

Segment two: END__OF__MESSAGE received. Buifer
_ is chained to buffer two. Primitive is made qMUX“
DATA_]NDICATION and sent to the ULP-B who
had bound itself to qu 6. State is now set to
AWAITING__START_OF_MESSAGE

The above activity occurs during the message window for
this qLI. The message window is currently set at three A

message window exists on a CM basis.
Comm API .

Comm API 510 of FIG. 5 provides an interface between
conferencing applications 502 and 504 and the com sub-
system. Comm API 510 consists of a transport-independent
interface (TII.DLL of FIG. 17). The TH encapsulates the
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network driver routines provided to the upper—layer modules
(ULMs). Comm API 510 provides the following services
and functions:

Initialization Conunands ‘
BeginSession: Begins at comm session. Only one

“threa ” of execution is allowed to begin the comm
session for a given media. This thread specified the
session handler. which is the focal point of all the
connection management events All connection
related events are given to the session handler.

EndSession: Ends a com session.
Connection Control Commands

MakeConnection: Makes connection to a remote peer.
A Machonnection command sends a connection

request to the session handler of the specified
“address".

CloseConnection: Closes a cennection. This command
closes all the open virtual channels and the connec-
tion. All the relevant handlers are notified of the
events causedby this command .

AcceptConnection: Accepts 11 pcer’s request for con-
nection. The session handler of the application which
has received a connection request issues this com-
mand, if it wants to accept the connection.

RejectConnection: Rejects a pee'r’s request for connec-
tion.

Virtual-Channel Management
RegisterChanMgr: Registers the piece of code that will

handle channel events. This call establishes a chan-
' nel manager. The job ofchannel manager is to field

'; the “open charme" requests from the connected peer.
RegisterChanHandler. Registers the piece of code that

will handle data events. The channel handler is
notified of the data related events, such as receipt of
data and completion of sending of a data bufi'er.

OpenChannel: Opens a virtual channel for sending
data. ‘

AcccptChannelz Accepts 11 virtual channel for receiving
data. . .

RejectChannel: Rejects the virtual channel request.
CloseChannel: Clos'esan open channel.

“Data” exchange V
SendDam: Sends data over a virtual channel.

ReceiveData: Posts buffers for incoming data over a
virtual. channel. Communications Statistics ’

GctChanInfo: Retums information about a given chan-
nel (c.g., the reliability and priority of the channel).

GetChanStats: Returns statistical information about a

given channel (e.g., number of transmissions,
receives, errors).

GetTiiStats: Returns statistical information about the
current 'l'lI channels.

Transport--Independent Interface
Comm API 510 supports calls to three different types of

'transport—-independent interface functions by conferencing
applications 502 and 504 to the com subsystem: connec-
tion management functions, data exchange. functions, ses-
sion management, and communications statistics functions.
Connection management functions provide the ULM with
the ability to establish and manage virtual channels for its
peers on the network. Data exchange functions control the
exchange of data between conferencing systems over the
network. Communications statistics functions provide infor-
mation about the channels (1:.g., reliability, priority, number
of errors, number of receives and transmissions). These
functions are as follows:
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Connection Management Functions

Regista'ChanMgr Registers a camtack or an application windnw whose message
processing function will handle low-level notifications generated
by data channel initialization operations. This function'ts
invoked before any OpenChanttel calls are made.

RegisterChanHandlcr Registers a callback'oran application window whose message
processing function will handle low-level notifications generated
by data channel input/output (lIO) activities. The channels that
are opened will receive CHAN_DATA'-_SENI‘, and the accepted
channels will receive CHAN_RECV_COMPLTE.

OpenChannel Requests a sub-channel connection from the peer application
The result of the action is given to the application by invoking
the callback routine specified in the RegisterChanI-iandler. The
application must specify an 1]) for this transaction. This ED is
passed to the callback routine or posted in aruessnge.
Note: All Connection requests are for establishing connections
for sendingdata. The receive channels are opened as the result
of accepting a ConnectChannel request. =

AcceptChannel A peer application an issue AceeptChanrtelin response to aCHAINLREQUEST (OpcttChannel) message that has been
received. The result of the AcceptChannel call is a one-way
communication sub-channel for receiving data. Incoming data
notification will be sent to the callback or window application
(via PostMessage) tn the ChannelHandler.

 

 

RejeetChannel Rejects nu OpenChan'uel réquest (CHAN__REQUEST message)
from the peer.

Closefltannel Closes a tub-channel that wasopened by AcceptChannel or' ConnectC’hanncl.
Data Exchange Functions .

SendData Sends data. Datais normally sent via this mechanism.
Receichatn Remives data. Data'ts normally received through this mechanism.

This call'ts nominally issued'in response to a DATLAVAILABLE. - message.
Commicadons Statistics Functions -~

GetChanInfo Renn-nt channel information.
GetChanStats = Returns various statistical information about a channelGet’fiiStats Returns various statistical information about aTII channel. 

'Iltese functions are defined in further detail later in this

specification in a section entitled“Data Structures, Fune-
tions. and Messages.”_

In addition, comm API 510 supports three types of 40
messages and callback parameters returned to Conferencing
applications 502 and 504 from the com subsystem in
response to some of the'hbdve-listed'fitncfions: session
messages, connection messages, and channel messages.
Session messages are generated in. response to change of 45
state in the session. Connection messages are generated in
response to the various connection-related functions.
Message and Callback Pamtiteters

This section describes the parameters. that are passed
along with the messages generated by the communication
functions. The events are categorized as follows:

 

Connection Events: Connection-related messages that are sent to the session handler (e.g.,
connection request, connection accepted. connection closed). '

 

Channel Events: Channelrelated messages that are handled by the channel manager
(e.g., channel request. channel accepted. channel closed).

Data. Events: ‘ Events related to data communication (e.g., data. sent, receive
completed). These events are handled by the channel handlers. Each
virtual channel has a channel handler.

65

The following messages are generated in response to the .
various connection related functions:

74
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________—_______.————————-—-—-—-

CONILREQUESTED .wParnm
lpnram

CONNJCCEP'I'ED

anrnm
lparam

CONNJEIECTED
anrem
lParam

CONN__TIMEOUTlParnm

CON'N_ERROR

wPanm
. lParam

CONN_CLOSED
anram

CONN__CLOSE_RESP
WW
lParam

SESS_CLOSED
wParnm

Connection handle
Palmer to incoming connection informationstructure:
( .
WORD Session handle
LPFADDR Pointer to caller's address
LPCONN_CHR Pointer to connection attributes
} . . . '
Response to MnkeConnection or AoceptConnection
request
Connection handle
Pointer In connection information structure:
{ V ,
DWORD ‘ Transld (specified by user in

_ earlier request)
LPCONN_CHR Pointer in connection attributes
}
Response to MakeConnection request.Reason
'Iransld (specified by application in earlier
request) “
Response to MakeConnection request).
Transld (specified by application:in earlierrequest)
Indication of connection closed due to fatalerror.
Connection handle
Error
Indication of remote Close
Connection hnndle ‘
Resporne In CloseConnectiun request.
Connection handle »
'l‘xnnsld (specified by, application in earlier Close
request)
Response to EndSessinn requesLSession handle '

______—._—_—__—————-—————-—

Channel Manager Messages
The following messages are generatedin response to the

various channel management functions as described with the
fimction definitions:

___________.____._.—————-———————————-
CHAN___REQUESTED

wparam
lpnrnm

CHANJCCEPTED
wParu-n
[Peram

CHAN_REIEC1‘ED
lParam

CHAN_CLOSED
wParnm

CHAN_CLOSE_RESP
wParam
lPararn .

indication of remote OpenChonnel request.Channel handle
Pointer to Channel Request information structure:
{
DWORD ’l‘rnnsld (to be preserved in

' Accept/RejectChannel)
HCONN, Connection handle
LPCHAN_1N'FO POinlel' to CHAN_INFO passed by

remote np'plimtion
}
Response to OpenChnnnel request.
Channel handle
TransID specified by application in OpenChannel
request
Response to OpenChnnnel request.
Tranle specified by applicationin OpenChannel
request ,

Indication of remote CloseC'hannel.Channel handle
Response to CloseChannel request.Channel handle
Tranle specified by application in CloseChannel__________————————————--———-—

Channel Handlér Messages _
The following messages are generated in response to the

various Channel» IN functions as described with the function
definitions:

76
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CHAN_DATA_SENT Response to SendData.
wParam Actual bytes sent V
lParzm TransID specified by applicationin SendData

CHAN__RCV_COMPLEI‘E Response to ReceiveDatn.
wPararn Actual bytes received
lParatn Tranle specified by application in ReceiveData

CHAN__DATA__LOST .
wPaxam Bytes discarded
lPararn Transl'D specified by application .

Data Structures

The following are the important data structures for the
com subsystem:

TADDR, IJ’I‘ADDR: Address structure forjcallerlcallce.
CHAN_INFO, LPCHAN_INFO: Channel information structure.
CONN_CHR1 LPCONN_’CHR: Connection Attributes slrucnne.

The com subsystem provides two difi'erent methods of —continued
event notification ' to the conferencing applications:
Microsoft® Windows messages and callbacks. A conferenc4
ingapplicationprogram instructs the com Subsystem as to
which method should be used for notificationof difl’erent
events. Microsoft® Windows messages employ the
Microsoft® Wmdows messaging mechanism to notify the
conferencing application that an event has occurred. For
callbacks, the com subsystem calls a userprocedure when
an event has taken place There are restrictions on what the
conferencing; application may or may not do within acallback routine. 1

Referring now to FIG. 19, therers shown a representation
of the comsubsystem application finite state machine
(FSM) for a conferencing session between a local confer-V
encing system (i.e.. local site or caller) and a remote
conferencing system (i.'e.'. remote site or calico), according
to a preferred embodiment of the present invention. The
possible application states are as follows:

30

35

ESTABLISHED
 

Connection is established 

Referring now to FIG. 21, there is shown arepresentation
of thecom subsystem control channel handshake FSM for
a conferencing session bets/ecu a local site and a remote Site,
according to a preferred embodiment of the present inven-
tion; The possible Control channel handshake states are as
follows: 1
 

NULL _ Null state .
AWAJT_CI‘L__OPEN Awaiting opening of control

‘ channel 0
AWAIT_ALIVE_M35AGE Awaiting message that control

channel is alive ,
MABIJSHED Control channel established 

Referring nowto FIG. 22. there is shoWn arepresentation
of the com subsystem channel establishment FSM for a

' conferencing session between a Ideal site and aremote site,

 

Initial or null stateINlT
IN_SESSION Conferencing session begun -
CONN_IN Incoming connection request received from remote site -
CONN’_OUT Outgoing connection request made to remote site
CONNCI‘ED Connection abcepted (by local site for incoming connection and by

remote site for outgoing connection)
CHAN_IN Incoming channel request received from remote site
CHAN_OU'1‘ Outgoing channel request made to remote site
RECEIVE Incoming channel accepted by local site
SEND Outgoing channel accepted by remote site 

Referring now to FIG. 20', there is shown a representation 55
of the com subsystem connections FSM for a conferencing
session between a local site and a remote site, accdrding to
a preferred embodiment of. the present invention. The pos-
sible connection states are as follows:
 

NULL Null state
IDLE Idle state
AWAIT_LOCAL_RBP Awaiting response from local site
AWAlT_ACCEPT_RESP
AWAIT_REMOTE_RESP

Awaiting acceptance response
Awaiting response from remote
site ‘

ALIVE Connection is alive

60

65 according to a preferred embodiment of the present inven-

' tion. The possible channel establishment states are as fol—
lows:
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_______________.__.___.___._————-——————-
NULL Null state
IDLE Idle state >
CHAN__AWAIT_DLM__OPN_RX Awaiting DLM to open receive channel '
AWAI'I‘_LOCAL_RESP Awaiting local application response to request to open '

. receive channel
CHAN_RECEIVING Receive channel open
CHAN_AWAIT_DLNL_OPN__TX Awaiting DLM to open send channel
AWAU‘JEhLRESP Awaiting remote application response to request to opensend channel
CHAN__SENDNG ' Send channel open____—___—_—_..—————————-——-———————————

Referring now to FIG 23 there1s shown a representation
of the com system processing for atypical conferencing
session between a caller and a callee. according to a pre-
ferred embodiment of the present irnventron Both. the caller
and callee call the BeginSession function to begin the
conferencingsession. The caller then calls the MakeCon-
noction function to initiate a connection to the callee, which
causes a ConnectRequest message to be sent to the callee.

The callee responds by calling the AcceptConnectionfunc-
tion, which causes a ConnectAccept message to be Sent tothe caller andthe callee. ,

Both the caller and callee then call the RegisterChanMan
function to register the channel. Both the caller and callee
then call theOpenChannel function to open a channel to the
other, which causes ChannelRequcst messages to be
exchanged between the caller and callee. Both the caller and
white call the AcceptChanncl function to accept the channel .
requested by the other, which causes ChannélAccepted
messages to be exchanged between the caller and callee.
Both the caller and callee call the RegisterChanHandler
fianction two times to register both the‘incoming and out: '
going channels.

The callee calls the ReceiveData function to be readyto i
receive data: from the caller The caller then calls the
SendData furrction, which causes conferencing data to be
sent to the callee. The caller receives a locally generated
DataSent message with the sending of the data18 complete.
The callee receives a ReceiveComplete message when the

receipt of the data1s complete. Note that the caller does notreceive a message back from the callee that the data was
successfullyreceived by the callee.

The scenario of FIG. 23 is just one possible scenario.
Those skilledin the art will understand that other scenarios
may be constructed using other inaction calls and state
transitions.

Comm Manager
The com manager 518 of FIG. 5 comprises three

dynamically linked libraries of FIG. [7: transport indepen-
dent interface-(TH), reliable datalink module (RDLM.DLL)
and datalink module interface (DLM.DLL). The DLM inter-

15‘
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face'15 used by the TI] to access the services of the ISDN .
audio/comm board 206. Other modules (i.e., KPDAPIDLL
and DSEDRV) function as the interface to the audio/comm
board and have no other function (i.e., they provide means

55

of communication between the host processor portion of the ‘
DLM and the audio/cemm portion of the DLM. The host
processor portion of the DLM (i.e... DLM.DLL) uses the
DSP interface 528 of FIG. 5 (under Microsoft® Vdeows
3.x) to communicate with the ISDN audio/comm board side

portions. The DLM interface and functionality must adhere
to the DLM specification document.

The TI] provides the ability to specify whether or not a
virtual channel is reliable. For reliable channels, TII
employs the RDLM to provide reliability on a virtual
channel. This feature is used to indicate that the audio and

video virtual charmels are unreliable, and the data virtual
channel isreliable.
Data Link Manager

The DLM subsystem maintains multiple channels
between the clients and supports data transfers up to 64K per
user _message.,’1‘he upper layer using. DLM assumes that

, message boundaries are preserved (i.e., user packets are not

merged or fragmented when delivered to the upper layer atthe remote end)
Before data can bevtr‘ansfcrred via DLM, the two com-

‘ municating machines each establish sessions and a'corrnec-
tion is set up between them. This section details the func-
tions used to establish sessions and connections. DLM
provides the following functions for call control:

DLM_BegtnSesslon
DLM_EndSession
DLM_Listen
DLM_Machonnection‘

DLM_AcceptConnection

DLMflRejectConnection
DLM__CloseConnection The following calls should be

allowed in an interrupt context: DLM_MakeConnec—
tion, DLM_AcceptConnection. DLM_RejectConnec-
tion,» and DLM_CloseConnection. These functions
may generate the following callbacks to the session
callback handler. described below.

CONN_REQUESTED
CONN__ESTABLISHED

CONN_REJECI‘ED

CONN_CLOSE COMPLETE
CONN_CLOSE NOTIFY
sass_cr.osa'o
SESS'_ERROR

CONN__ERROR
Most of the session and connection management func-

tions or the DLM are asynchronous. They initiate an action
and when that action is complete, DLM will call back to the
user via the session callback. The calling convention for the
callback is as follows:
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void

whens:
EventTy-pe

Dlmld

Mdmld

DlmSessionId

DlannnId

Token

Addr
Characteristics

PAR PASCAL ConnectionCallback (LPEVENTSTRUCI‘ Event);
Event is a far pointer to a structure:slruet EVENTSTRUCI'
i ,

WORD EventType;
WORD ' Status;
BYTE DlmId;
BYTE Mdmld;
DWORD DlmSessiotfld;
DWORD ‘ DlmConnld:
DWORD Token:
LPTADDR Addr;
LPCONNCHR Characteristics;

} ,

Specifies the type of event which uiggered thecallback. 1

Indicates tbs statue of the event.Unique ID of the DLM performing the callback.
(Equals o for DGM&S.)

Unique ID of the MDM that processed the event.
(Eqimls 0 far DGM&S.) ‘
Indicates the Session ID. wigned by DLM. on .
which this event occmed. (Equals 0 for DGMdeSJ
Indicates the Connection Id. assigned by DLM, on
which this event hemmed. (Equals 0 for DGM&S.)
The token value was given in the call to initiate
an action. When the callback notifies the user
that the action is complete, the token is returned
in this field.
Spseifies the [HADDR of the caller.
This fieldis aLPCONNCHR to the connection

» chmctefisdee. 

For each function defined below which generates a call—
back, all of the fields of the DLM event structure are listed
Ife particular field contains a valid value during a callback,
an X18 placedin the table for the callback. Some fields are
only optionally returned by the DLM (and underlying
NIDMs). Optional fields are noted with an ‘0’ in the tables.
If a pointer field is not valid or optionally not tetumed the

30

35

DLM will pass a NULLpointer in its place;The upper layer
should not assume that pointer parameters such as LPE-

VENTSTRUCT, LPTADDR, and LPCONNCI-lR are in
static memory. If the upper layer needs to process themin a
bontext other than the callback context it should make a

private copy of the data.
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Status Indicates the status of the event.

DlmId Unique ID of the DLM performing the callback.
(Equals O for BSD/1&3.)

MdmId - Unique ID of the MDM that processed the event.
(Equals o for DGMscS.)

DlmSessio‘nId Indicates the Session ID, assigned by DLM, on
which this event occurred. (Equals 0 for DGM&S.)

DlmConnId Indicates the Connection Id, assigned by DLM, on
which this event occurred. (Equals'o for DGM&S.)

Token . The token value was given in the call to initiate
an action. When the callback notifies the user
that the action is complete, the token is returned
in this field.

Addr specifies the LPTADDR of the caller.

Characteristics This field is a LPCONNCHR to the connection
characteristics. -

For each function defined below which generates a callback, all of the fields of

the DLM event structure are listed. If a particular field contains a valid value during a

callback. an X is placed in the table for the callback. Some fields are only optionally .

returned by the DLM (and underlying MDMs). Optional fields are noted with an '0’ in the

tables. If a pointer field is not valid or optionally not returned the DLM will pass a NULL

pointer in its place. The upper layer shouldnot assume that pointer parameters such as

LPEVENTSTRUCT, LPTADDR, and IPCONNCHR are in static memory. If the upper
layer needs to process them in a context other than the callback context it should make a

private copy of the data.

DLM_BeginSession: Prepares DLM for subsequent connection
establishment. It is done at both ends

before a connection is made or accepted.
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WORD DLM_BeginSession(BYTE DlmId,
BYTE MdmId,
LPTADDR LooalAddress

FARPROC SessionCallback,

LPDWORD llemSessionId);

73m...
ADlmId: Global identifier of the DLM that is to be used ( = 0

for DGM&S) .

MdmId: Global identifier of the MDM that is to be used.( = O
for_DGM&S)

LocalAddress Far Pointer to a TADDR at which the local

connection will be made. This may not be relevant
for DLMs such as DGM&S.

Sessioncallback ‘ callback function for the session responses.

llemSessionId Output parameter, the session ID allocated.
(DGM&S-will return a Session Id': 0). Only a
single session need be supported by DGM&S.

Return Value: Status Indication.
E_NOSESSION Seseion could not be opened.
E_IDERR DlmID parameter does not match the DLM ID of the

called library.

‘Local_Callbacks:
None

Peer Callbacks:
None

This function does_not perform a listenr Session IDs are unique
across all DLMs. Uniqueness is guaranteed.

DLM_£ndSession: Ends the specified session at the given
address. Any outstanding connections and/or
channels on the session and their callbacks

are completed before the local SESS CLOSED
callback. _

WORD DLM_EndSession (DWORD DlmSessionId);

Parameters: . , .1
DlmSessionId: ‘Session identifier returned in DLM_BeginSession

Return Value:' Status Indication

E_SESSNUM DlmSessionID is not valid.
E_SESSUNUSED Session is nor in use.
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E_SESSCLOSED Session has been closed.
E_SESSNOTOPEN Session is not open.
E_IDERR Session is not active on this DLM.

Local Callbacks:

SESS_CLOSED

Event Parameter SESS_CLOSED
EventType‘-
Status
DlmId
MdmId -
DLMSessionId
DLMConnId
Token
Addr

Characteristics

N>¢N><N

Peer Callbacks:
NONE

DLM_Liaten: Initiates a listen on the specified connection.
when an incoming connection request arrives,
asynchronOUS notification is done to the Session
callback funCtion. The LiSten Stays in effect
until DLM_EndSession is performed.

WORD DLM__Listen (DWQRD DlrfiSeSSionId, —,
LPCONNCHR Characteristics);

Parameters: . .
DlmSessionID SesSion identifier returned in

DLM_BeginSession.
Characteristics Desired characteristics of an incoming

connection. Passed uninterpreted to the
lower layers.

Return Value: Status indication

E‘SESSNUM' DlmSessionID is not valid.
E_SESSUNUSED session is not in use.
E SESSCLOSED Session has been closed.

E:SESSNOTOPEN Session is not open.
E_IDERR ' Session is not active on this DLM.

Local Callbacks:

CONN4REQUESTED
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Event Parameter CONN_REQUESTED
EventType
Status

.DlmId
MdmId
DLMSessionId
DLMConnId
Token
Add:
Characteristics

ViNN:%P<N:&>4
Peer Callbacks:
None

DLM_MakeConnection= Makes a connection to the speCified address.
It generates a callback when the connection
is cdmplete which provides the DLM connection
ID to be used in all further operations on
this~connection.> Connection IDs are.unique

Vadross all DLMs. Uniqueness is guaranteed.
(DGM&S support a single connection, with a
Connection Id = D).

WORD DLM_MakeConnection (DWORD DlmSeSsionId,
LPCONNCHR Characteristics.DWORD Token, ‘
LPTADDR RemoteAddress);

Parameters: .

DlmSessionID: . '-Session identifier returned in

DLM_BeginSession,
Characteristics Desired characteristics of the connection.

Passed uninterpreted to the lower layers.
Token ‘Uninterpreted token returned to the upper

layer in the response callback.
RemoteAddress Address on the remote site on which to make

the connection.

Return Value: Status Indication

E_SESSNUM DlmsessionID is not valid.
E_SESSUNUSED Session is not in use. W
E SESSCLOSED session has been closed.

E:SESSNOTOPEN SesSion is not open.
E_IDERR Session is not active on this DLM.
E_NOCONN Unable to allocate local connection.

Local Callbacks:'

CONN_ESTABLISHED
CONN_REJECTED
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Event Parameter CONN_REJECTED CONN_ESTABLISHED
EventType
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr -
Characteristics

MN><M><N >4o:s><x::><><x
Peer callbacks: V

CONN_REQUESTED Satisfies a previous DLM_Listen on this address.

Event parameter CONN_REQUESTED
EventType
Status
DlmId
MdmId .
DLMSessionId
DLMConnId
Token '
Addr
Characteristics

X1”Nbfi>€N><N
DLu_AcceptConnection: Accepts an incoming connection request.

WORD - DLM__AcceptConnect ion (DWORD ‘Dlmconn ID ,
DWORD Token);

Parameters:

DlmConnID: Connection identifier returned previously in the
CONN_REQESTED callback

Token - Uninterpreted DWORD returned to the caller in the
CONN_ESTABLISHED response callback.

Return Value: Status Indication _
E_SESSNUMv ConnID is not valid.
E_SESSUNUSED Session is not in use.
E SESSNOTOPEN Session is not open.
E_IDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is net valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open

Local Callbacks: ‘
CONN_ESTABLISHED
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Event Parameter
EventType
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr
CharacteristiCs

Peer Callbacks:
CONN_ESTABLISHED

Event Parameter

EventType
Status
DlmId

Mdmld’
DLMSessionId
DLMConnId
Token
Addr
Characteristics

i48&570

CONN_ESTABLISHED

MCDN§<N><N><N
Satisfies a previous DLM_MakeConnection on
this address.

CONN~ESTABLI SHED

N<DM><N>4N><N
DLM_nejectConnection: Rejects an incoming connection request

It returns a WORD status.

WORD DLM_RejectConnection(DWORD DlmConnId);
Parameters:

DlmConnID: ,Connection identifier returned in the
CONN_REQESTED callback.

Return Value: Status Indication

E SESSNUM ConnID is not valid.
E:SESSUNUSED' Session is not in use.
E_SESSNOTOPEN SesSion is not open.
E_IDERR *1 ConnID does not refer to a connection on this DLM.

YE:CONNNUM v ConnID is not valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open.

Local‘Callbacks:None

Peer Callbacks.

CONN_REJECTED Satisfies a previous DLM_MakeConnection on thisaddress.
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Event Parameter CONN_REJECTED
EventType
Status
Dlmld
MdmId

DLMSessionId
DLMConnId
Token
Addr -
Characteristics

NN>¢N>€N
nLM_CldaeCannection:. Tears down an established connection.

* This call is allowed only for
connections that are established.

WORD DLM_CloseConnection(DWORD DlmConnId,DWORD Token);

Parameters:

DlmConnID: Connection identifier returned in the

' ‘ CDNN_ESTABLISHED callback or through a call to
DLM_MakeConnection.

Token » Uninterpreted value returned to the upper layer in
the response callback.

Return Value: Status Indication

E~SESSNUM, ‘ ConnID is not valid.
E_SESSUNUSED Session is not in use.
E_SESSNOTOPEN2 Session is not open.
EFIDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is not valid.
'E_CONNUNUSED Connection is not in use.
E_CONNCLOSED Connection has been closed already.

LocallCallbacks:
CONN_CLOSE_COMPLETE

Event Parameter CONN_CLOSE_COMPLETE
EventType
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr
Characteristics

x:<x:nx:nx
Peer Callbacks:

CONN_CLOSE;NOTIFY
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Event Parameter VCONN_CLOSE_NOTIFY
-EventType
Status
DlmId
MdmIdv

DLMSessionId
DLMConnId
Token '
Addr .
Characteristics

x>§xtxa:x

Referring now to. Fig. 29, there are shown diagrams indicating typical

connection setup and teardov‘m sequences. i

Interfaces - Channel Management & Data TranSfer

. Once connections are established between two machines, DLM will provide

theuser with multiple logical channels, on the connections. This sectiondetails the functions

and callbacks used to set up, tear down, and send data on channels. DLM has the following

entry points for channel management and data transfer.

DLM~Qpen '
DLM;Send ' .
DLM'_PostBuffer

DLM_Close ‘

DLM__GetCharacteriStics

Each of these functions is callable frotn an interrupt or callback context. These functions

generate callbacks into the user’s code for completion of 2: send operation, receipt of data,

and events occurring on a given channel. TheSe callbacks are described and their profiles

given a later section of this specification.
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Referring now to FIG. 29, there are shown diagrams
indicating typical connection setup and teardown seguences.
Interfaces- Channel Management & Data Transfer

Once connections are established.between two machines,
DLM will provide the user with multiple logical channel's on 5
the connections. This section details the functions .and
callbacksused to set up, tear down, and send data on
channels DLM has the following entry points for channel
management and data transfer.

. 100

DLM_Close

DLM__GetCharacteristics
Each of these functions is callable from an interrupt or

' callback context. These functions generate callbacks into the

user‘ 5 code for completion of a send operation, receipt of

data, and events occurring on a} g1ven channel. These call-
backs are described and their profiles given a later section of

DLM_Open '
DLMMSend
DLM_PostBufl"er

 

DLM_Open

10 this specification.

Initializes a. new data. channel for n connection. Itdoes not communicate with the remote site. Its role is
simply--to declare the channel identifier to the DLM so
that incoming and outgoing packets can then use the
given channel.

WORD DLM__Open(DWORD ConnJD,

Parenteters:
ConnlD: .
(3th

Characteristics
EventCallback

ReceiveCallback

Senanllback >Return Value:
E__,NOCHAN

E_SESSNUM
a_sassunusao
a_sasscr.osnD
Lsassnoronan
Linens
E_CONNN_UM
Loomsan
a_co1~mc1.osan
E_CONNNOTOPEN ~
Local Callbacks:

BYTE ChannellD.
LPCHANCHR Characteristics,
FARPROC Ev'entCallback,
FARPROC ReceiveCallback.
FARPROC SendCallback)

Connection on which to open the channel.
Identifier of the channel to open, between 0 and N
Where N is implementanoa defined The value of
255 is reserved to indicate an unlmown or invalid
channelIn callback functions. .
Desired characteristics of the channel. >
Callback function for events occurring on this
channel. (This includes all events except for
data. received and send complete)
Callback function for data reception on thischannel. ' . '
Callback function for data sent on this channel.
Status Indication " _
Unable to allocate channel ID or 11) already inuse.
ConnIDis not valid.
Session'is not in use.
Session has been closed.
Session is not open. .
ConnlD does not refer to a connection on this DLM.
ConnlD is not valid.
Connection'1: not in use.Contractionhas been closed.
Cdnnection'is not currently open.

CHANNEIDFEN callback to the event callback for this channel.
DLM_Send. Entry point for sending data via the DLM.WORD DLM_Send(DWORD ConnlD.

Parameters:
ConnID:
Buffer
BuEferSizc _
OriginatingChannel
ReceivingChannel

CallerTokcn

Return Value:
EJOCHAN
E_SESSNUM
E_SESSUNUSED
E#SESSCLOSED
E_,SESSNOTOPEN
E_IDER.R
E__.CONN'NUM
E_CONNUNUSED
E_‘CONNCLDSED
E_CONNNOTOPEN

BYTE FAR I’Bufi’er.
WORD Buffet-Size.
BYTE OriginatingChannel,
BYTE ReceivingChanncl,

’ DWORD Calleflbken)

Connection to use. .
Far pointer to the user buffer to send.
Number of bytes in the user buffer.
Local charmel on which to send the data. .
Channel [D from the remote machine which
receives the data.
Token which will he returned to the user in

the send complete callback for this bufferStatus Indication

Originating channel15 not valid or is closed.ConnIDrs not valid
Session is not in use.
Session has been closed.
Session is not open.ConnID does not refer to a connection on this DLM.
CunnlD is not valid.
Connection is not in use.
Connection has been closed.
Connection is not currently open.

HUAWEI EX. 1016 - 575/714



HUAWEI EX. 1016 - 576/714

5,488,570

102
 

101 '
-continued

E_CHANN'UM Originating channel 11) isnot valid.
LG—lANUNUSED originating channelis not in use.
E_CH.ANCLDSED Originating channel is closm.
E_NOMEM Unable to allocate enough memory to perform thesend.
E___INI'ERNAL An internal error has occurred within the DLM.
Local Callbacks.

Callback to the send complete function for this channel when this
bulletis posted to the net. . 

The return value of DLM_Send specifies the synchro4
nous status of the send Ifit indicates success, the requesthas

been accepted to be sent on the network for this channel and
at some time the send complete callback will be activated for
this buffer. Between the call to DLM_Se'nd and the send
complete callback, the user must not change: the contents of
the butler. When the callback occurs, DLM is finished with

the buffer and the user is free to alter it in any fashion. The
DLM does not guarantee that the call to DLM_'Seud.com-
pletes before the send complete callback occurs. If the
synchronous status indicates that the send operation has
failed, the send complete callback will not be activated for

15

20

ing data. if it indicates failure, a receive callback will never
occur for this butler. DLM preserves the order of bulfers on
data receives. Provided that no errors occur,rthe first bufl'er
posted will he the first one used for data, the second one will
be the second used, etc.

this butfer and the butter is immediately available for 25
modification by the user.

 
DLM_PostBuifer Supplicsbufi'ers to DLM in which In place incomingum ~
WORD DIMJostBufi'eflDWORDConnID,

Parameters:
ConnID:
Bufl'er
Bnfi'ErSl'u
ChannellD

, Callcl’l'oken

Return Value:
'E_NOCHAN
E_SESSNUM ,
E_SESSUNUSED
E_SBSSCLOSED
EJESSNOFOPEN
EJDERR
E_CONNNUM
E_CONNUNUSEDE_‘.CONNCLOSED
E_CONNNOTOPEN
E_CHANNUM
B_CHANUNUSED
E__CHANCLOSED
E_NOMEM
E.INTERNAL
Local Callbacks:

BYTE FAR *Bulfer,
WORD Bulfersim
BYTE ClmnnellD..
DWDRD CallerTolren)

Comedian to use.
For pointer to the use: bufier to use.

. Size of the user hufler in bytes.
local channel to use this ,bufi'er for. .
'lbkcn which will hereon-nod to' the user in thedata receive callback for this butter.
Status Indication ' '
Channell'l) is not valid or is closed.

- OonnlD is not valid.
Session is not in use.

' Session has been closed;
Sessionis not open.
ConnID does not refer to a connection on this DLM.
ConnlD'rs notivalid. .
cemeelion is not in use.
Connection has been closed.
Connection is not currently open.
ChamlelID is not valid. _Channel is not in use. '
Channel is nicked. ‘
Unable to allocate enough memory to store the buffer.
An internal error has occurred within the DLM.

Callback to the data rweive function for this channel when DLM
loads the user butter with'incoming data. 

The return value is a word indicating the status of the an
operation. If it indicates success, the buffer has been
enqueued for the given channel and will be used forincom-
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DLM__Close ‘ . Used to close a previously opened channel. '
WORD DIM Close(WORD ConnlD,

BYTE Channel)
Parameters: .
Connlll . Connection onwhich to close the channel.Channel Local channel to close.
Return Value: Status Indication .
E__SESSN'U'M Canon) is not valid.
E__SESSUNUSED Session is not in use.
LSESSQDSED Session has been closed.
E_SESSNOTOPEN Session is not open. .
E_1DERR ConnID does not refcr'to a connection on this DLM.
LCONNNLM CutmID i! not valid.
E_CONNUNUSED , Connection is not in use.
LCONNCLOSED Connection has been closed.
LCDNNNUI'OPEN Connection is not cmently open.
E__CHANNUM Channel is not valid.
E~CHANUNUSED Channel is not in use.
LCHANCLOSED Channel is already closed.
Local Callbacks:
Callback to the event callback function for this channel with the
CHANNELMSED event after the close has completed.

. The function DLM_Close shuts'down a given channel.
All future references to this channel are considered invalid.
It performs a forced shutdown in that,the’callback functions
for all pending sends and receivesare immediately activated
with a status value indicating that a close occurred. DLM.
does not guarantee that the call to DLM_Clbse Will return
before the callback is activated. 

 

DLM_GetChar-acteristics . Gets relevant data about the DLM (a
' synchronous call).

WORD DULGetChamcteristicsaePCI‘mS’l‘RUCr
Characteristics) ' _ -
Parameters: ‘
LPCKARSTRUCI‘ Far pointer to the characteristics structure

_ to be filled by thircalL
Load Callbacks: ‘ ' 3
None

Send Callback

The send complete callback is activated whenever data
has been extracted from a user’s bulfer and enqueucd for
transmission; It is not a guarantee that the data has actually
been delivered to the remotesite. The entry point for the
send complete callback is defined SendCallback parameter
to DLM_Open. This is a far pointer to a far pascal function

- defined as follows;

25

30

35

4D

45

void FAR PASCAL SendCaIlbackaORD ConuID.
BYTE FAR *BufierSent,
WORD ByteCcunt, .
BYTE OriginatingChanncl,
BYTE ReceivingChmnel, _
DWORD Token,

. WORD StatusOfSend)
Parameters:
Connl'D: Connection on which data was sent.
Buffer Far pointer to the user bufi‘cr sent.
Bufl’crsize- Number of bytes sent to the network. ‘
QtiginatingChannel Local channel on which to the data wassent.
ReceivingChannel Channel [D from the remote machine

. which will receive the data.
Caller'l‘olcen Taken which war given in the call to

DLLLSend for this button

Data Receive Callback

The data receive callback is activated when data has
arrived entire network for a particular channel. The entry

print for the data receive callback is defined in the Receive-
Callback parameter to DLM_Open, described below. It
must be a far pointer to a far pascal function defined as
follows:

 

void FAR PASCAL ReceiveCallbackaORD courtlD,
BYTE FAR *Bufi'erReceived.
WORD ByteCmmt1
BYTE OriginatingChanncl,
BYTE ReceivingChannel
DWORD Token,
WORD Stanisomeceive)

Parameters: ,
ConnID: Connection on which the data was received.
Bun’echccived The user supplied bufier that was received.
yBytéCount The number of bytes received.
OriginatingChannel Channel identifier of the channel on the

_ _ _ remote machine which sent the data.
ReceivingChannel Channel identifier on the local machine thatreceived the data.
Token Token value that was given in DLM__PostBufi'er

. when this butler vvas posted to DLM.
StatusOtReceive Status of the operation.
The StatusOt‘Receive parameter can be any of the following values: ’
E_0K
E_TOOSMALL

Indicates that the receive succeeded.
Indicates that the beginning of a data packet has
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continued 

arrived and the given bufi‘er was enqueucd but it
is too small to contain the entire data packet

106

E_CLOSED Indicates that the buffer was in the receive queue
, whenthe‘ channel on the local machinewas closed.

E_DATADROP Indicates :that a. data packet his arrived and there
is no hufl’er in the queue for the receivingchannel.

EJARI‘IAL Indicates that part of a data packet has been
dropped. either bythe network or by inlemal
memory limitations of the MDM or DLM. The bufi'er

represents everything received up to the droppeddata. 

The state of the parameters depends on the status of the
operation. The table below lists all possible status values 15
correlating them with the values returned in the other
paratneters. and entry of Valid indicates that this parameter
contains meaningful data. The connection ‘ID is always .

The host processor signals the audio task on the audio/

comm board that a channel is accepted/opened on its
behalf.

 

 

 

valid.

, Original Receiving
Status > Bufl'cr , ByteCount Channel Gianna] Token

E_or< . Valid Valid Valid Valid Valid
EJonathan. Valid Valid Valid
E_CDOSED V Valid . Valid Valid
E_DATADROP . NULL . . Valid Valid
E__PARI‘IAL Valid Valid Valid , Valid Valid? .

30

When errors E'_TOOSMALL, E'_DATADROP or E_PAR—
TIAL are returned the upper layer may not depend on the
contents of the rammed data“ bufier.
 
EventCallback Acdvnten when an action completes for a. given

chamel.‘The entry pointvfor the channel event
callback is defined in the EvenlCallback paranieter
to DLM_Open. It is afar pointer to a. far pascal

_ function defined as follows.
void FAR PASCAL EventCallbadthORD ConnlD, '

 

BYTE Channel
WORD Event. .
WORD Status) v

Parameters . ‘_ ‘
ConnID: Connection on which the event occurred. ‘
Channel - Channel on which the event occurred.
Event The type of the event
Status Status of the operation.
The event may be any of the following values.
CI-lANNE.._0PEN The given channel has been opened and is nowavailable for data transfer.
WMSED The given channel hasan closed.

DSP Interface

The ISDN comm task 540 of FIG. 5 which run on the

ISDN audio/warm board 206 of FIG. 2 communicate with
the host processor 202 Via the .DSP interface 528. The host
processor operates under MicroSoft® Windows 3.x environ-ment.
Comm Task

'lhe comm task 540 of FIG. 5 communicates withthe

55

60

audio task 538 on the ISDN audio/com board 206. The '
channel ID of the audio Virtual channel15 accessible to both

the host processor and the audio/commboard. The model1s 'as follows:

A channel is opened by the host processor or an open,
channel request is granted by the host processor.

65

The audio task on the audio/comm board notifies the
com task that all incoming (if the channel was
accepted) or Outgoing (if the channel was opened) will
be handled by the on-board audio task

Application-Level Protocols
The application-level protocols for conferencing system

100 ofFIG. 5 are divided into those for the Video, audio, and
data streams. -

Video Protocol
Referringnow to FIG. 24, there“18 shown a representation

of the structure of avideo packet as sent to or received from
the comsubsystem, according to a preferred embodith
cf the. présent invention. Source video is video that is
captured (and optionally monitored), on the local conferenc-
ing system and sent to the com subsystem for transmission
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to a remote system. Sink video is video that is captured
remotely, received from the com subsystem,.and played
back on the local system. The first ten fields (i.e., those from
lpData through dwReserved[3]) are defined by. Microsoft®
as the VIDEOHDR' structure; See the Microsoft® Program-
mer's Guide in the Microsofi® Video for Windows Devel—
opment Kit. The video packet fields are defined as follows:

108

invention. Each compressed video hitstream represents one
frame of video dzta storedin the Data field for a video data
packet of FIG. 24. The video compression/decompression
method associated with the compressed video bitst‘ream of
FIG. 25'rs used for low-data——rate, relatively-lowframe-rate,
teleconferencing applications The method preferably oper-
ates at approximately (160x120) resolution, a data rate of

————-————‘—————_——_—_______

' lpData Long pointer to the video frame data bufl‘er.
denfl‘erIength Length of the data buffer pointed to by lpData.in bytes.
deytesUsed Length of bytesusedin the data butl'er. .
dwTimeCaptnrcd Tune, in milliseconds. between the current frame and the mginm'ng of

the capture session. This fieldrs preferably used to carry a timestamp
used to synchronizeaudio and video frames at the receiving endpointdwUscr Reserved for application use ' 1

owl-lags Information about the data butler, defined flags are:
VHDLDONE Data buffer is ready for the application.
VI-[DKJNQUEUE . Data hufl‘er is queued pending playback.
VHDR_KEYFRAME . Data bufiiir is a key frame.
VHDUREPARED. Data. hudier has been prepared for use by. ~ the driver.

dchserved Reserved for driver use. _ ,
Type Type of the packet, defined types are: .

. - VDATA(=1) .Video data packet.
VCNTL(=2) Control packet. .

Message ' Unused for video datapackets, For control packets, may be one of thefollowing: .
RES'l‘ART (=WM_USER+550h) Request for a lrcy frs'rnc. -When a RESTART- control packetI:sent, no video frame datats sari.

. WM_USER'rs a Microsoft ® Windows defined value and'rs preferably
400k. RESTAKI‘ indicates the video stream needs to be restarted to
recover from problems. WM_USER'is a Microsoft ®—defined constant,

-‘ indicating that all values greater than this numberare application-. . defined constants . '
Data Compressed video frame data. 

Video data packets are: used to exchange actu‘alvideo frame approximately 100 Kb/sec. and a frame rate of around 10

data andflare “fled bfh mcgggggg- 1.1131118“553: the 35 frames/sec.'Under these conditions, the compressed video
videoso ware ects e patapointerto v - > . _.
the Data array which starts at the end of the packet. In this . brtstrearn may be “We“ or decoded'tn realirme by an
way, the packet header and data are kept contiguous in linear lutel® 1750® processor. or decoded 11: real-time by an

memory Thc VIDEOHDR deufierLenggh fieldis uscdt: Inte1® architecture processor such as an Intel® 80386.indicate the actual amount of video datam the bufier an 40 ' - '
therefore the amount of data to be sent/received. Note that 80486’ or Pentium® processor. ‘
the receiving application must redirect lpData to itscopy of The fields 0f the compressed video bitstream 0f FIG- 25
Data since the memory pointer only has local significance. are defined as follows.
In a preferred embodiment, Data length has an upper bound

' 45of 18K bytes.
Compressed Video Bitstream .

Referring now to FIG 25, there'is showna representation
of the compressed video bitstream for conferencing system
100, according to a preferred embodiment of the present

—-——————————_—__________
VersionNunther Compression method ID.
Flags Contains various flag hits defined as follows:

FLAGS_MV l
FLAGS_FlLTER 2
FLAGS_STILL_IMAGE 4
FLAGS_STILL_BLKS . 8

DataSize ' Size of the bitstream in units of bits.
Reservedl Reserved field.‘
IrmgeI-leight Height of'image in pixels.
lrmchidtl-r Width ofimage in pixels

' Uunant Base quantization value for the U and V planes.
Yquant Base quantization value flor- the Y plane. . .
StillStr'ip Strip of blocks encoded as still blocks (for delta'Images only). If

StillStrip: 0, there'is no still strip. Otherwise. the strip of blocks'is
determined as follows. Condder the blocks of the Y. V. and U planes
in raster order as a linear sequenceof blocks. Divide this sequence of
blocks into groups of 4 blocks. and number each group with the

. sequential'integers 1.2 3. etc. These numbers correspond to the value
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> , -continued ‘———-——————__,______

ofStillSn-ip. In a preferred embodiment. all planes have dimensions
that are integer imiltiplesof 4.

Still'l'hresh Mentions of additional blocksin the'image that are encoded as still
blocks(only if the FLAGS_STH.L_ELKS flag'is set). The rule for
identifying these blocksIs based on the quantization value quant for

each block as determined during the decodingprocedure. A block is a. still block if
quant <= Still'l'hresh

These still blocks are independent of the blocks'in the still strip, which. are encoded as still bloclc regardless of their quant values.
Filter’l'hresh Blocks to which the loop filteris to he applied (only if theFLAGS_F1LTER flagis set) The rule for applying the loop filter'is to

apply it to a block if »
quant <= Filtcr'I'hresh '

MotionVectarsl ] Array describing the motion vectors used'in decoding the'image (only
present ifthe' FLAGS_MV flagrs set). There'is one 8-bit motion

» vector field for each (16 x 16) black'in thewage.
hufl'nmn date The compressed data for the image.

FLAGS_MV indicates -‘ whether motion vectors are . ti d
present in the bitst'ream (i.e., whether the MotionVectorsfl 2° » '00” one
array is present)._ A. delta framewith FLAGS MV=0 is 5 4 s 5 s 5 5 s
interpreted as. one in which all the motion vectors . are 0. 4 4 5 5 5 5 6 6

FLAGS_HLTER g indicates whether: the loop filter is :3; g g g :2
enabled for this image. If enabled, then the‘loop filter may 5 5 5 5 5 5 6 6
be used on each block'm the image, as determined by the 25 5 5 5 5 5 5 6 6
value of FilterThreSh. FLAGSSTILL__1MAGE indicates 6 6 6 6 6 6 6 6
whether the'image is a still frame or a delta (non-still) frame. 6 5 6 5 6 6 6 65 4 5 5 5 5 6 6
A still frameis one in which all blocks are encoded as still 4 4 5 5 5 5 6 6
blocks. In a. delta frame, most blocks are delta blocks; but , s 5 5 5 s s 6 5
there may be a strip of still blocks in the image, as specified 3° 5 5 5 5 5 5 6 a

by the StillStrip ' field, and there may be. additional still 2 g g: g g g:
blocksas determined by the. value of StillThres‘h. FLAGS_ 6 6 6 6‘6 6 a 6

V STl_LL._BLKS indicates whether “additional still blocks" a 6 5 5 s 6 6 6
are enabled for thisimage. If enabled, then any block with - , 5 4 _4 4 5 5 6 6
quantization value less than or equal to StillThreshis coded 35‘ :12: g :22
asastillblock. " 44445566

A quantization value is a nurnberm the range 0-15 that s 5 5 5 5 5 6 5
indicates One ofa set of sixteen (8)6)quantization matrices, 5 5 5 5 s 5 6 6

With 0 indicating the coarsestquantization and_15_indicating g g g g g g 2g
the lines: The unant and Yqua‘nt variables are referred to 4° 5 4 4 4 5 5 5 5
as base quantization values. The base qua'ntiZatiOn value is ' 4‘4 4 4 5 5 s 5

thevalueselectedforuseatthebeginningofaplarteandis 44445555
used for the entire plane unless changed by a NEWQ code . 3;; g g g:
inserted in the bitstream. The preferred 16 quantization ' 5 5 5 5 5 5 5 54s
matricesare: - 555555555* 5 5 5 S 5 5 5

54444455
55667788 44444455
55667788 44444455
66667788 44444455
66667788 50 44444455
77777788 44444455
77777788 55555555
88888888 55555555
88888888 43445566
54556677 33445566
44556677 55 44445566
55556677 ‘ 44445566
55556677 55555566
66666677 55555566
66666677 66666666
77777777 66666666
77777777 50 43445555
54555577 33445555
44555577 44445555
55555577 44445555
55555577 55555555
55555577 55555555

55555577 65 5555555577777777 55555555
77777777 43444455
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33444455
44444455
44444455
44444455
44444455
55555555
55555555
43334455
33334455
33334455
33334455
44444455
44444455
55555555

15555555543334444.
33334444
33334444
33334444_44444444
44444444
44444444
44444444
43333355
33333355
33333355

mun:

WWWUJWMMUMU wummwuuuuu uuumwuuuuu UUUILJJUMLAUUU mmuwmuumum aaeeeuuuum Aaeeauuumm
5
5
4
3
3
3
3
3 3333344
44444444
44444444
33222233
33222233
22222233
22222253
22222233
22222233
33333333
33333333 

There is one motion vector per (165(16) block of the Y plane,
listed in block raster-scan order. The number of (16x16)
blocks in the image, and hence the size of this array, can be
determined from ImageHeight and Image Width as:

(Imagel-ieightH5)>>4)‘((1mageWrdth1-15)>>4)

In each byte of the MotionVectorfl array, the upper 4 bits
specifies the X_ component of the motion vector and the
lower 4*bits specifies the Y component (both in twofs—
complement notation). Both components of the motion
vector are between +7 and —7, inclusive. The motion vectors
preferably apply to the plane only; the U and V planes are
processed by the decoder using motion vectors of 0. ‘
Video Decoding Procedure

For conferencing system 101), images are encoded in a
9-bit YUV format (i.e, YUV 4:1: 1 format), in which there
are three 8-bit planes of pixels (Y. U. and V) with _U and V
subsampled by 4x in both directions. Each plane is subdi-
vided into a grid of (8x8) blocks of pixels. and each block
is encoded using a'frequency-domain transform. The planes
are encoded in the order Y, V. and U, and within each plane
the blocks are traversed in raster-Scan order. ‘

If a given plane’s dimensions are not evenly divisible by
8, “partial blocks" at the right or bottom edges will occur
Partial blocks are encoded by padding them out to the full
(8x8) size (using whatever method the encoder chooses,
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such as replicating the last column and/or row or pixels) and
encoding them as if they were full blocks. In the decoder,
such blocks are reconstructed by first decoding the full (8x8)
block but then writing only the partial block to the final

image bitmap. in memory. The decoder can determine the
location and sizes of partial blocks entirely from its knowl—
edge of the image dimensions (ImageHeight and Image-
Width)

Each (8x8) block is encoded using a transform method.
Instead of the discrete cosine transform (DCT), a simpler
transform knOvvn as the discrete slant transform (DST)1s
used. The DST'ts almost as good at the DCI', in terms of
compressiOnand quality, butrs simpler and faster for both
an Intelfl i750® processor and an Intel® architecture pro-
cessor such as an Intcl® 80386. 80486, or Pentium® pro-
cessor to compute. v

All the data'1n the bitstream, after the header.’1s Hufl’man
encoded. Unlike H.261 and MPEG, which have a multiplic-
ity of Huifman tables, for conferencing system 100, a single
Huffman table is used for encoding all values. This singleHufl'man table is:
 

 # codes

0101 4
10x11: _ 8

lloxxxx ' 16
.. 111010000: 3211110“an 64
111110xxxxxx 64
ll llllexxxxx 64

’ Total 252 

This table defines 252 Huifman codes of lengths 3, 5, 7, 9,
l l, 12, and 13 bits. Only the first 231 oftltese Huflman codes
are preferably used; the remaining ones are reserved for
future expansion. In the pseudo-code below, the function
huifdecO appears. This function does a huffman-decoding
operation on the next bits in'the‘ bitstream; and returns the
index of the code word in a lexicographically-ordered list,
like so:
 

 Code word . Value rammed

000 0
0,01 l
010 2
011 3

10000 4
10001 5
mom 6
etc.
 

The first step in decoding a block is to decode what are
known as the‘“run/value pairs” (or runlval pairs. for short)
for the block. Each run/val pair represents one non-zero DST
frequency-domain coeflicient.

This procedurealso updatesthe current quantization value
(held in the variable quant) when a NEWQ codets received
from the bitstream. The value of quant is initialized at the
start of each plane (Y. U. and V) to either Yquant or
Uunant, but may be adjusted up or down by NEWQ codes
in the bitstream. Note the following1mpottantrule. not made
explicit by the pseudo-code below: a NEWQ code may
preferably only occur at the beginningof a block. A decoder

' may use this fact to make decoding faster since it'need not

check for NEWQ Codes"1n the middle of parsing a block.
The procedure for decoding the run/val pairs and NEWQcodes is as follows:
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The fun’elion tosignedO converts from an unsigned number
to a non-zem'signed number, as follo'ws:
 

 

k = 0:
while (1)
i .

v = lmfi'deco; 5 iosug-nedm)
1f(v;1;:03) ' v=(n>>1)+l;.. if(n&1)v=-v:
else 2f.(v = NEWQ) V . . relum(v)‘

quam += toslgnedmufrdecOJ; l 'else if (v =‘ESCJ /I get explicit run,val from

 

ll bilstleam . '10 , ‘ » .
1 . This conversion-is used on both the quantization change andrunfk-H-I = hnfi'decO + 1;

 

. - the explicit value read after an ESC both of which are= 1 ufl’dec << ; ’
} “uh-H '05 gmflmwolm 0 v 6» non~zero signed numbeps. EOB, ESC, and NEWQ are
else I/ Iaolmp mural in tables specific decoded values defined as follows:1 .

runIk-H-l =nm1m1v]; 15 E0B=0val[k+—1—] = valth1[v]; ESC=30

} l , NEWQ=6, ..
Finally, mntblfl and valtblfl are preferably defined as fol-
lows:

rumbll] = {
0 l 1 2 2 1 0 1
l 1 3 3 2 1 l 5
4 4 5 6 6 3 l 2
1 3 1 2 7 1 0 2
7 9 8 4 l 5 l l
2 4 2 s 10 3 13 1
1 1 1 1 1 11 2 1s
1 4 1 7 9 14 7 21
7 20 ll 3 5 4 16 5
2 1 1 1 1 1 32 -1
l. 1 2 1 1 24 1 27

12 12 13: 13 29 12 13 14
14 31 29 28 28 3o 10 10
10 ll 10 12 _ 10 21 9 -9
30 31 11 23 13 19 18 19
19 21 18 18' 19 22 23 2O
22 21 20 22 22 20 16 26
26 16 15 32 15 ‘ 27 15 18
17 , 17 25 17 17 24 25 16
2 3 l 3 3 3 3 2
3 2 3 4 4 3 3 3
3 S 4 3 3 l 1 l
1 2 l l 1 l 1 l
2 2 2 9 2 2 2 ' 2
2 6 6 6 6 6 9 6
6 6 6 8 8 8 7 B

’ 7 7 7 7 5 5 4 4
4 4 4' 4 4 4 5 4
6 S 5 5 5 5 5

l
vallbll] = (

0 -~l. 1 —1 l —2 fl 2
—3 3 —1 1 2 4 —4 —l

1 —1 1 —1 1 —2 -6 —2
5 2 —5 -3 —1 6 0 3
l 1 l —2 -7 2 —9 10

—5 , 2 5 —l —l 3 1 ~10
—s —11 7 a 9 —1 4 —1

-13 4 -12 1 2 -l l -3 —1
—2 l l .4 -2 7 —l —4

6 17 —15 —14 ll 12 -1 13
14 15 —4 —6 —16 ~] —18 l

-1 2 —2 —1 1 l 2 —2
-.l- l —l —-l 1 —1 l 2

3 —2 —2 —2 -3 2 2 3
l -—l 2 1 2 2 —1 1

—1 l 2 1 -2 ,—2 —l 2
-1 -2 —1 1 2 -:z 1 —1

l —2 2 l l -1 —2 —2
2 l 1 —2 —l l —-l 2

—10 —4 —D -6 -7 —9 ~11 11
—10 12 6 -—8 —9 10 —3 9

8 7 -7 5 —5 21 20 19
—Zl 10 16 —17 ~19 ~20 18 22
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~continued

8 7 —7 ~2 ~8 —9 ~11 —12
9 6 5 4 3 -4 —3 —z

—3 —5 z 3 2 —2 ~5 —3
5 4 3 —4 7 —7 9 s
6 5 —s 3 ~3 —4 6 —6

-6 5 -6 4 ~ 3 —5 —5
} 7

The next step in decoding is to convert the run/Ivalypairs 1° . , -continued
into an (8x8) block of DST coeflicients, as follows: Define { ,
the 50811 Path throngh an (3X3) mm by the following ' 1m r1.r2r3.r4;:5.r6;7.r8:
numbers: - ‘ int 1.1131);

' ' if(fwd)
15 i

014 917183738 p=s;
2 3 s 1019 75 39 45 rl='p++:
5 711 14 24 2644 46 . r2=‘1H+:
5 12 13 15 27 32 47 53 r3=‘p++;

16 20 23 28 31 33 52 54 r4=‘p++:
21 22’ 29 30 34 35, 55' 60 20 t5 = 'p++;
36 40 43 4s 51‘ 56 59 51 I6= *pH:
41 >42 49 50 57 58 62 63 I7 = ‘W:1'8 = "pt—H

. _ . , _ , ' , _ . _ SlautPartl;
where the scan path is found by traversing these numbers in - Slanth-tz:

increasing order. The (8x8) block of DST coeflicients coon 25 $3343
[8][8]is created by the follov'ving prOcedute: ‘1’: a; ’pr = r];

c =’ 4,
for (i=0: ks; 11+) .3: = :3;

for (i=0; j<8; j-H-) . *nH = r5:
coefliilljl = 0: - 30 . «pH = ,2;

start at position "—1' on the scan path (one step “before" ‘W1 = t6;
0) for (each run/val pair) tpH, = ,3; .
{ _ ' . . *pH- = :7;

step forward by 'run‘ POSIDUUS on the scan path V }
deposit ‘val‘ at the new position ‘ , else

‘ l . - - 35 i _p = S:
' » v . - . . = ‘ ~

The next step is to dequannzethe block of coefiictents. ii = g:
This is done by applying quantization matrix number quant, r8 = aw;
as renews: r5 = w;

. 40 1 r2 = 'pH;
" ' ' r6 = ‘PH;

for (i=0; i<8; i-H~) r3 = 3*”: .
M (i=0; 13315”) . . . . . 35mm:

coefilllhl =°0¢Kllllil <5 qnutnxmuanllltlhl, . 515::me
. v. - . . . . 4s ““9”“?

The next step 1s to undo “DC predictton,”wh1ch 1s used Slaannrtl;

to- further compress the DC coefliciem eoefl’[0][0] in still 12:; [P
blocks. If the block beinghdecoded is a still block (either ‘ V . ”H.322
because this is a still image, or because this block is part of ‘p-H- =‘ r3;

the still ship in a relative image), DC prediction is undene 50 I?” = “5*;. . . . , . . pH= r :
by applying the followmgequattons. *pH= [6:' - *w+=fl,

coefflollOI-t-qirevDC - ‘pH = ,3;
. ' }

pvaC=caeflIolwl _ l‘55 * 

The value of prchC is initialized to 8*128 at the stat of
each image plane. ',. V p where butterfly(x,y) is the following operation:

The next step is to transform the (8x8) coeflicient array 

into the spatial domain. This is done by applying an (8X1) i ‘ buwflyo‘ y):
DST to‘each of the 8 rows and 8 columns of coetfflfl. The 60 1= xi“
(8x1) DST can be described as folloWs: > y = x—y;. x = t;  

slaut8xl(s,d,fsvti) l/ s = 511: army, :1 = an my, , ’
imsunnfivd; ”fwd: 1 for forward flame for and SlantPartl, SlantPartz, SlantParts, SlantPan4 are four
I/ inversc ‘ macros defined as follows:
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itdefiue SIantPartH
bfly(rl,r4);\
hfiy(rZr3)1\
bfly(r5,r8);\
bfly(r6,r7);\

Menus SlantPart2\
lilly(rl,r2);\
reflect(r4,r3);\
bfly(r5,r6);\
reflect(r8,r7):

fidefim SlantPart3\
bfly(rl.r5):\
bflyl!2t6);\'
blly(r7.r3);\
blly(r4,r8);

#define SlantPart4
t=.r5 _.- (r5>>3) + (r4>>l);\
r5 = r4 — (r4>>3) — (r5>>l);\
r4 = t;

dds-Jinn reflecKsl',sZ)
t= it i- (sl>>2) + (s2>>'1)-,\
32 = —52 — (s7>>2) + (s1>>1):\
51 = t: 

The (8x1) DSTs are preferably performedin the following
order: rows first, then columns. (Doing columns followed by
rowsgivesslightly different, incorrect results.) After doing
the (8x1) DS’Is, all 64 values in the resulting (8x8) array are
preferably right-shifted by 3 bits, and then clamped to the
range (—128,127), if a delta blockor to the range (0, 255),if a still block. v

If the block being decoded is a still blbck, no more
processing is required The DST calculation produces the,
block of reconstructed pixels to be written to the'image.

If the block being decodedis a relative block, the block
of reconstructed pixels is calculated as:
 

for (i=0; i<8: iH)
for (i=0: 3d; j-H-)

mselflfil— clanIPO—255(va{illil + martini»: 

where an'ay[][] is the result of the. DST cildulati'on, prevflfl
is the (8x8) block of pixelsfrom the previous image, and
clamp0_2550'is a function thatclamps a value to the range
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a=(a+b+c +d)>>2

where ab,c,d are. the four pixels in the corners of the (3x3)
block. 011 the edges of an (8x8) block, a one-dimensional (1
O l) kernel is preferably used. The comer pixels of the block
are preferably not filtered.
Inna/Inter Decision Rules

A certain class of motion compensated video compression
systems encode certain blocks in motion compensated dif-
ference images as .“intra” blocks and others as “inter”
blocks. The decision to encode a block as an man or inter
block is based on a decision rule which is referred to as the

“intralinter decision rule". This section describes a preferred
method for generating an intra/inter decision rule for con-
ferencing system'lllo. The inns/inter decision rule generated
by this method is (l) computationally simple, (2) encoded
implicitly (requiring no bits for diifereutiating intra vs. inter
blocks, (3) adaptive to spatiotemporalimage content, and(4)

statistically optimalin providing a means of difl’erentiation
between motibn compensation artifacts and scene features.

The canventional objective of encoding some blocks as
intra in motion compensated difference franiesis to reduce
the number ofbits required to encode these blocks that have
low spatial variation but high temporal variation. .The objec-
tive of encoding some blocks as intra in difi'erencefi‘ames is
to reduce the effects ofhigh frequency motion compensation

artifacts (sometimes referred? to as “mosquitoes" in the
- literature) without having to use (computationally expen-

30
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.(0.255). The previous block'is the one in the same spatial _

location as the block'in the cunent image,but offset by the
motion vectorfor that block, which is either determined
from the MotionVector array (if processing the Y plane) or
is 0 (ifprocessing the U or V plane, orif FLAGS__.MV=0)

During decoding the loop filter mayneed to be selectively
applied If the FLAGS_FILTER flag'is set, and if a blockis
not a still block, and if the quantization value for a blocksatisfies

qmint¢=Filter'I'hresli

and if the block is not empty (i.e.. does not consist of only
. BOB), then the loop filter is applied to prev[] before adding
the arrayflfl deltas. The preferred loop filter is‘afilter with
kernel as follows:
 

 

where the pixel marked it is replaced by:
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sive) loop filtering. 'An area in a motion compensated
difference frame that exhibits mosquitoes when encoded as
a quantized difi'eréhce will instead appear blurred if encoded
as a quantized inn'a"; " v

Thepreferred technique for generating an intralinter deci-
sion rule for a given motion compensated video compression
system works as follows:
Given: . ,
1. A transform

2. A set of N quantizers for Inter blocks (Q1,Q2,. . . , QN)
3. A set of M quantizers for lntra blocks (K1, K2 .KN)

,4. A set of. “training data" that is representative of the
appliCation'in hand

Let SAD(i,j) denote the “Sum of absolute difl'erences" for
block (id)in a motion compensated differenceimage.Step 1:

For each Quantizer Qi, perform the following operation:
a Compress thetraining data, using Qi as the quantizer

for all the blocks in the all the motion compensated
difi'erence images.

b. Bya visual observation of the (compressed and decom-
pressed) training image: Sequences, collect all blocks
that contain perceptible mosquitoes.

c. From the set of blocks collectedin (b), find the block
with the lowest SAD. Denote the SAD of the block
with the lowest SAD as LSADi (Corresponding to
quantizer Qi).

d. From the set of blocks collected'in (b), Select a subset
of 11 blocks with the lowest SADs1n theset.

e. For each block in the subset collected in ((1), determine
the number of bits (required to‘ encode the block. Let B
be the average number. of bits required to encode a
block in the subset. For each intra quantizer Kj. deter-

. mine the average number of bits BKj required to
encode a block'in the subset as an intra (using quantizer

_ Kj). From the set {BKL BK2,. HBKM}, findJ such
' that IB—BKjl is minimized. Kj is the intra quantizer

assigned to Qi.
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Step 2:

From Step 1. for each Qi thereis a corresponding LSADi
which15 the lOwest SAD value for which there are percep—
tible motion compensation artifacts and an intra quantizer
Kj. The intra/inter decisionrule' isdefined as follows:

For each block (p,q)’in a motion compensated difference
frame, given a quantizer Qi (as determined by an
external quantizer selectionprocess) the block is
encoded as intra if and only ifSAD(p,q)_ >LSADi. Intra
quantizer Kj is used to encode the block.‘

A major advantageofthe inns/inter decision rules generated
by this technique'rs that the intro/inter decision'rs implicit'1n
the method and is known to both the encoder and decoder.

Therefore, it does not need to be explicitly transmittcd'and
thus requires 110 bits. . ,
Post Reconstruction Loop Filtering

This section describes a preferred method of “loop filter-
ing” for conferencing system 100 for the reduction of high
frequency artifacts associated with motion compensated '
videocompressionfor the present inventidn Atraditir’mal
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loop filtering operation operates on'the previously decoded - '
(reference) image. Certain blocks of the previously decoded
image are low-pass filtered prior to motion compensation.
This reduces the high frequency'content in the reference

block and, as aresult, the high frequency content in the finaloutput.
In the preferredmethod of loop filtering, a low-pass filter

is applied to certain blocks after the motion compensation
and addition operatibn to generate a filtered reconstructed
image. This approach to loop filtering has two major advan-
tages:

1. It"is easier to implement. since themotionestimation and
differencing operations may be merged into one opera—tion. .

2. It has a greater low-pass filtering effect on the recon--
str'ucted'unage since the final1111age is filtered instead of
the reference image only.

Adaptive Loop Filter Switching Criteria
This section describes a preferred;method for generating

, a criterion for the switching (“1)n” or “ofl”) of a loop filter
in conferencing system 100 The loop filter switChing cri-
terion generated by this method is better adapted to the
spatiotemporal'image content and provides a differentiation
between motion compensation artifacts and scene features
A traditional loop filtering operation operates on the previ-
ously decoded (reference) image. Certain macroblocks

‘25

120

2. A set‘of N Quantizer (Q1, Q2, '. . . , QN)
3. A set of representative “training data” for the application

at hand.

Let SAD(i,j) denote the “Sum of absolute diiferenees” for
Macroblock (i,j)1n a motion compensated difl‘erenceimage.
Step 1: '

For each Quantizer Qi, perform the following operation:
a. Compress the training data, uSing Qi as the quantizer

for all the macrobloclrs in the all the motion compen-
sated ‘difl‘erence images.

b. By a visual observation of the (compressed and decom-
pressed) training image sequences, collect all macrob-
loeks that contain perceptible high frequency motion
compensation artifacts (sometimes referred to as “mos-
quitoes" in the literature). »

c. From the set of macroblocks collected in (b), find the
macrobloclr with the lowest SAD. Denote the SADvof
the macroblock with the lowest SAD as LSADi (cor-

~ responding to quantizer Qi).
Step 2:

From Step 1, for each Qi, there is a corresponding LSADi
which1s the lowest SAD value for which there areppercep-
tible motion compensation artifacts. The loop filter sit/itch-
ing criteriOn is defined as follows.

For each Macrobloclt (p,q) in a motion compensated
ditference frame; given» a quantizer Qi (as determined
by an external quantizer selection process) the loop
filter'1s applied if only if SAD(p.q)>L'SADi

' Design of Quantization Tables
30

35

This section describesa preferred method for designing
quantization tables to be used for quantization in conferenc-
ing system 100. This preferred method exploits the percep—

tual properties of the hum visual system in a statistical
"Sense to arrive at quantization tables that minimize per-
ceived quantization artifacts at agiven efi'ective bit rate.

In conventional video compression systems, the quanti-
zation process is spatially adaptive. Ditferentregions in the
image are quantized using difi'erent quantizers. In a trans-
form-based video compression system that uses linear quan-
tization, the quantization operation may be completely
specified by atable of numbers, each of which corresponds

' to the (linear) quantizer step size to be used to quantize a

45

(typically 16x16 areas) of the previously decoded1mage are .
low-pass filtered prior to motion compensation. This reduces
the high frequency content in the reference macrohlock and,
as' a result, the high frequency content in the final output.

The objective of loop filtering is to reduce high frequency
artifacts, associated with residual quantization. noise, in
motion compensated difference images. Ideally, only those
macroblocks should be filtered that exhibit such motion

compensation artifacts. A criterion for deciding whether or
not a given macrobloek should be loop filtered or not is
referred to as the “loop filter switching criterion.

A'conventional loop filter switching criterion is to apply
a loop filter if the macrObloclr hasa non—zero motion vector
and not to apply it if the motion vector for the given
macroblock is the zero vector. A major drawback of this
criterion is that it filters macroblocks that have non—zero

motion but no motion compensation artifacts.
The preferred method for generating a loop filter switch-

ing criterion works as follows.
Given:
1. A transform

50
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specific frequency band'1n the transform domain
The present invention relates to the design of the quan-

tization table Q[8][8]for- conferencing system 100. The
design process is as follows.Given.

1. Transform-based conferencing system 100
2. A set of video sequences that are representative of the

application at hand
3. A specificadon of target bitrate (or compression ratio) for

theapplication. V
Objective: v

To design a set of N quantization tables Q1, Q2.
such that: _

a. QN/2 results in target bitrate for typical video
sequences.

Q1,. . . , QN meet a specified dynamic range specifi-
cation. For a given video sequence, the bitrate gener-
ated using,le should beaboutK times the bitrate
generated by QN. Here X is the dynamic range, speci-
fication and is usually dependant on the variability of
the allocated channelbandwidth of the channel over

' which the compressed video bitstreamis being trans-mitted. ' V

1:. Q1, . , QN'minimize the perceived artifacts in the
processed (compressed and decompressed) video

.,QN

b.
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sequence at their point of operation (in terms of bit
rate)._ '

Procedure:

Step1. Design of Q1 »
' Q1'15 the weakest quantizc'r table and'15 designed so as to
generate no perceptible artifacts at the expense of a bitrate
that is potentially much higher than 'Ihrget Bitrate Ql'1s
designed as follows

Set Q[i][j]=l for all'111' (all frequency bands)Starting from
' the lowest frequency band to the highest frequency

band, .
 

Increment Qlillil .

Use QISHS] as the qnanfizer in the given video compressionsystem
If there are any perceivable artifacts1n the processed videosequence.

i. Decrement Qlillj]
ii; Gore the next band

Else gain (a)

we

 

The above process generatesa quantizer table (Q1) that is at

the perceptual threshold, referred to as the perceptual thresh-
old quantizet (P'IlQ)
Step 2. Design of Q2, Q3,. . ,QN/2 .

Let Bl be the binate generated using quantizer Q1 with a
typical video sequence. Let BT be the target bitr'ate. The .
objective now is to design Q2, Q3,. .QNIZ such that QN/2

generates target bitrat‘e (ET) for typical sequences and Q2,
» Q3,. . , QN/2— 1 generate monotonically decreasing inter-

mediate bitrates bethen B1 and ET. From the perspective
of a bitrate cOntroller, it is desirable to have a linear decrease

in bitrate with quantizer table index. Tables Q2, Q3.

QN/2 are designed with this requirement in mind. The
following is the design procedure for tables Q2,Q3,.QNI2:

Let dB=(Bt—BT)/(N/2).
Set Q2=Q1 ' .

For each quantizer Qk, k=2 to N/z ' .
Starting from the highest frequency band to the lowest

frequency band,
 

Set Qk= 011-l

. Increment all. Qinlfil with the same horizontal or verticalfrequency
1:. Use QRIBHS] as the quantizer in the given video compressionsystem .

Ifthe bitrale is reduced by 1:13, -
i. Save the state of Qk[8][8]

Goto the next hand at l
Else gate 2.
Amongst the quantizer states saved'1n (d)(i), select thatquantizer that has the least perceptible artifacts for

typical video This'ts the choice for Qk.

sra

 

Step 3. Design of QN/2+1.. . , QN
From the perspective ofa bitrate controller, it is desirable

to have a progressively'memesingVdecreaSe1n bitrate with
quantizer table index from table NI2+1 to table N. The

. design of tablesQN/2+1.. . . , QN'tsthe same as the design
for tables 2, ,N/Z except that for each new table, dQ
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increases instead of remaining constant. The magnitudes of .
the dQs for quantizers. QN/2+l,. . , QN depend on the
desired dynamic range in bin-ate and themanner of decrease
in bitrate With quantizer table index. For example, if the

65

desired dynamic range is BT to BT/4 from QNI2 to QN and '
the dccreaSe'1n bitrate'1s ldgarithmic then

 
122 .

“KN/2+1) = dQO‘J/Z)
for i=(N/2+2) to (N/Z)
in = dei—l
dQ(N/2+l) + dQ(N/Z+2) + . . . + dQN = ET — BT/4
dQ(N/2)(l + k + k‘k + lc‘k‘k+ . . .)= 33174
(1+ 1: + k*k+k‘l¢*k + . . . )= JET/Ill (dQN/Z)
(l+2+31-4+ . . . +(NIZ-1)) logk = log (33TH / dQNIZ)
loglc = log (SET/4 I dQer) I N/4

= (311174 I dQNfZ) to the power 4/»: 

Adaptive Transform Coefficient Scanning
This section describes a preferred method of transform

coefficient scanning in Conferencing system 100, a trans-
form-based image and video compression system, that

exploits the properties of the transform anthhe associated
quantization technique to generate coefiicient scan orders
that generate the lowest bitrates. The image (for image
compresSiott) or motion compensated dilference (for motion
compensated video compression)'1s transformed. The trans-
formed coefficients are quantized. The transformed quan-
tized eoeflicients are scannedm a certain order from a two
dimensional array to a one dimensional array. This one
dimensional array is re-represer‘tted by a run-length - value
(RV) representation. misrepresentation is then entropy
coded and the result transmitted or stored to be decoded.

The preferred method applies to the‘‘scan" part of the
processing wherethe quantized transformed coefficients are
scanned from a mo dimensional array to a one dimensional
array. The purpose of this scanning is to facilitate efiicient
representation by 11 RV representation. TheSmile scan-order

is applied to every block'to the representation.
The preferred method of scanning involves the following

operations: 1
Given: .
LA transform.

2. A set of N quantizers (typically quantization matrices)
denoted byQ1, Q2,. . , QN.

3. Representative “training" data for the target application.
Step 1. .

For each quantizer Qi, generate quantized transformed
blocks for all of the training data.
Step 2.

Compute the average amplitude for each.of the transform
coefliclents from the quantized transformed blocks for all
the training data.
Step 3.

Sort the average amplitudes computed1n Step 2,
Step 4.

For quantizer Qi, the scanorder Si is generated by the
locations of the (amplitude sorted) coeflicients from Step 3.

The largest co'eflicient is the first in the scan order and thesmallest'1s the last.

Using this preferred method, a scan order Sits generated for
each quantizer Qi.. In the encode and decode process, for
each block for which Qi is used as the quantizer, Si is used
as the scan order. - -

The advantage of this invention over previous scanning
techniques'ts thatvdue to the adaptive scan orders. the RV
representations are more efficient and for a given quantizer,
fewer bits are required to encode a given block than with
conventional nonadaptive zigzag scanning.
Spatially Adaptive Quantization

This sectio'rtd'escribcs a preferred method of spatially
adaptive quantization for conferencing system 100.1113
preferred method provides a means of efficiently encoding
motion compensated differenceimages. Aconventional non-
adaptive quantization technique simply takes a given quan-
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tizer for eachframe and applies that quantizer uniformly to'
every macroblock (16x16 area)in the'image. An adaptive
quantization technique applies different quantizers to ditfer—
ent macroblocksin a given fianie. Information about which

quantizer has been applied to which block'is also encoded
and transmitted

The preferred method of spatially adaptive quantization is -
based on the “sum of absolute difference" (SAD) that has
already been computed for each macrobloclr by the motion
estimation subroutine. .The preferred quantizer selection
method works as follows: -
Step 1.

The mean SAD for the entire frame is computed. This
denoted by MSAD.
Step 2. -

For each _macroblock, if the SAD of the macroblock is
lower than the mean, then it'is asSigned a finerquantizer than
the mean quantizer (which'is the global quantizer for- this

10

15

124

unambiguously yielding a symbol corresponding to the
codeword. The potential codewordis guaranteed to contain
a complete codeword since it starts Willi a codeword, and it
is as long as the longest codeword.
Contrast, Brightness, and Saturation Controls

This section describes a preferred integer implementation
of contrast, brightness, and saturation controls for the
present invention for adjusting and for application of the
controls to realtime video. The implementation has two
pans. The first'is a method ofgenerating translation tables to
implement adjustable brightness, contrast, and saturation
controls. The second'is a method of using the tables to

changethe appearance of video being displayed.
The generation of the tables uses integer operationsin the

generation of tables that express floating point relations.
' Prior to application of any controls, the video data consists

frame passed down by the bit—rate controller). Conversely, if .
the S'AD'1n the macrobl'ock'is higher than the mean, then it
is assigned a coarser quantizer.

In 11 case where there are 16 quantizers, numbered 1
through _16 with higher numbers denoting finer quantizers.
let SADGJ) be the SAD assodiated with the current mac-
roblock (i,j) Let MSAD be the mean SADin the frame. Let
Q(i,j) denote the quantizer assigned to the current macrob-

. lock. LetQG dcnone the global quantizer.for the frame. Then
Q(i.)) is assignedas:

' Q(iJ)=QG+8*log2 ((SAD(i,j}l—2MSAD)/(2SAD<i,j)+- MSAD)) ‘ ‘

Q(ij)'is saturated to the range (1,16) alter performing theabove operation.
_ There are 2 major advantages of the preferred spatially

adaptive quantization technique over cenventional tech-niques:
1. The spatial adaptationis based on values that have already

been computed'in the motion estimation routine. There-
fore the spatial adaptation process is cOmputafionally
simple.

2. The spatial adaptation process generates an optimal
qualityimage given the bit-budget of the current frame by
distributing bits to difi‘erent macroblocksin proportion to
the perceived edict orquantization on that macroblock.

Fast Statistical Decode .
Host processor 202 preferably performs fast statistical

decoding. Fast statistical decoding (in hostprocessm 202

‘ allows time eflicient decoding of statistically coded data
(e.g. Hulfman decoding). Moreover,since statistical Huff—
man coding uses code words that are not fixed (bit) length
the decodingof such codewords'is generally accomplished
one bit at a time. The preferred method is as follows:
1. Get next input hit and_juxtapose with bits already'in

potential codeword. (initiallyntme)
2. If potential codeword'is a complete codeword, then emit

“’symbo‘ eliminate bitsin potential codeword, and go to
(1). Otherwise. if potential codewordis not a complete
codeword, then go to (l). ' .

The preferred method of the present invention provides
decoding of one."symbo ” in one operation, as folloWs:

a. Get next (fixed number) Several input bits.

b. Use the input bits to‘ select a symbol and emit symbol.
c. Go to (a). '

20

25

30

of a description of the Y, Y, and U components at 8 bits per
value. The problem is to provide a translation from the
decoded Y 'values to Y values that reflect the current setting
of the brightness and contrast controls, and further to pro-
vide a translation from the decoded U and V values to U and

V values that reflect the current setting of the saturationcontrol.

The method begins with an identity translationtable -
(f(x)=x). As controls are changed, the identity translation
becomesperturbed cumulatiVely. In the case of brightness.

control changes are indicated by a signed biased value
providing bothdirection and magnitude of the desired
change. The current translation table are changed into f(x)=
x--k, for x>=k, and f(x)=0 for 0<=x<k (decrease) or f(x)=x+k,
for x<=255—lc,'and f(x)=255 for 255>=x>255-k (increase).

In the case of contrast, control changes are indicated by a
scaled fractional value. The value indicated “n” represents

' "(MD/SCALE” change: a“cliange" of (SCALE-1) yields no35

45

change. a change of (SCALE) yields a change by1/SCALE
in each of the translation table values. The definition of
contrast as y';(n§(y—128))+128 (for 8 bit values) is then
provided by subtracting 128 from the translation table value.

' multiplying by SCALE multiplying by the indicate control

changevalue, .and then dividing by SCALE twice to remove
the scale multiple irnplied'in the representation of the control
changevalue, and the multiply explicitly performed here.
128'is then added to the modified translation table value and
the result'is clamped to the range of 0 to 255 inclusive.

This method avoids the use of floating point arithmetic'in
the computation of the proper translation table values. In the
definition olfered of “centrast” the value “itn" _is a floating
point number. Saturation is simply contrast as applied to the

* chrominaiice data, and is handled in the same way as the50'

55

60

The statistical code used is designed to be “instanta- ,
neous," which means that no eodeword “A”is a “prefix" of 65
any codewords “B". This allows a lockup amble to be

constructed which may be indexed by a potential ‘codeword,

contrast control, but with a different copy of the translation
table.

The translation tables are made available to the host

‘ processor in the same locale as the data that they are used to
translate. afler generation of the modified translation tables,
the tables are appended to the data area for the luminance
and chrominance, at known fixed offsets from the start of

same data areas (on a per instance basis, each video window
has'its own copy of this data.) This allows the host processor
to access the translation tables with a 1 processor clock
perialty'1n address generation (for an Intel® 486 micropro-
cessor; there?is no penalty on an Intel® Pentium® proces-
sor), and with a high degree of locality of reference, and no
pointer register reloads (due to the fixed ofl'set.)

The translation of the decoded Y, V, and U values is
performed by reading and translating eight values and then
writing the eight translated values as tWo 32-bit values to the
destination. 'I'his'is important to Inte1® architecture micro—
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processors, and in particular is important to the Intel® 486
processor. which usually runs with a write saturated bus.

For the method of performing the t1anslation,~the BX
register is assumed to contain zeroes in the high order 8(24)
bits."1‘he low order 8 bits are loaded with the :value to
translate, and the value is used as the base register with an
index register (set to the ofihet of the translation table +base
of data trader) in an indirect load to accomplishthe trans-
lation. The destination of the load'rs changed as the opera-
tion is repeatedover multiple values, until register storage is
exhausted. at which point the translated values are written

- out and the cycle repeats. The process here described
executes at a sustained three or four clocks per value

- translated. '
Audio Protocol . ,

Referring now to FIG. 26, thereis shown a representation

of a obmpresse‘d audio packet for conferencing system 100,
" - according to a preferred embodiment of the present inven-

‘ tion. Source audiois audio thatis captured (and optionally
monitored) at the local system and sent _to the conun
subsystem for luausrnission. Sink. audio is audio that is
received from the com subsystem for playback on the local

. system.Audiors preferably handled on audio/comm board
206 and not on host pro’cessr'n 202. The compressed audio
packet ofFIG 26'1s that whichis actuallysentlreceived from
the communications subsystem and not necessarily that
manipulated by an application on the host processor. The
audio packet fields are defined as follows;

Value used to synchronize audio and video flames
at the receive endpoint. The audio stream preferably
generates timestamps as nmaster clock that are

copied to the captured video [rabies before. transmission.
Reserved field.

Bit indicates whether or not the audio stream is
united ornot. Theaudio'1: united when the bit'is set.
When the Mute bitls set, no audio data'is out.
Compressed audio data.

Time-slam

Mute

Data

The length of the audio data is not explicitly specified in the
packet . header. A receiving endpoint's comm subsystem

. reassembles an audio packet and therefore implicitly knows
the length and can report it to its application. The length-of
an audio packet is a run-time paranieter and depends 'onthe
compression method and the amount of latency desired in
the system The preferred audio cornpressionldecompression
method implementation has 100 msecond latency, which
translates to 200 bytes of compressed audio data per packet.
Compressed Audio Bitstrea'in -

The preferred audio stream for conferencing system 100
is a modification of the Ehropeau Groupe Speciale Mobile,
(GSM). GSM was developed in the context of the Standard-
ization of the European digital mobile radio. It resulted from '

10
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3G

35

45

50

the combination of the Regular-Pulse Excitation/Linear- -
Predictive-Coding codec developed by Philips (Germany)
with the Multi—Pulse-ExcitationlLinear-Predictive——Coding
codec devised by IBM (France). For further information, see
the ETSI—GSM Technical Specification, GSM 06.10, version
3.2.0, UDC 621.396.21 published by the European Tele-
oommrmication Standards InStitut’e in Valbonne Cedex,France.

The datarate of the standard GSM codecis 13.0 kbits/sec.

The preferred GSM intplementation for conferencing. sysj
tern 100has a bit rate of 16 knits/sec. The mean opinion
score (MOS) quality rating of the preferred GSM imple-
mentatron 1s 3.54. Itrs not prone torapid quality degradation
in thepresence of noise. The relative complexity'is [about 2
MOPSs/s. Due to implementation processing consider-

55
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ations, the standard GSM implementation is adjusted to
yield the preferred GSM implementation. In addition, head-
ers are added to provide extra control information, such as

frame counting and muting.
In order to save processing, the 260-bit audio frameis not

packed. This resultsin a 320-bit frames. These frames occur
every 20 mseconds. This increases the hit rate from 13
kbitslsec to 16 khitsl'sec. The composition of the preferredaudio frame is as follows:
 

unsigned int larl:
unsigned int lar2:
unsigned int larfl:
unsigned int lar4:
unsigned int larS:
unsigned int larfi:
unsigned int lar’l:
unsigned int lard:
unsigned int lag .
unsigned int gain
unsigned int grid
unsigned int xmax
unsigned int 110
unsigned int 11']
unsigned. int 112 -
unsigned int x3
unsigned int 114
unsigned int x5

unsigned int x6
unsigned int 117
unsigned int 118
unsigned int :19
unsigned int x10
unsigned int :11
unsigned int x12
STP frame;
LTP_RPE sub-
fiamfi (4);

typcdet‘ slructel 6; \‘ stp parameters ’\
6:

t5
5
4.
4
3:
3 lsrp;

typedef strum { 7;
2; I“ ltp parameters ‘/
2; ' I‘ rpc parameters '1
6

; I* pulse amplitude”3
3
3
3
3
3
3-
3
3
3
3
3
3_ . } LTP_RPE

typedef struct {

p ) GBMBITS; 

The result of not packing these structs on a Texas Instru-
ments® C317 DSP, a"32-bit'processor, is a 320-bit frame. At
a frame rate of 50 flames/sec, the data rate is 16.0 kbits/sec.

A header has also been added to groups of frames. The
longth of the header is one 32-bit ward. The M83is a mute
flag (l=mute) The remaining bits represent a timestamp.
This time stamp is not actually time, but is preferably a
frame counter.‘ The initial value of it is arbitrary. It is
therefore a relative number representing the progress of
audio frames and useable for synchronization.
Data Protocol

Data packets are inside TII p.ackets The data conferenc—

ing application will have its own protocol inside the T11protocol stack;
ConunuriicatiOnLLevel Protocols

The application-level audio, video, and data packets
described in the previous section are sent to the com
subsystem for transmission to the remote srte. The com
subsystem applies its own data structure to the application-
level packets, which the com subsystem treats as generic

' data, and defines a protocol for transpoit. In a preferred
embodiment of the present invention, the basic transport is
unreliable. That is; at the basic level, there is no guarantee
that application data will reach the destination site and, even
if it;does, there is no guarantee as tothe correctness of the
data delivered. Some applications will use the unreliable
communication services, such as audio and video For
applications requiring guaranteed delivery ofdata, reliability

, is built on the basic unreliable service. Application datais an
example of a data type requiring reliable transport; control
information between peer processes is another.
Reliable TransportComm Protoebls

Referring now to FIG. 27, there is shown a representation
of the reliable transpbrt comm packet structure, according to
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a preferred embodiment of the present invention. For reli-
able transport conferencing system 100 preferably uses a
protocol akin to LAPB. Since transpon is preferably on
ISDN B-channels, which are assumed to have already been
set up, there'1s no need toinclude those portions of LAPB 5
that deal with circuit establishment and teardown (e.g.
SABM. FRMR, UA', and DISC). Therefore, the preferred
reliable transport comm protoCol is void of those portions
The fields of the preferred reliable tranSport comm packet

are defined as follows: 10

Control Defines‘the type of packet and relays acknotvledgment
information. The types of packets are: Information (I), ,
Receiver Ready (RR), Receiver Not Ready (RNR),
and Reject (REIJ. . ~

Length Length or the client data portion or the packet,in . 15
bytes.

CRC Cyclic redundancy check code. .

Data Client data of length specified by the Length field. 

For an Information (I) packet, the format of the control 20field is as follows:
 

(an) o 1—3 4 5—7
(Field) 0 , NS r NR 

. . . 25

The NS bit fieldis used to refer to a send sequence number.
NS'13 interpreted as specifying to the receiving site the next
packet to be sent. The NR bit field is used to refer to a
receive sequence. number. It is used to acknowledge to a
sender that the receiver has receiVed packet NR-l and1s 30

expecting packet NR. The P bit field'15 the LAPB poll bit and
is arenot used'in thepreferred embodiment. All sequence
numbers are modulo-8 meaningfthat at most 7 packets can
be outstanding. It is the responsibility of the transmitting
sites :to assure that they do 'nothave more than .7 packets as
outstanding.an Information packet'13 used to send client

data. The receive acknowledgmentcan be piggybacked en inthe NR bit field.‘

The Receiver Ready (RR), Receiver Not Ready (RNR); .
and Reject (RE!) packets are Supervisory packets that are 40

used for acknowledgment retransmission. and flow control. '
They are not used to carry client data.

For a Receiver Ready (RR) packet, the fomtat of the
control field'1s as follows.

» 45 

(Bit) 0 1 '2 3 4 54
(Field) 1 o . o 11 1* NR 

The PF bit field1s the LAPB poll/final bit andis not used'1n

the preferred embodiment. The R packet is used in two
cases. The first case is to acknowledge packet receipt when
there are no packets bending transmission on which to
piggyback the acknoWl‘edgment. .The' second case is. when
the link is idle. In this case. an R packet is sent periodically
to assurethe remote site that the local site is still alive and
doing well.

For aReceiver Not Ready (RNR) packet, the format of the
control field is as follows.

50
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(Bit) 0 l 2 . 3 4 5-7
(Field) 1 . 0 l '0 PF' NR 

The RNR packet is sent by a receiver to indicate to the
remote site that the remote site should stop sending packets. 65
Some condition has occurred, such 'as insufficient receive
buffers, rendering the remote site unable to accept any

. . 128
further packets. The RNRpacket is intended to be used for
temporary flow control. When the remote site is able to
accept more packets it issues an R frame.

For a Reject (REJ) packet, the format of the control fieldis as follows.
 

(Bit) 0 1 2 - 3 4 5—7
(field) 1 0- 0 1 PF NR 

The REJ packet is sent as'a form of negative acknowledg-
ment. The receiver of an REI packet interprets the NR bit
field as: a request to retransmit all packets from NR to the
most currently scat, inclusive.
Unreliable Transport Comm Protocols

At the lowest layer of conferencing system 100, an
unreliable protocol1s preferably used to transport data on the
ISDN B-channels. For those applications requiring reliabil-
ity, the reliable protocol discussed'1n the previous section is
added on topof the unreliable protocol discussed in this
section. The unreliable protocol sits atop of HDLC framing
which the unreliable protocol uses for actual node4to-node
transport of packets. Even thOugh HDLC framing is used, a
data link protocol is not implemented. In particular, there is
no guarantee that data packets will be delivered or that they
will be uncorrnpted at the receive node of a link. The CRC
validation of the HDLC1s used to detect corrupted data

The unreliable protocol provides for logicalchannels and
virtualization of the two Basic Rate ISDN B-channels.

Logical channels are local site entities that are defined
between the DLM and TI] is layer and the client [i..,e
application program) using them. The logical channels pro-

vide the primary mechanism clients use to send nmltiple
data types (eug, audio, video, data). The layer services

‘ multiplex these data types together for transmission to theremote sites.

In a preferred embodiment, logical channel zero is used as
a control Channel. Site peers (i.e., two conferencing systems
in a conferencing session) use this control channel to
exchange information on their use of other logical channels.
Logical channels are half—duplex. Therefore. two channels
are necessary to send and receive data. Apriority attribute is
associated with a logical channel (and therefore with a data
type). The unreliable protocol asserts that higher priority
data will alWays be sent ahead of lower priority data when

both are pending. Priorities are assigned by an API call to the
T11 services. Audio has the highest priority, then data, andlast video.

Although the ISDN Basic Rate Interface (BRI) defines
two physical 64 kbitlsecond B4channels for data, the ser-
vices at both DLM and T11 virtualize the separate 8-chan-

nels as a single128 kbit/second channel. Client data types,
‘ defined by their-logical channels,;are multiplexed into a

single virtual stream on this channel. In a preferred embodi—
. ment, this inverse multiplexing is accomplished by breaking

all packets into an even number of fragments and nltemating
transmission on the two physical B-channel connections.
Initially, after channel establishment, the first fragment is
sent on the B Ichannel, the second on the Bil-channel, etc. At
the receiving site, fragments are collected for reassembly of
the packet

Refening now to FIG 28, there'ts shown a representation
of the unreliable transport comm packet structure,according
to a preferred embodiment of the present invention. The
fields of the preferred unreliable transport comm packet are
defined as follows:

HUAWEI EX. 1016 - 589/714



HUAWEI EX. 1016 - 590/714

 

DestlD

stem

SOP

Rsvd
FrngNo

Data

~ 129’

Standard l-IDLC Flag field .

The receiving site’ 5 logical channel identifier Thetransmitting site peer acquires this ID by.
communicating to the remote site before exchanging
data. Thisis done using a control logical channel (i.e. ,channel zero). .
The sending site's logical channel identifier. The type
of data‘in the packet can be determined by knowing the '
logical channel ID—to-datn typemapping, The currentimplementation uses the following mapping: The.
mappingis from DLM channels toT11 channels. whichoccur at the TH level. At the time the TH channelts
opened for a datatype, Tl] dynamically assigns unique

DIM channels for difi‘eteot data types in ascendingorder starfing Earn one (1). '
The packet sequence number. Distinguished from the
FragNo field which counts thefragments within a.
packet. The PhNo field'ts used by the receiving site
peer to intplement a sliding window protocol; This
allows packet bufi'ering whichis used to wnpensate
for transmission delays.

Ifthe SOPhitis set, then the current fragmentrs the. startofapacket.

If the E0? hitis set. then the current hagtnent'ts theend of a packet.
Received field , . .
The fragment sequence number. Distinguished from theMo field which counts the ntnrther of whole packets.
The FragNn is used by the receiving site peer to '
reassemble fragments into packets. The SOP turd
BOP fieldsnre used to locate the start and end of a-
whole packet, respectively.The data field.

10
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—continued 
CRC Standard 'HDLC CRC field.
Flag. StandardflDLC Flag field. 

Data Structures, Functions, and Messages
This section contains the data structures and definitions of

the functions and messages for conferencing API 506, video
AP1508, audio API 512, and com API 510.
Conferencing API Data Structures, Functions, and Messages

Conferencing API 506 utilizes the following data types:
 
LPHCALL Pointer in t1 call handle.
LPAVCB Pointer to an Audio Video Control

. ' Block (AVCB).
LFCCB Pointer to a Configuration Control

' Black (CCB). -
LPBH‘MAPINFO Pointer lo a Microsoft ® Windows

BITMAPINFO structure that: defines a
. DIB (Device-Independent Bitmap).

IEHSTGRP _' .‘ ‘ Pointer to the handle of a stream group.
LPABBUSCARDNFD Pointer to u ABBUSCARDNFC.‘

which defines the personal card
information, from Address Book.
Contains business card futon-nation;
format. is specified by the GUI. 

. Conferencing API 506 utilizes. the following structures
that arepasse'd—to conferencing API 506 in function calls
‘(e.g., CF___Init, CF__CapMon) and then passed by confer-
encing API 506 to the audio/video managers:
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LPAVCB Pointer to an Audio Video Control Block
(AVCB) .

LPCCB Pointer to a Configuration Control Block
I (CCB) .

LPBITMAPINFO , ' Pointer to a Microsoft® Windows BITMAPINPO
structure that defines a DIE '(Device-
Independent Bitmap) . ~

LPHSTGRP* Pointer to the handle of a stream group.

LPABBUSCARDINFO ' Pointer to aIABBUS'C'ARDINFO, which defines the
personal card information, from Address Book.
Contains busihesstard information; format is

Specified by the GUI.

'Canerencing API 506 utilizes the following Structures

that are passed to conferencing API 506 in function calls (e.g.,

CF_Init, CF_CapMon) and then passed by conferencing API 506 to

the audio/video managers:

MCB ’(Me'dia Control Block)
» WORD wType Media type: WM)» CFM’I'_AUDIO -Audio Type (e.g. narrow orquadbmd’
» 7 CFMT_VIDEO Video Type

CCB (Conflgumtion Control Block)

» WORD wVersion. Version Number .. . _
» MCB ' thediaI] list of Media types supported by the system.

AVCB (Audio Video Control Block)
>1 WORD wType Local or remote AVCB type:
)1 CFAVCB LOCAL - local AVCB type
)1 » ' CFAVCBRE_MOTE - remote AVCB type

» Union { » ~
u // local AVCB

» stmct { ' V
n V WORD wAln Audio input hardware source

» WORD wAGain _ Gain of the loca‘ microphone
» .WORD wAMute On/Off flag for audio muting
» , WORD len 1 Video input source
it DWORdeVDRate . Maximum videovdata rate
n WORD wVContrast Video contrast adjustment
)2 WORD wVTint Video tint adjustment
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'l) WORD wVBrightness ' Video brightness adjustment
» WORD wVColor Video color adjustment

» WORD wVMonitor On/Oft‘ flag for local video monitoring
» WORD wVMute On/Off flag for local video muting. As the flag is

tuned on/off,’ it will temporarily stop or restart the
related operations, including playing and sending,
being performed onthis stream group. This Can be
temporarily hold one video stream and provide
more bandwidth for other streams to use. For
example, a video stream can be paused while an
audio stream continues, to speed up a file transfer.

5) } localcb

» ././ remote AVCB

» struct { V . _ .,
» ' WORD wAOtit Audio. output hardware destination
)7 WORD WAVO] Volume of the local speaker -
J) WORD w‘AMute OnIOff flag for audio muting
» WORD wVOut Video output source 1
» WORD wVContrast Video contrast adjustment

n v WORD wVTint Video tint adjusttnent'r ..
» WORD 'wVBrightness Video brightness adjustment '
» WORD wVColor ’ " Video color adjustment .
» WORD wVMute ' OnlOff flag for local 'video muting

} remotecb ' '
. l) l

n // ADDR'lnfonnation - the address to be used for the conf. application teams: a
Connection/call, via issuing the CF_MakeCall with the remote site.

» . .l/ NOTE: This is the same as the TADDR structure defined by TH.
» struct { ' ' .
n WORD wType Type of Address, e.g., phone number, intemet
» . address. etc; _
» WORD wSiz_e Size of the follbwing address buffer

LPSTR lpsAddtBuf Address buffer

Conferencing API ‘506 utilizes the following constants:

Conferencing ‘Call states:

CCST;NULL
_CCST_IDLE

‘ CCSTLCONNECTED
CCST_CALLING
CCST_ACCEPTING
CCST_CALLED
CCST_CLOSING

Null State
Idle State.

Connected state
Calling State
Accepting State

Called state

Closing State
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Conferencing Channel States:

CHST_READY Ready S t: at e
CHST_OPEN V Opened state
CHST_OPENING Opening state
CHST_SEND Send state
CHST_“RECV , Recv state
CHST_RESPONDING ‘ ., Responding state
CHST_CLOSING Closing state

Conferencing Stream States:,

CSST_INIT Init state
CSST~ACTIVE Active state
CSST_FAILBD Failure state

cstgtus Return Values:

CF_OK H
CF_ERR_PATHNAME
CF_ERR:CCB '
CF_ERR_AVCB

.CF_ERR_Too_MANY_CAPTURE
CF_ERR_CALLBACK
CF:ERR:FIELD
CF_ERR_STATE
CF_ERR_CARDTNFo
CF_ERRSTRGRP
CEERR_FFQRMAT
CF_ERR_HANDLE
CEERR_PHONE# V

'CF ERR_TIMEOUT .
CF_ERR_INSUFF_BUFSIZE
CFgERR_CALL ’
CF_ERR~RESOURCE_FAIL

In the >abdve return values, CF;ERR_xxx means that the Pxxx"

parameter is invalid.

The functions utilized by conferencing API 506 are

defined as follows:

CF_Init

This ffinction reads in the conferencing configuration parameters
(e.g., directory names in which the conferencing system software
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are kept) from an initialization file (e.g., c:\cyborg\vconf.ini),
loads and-initializes the software of video, comm., and audio
subsyStems. In addition, this function acquires the phOne resource
that no other applications can access the resource until this
application makes a call to CF_Uninit later to relinquish the phoneresource; ' > ' ' .

Also, it allows the applicatidn to choose between the messaging and
the callback interfaces to return the event_notifications. The
callback interface allows the conferencing.50ftware to call.a user
designated function to notify the application of incoming events.
The messaging interface allows the cOnferencing_to notify the
application of incoming events by posting messages to application
message queues. The parameters to the function varying depending on
the notification method chosen. .

CStatus CF_Init( LPSTR lpIniFile,
‘ ' ‘ LPADDR - lpLocalAddr, '

LPCONN;CHR :1pConnAttributes,
.,WORD. wFlag, p. .

CALLBACK' chppCall,
LPCCB > lpch)‘ a

input vIpIniFile: the; pathname to the conferencing INI'file.

lpLocalAddr:. pointer to the local address

'lpConnAttributes pointer to the attributes requested for
incoming calls -

wFlag: indicates the type-of notification to be used:
CALLEACK_FUNCTION for callback interface
CALLBACK_WINDOW for post message interface

chppCall: the callback routine or the message interface to
. return the notifications from the

remote site to the application.

output . 1 V
{lpch: . returns the handle to the configuration control

p block, preallocated by the ,
appliCation that contains the configurationinformation.

Valid state(s) to issue:
Null State

State after execution:

CCST_IDLE
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Return values:

CF_OK
CF_ERR_PATHNAME
CF_—ERR:CCB
CF_ERR_CALLBACK
CF:ERR:RESOURCEFAIL

CF_ERR_ALREADY_INITIALIZED

Callback routine: >
FuncName (WORD wMessage, WORD wParam, LONG lParam)

wMessage: the Window measage type (e. g. , CFM_XXXX_NTFY)
”wParam:_ ' the Call Handle

lParamt _ additional Information which is message— specific

‘NOTE: the parameters of the callback function are equivalent to
the last three parameter passed to a Window message handler
function (Win 3.1).

’CF_Uninit

This function‘writes out the cenferencing configuration
parameters back to the initiali_zation file (e. g , -
c: \cyborg\vdonf. ini),. unloads and uninitializes the software of
video comm. , and audio subsysteE§_u- n additidn, this function
relinquishes the phone resource with CE_Init.

CStatus CF_Uninit (LPCCB lpch)
ingut p
lpch: the handle to the configuration control block that

contains the cenfiguration information.

Valid state(s) to issue:

CCST_IDLE

State after execution:
CCST_NULL

Return values:
CF_OK
TBD

Status Message:

CFM_UNINIT_NTFY: .UnInit complete.

Communication
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Call Management_

The Call Management functions _will provide the application the
ability to establish and manage calls/connections to its peers on

I the network.

CF_MakeCall

This function makes a call to the remote,site to_establish a
call/connection for the video conferencing. This call will be
performed asynchronously.

After all related operations for CF MakeCall is .eventually

complete-, the callback routine (or the message) specified in the
CF_Init function Will return the Status of this call.

The peer application will receive a CFM_CALL_NTFY callback/message
as a result of this call.

CStatus CF;MakeCall ( LPADDR - lpAddress,
' LPCONN_CHR ‘ lpConAttributes.

-LPABBUSCARDINFO lpabCardInfo,
. WORD TimeOut,

LPMTYPE lpMedia}
input» 3 .
lpAddress: pOinter to the address structure of the

destination (or Callee),.
lpConnAttributes pOinter to the attributes requested for thecall.

lpabcardlnfo: . ‘ pointer to business card information of the
caller.

wTimeOut: - Number of seconds to wait for peer to pickup
the phone.,

lpMedia: pointer to a list of desirable media types.
If a null pointer is specified; the default
(best possibility) will be selected.

Valid state(S) to issue:
CCST_IDLE

State after execution:

‘CCST_CALLING

Return values:
CF OK

CF_ERR_STATE
CFLERRHANDLE V
CF_ERR_—RESOURCE FAIL
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Peer Messages: .
A CFM_CALL_NTFY message will be delivered to the remote site
to indicate the call request.

Status'Messages:
CFM_ACCEPI_NTFYE The peer process has accepted

_' the call

CFM;PROGRESS_RTFY: ‘ The optional progress
, information of the call

CF_PROG._D IAL_T.ONE
CF_PROG_DIALING,
CF_PROG_RINGBACK

CFM_REJECT_NTFY: , The error reported for the
. call -

CF;REJ_TIMEOUT
CF_REJ_ADDRESS _
CF_REJ_;NETWORK_BUSY

. CF__REJ_S'_I‘A'I‘ION_BUSY
CF_REJ_RESOUCE_FAIL

CF_AcceptCa11

This function.isgé%§Ped to accept a call request,'received as part
of the CFM_CALL_ J,callback/message, that was initiated from thepeer.

Both siaes will receive a CFM_ACCEPT_NTFY callback/message as a
result of this call.

CStatus CF_AcceptCall ( HCALL. 3 hCall,
LPABBUSCARDINFO lpabCallee;
LPMTYPE . 1pMedia)

inEut. 1_ ‘

hCall: ' handle to the call (returned by the CFM_CALL_NIFY
message). '

lpabcallee: pointer to ABBUSCARDINFO of the callee who issues
this function.

lpMedia: pointer to a liSt of desirable media types. If a
. null pointer is specified, the default (best

possibility) will be selected.

Valid state(s) to issue;

' CCST_CALLED'

State after.execution:
'CCST_ACCEPTING
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Return values:
CF__OK "
CP__ERR_STATE
CF_ERRéCARDINFO
CF_ERR_HANDLE .
CP_ERR_RESOURCE_FAIL

Peer Messages: .
A CFnfiACCEPTLflTPY message will be received by the remote
site.

Status Messages: ‘
‘ A CFM_ACCEPT_NTFY message will be received by the accepting

site.

CF_RejectCa11

Upon receiving a CFM CALL NTFY message, this function can be iSSued
to‘ reject Vthe incoming jeall request. In 'fact; this >function
neither picks up the incoming call, nor sends a rejection message
to 'the remote; Instead} it will simply” ignore. the call
notifioation and let the peer appliéation timeéout; This Would
avoid.the unnecessary telephone charge or thequnpleaSease rejection
to the caller.‘ ‘ , MAFHAAMAZ

The peer lapplication will receive av CFM_TIMEOUT_fiTFY
callback/message as'a result of this call.

CStatus CF_RejectCall ' (HCALL hCall)

hCa11:,_ handle Vto the call (returned. by the CFM_CALL_NOTIFY
message).

Valid state(s) to isSue:
CCST_CALLED

State after execution:
CCST~IDLE

Return values:

CF_OK . .
CF_ERR_STATE V
CF_ERR;RESOURCE_FAIL

Peer Messages:v '
A CFM_3EJECT;NTFY message will be resulted to the remote app

Status Messages:
none '
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CF__HangupCa11

This function hangs up a call that was previously established. It
releases all syStem resources, including all types of streams,
channels, and data structUres; allocated during this call.

CStatus CF_Hangupcall (HCALL hCall)
iEEEE

hCall: handle to the call

Valid state(s) to issue:

' CCSTEONNECTED

State after execution:
CCST_CLOSING .

Return values:

CF_.OK
CF_ERR_STATE .
CF_—ERR_—RESOURCE_FAIL

Peer Message:

A CFM_HANGUP NTFY message will be delivered to -the remote
site.

Status Message.

A CFM_HANGUP_NTFY message will be delivered to the local
site when the Hangup is complete.

cr_GetCa:LiIn£o

This function- returns the current status information of the
specified call.

CStatus CF_GetCallInfo ( HCALL . ' hCall,
LPCONN CHR lpConnAttributes,
LPWORD . lprtate,

LPMTYPE H lpMedia ,.
LPABBUSCARDINFO lpabCardInfD)

ingut . V -
hCall: handle to the call

outgut
lprtate: current call state

lpConnAttributes: Connection Attributes

lpMedia: v a list of selected media types used for this
call. Nete that this list can be different
from the desired list.
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lpabCardInfo:l peér’s buSiness card information

Valid state(s) to issue:

- all Call statES

State after execution:

unchanged

Return values:
CF__OK
CF_ERRRESOURCE_FAIL
CF_ERR_HANDLE ‘

Channel Management "
These ChannelManagement functions will provide the application
the ability to establish and manage virtual channels to its peers
on the network.

CF_RegisterChanMgr‘

This function registers- a callback oran application window whose
message processing funCtion will handle notifi_cations generated
by neCWOrk channel initialization operations. This function must
be invoked before any CF_OpenChannel Callsare made.

CStatus CF_RegisterChanMgr t HCALL hCall,
WORD ‘ wFlag,
CALLBACK chetCall)

input '

hCall: handle to the call

wflag: indicates the type of notifitation to be used:
CALLEACK_FUNCTION for callback interface-
CALLBACK_WINDOW for post mesSage interface

chetCa11: Either a pointer to a callback functiOn, or a
window handle to which nessages will be posted,
depending on flags;

Valid state(s) to issue:
call state 1

‘ CCST;CONNECTED

State after execution:
call state ' _

CCST_CONNECTED

Return values:

CF_OK '
CF__ERR_HANDLE
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Callback routine format: >
FuncName(UINT Message, WPARAM wparam, LPARAM lparam)

Message: The message type
wParam: Word parameter passed to function

lParam: Long parameter passed to function

NOTE: the callback function parameters are equivalent to the
second, third, as fourth parameters that are delivered to a
Windofi'message handler function (Win 3.1).

Status Messages: none
Peer Messages: none‘

CF_Openchannel

This routine requests to open a network channel with the peer
application. The reSult of the action is given to the application
by invoking the callback routine specified by the call to
CF_RegisterChanMgr The application must specify an ID for this
transaction This ID is passed to the callback routine or posted
in a message. .

Note that the channels to be opened by the CF_OpenChannel call is
always , "write-—on1y", whereas the Channels to be opened by the

CF_AcceptChannel call is always "read- only".
CStatus CF;OpenChannel(HCALL hCall, LPCHAN_INFO lpChan, DWORD
dwTransID)
input
hCall: handle to the call;

lpChan: ' Pointer to a channel structure.. Filled by
application.
The structure contains:

— A channel number.

- Priority of this channel relative to other
channels on this connection. Higher numbers

represent higher priority.
— Timeout value for the channel

- Reliability of the channel.

- Channel specific infermation. See CHAN_INFO
defiinition in TII. .

dwTransID: An application defined identifier that is returned
with Vstatus messages to identify the channel

‘ request that the message belongs to;

Valid state(s) to issue:
enlistees ‘

CCST_CONNECTED
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channel state

CHST_READY

State after execution:

call state _
’CCST_CONNECTED

ghahnsl_statey
CHST_OPENING

Return values:

CF_OK
CF_ERR_HANDLE
CF:ERR:STATEpgwngV
CF_ERR_PTOREEQW
CF:ERR:NO_CHANMGR
CF_ERR_CHAN_NUMBER
CF_—ERR:CHAN:INUSE

Status Messages:

CFM_CHAN;ACCEPT_NTFY: . The peer process has accepted
. . , request. .

CFM_CHAN_REJECT_NTFY: The Peer proceSs has rejected
’ ' request. j

CFM_CHAN;TIMEOUT_NTFY: No anSWer from peer

Peer Messages:
CFM_CHAN_OPEN_NTFY:

CF_ncceptchanne1

'A peerapplication can issue Acceptchannel in response to a
CFM_CHAN_OPEN_NTFY (Openchannel) message that has been received.
The result of the Acceptchannel call is a one-way network channel
for receiving data.

Note that the channels to be opened by the CF_OpenChannel call is
always “write——iny", Whereas the channels to be opened by the
CF_AcceptChannel call is always "read——only".

CStatus CF_-_Accel3tchannel(HCI-IAN hChan‘, DWORD dwTransID)
input
hChan: handle to the channel

dwTransID: A user defined identifier that was received as part
of the CFM_CHAN_OPEN_NTFY message

Valid state(s) to issue:
QELL_§LQLQ

CCST_CONNECTED
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channel state

CHST_RESPONDING

State after execution:
call‘state.

CCST_CONNECTED

channel stgte
VCHST_OPEN

Return values:

’ CF_OK
CF_ERR~HANDLE
CF_ERR_STATEj'
CF_ERR_CHAN_NUM

Status Messages: none
Peer Messages:

VCFM_CHAN;ACCEPT_NTFY

CF;RejectChannel

1488570

156

The TransID is sent in lParam.

This routine rejects en CFM_CHAN;OPEN_NTFY from the peer.

CStatus CE_RejectChannel(HCHAN hChan, DWORD dwTransID)
ingut ‘ '

hChan: Handle to the channel.
dwTransID: A user defined identifier that was receive as part

of the CFM_CHAN_OPEN;NTFY mesSage.

Valid state(s) to issue:
call state;

CCST_CONNECTED

channel state ;
CHST_RESPONDING

State after execution:
call state '

VCCSI_CONNECTED

gheeegdesflaaee
CHST_READY

 

HUAWEI EX. 1016 - 603/714



HUAWEI EX. 1016 - 604/714

5,488,570

157 p p ‘ A 158

Return values:

CF_OK
CF__ERR_HANDLE

CF:ERR_STATE
CF_ERR:CHAN__NUM

Status Measages: none
Peer MeSsages: ’. v

CFM_CHAN_REJECT_NTFY The TransID is sent as lParam.

CF_RegiéterChanHandler:

This function registers a callback or an application window whose
message proceSsing function will handle notifications generated
by network channel IO activities. The channels that are opened
will receive CFM_DATA_SENT_NTFY, and the accepted channels will
receive CFM_RECV_COMPLTE_NTFY.

CStatus CF_RegisterChanHandler(HCHAN hChan, WORD wFlag, CALLBACK
chhanHandleCall) -
input ,_
hChan:. ' handle to the channel. -

wFlag: Indicates the type of notification to be used:
CALLBACK_FUNCTION ‘ for callback interface .
CALLBACK;WINDOW ' for pnet.message interface
NOCALLBACK , “ for polled status interface.

chhanHandleCall:

» Either a pointer to a callback function, or a window handle
to which messages will be posted, depending on flags.

Valid state(s) to issue:
gall—stats 3

CCST_CONNECTED

channel state

CHST_OPEN

State after execution:
call state:

- CCST_CONNECTED

chmelststg

CHST_SEND (FOR OUTGOING CHANNEL)
CHST:RBCV (FOR INCOMING CHANNEL)
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Return valuesi

CE_OK'
CF_ERR_HANDLE
CF_ERR:STATE .
CF_ERR:CHAN_NUMBER

Callback routine format: .
FuncName(UINT _Message, WPARAM wParam, LPARAM lParam)

Message: The message type
wParam: Word parameter passed to function
lParam: Long parameter passed to function (TransID)

NOTE that the callback function-parameters are equivalent to the
second. third, as fourth parameters that are delivered to a
WindOngeSSage handler function (Win 341).

Status Messages: none

Peer Messages: none

CF_Closechannel
This routine will. close a network channel that was opened by
CF_Acceptchannel or CF_OpenChannel. The handler for this channel
is automatically de-~registered.

'Cstatus CF;CloseChannel(HCHAN hChan, DWORD dwTransID)
ingut - _

hChan: _ ' handle to the Channel to be closed.

dwTransID: An application defined identifier that is returned
with the response notification.

Valid state(s) to issue:
lel state

CCST_CONNECTED

channel state

CHST_SEND; CHST_RECV, CHST_OPEN

State after execution:

gall_§tetsr
CCST_CONNECTED

sirnnrat_etete .

CHST_CLOSING
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Return values:

CF_OK
CF:ERR_HANDLE
CF:ERR:STATE

Status Messages:
CFM_.CHAN_CLOSE_NTFY:

Peer Messages: ‘
' CFM_CHAN_CLOSE_NTFY:

DatavExchange

All the data- communication is done in "message passing" fashion
This means that any send will satisfy any receive on a specific

channel, regardless of the length of the Sent data and the
receive buffer length. If the length of the sent mesSage iS'
greater than the length of the posted receive buffer the data

will be truncated.

All these calls are "asynchronous", which means that the data in
the send buffer must not be changed until a CFM_DATA_SEND_NTFY
notification has been Sent to the application,_ and the contents of
receive buffer is not valid until a CPM_RECV_COMPLETE_NTFY has been
received for that Channel. . .

CF_SendData

Send data to peer. If there are no receive buffers posted on the

peer machine; the data will be lost.

CStatus CF_SendData(HCHAN hchan, LfSTR lpsBuffer, WORD Buflen,DWORD dwTransID)

ingut

hChan: Handle to the channel.
lpsBuffer: A pointer to the buffer to be sent.

Buflen: v The length of the buffer in bytes
dwTransID: . This is a user defined transaction ID which will

be paSsed to the channel handler along with other
statUS message data to identify the transaction

vthat the response belongs to.

Valid state(s) to issue:

call state ‘
CCST_CONNECTED

channel_etate
CHST_SEND
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State after execution:
call state _ '

CCST;CONNECTED

W
CHST_SEND

Return values:

CF_OK_
CF__ERR_CHAN_NUMBER
CF_ERR_—STATE ,
CF:CHAN_TRAN_FULL (Channel transaction table full)

Status Messages:
CFM_DATA__SENT~_NTFY .

Tells the application that the data has been extracted
from the buffer and it is available for reuse.

CFM_DATA_LOST_NTFY
This measage will be delivered to the caller if the
data could not be sent. -

Peer Messages:
CFM_RECV COMPLETE_NTFY

indiCates that data was received.

CFM CHAN_DATA_LOST_NTFY
this message will be delivered to the peer if there are
no Rechata Calls pending. ,

CF_RecVData

Data is received through this mechanism. Normally this call is
issued in order to post- receive buffers to the system. When the
system has received data in the given buffers, the Channel
Handler will receive a CFM_RECV_COMPLETE_NTFY.

CStatus CF_Rechata(HCHAN hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID)

inut H . v .'hChan: Handle to the channel. ‘
lpsBuffer: A pointer to the buffer to be filled in.‘
Buflen: The length of the buffer in bytes. Max. bytes to' receive.

dwTransID:. This is.a user defined transaction ID which will
be pasSed to the channel handler along with other

status message to identify the transaction that
the response belongs to.
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Valid state(s) to issue:
call state

CCST_CONNECTED

channel state
CHST_RECV -

State after execution:
call state (

CCST_CONNECTED

channel‘stgtg
CHSTLRECV

Return values:

CF_OK -
CFfiERR_CHAN_NUMBER
CF_ERR_STATE -*_ ' A
CF_CHAN_TRAN_FULL , (Channel transaction table full)

Status Messages:g
CFM_RECV_COMPLETE_NTFY

indicates that data was received.

CFM_CHAN_DATA_LOST_NTFY ‘ ‘
‘ indicates that the buffer was too small for an incoming

data message, or some other data error. The contents of
the data buffer are undefined;

Peer MesSages:
none

Communication Control & Statistics

CELFet

ChanInfo" , . .
This function will return various statistical information about a
channel. 'For examples: Bandwidth information, number of
Sends/secondh number of reoeives/second, etc. Full set of
statistical information will be defined at a later time.

CStatus CF_GetChanInfo(HCHAN hChan, LPCHAN41NFO lpCsInfo)

inset
hChan: Handle to the specified Channel

lpCsInfo: Pointer to a CHAN_INFO struct.
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Valid stateKS) to issue:
call state V ‘

CCST_CONNECTED

channel state .

Any except CHST_NULL, CHST_READY

State after execution;call»state

CCSTLCONNECTED

channel.state
UNCHANGED

Return values:

' CF_OK V
CF~ERR_CHAN_NUMBER

Status Messagesé none

Peer Messages: none

Capture, Record & Playback

These "conveniendé" Calls will provide the application the
ability to capture, record, and playback the audio/video streams
from the specified source (e. g. , from the local Audio/Video RN or
from the Network) and/or to the specified sync (e.g., local
Audio/Video HW, File, or Network).

cr_capuon

This function starts the capture of video.signals from the local
camera and displays them (via the HW "monitor" function) in the

local_video_window which is pre—opened by the application. Also,
it starts t_he capture of audio signals from the local microphone
and plays them back through the local speaker. Note that as part

of the capture function, this fimggégbg" funCtion is slightlydifferent from the.“play" function' ' later in "CF_P1ayRCVd"
and "CF4PlayStream". The'flmohitOI" function is a low—overhead
display. operation »supported =by the Video hardware that moves
uncOmpressed.digital video from-camera to the monitor screen;
Therefore, this function only works EOr local video stream. For
the remote video stream received from the network, the "Play"
function must be used to display it on the screen (see later
section for more details) Also:, the monitor function can be turned
on/off later using'CF_ControlStream calls.
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This function allows the user to preview his/her appearance and
sound before sending the signals out to the remote.

CStatus CF_CapMon (HWND hWnd, LPHSTGRP lphStgrp, lpAInfo, 1pVInfo)
input " ‘

hWnd:' - handle to the local_video_window pre—opened-by the
‘ application .

lpAInfo: Pointer to AINFO structure describing AudiO'stream
. ‘ attributes‘ _ ,

lpVInfo: Pointer to VINFO structure describing Video stream
' . attributes ,

output > . '
lphStgrp: pointer to the handle of a stream group to be

‘ - -Captured

Valid state(s) to issue:

CSST_INIT'

State after execution:
CSST_ACTIVE -

Return>values:

CF__OK
CF_ERR_TOD_MANY_CAPTURE ~
CF_ERR_HANDLE
CF_ERR_RESOURCE;FAIL

cs'_21‘a‘yncvd

This function Starts the reception-and-display (via the software
"Play" function) of remote video signals in the remote~video_window
which is pre-opened by the application. Also, it starts the
reception and play of.remote audio signals back through the local
speakers;' The "Play" funCtion that is automatically invoked as
part of this function can be later turned on/Off by the application
by issuing calls to CF_PlayStream.

Note that the call can only be correctly issued after the phone
connection is made. 'Otherwise, "CF_ERR_STATE" will be returned by
the call. Also, .

CStatus CF_PlayRcvd (HWND hWnd, HCALL hCall; LPHSTGRP lphStgrp)
input ' ‘

hWnd: handle to the remote_yideo_window~pre-opened by the
' appliCation . ,

hCall: handle to the call _
lpAInfo: Pointer to AINFO structure describing Audio stream

‘ .attributes , V .

lpVInfo: Pointer to VINFO structure describing Video streamattributes ’
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output .
lphStgrp: pointer to the handle to a stream group to be

received

Valid state(S) to iSSue:
. CCST_CONNECTED & CSST_INIT

State after execution:

CCST_CONNECTED & CSST_ACTIVE

Return values:

CF_OK
CF_ERR_HANDLE
CF_ERR:STATE
CF__ERR_RESOURCE_FAIL

CF_PlayStream

This function starts or stops playing the captured video and
audio streams of a specified stream group

CStatus CF_PlayStream (HWNb hWnd, HSTGRP' hStgrp, Word wFlag)
input

hWnd: handle to the "Play" window pre- opened by the
application “

hStgrp: handle to the stream grOup
wFlag : Start/stop flag

Valid state(s) to issue:

CSST__ACTIVE ‘

State after execution:

CSST;ACTIVE

Return values:

CF_OK
CF_ERR_STATE
CF_—ERR_STRGP
CF:ERR:HANDLE
CF:ERR_RESOURCE_FAIL

CF*Recordstream

This function starts c: stops recording the captured video and
audio streams of a specified stream group into a specified file.
Currently, the only suppdrted file format is AVI File Also,
recording streams in a file will overwrite, instead of append, to
an existing file
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CStatus CF_RecordStream (HSTGRP hStgrp, Word wFormat, WOrd wFlag,
' LPSTR lpFile)
input '
hStgrp: handle to the stream group
wFormat: ' the file format for recording
wFlag : start/stop flag
lpFile: the pathname to the AVI file to record the A/V

streams.

Valid staté(é) to issue:
CSST_ACTIVE L

State after execution:

CSST_ACTIVE '

Return values:

CF_OK
vCF_ERR_STATE
CF_ERR_STRGP
CF_ERR_RESOURCE_FAIL
CF__ERR:FILE

Stream.Contro1 & Status

These "convenience“ calls will provide the application the

ability to control and obtain the status information of the
specified stream group.

CF_Controlstream

This function set the parameters to cOntrol the capture or
playback functions of the local or remote video and audio stream
groups.

CStatus CF_ControlStream (HSTGRP hStgrp, WORD wfield, LPAVCB
lpAvcb )
input .
hStgrp: handle to a stream group
wfield: field of the AVCB to be modified, the valid fields

- for local and remote AVCB are listed below:
‘ TED

lpAvcb: Pointer to the AVCB

Valid state(s) to issue:
all states except CSST_INIT

State after execution:

unchanged
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Return valués:
CF OK

CF_ERR FIELD'
CF:ERRSTRGP
CF_ERR_STATE
CF_“ERR:RESOURCE_FAIL

CF;GetStreamInfo

This function returns the current state and the AVCB,

preallocated by the application, of the specified stream groups.
. . LPWOR): 1

CStatus'CF_GetStreamInfo (LHSTGRP hStgrph£9W9fiB lprtate, LPAVCBlpAvcb)
input p

hStgrp:v handle to a stream group

' gutgut
lprtate: return current application state
lpAvcb: return the pointer to the AVCB preallocated by the

' - application.

Valid State(s) to issue:
all states

State after execution:

unchanged -

Return values:
CF._OK '
CF_ERR_RESOURCE_FAIL

CF_DestroyStreem

This fUnctiOn destroys the specified stream group that was
created by CF_CapMon or CF_PlayRcvd As part of. the destroy
process, all operatiOne (e- g. , sending/playing) being performed
on the stream group will be stopped and all allocated system
résources‘will be freed.

CStatus CF_DestroyStream (HSTGRP hStgrp)
isms

hstgrp: p handle to a stream group to be destroyed

Valid state(s).to issue:
All stream states except CSST_INIT

State after execution:

CSST_INIT
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Return values:

CF_OK . ,
CF_ERR_STGRP

Network Linking

These "convenience" calls will provide the application the
ability to.start/stop sending active captured audio/video streamsto the network.

CF_SendStream

~This function starts or stops sending the captured video and
audio streams of a specified stream group to the remote.

CStatus CF_SendStream (HCALLthall, HSTGRP hStgrp, Word wFlag)
input
hCall : V handle to the Call
hStgrp: handle to the stream group
wFlag : start/stop flag

Valid statels)‘to issue:
CSST_ACTIVE

state after execution:

CSST_ACTIVE'

Return values:

CF_QK. ' '
CF_ERR_STAT
CF_ERR_$TRGP
CF;ERR_CALL
CF_ERR_RESOURCE_FAIL

CF_Hute

This function steps or resumes sending the captured video and
audio streams of a-Specified stream group to the remote site.

CStatus CF_Mute (HCALL hCall; HSTGRP hStgrp, Word wFlag)
input , -
hCall : handle to the call

hStgrp: handle to the stream group
wFlag : start/stop flag

Valid state(s) to issue:
CSST_ACTIVE
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State after execution:

CSST_ACTIVE

Return values:

CF_OK
CF;ERR_STATE
CE_ERR_STRGP
CF__ER.R__CALL -
CF_ERR_RESOURCE_FAIL

Frame Grabbing

CF_SnapStream

'This function takés_a snapshot of the video stream of the
specified Stream group and returns a still image (reference)
frame in_a buffer allocated by the VCI DLL to the application.
Currently, the only supported image format is DIB.

CStatus CF_SnapStream (HSTGRP hStgrp, WORD WFormat, LPDWORD
lpdwbufsize, LPBITMAPINFO lpDib)
ingut .

hStgrp: handle to a stream group
wFormat: still image format )

outgut .
lpdwbufsize: size ef the returned buffer;
lpDib: pointer to the DIB buffer allocated by the VCI

DLL. ‘

,Validjstate(s) to-issue:
CSST_ACTIVE

State after exeCution:

'unchanged

Return values:

CF_OK
CF_ERR_STATE
CF_ERR_STRGP‘

.CF_ERR_BUFFER-
CF_ERR_INSUFF_BUFSIZE
CF_ERR;RESOURCE;FAIL

The mesSages utilized by conferencing API 506 are defined as
follows:
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This section describes the messages generatea by VCI and the
parameters that are passed along with them.

Call Messages

CFM_CALL_NTFY

This is a notification meSsage that the system has just received
a call request initiated from the remote site.

CFM;CALL_NTFY

W
wParam HCALL handle to the call. This handle

' should be used to accept/reject the
call.

lParam LPV_GBACK v pointer to a structure containing

incoming call info:
LPADDR Pointer to address

. of Caller

LPCONN_CHR Pointer to
‘ Connection

Attributes

}

Valid Call States To Receive the Notification:
CCST_IDLE

State after receiVing the meSsage:
. CCST_CALLED

CPM_PROGRESS_NTFY

This is a notification message that returns the status of the call
' in progress from the phone system.

CFM_PROGRESS_NTFY

Returned Parameters
wParam HCALL handle to the call in progress

lParam. DWORD " substate of the call

Valid wSubstate values:
CF'PRosgDIAL_TONE
CF__PROG_DIALING

'CF_PROG_RINGBACK
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Valid Call States To Receive the Notification:
CCST_CALLING‘ '

State after receiving the meSsage:
.CCST_CALLING '

CFM_ACCEPT_NTFY

The remote site has accepted the call request issued locally.

CFM_ACCEPT_NTFY

Returned Parameters
wParam HCALL ‘handle to the call.

lParam LPV_CBACK pointer to a structure containing call

info:
LPCONN_CHR Pointer to

‘Connection
‘ Attributes

LPABBUSCARDINFO Pointer to
v BusinessCard info of

‘ peer '

LPMTYPE Pointer to Media
Types structure

}

Valid Call States To Receive the Notification:
’ CCSI;ACCEPTING/CCST_CALLING

State afiter_receiving the message:
CCST_CONNECTED

CFM_REJECT_NTFY

The connection/call can not be made due to the situation
described in the substates.

CFM_REJECT_NTFY

Returned Parameters
lParam DWORD substate of the call

Valid wSubstate values:

CF;REJ;TIMEOUT_
CF_REJ_ADDRESS
CF__REJ__NETWORK__BUSY
CF_REJ_STATION_BUSY
CF_REJ_RESOUCE_FAIL
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'Valid Call States To Receive the Notification.
CCST‘CALLING

State after receiving the message:
CCST_IDLE

CFM_HANGUP;NTFY

The remote site has hung up the call, or this is a response to a
locally initiated Hangup..

cFM_HANGUP._NTFY,

Returned ?arameters ,' _
wParam HCALL' handle to the call

Valid call States To Receive the Notification:
CCST_CONNECTED and CCST_CLOSING

State after receiving the message:
CCST_IDLE

Channel Messages

The following messages are generated in respbnse to the various
channel relatedfunctions as described with the function
definitions. v

CFM_CHAN;ACCEPT;fiTFY

This is a notification message indicating that the peer has
accepted the Open Channel requeSt (via issusing a
CF_Accept_Channel call).

CFM_CHAN_ACCEPT_NTFY

Returned Parameters

wparam HCHAN V Handle_to the channel to be used
‘ ' subsequently by the application.

lParam DWORD . . , TransID provided by the application,
that identifies the application

Vtransaction related to this
notification.

Valid States To Receive the Notification:
call state. V

CCST_CONNECTED'
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channel state

CHSTfiOPENING

State after receiving the message:
call state. _

CCST_CONNECTED

channeLatate
'CHST__OPEN

cm_CHAN_REJ'E1CT_NTFY

This is a notification measage indicating that the peer has
rejected the Open Channel request (via issuing a.
CF_Rejectchannel).

CFM_CHAN_REJECT_NTFY

Returned Parameters

. lParam. ' DWORD Trans ID provided by the application,
that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification: .
call state

CCST_CONNECTED

w
CHST_OPENING

State after receiving the message.call state

CCST_CONNECTED

channel state

CHST_READY

CFM_CHAN_TIMEOUT_NTFY

This is a notification meSSage indicating that the peer has
failed to anewer the Open Channel request before the local timer
expires. '

CFM_CHAN_TIMEOUT_NTFY
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Returned Parameters .

lParam DWORD TransID provided by the application,
that'identifies the application
tranSaction related to this
notification.

Valid State: To Receive the Notification:
call state

CCST_CONNECTED

channel state.

CHST;OPENING

State after receiving the message:
call state . ,

CCST4CONNECTED

” CHST_READY

CFM_CHAN_._OPEN_NTFY

This is a notification message indicating that the peer has
initiated an Open Channel request (via issuing a CF_Open_Channel

call)._ ‘

CPM_CHAN_QPEN_NTFY

Beseaeee_ze£eaeteta - _
wParam - HCHAN ‘ Handle to the Channel to be used

' subsequently by the application.

lParam LPV;CBACK Pointer to info about incoming channel

' . fequest ’
DWORD TransId (to be used in

Accept/Reject Channel)
HCALL Handle to Connection

' LPCHAN_INFO Channel Info passed by
peer

}

. Valid States To Receive the Notification:call state

CCST_CONNECTED

channel state

CHSTLREADY
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State_after receiving the message:
call state .

‘ CCST_CONNE CTED

channel state V ,_
CHST_RESPONDING

CFM_CKAN_CLOSE NTFY

This is a notification message indicating that the peer has
initiated a Close Channel request (via issuing a CF_Close_Channel

call) This may also be in response to a locally initiated CloseChannel.

CFM_CHAN_-CLOSE_NTFY

Returned Parameters
wParam -HCHAN ’ Handle to the Channel

lParam DWORD If the callback is,a remote Close
'indication, lParam = 0

If the callback is a response to a
locally initiated CloseChannel
lParam = TransID specified by app.

Valid States To Receive the Notification:call State

CCST_CONNECTED

CHST_SEND, CHST_._RECV, easy-open

State after receiving the message:
22.11.5122: .

CCST_CONNECTED

' sharing—Was
CHST_READY

cm_mm_sawry“!

This is a notification message indicating that the data in the
buffer has been sent- out (via the previous call to the
CF_Send_Data). 9 The data buffer used in the CF_Send_Data is now
available for reuse.

CFM_DATA;SENT_NTFY
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Returned Parameters _ .

wParam WORD, The actual number of bytes sent.
'lParam DWORD TransID provided by the application, that

» identifies the application transaction
related to this notification.

Valid States To Receive the Notification:
call state.

CCST_CONNECTED

thermal—mg
CHST_SEND

State after receiving the message:‘call state

CCST_CONNECTED

channel'state
CHST_SEND

CFM_RCV_CQMPLETE_;NTFY

This is'a notification message indicating that the system has
received. data in the buffer poeted by the application (via

issuing CF_Rechata Calls)

CFM_RCV_COMPLETE_NTFY

Returned Parametegs . . . -
wParam ' WORD_- _The actual number of bYtes received
lParam DWORD - TranSID provided by the application,

' that identifies the application
tranSaction related to this
notification.

Valid States To Receive the Notification:
sells—maize

-_ccs'rCONNECTED

channel state

CHS'I'._RECV

State after receiving the measage:
new .

CCST_CONNECTED

channel state

'CHST_RECV
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CFM_DATA_LOST;NTFY

This is a notification message indicating that the data sent is
lost because the peer had no data buffers available to receive
it. This message will be delivered to both the sender and the
receivervappliCations.

CFM4DATA_LGSTLNTFY

Returned Parameters v _
wParam ' WORD V Number of bytes lost
lParam DWORD ' TransID provided by the application,

’ .’ that identifies the application
tranSaction related to this

notification.

 

Valid States To Receive the Notification:
call state . v

CCST_CONNECTED

sheseelistate
CHST_SEND

‘CHST_OPENV

State after receiving the message:
call state

CCST_CONNECTED

 

channel State
UNCHANGED

 

Video API Data Structures, Functions, and Messages

Video API 508 utilizes the following data types:

VSTATUS Video subsystem_interface return status type.
_ WORD (16-bit) value. , _'

HVSTRM Handle to a video stream '
LPHVSTRM Pointer to the handle to a video stream
LPVINFO Peinter to'a video information (VINFO) structure
HVCCB Handle to the Video Configuration Control Block

(VCCB) . V
LPCHANID Pointer to the network channel ID (CHANID)
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Video API 508 utilizes the following structures:

3.1.2. Structure Types

VINFO (Video Stream Information)

» WORD wType Local or remote video
- stream

» WORD , wReserved DWORD alignment, future
, use

» DWORD dwFlags Flags bits: various
‘ exclusive attributes

» WORD wContrast Contrast adjustment

» WORD wTint Color adjustment
» WORD wSaturation. Saturation value
» WORD wBrightness Brightness adjustment
» WORD , wDiSplayRate Monitor/Playback window‘

- ' v . Blt rate; <= IRV frame
. , : rate, ; ”

» WORD wReservedZ DWORD alignment, future
use

» Union _ . .
» ' // loca1_video stream
» Struct ‘ { - i g : .
» WORD ' wCaptureSource Video capture source

» ' ' , .. (placeholder)
» WORD wCaptureFormat Video Capture format
» ' , (IRV, YUV-9, etc.)
» DWORD wCaptureDriver Four CC code
» WORD. wDataRate. , Maximum video data rate

' V” (kbits/sec)
» WORD " wMaxFrameRate, 1-30 -
» WORD . wQualitYPercent 0e100; 0 e Lowest

quality, least

» ‘ , number of frames
'». dropped; 100 e

» ' Highest quality,
» . most number-of

» . frames dropped
» } local ‘ ‘ ‘
» // remote video stream

» struct { 'fi '
» WORD »' wPlaybackTarget Video playback

.» ' - hardware .
» , (placeholder)
» WORD wReserved Alignment, future
» use

» } remote»

» HASTRM hAStrm ASSOCiated audio

» ’ Stream. as needed

.»}
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Video API 508 utilizes the fOIlowing censtants:

Constants

State values: ' .

VSI_INIT ' Init state
VVST_OPEN J Open state
'VST4CAPTURE Capture state
vsT_PLAY ' Play state
VST_LINKIN Link In State
VST:LINKOUT ' Link Out state
VSTCERROR - ErrOr state

Status Values - )V OK for successfulo rn (— 0v:ERR general errorflegéégeaiin the system
V_ERR_VINFO invalid VINFO
V_ERR_HWND ’ invalid window handle
v:ERR:STATE invalid Stream state to isSue this

function:;

V_ERR_HVSTRM invalid stream handle
v_ERR:CHANID invalid network channel
V_”ERR_RSCEAIL syStem resource failure
V_ERR_FLAG duplicated operation or invalid flag
v“ERRFIELD invalid'VINFo field

The functions utilized by video API 508 are defined as
follows:

VOpen'

This function opens a video stream. An info structure specifies
stream attributes. = Caller specifieswindow messages or callback
function for stream event nOtification. Stream event
notification is TBD.

VSTATUS VOpen (LPVINFO lpVInfo, LPHVSTRM lphVStrm, DWORD
dwCallback,

DWORD dwCallbackInstance, DWORD dWFlags,
int far * lprield)

31.21.11: v

lpvinfo: . pointer to the video information structure, VINFO,
with specified attributes. If a NULL LPVINFO is

lspecified, the default attributes set up as part
of configuration will be used

dwCallback: Specifies the address of a callback function or a
handle to a window. In the case of a window, the
low—order word is used.
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Messages sent to a callback function are similar
to messages sent to a window, except they have two
DWORD parameters instead of a UINT and a DWORD
parameter, See the Microsoft Multimedia

Programmer's Guide, pp. 5—10,fdr.guidelines in
writing a callbaCk function.

dWCallbackInstance:
Specifies user instance data passed to the
callback. UnuSed if dwCallback is a window.

dwFlags: V0pen flags parameter; flag values OR’ d into
parameter.
For parameter dwCallback, values are:

‘ CALLBACK_FUNCTION-indicates callback function
used.
CALLBACK_WINDOW indicates window handle.

outgut ‘ . V . _ V
VSTATUS: returned parameter; see return values,. below.

lpthtrm: pointer to an opened video stream handle, returned
. - if VSTATUS=V_OK.

lprield: '1 a field in VINFO was incorrect. This parameter is
valid only when VSTATUS returns the Value:
V;ERR_VINFO. A —1 indicates VINFO was more
generally in error.

Valid state(s) to isSue:

VST_INIT

State after successful execution (V_OK):
VST_OPEN

Return values: . 1 a
V_OK : fer successful return (=0)
V__ERR_VINFO : inValid VINFO.‘ .
V_ERR:RSCFAIL : system rescurce failure

3.3.2. VCapture

This fundtion starts/stops capturing a video stream from a local
video hardware source, such as a video camera or VCR. The

captured video can be displayed_in a Window by using the VMonitor
function. A--capture sOurce is not explicitfily defined but
implied to be the lotal video capture hardware and driver.

VSTATUS VCapture(HVSTRM hVStrm, BDOL bFlag)

 
HUAWEI EX. 1016 - 626/714



HUAWEI EX. 1016 - 627/714

5,488,570
203 204

input ‘,

hVStrm: handle to a video stream. p
bFlag: On/Off flag. Off=FALSE and On=TRUE.

valid state(s) to issue: .

VST40PEN ' (VCathre - on)
VST_CAPTURE (VCapture - off)

State after execution: ,
VST_OPEN . -> VST_CAPTURE
VST;CAPTURE -> VST_OPEN

Return values:

V_OK' : for successful return (=0)
V;ERR_STATE : invalid stream state to issue this function
V_ERR;HVSTRM‘ : invalid stream handle
V_ERR_RSCFAIL : system resource failure

VHonitor

This function starts/stops menitoring (displaying video in a
window) a'video stream captured frOm local video camera or VCR.
The capture source is specified in the VCapture function; see
above;

VS'I'ATUS VMcnitor(HVSTRM hVStrm, HWND hWnd, BOOL bFlag)

ingut ,

hVStrm: handle to a video stream. ,
hWnd: handle to a window, pre-Opened by the app, in which

monitoring is to take place.
If bFlag=FALSE, then the previously specified monitor

.window is! disassociated from the stream (and the
. specified window is ignored).
bFlag: On/Off flag; Off=FALSE and On=TRUE.

Valid state(s) to issue:

VST__CAPTURE/VST_LINKOUT

State after execution:
unchanged

Return values: ”

V_OK ' : for suCCessful return
'V;ERR_STATE : invalid stream state to issue this function
V_ERR_FLAG : duplicated operation
V_ERR_HVSTRM : invalid stream handle
v_ERR_HWND : invalid window handle
V_ERR_RSCFAIL : system resource failure
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3.3.4. VLinkOut

Link a network video sink to a video stream for remote
transmission.. Usage: Local capture to network output.

‘VSTATUS VLinkOut(HVSTRM hVStrm, HCHAN hChan, 3001 bFlag)

input
hAStrm : handle to the video stream.
hChan : channel handle of the video output sink.

‘ If bFlag=FALSE, then the previously specified
channel is dissesociated from the stream (and the

specified channel is ignored).
bFlag : link or unlink flag. Link=TRUE; Unlink=FALsE.

Valid state(S) to issue:
VST CAPTURE (VLinkOut — link)

VST_LINKOUT (VLinkOut - unlink)

State after execution:

VST_CAPTURE —> VST_LINKOUT
VST_LINKOUT -> VST_CAPTURE

Return values: ,

V_OK ' : for successful return
V_ERR_STAIE : invalid. stream state

V;ERR;CHANID ,: invalid network channel for video output. , source

V_ERR_RSCFAIL : system resource failure

3.3.5. VLinkInr

Link a network video source to a video stream for playback.
Usage: Network input to local playback.

VSTATUS VLinkIn(HVSTRM hVStrm, HCHAN hChan, BOOL bFlag)

input . .
hVStrm: handle to the video stream.

hChan: channel handle of the video input source.

'If bFlag=FALSE, then the previously specified channel
is disassociated fromvthe _Stream (and the specified
channel is ignored).

bFlagi” link or unlink flag. Link=-TRUE; Unlink=FALSE.
If FALSE, then ChanId is disassociated from the stream.

Valid state1s) to issue:

VST__OPEN VLinkIn — link)
VST_LINKIN VLinkIn - unlink)

HUAWEI EX. 1016 - 628/714



HUAWEI EX. 1016 - 629/714

5,488,570

207 208

State after execution: .

VST_OPEN -> VST__LINKI
VST__LINKIN —> VST_OPEN

Return values: - ,

V_OK : for successful return
V_BRR_STATE : invalid stream state
V_ERR_QHANID : invalid network channel for video inputV source

V_ERR;RSCFAIL : system resource failure

3.3.6. VPlay

This function starts/stops playing a linked-in video stream by
consuming a Video stream from a video network source and
displaying it in a window. Specifics of the video network source
are assigned the stream using the VLinkIn function; see above.

VSTATUS VPlay(HVSTRM hVStrm, HWND hwnd, BOOL bFlag)

inEut U
hVStrm: handle to the video stream.
hWnd: handle to a window pre-opened by the app.
bFlag:. start play or Stop play flag. P1ay=TRUE; Stop

Play=FALSE . >
If stop play, then hWnd is disassociated from the
stream (and the speCified window is ignored).

Valid state(s).to issue:

VST_LINKIN (VPlay — on)
VST_PLAY (VPlay -_ off)

State after execution: , ,

VST_PLAY. -> VST__LINKIN
VST_L:NKIN -> VST_PLAY

Return Values:
- v_01<

v ERR_STATE

for successful return
invalid stream state to issue this function

u

v:ERR_Hvs'I‘RM , : invalid stream handle
V_ERR_RSCFAIL : system resource failure
V_ERR_FLAG : duplicated operation

VPause

This function pauses or unpauses a video stream captured or
played locally.
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NOTE: This function is currently unimplemented. Its function has
been found to be available via combinations of the other stream

functions. To pause a loCal stream, use VMonitor (off); to pause
the remote stream,.use VPlay (off). To mute the local video
stream. at the remote eite, use VLinkOut (off).

VSTATUS VPause(HVSTRM hVStrm, BOOL bFlag)

Lam -

hVStrm: handle to the video stream. V
bFlag: PauseOn/Pauseoff flag. PauseOn=TRUE; Pauseoff=FALSE.

Valid stateIS),to issue:

vsT__CAPTURE
VST_PLAY
VST_LINKOUT

State after execution:

Unchanged

Return values:, _
V_OK . : for successful return
V_ERR_STATE ' : invalid stream state to issue this function
V_ERR_HVSTRM‘ : invalid‘Stream handle
V;ERR_FLAG : duplicated operation
V;ERR;RSCFAIL : system resource failure

3.3.8. VGrabframe

This function grabs the most current still image (key frame) from
a specified video stream.- The frame is returned in a DIB format.
VGrabframe allocates the DIB bits buffer, and the user must free
it. The user provides the DIE BITMAPINFO structure, of maximum
extent, which is of fixed length.

VSTATUS VGrabframe(HVSTRM hVStrm, LPSTR FAR *lplpvbits,
LPBITMAPINFO lpbmi)

input _
hVStrm: handle to the.video stream. ,
lpbmi: pointer to a DIE BITMAPINFO structure. The

BITMAPINFO must have an extent equal to a
bmiColors array with 256 entries, giving a
BITMAPINFO structure of maximum length.
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QBEEQE

lplpvbits: pointer to a pointer to a DIB image buffer that is
allocated by the video manager and freed by the
application.v Windows GlobalAlloc (with memory
attributes GMEM;MOVEABLE } GMEM*SHARE) and
GlobalLock are used to allocate the DIE bits
memory. » ‘

Valid state(s) to issue:
VST-MONITOR

VST:PLAY

State after execution:
Unchanged

Return values:

' V;OK : for successful return
V_ERR_STATE : inValid Stream state to issue this function
V;ERR_HVSTRM_ : invalid stream handle
V_ERR_RSCFAIL : system resource failure

VCntl

This function controls a video stream by adjusting its parameters
(e.g., Tint/Contrast, Frame/Data Rate).

VSTATUS VCntl(HVSTRM hVStrm. LPVINFO lpVIhfo, WORD wField)

input -
hVStrm : handle to the video stream

225225

lpVInfo : pointer to the video information structure, VINFO,
that was preallocated by the apps, but filld by the
vide manager. .

wField : field value to be changed.

Valid state(s) to issue:

all states except VST_INIT

State after execution:

unchanged

Return values:

V_OK : for successful return
V_ERR_HVSTRM : invalid Stream handle
V_ERR_STATE invalid stream state to issue this function
V‘_ERR_FIE‘.LD- invalid VINFO field
V_ERR_LPVINFO invalid VINFO pointer
V_ERR_RSCFAIL : system resource failure

A:uu
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3.3.10. VGetInfo

This function returns the status of a video stream.

VSTATUS VGetInfO(HVSTRM hVStrm, LPVINFO lpVInfo, LPWORD lprtate)

hVStrm: handle to the video stream.

output . « p
lpVInfo: lhandle to the video information structure, VINFO, that

. was preallodated by the apps, but filled by the video
-manager

lprtate: pointer to a WORD where the state of the specifiedstream can be returned.

Valid state(s) to issue:

all states except VST_INIT

State after execution:

unchanged

Return values:

V_OK ‘: for successful return
. V—_ERR_STATE : invalid stream state to issue this function

V:ERRHVSTRM : invalid stream handle
V_ERR_LPVINFO : invalid VINFO pointer

VClose

This funCtion closes a video stream and releases all system
resources allocated for the stream.

VSTATUS VClose(HVSTRM hVStrm)

issue

hVStrm: handle to the video stream.
Valid state(s) to issue: -

All STATES except in VST_INIT

State after execution:
ST_INIT

,Return values:
V_OK : for successful return
V_ERR_HVSTRM : invalid stream handle
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3.4. Video Subsystem Functions

The subsystem functions are used to manage and return infiermation
about the video subsystem as a whole. This includes subsYstem
initialization, shutdown, and cost, or utilization, information.

3.4.1.' V'Init

This function initializes the video subsystem. Capture and
playback applications can be Started. Windows INI file entries
are used to configUre the subsystem.

Subsystem initialization also includes the meaSurement of the CPU
and disPlay subsystem (graphics adapter) in order to provide
video cost information; see VCost, below.

VSTATUS ‘VInit (denitFlags)

input V . v ~
denitFlags: initialization flags. Flag bits are OR’d

to determine interface options. Current
flag>bitS'are:

VM_CAPT_INIT: start capture
- application

VM_PLAX_INIT: start playback
application

Return values: v _
V_OK: for successful return
V_ERR: general error

3.4 .2. vshutdow'n

This function uninitializes, or stops. the video subsystem.
Capture and playback applications are stopped.

VSTATUS VShutdown()

Return valués:

V_OK: for successful return
V_ERR: . general error

VCost

This function gives the percentage utilisation of the CPU
required to support a given video stream;

"Cfl
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The function can be called repeatedly, and at any time after the
video manager is initialized (VInit called).' Repeated calls can
be used to determine an "optimal" configuration of local and
remote video windoWs.

VSTATUS VCost(wRes, wDispFreq, wFrameRate, wFormat, dwFlags,
1prost) , . .

i put ,
wRes: . resolution of a video display window.
wDispFreq:‘ display frequency of a video display window.

' Display frequency is a function of the
'FrameRate. '

1 = All frames; 2 = Every other frame; 3 =
Every third frame; etc. 0 = no frames
displayed. '

wFrameRate: captured video frame rate (fps). For IRV, this
' is typically 10715 fps.

wFormat: defines the video compression algorithm.
. Currently supported values are:

CAPT_FORMAT_IRV
CAPT_FORMAT_YUV

dwFlags: Flags which further specify specific video
attributes. _

Currently suppported values are:
‘ LOCAL_STREAM (=0x1)

. REMOTE_STREAM (=0x2)
These values specify whether the video in
question originates locally or remotely.

output , ‘ . ,
lprost: pointer to a WORD where a syStem utilization

value can he returned. The value returned is a-

system utilization percentage. It is 0 or
greater. Values greater than 100 can be
returned.

Return values: . p

V_OK: y for successful return
V_ERR: general error

Audio API Data Structures. Fimctionsl and Messages

Audio API 512 utilizes the following data types:

HASTRM Handle to an audio stream

' LPHASTRM' Pointer to the handle Of an audio stream
AINFO Audio information structure
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Pointer to an audio information structure
1 Audio Compression ContrOl Block

Pointer to the Audio Compression Control Block
Audio Device Capabilities structure
Pointer to the Audio Device Capabilities structure
Status code returned by Audio Subsystem

Audio API 512 utilizes the following structures:

ADevCaps

OUT WORD

OUT WORD

OUT WORD

OUT char

OUT DWORD

OUT WORD

IN WORD

OUT WORDV

IN LPACCB

wVerSion

wMid

wPid ‘

saname[MAXPNAMELE
N]

dwFormats

wChannels

‘nAcceptCoders

nRetUrnCoders

lpACCB

version of the audio
manager

Manufacturer ID

Product ID

NULL terminated string
containing the name of
the audio manager

Sample wave formats

supported by subsystem
when no compression is
used

Number of audio channels

supported by driver
(memo (1) or stereo (2))

Size of ACCB array
referenced by lpACCB

Number of ACCB
structures returned in

ACCB array referenced by
lpACCB

Pointer to an array of

ACCB strucgurgéceihereshould beA
structure per supported
compression algorithm.

ACCB (Audio Compression control Block)

char szProdName[MAXCOMP Name of
RESS] Compressidn

Algorithm

HUAWEI EX. 1016 - 635/714



HUAWEI EX. 1016 - 636/714

221

WAVEFORMAT

WORD

WORD

WORD

WORD

5,488,570

wf

wBitsPerSample

chxtreSize

wAngompRation

samplesPerFrame

222

WaVe format as
defined Hieroaoft
Multimedia

Programmer’s
Reference

Number of bits per
sample er
channel.

Extra number in

bytes of the
WAVEFQRMNT
structure.

Specifies the
average
compression ratio
provided by the
compression device

The smallest
number of audio

samples required
by the compression
device to generate
a frame.

AINFO (IN/OUT Information of an Audio Stream)

WORD

WORD

DWORD

DWORD '

wType

wCompress

dwResolution

deatency

Local or remote audio
stream

Index into compression
table

Resolution in
rmilliseconds with

which Audio Manager
can adjust latency on

, an audio stream

milliseconds of

latency from the time
the audio packet is
recorded to the time

it is put on the
network.
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Union {

// local audio Stream

struct {

WORD wIn

WORD - wGain

’WORD wAux

local .

// remote audio stream

struct {

WORD wOut

WORD v ' onl

remote

224

Audio input hardwaresource

Gain of the local
microphoneb

Volume of the monitor
audio stream.

Audio output hardware
destination

Volume of the local

speaker

Audio API 512 utilizes the following constants:

State values:
AST_INIT Init state
AST_OPEN' Open State
AST_CAPTURE Capture State
AST PLAY Play state
AST:LINKIN
Asr_LINK0UT
AST_ERROR

Status values:

A_0K V _
A__ERR_STATE
A_ERR_HASTRM
A_ERR_LPAINFO
A_ERR__FIELD

Link In state

Link Out stateError state

successful return
invalid stream state
invalid stream handle

invalid AINFO pointer
invalid AINFO field
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A_ERR_LPHCHAN invalid network channel
A_ERR_RSCFAIL system resource failure,
A_ERR_STREAM too many outstanding audio streams,
A;ERR_PENDING call pending on the audio subsystem
A ERR NODEV ‘ invalid Audio Manager device number
A_ERR_NOCALLBACK APacketNumber issued without a registered

,3 . callback function

A;STREAM_CLOSED Hang—up received on an audio stream
ALERR_NOSUPPORT Feature not supported in current release

of Audio Manager

The functions utilized by audio API 512 are defined as
follows: ‘

AGetnumDevs or AInit (synchronous)

This function retrieves the number of differentég¥§égmManagers
inStalled on the system. AGetNumDevs and AInitg the samefunction. Alnit exists for symmetry with the‘ ideo Manager

UINT AGetNumDevs (void) or AInit (void)

Valid state(s) to issue:
ANY ' '

State after eXecution:
NO CHANGE '

Return values: .

Number of Audio Manager available on the system.

AcetDevcaps (synchronous)

This function fills the ADevCaps structure with information

regarding the specified Audio Manager.

AStatus AGetDevCaps (UINT wDeviceiD, LPACAPS lpCaps)

input

wDeviceID: Identifies the Audio Manager to query. Use a integer
from O'to one less than the number of installed
audio managers. '

lpCaps: Specifies a far.pointer to an ADevCaps Structure.
An array of ACCB struttures must be allocated to
receive a list of audio Compression algorithms
supported by the Audio Manager. The ADe'vCaps fields
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lpACCB and wAcceptCoders should be set to reference

this array and the array size, respectively.

Valid state(s) to issue:
ANY

State after execution:
NO CHANGE

Return values:
A_OK ‘ : for successful return
A;ERR_NODEV , : invalid wDeviceID

AOpen (asynchronous or synchronous)

This function opens an audio stream with specified attributes:

AStatus AOpen (LPAINFO lpAInfo, UINT wDeviceID, DWORD dwCallback
DWORD dwCallbackInstance, DWORD dwFlags,
LPWORD lprield, LPHASTRM lphAStrm)

I

input
lpAInfo: The audio information structure, AInfo,

with specifiedattributes. NOTE: normally
wCompress is set to 0; this will select
the default coder to be used on the audio
stream;

wDeviceID: Identifies the Audio Manager to use. The
value can range from zero to one less than
the value returned by AGetNumDevs.

dwCallback: Based on value of dwFlags. specifies the
. address of a callback function or a handle

tova window.

dwCallbackInstance: Specifies uSer instance data passed to the
callback. This parameter is not used when
dwcallback is a windows handle.

dwFlags: Defines whether the application interface
to Audio Manager will be asynchronoUs or
Synchronous. If dwFlags is
CY_CALLBACK_NONE, the interface is
synchronoUs_and dwCallbaCk is a Window
handle used by the audio subsystem to
block while the underlying asynchronous
audio manager completes its service. IF
dwFlags is CY_CALLBACK_FUNCTION or
CY CALLBACK_W1NDOW, the interface is
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' asynchronous and the parameter dwCallback
is a Window handle or a functionk

output

lprield: One or more fields in AInfo were
incorrect. This parameter is set only
when AStatus returns the value:

- A;ERR_FIELD. Its value is a bit—mask
‘ which identifies which fields are invalid.

lphAStrm: If dwFlags is CY_CALLBACK NONE Specifying
that a synchronous interface with the
audio subsystem is being used, the
subsystem will return the handle to the
new audio stream in this variable when
AStatus.is A;OK.

sallhsst

void CALLBACK AudioManagerFunc(hAStrm, Message,
dwCallbackInstance,

dearaml,
dearamz)

AudioManagerFunc is a place holder for the function name
provided by the caller. The function muSt be included in an
EXPORT statement in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since the callback
is executed in an interrupt context, limited functionality is
available to it

Callback ParametErs:

HASTRM hAStrm : Audio stream to which callback
, appliesi

UINT Message : Message returned by the audio
subsystem.

DWORD dwCallbackInstance : caller specific instance data.
DWORD dearaml : Message specific parameter.
DWORD dearamZ : Message specific parameter.

Valid state(s) to issue:

AST_INIT
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State after execution:

AST_OPEN

Return Messages/Callbacks
AM_OPEN - : POSted at callback time. The value of Paraml

~is one of the values defined in Paraml values
below. The value of Param2 is a HASTRM if

Paraml is A_OK.

Return/Paraml.Values:

A;QK : for successful return
A_ERR_STREAM : too many outstanding audio streams
A_ERR_LPAINFO : invalid AINFO pointer
A_ERR_FIELD : invalid AINFO Field(s)
A_ERR_RSCFAIL : system resource failure
A:ERR_PENDING : open call pending On the audio subsystem
A_ERRNOSUPPORT :invalid dwFlags field
A:ERR_flODEV : invalid wDeviceID

ACapture (asynchronous or synchronous)

This function starts/stops capturing an audio stream from a local
audio hardware source, such as a microphone.

AStatus ACapture(HASTRM hAStrm, 9001. bFlag)

Lean—t
hAStrm; ‘ handle of an audio Stream

bFlag: ~ on/off flag.

Valid state(s) to issue:

ASTQOPEN (ACapture — on)
AST_CAPTURE 5(ACapture - off)

State after execution:

AST_OPEN —> AST_CAPTURE
AST_CAPTURE -> AST_OPEN

Return Messages/Callbacks
AM_CAPTURE : Posted at callback time. The value of Paramlis One of the values defined in Paraml values

below. The value of Param2 is the state of the
stream: TRUE means capturing, FALSE means
capture disabled.

Return/Paraml Values:

A;OK : for successful return
A_ERR_STATE : invalid stream state
A:ERR_HASTRM : invalid stream handle
A_ERR_RSCFAIL : System resource failure
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ALERR_FLAG ‘: duplicated operation
A*ERR_PENDING : call pending on the audio subsystem for this

stream. .

AMHte (asynchronous or synchronous)

'This function startS/stops muting of an audio stream captured
from local.microphone or being played back on the speakers;

AStatus Amute(HASTRM hAscrm, BOOL bFlag)

input

hAStrm: ' -pointer to the handle of an audio stream
bFlag: on/off flag.

Valid state(s) to issue:

AST'_CAPTURE/AST_LINKOUT
AST_LINKIN/AST;PLAY

State after execution:
Unchanged

Return Messages/Callbacks _ .
AM_MUTE : Posted at callback time. The value of Paraml is

one of the values defined in Paraml values below.
The value of Paramz is the state of the stream: TRUE
means muting, FALSE means muting is disabled.

Param1_Values:

A_QK : for successful return
A_ERR_STATE : invalid stream State

A;ERR_FLAG ' : duplicated operation
A ERR HASTRM : inValid stream handle
A:ERR:RSCFAIL : system resource failure

Return values:

A_OKV : for successful return
A_ERR_PENDING : call pending on the audio subsystem for thisstream.

APlay (asynchronous or synchronous)

This function starts/stops playing an audio stream received from
a network source. See details in "ALinkIn".

, AStatus APlay£HASTRM hAStrm, BOOL bFlag);

in ut .

hAStrm: handle to the audio stream
bFlag: on/off flag.
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Valid state(s) to issue:

AST_LINKIN (APlay - on)
AST;PLAY (APlay — off)

State after execution: .
AST_LINKIN -> AST_PLAY
AST PLAY —> AST_LINKIN

Return Messages/Callbacks
AM_PLAY : Posted at callback time. The value of Paraml is

one of the values defined in Paraml values below.
The value of ParamZ-is the state of the stream: TRUE

means playing; FALSE means play disabled.

Return/Paraml Values:
A_OK ’ : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
A_ERR_FLAG . : duplicated operation
A_ERR_RSCFAIL : system resource failure
A__ERR_PENDING : call pending on the audio subsystem for thisstream.

ALinkIn (asynchronous or synchronous)

This function links/unlinks an input network channel to/from the
specified audio stream. Once linked, the audio stream can be

played on the local speakers/headphones via the APlay function
defined earlier

AStatus ALinkIn(HASTRM hAStrm, LPHCHAN lphChan', BOOL bFlag);

input . .
hAStrm: handle to the audio stream

lphChan: . pointer to a channel handle identifying the audio
. network input source

bFlag: 'link or unlink flag.

Valid state(s) to issue:
AST_OPEN ' (ALinkIn - link)
AST_LINKIN ' (ALinkIn — unlink)

State after executian:

AST_OPEN . —> AST_LINKIN
AST_LINKIN -> AST_OPEN
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Return Messages/Callbacks ,
AM_LINKIN : Posted at callback time. The value of Paraml is

one of the values defined in Paraml Values below.
The value of Paramz is the state of the stream: TRUE
means linked, FALSE means unlinked.

Return/Paraml Valuesr

A_0K : for_succe93ful return
A_'ERR_STATE . invalid stream state
A:ERR_HASTRM 'invalid stream handle
A_ERR_FLAG : duplicated operation
A:ERR_LPHCHAN : invalid network channel handle for audio

input- source
A;ERR*PENDING : call pending on the audio subsystem
A;ERR_RSCFAIL : system resource failure

.-

ALinkOut (asynchronous and synchronous)

This function links/unlinks an output network channel to/from the
specified audio stream that will be captured or is being captured
from the local micrOphone.

AStatus ALinkOut(HASTRM hAStrm, LPHCHAN lphChan, BOOL bFlag);

input ‘
hAStrm: handle to the audio stream
lphChan: pointer to a channel handle identifying the network

output destination
bFlag: link or unlink flag.

Valid state(s) to issue:

AST_CAPTURE (ALinkOut - link)
AST_LINKOUT (ALinkOut - unlink)

State after execution: '
AST_CAPTURE —> AST_LINKOUT
AST_LINKOUT -> AST:CAPTURE

Return Messages/Callbacks
AM_LINKOUT _ : Posted at callback time. The value of Paraml-

is one of the values defined in Paraml values
below. The value of Param2 is the state of the
stream: TRUE means linked, FALSE means
unlinked.

Return/Paraml Values:

A_OK : for successful return
A:ERR STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
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A_ERR_FLAG : duplicated operation
A_ERR_LPHCHAN : invalid network channel for audio output

‘ source
A;ERR_RSCFAIL : system resource failure
A;ERR_PENDING : call pending on this audio stream.

ACntl (asynchronous or synchronous)

This function can be used to control the amount of latency on an
audio stream.. In addition, the gains of an audio stream being
captured or the volume of an audio stream being played back can
also be set. Finally, the locally captured audio input can be
monitored by setting the wAux AINFO'field.

AStatus ACntl(HASTRM hAStrm, LPAINFO lpAInfo, WORD wField)

input ' ‘ '
hAStrm : handle to the audio stream

lpAInfo , : pointer to the audio information structure,
AInfo, with specified attributes.

wField : the selected field of AInfo to change.

Valid state(s) to iSsue:

all states except AST_INIT

State after execution:v
unchanged

Return messages/CallbaCks ,
AM_CNTL : Posted at callback time. If there is an error, the

' value of Paraml is one of the values listed below in
Paraml values and Param2 is ZERO (i.e. if Param2 ==

0) ERROR;). If the-command is successful, the value
of Paraml is wField and the value of Param2 is the
pointer lpAInfo passed to the call ACntl.‘

Return/Paraml Values}

A_OK - : for successful return
A_ERR_HASTRM : invalid stream handle
'A_ERR_STATE : invalid stream state
A_ERR_LPAINFO : invalid AINFO pointer
A_ERR_FIELD
A_ERR_RSCFAIL
A_ERR_PENDING

invalid AINFO Field

system resource failure

call pending on this audio stream.
--nn

AGetInfo (asynchronous and synchronous)

This function returns the AINFO and state of an audio stream.

AStatus AGetInfo(HASTRM hAStrm, LPAINFO lpAInfo, LPWORD lprtate)
.. . .. ...... ... fi’f
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inEut 3V ’
hAStrm: handle to the audio stream

output

lpAInfo: pointer to the handle of AINFO that was preallocated
by the apps, but filled by the audio manager

lprtate: state of the specified stream

Valid state1s) to issue:
all states except ASILINIT

State after execution:

unchanged

Return Messages/Callbacks;
AM_GETINPO : Posted at callback time. If there is an

error, the value of Paraml is one of the values
listed below in Paraml values and Paramz is
ZERO (i;e.‘if Param2 == 0) ERROR;). If the
command is successful, both Paraml and Paramz
are ZERO.

Return/Paraml values: V
A_OK : for successful return
A_ERR_STATE é'invalid stream state
A ERR_HASTRM : invalid stream handle
A__ERR_LPAINFO : invalid AINFo‘pointer
A_ERR—_RSCFAIL : system reSourCe failure
A:ERR:PENDING : call pending on this audio stream.

Ac1ose {asynchronous and synchronous)

This function closes an audio stream and releases all system

resources allocated for this stream.

AStatus AClose(HASTRM hAStrm)

input - ,
hAStrm: handle to the audio stream

Valid state(s) to issue:
All STATES except in AST_INIT

State after execution:

AST_INIT

Return Measages/Callbacks
AM_CLOSE : Posted at callback time. Paraml is one of the

Paraml Values listed below. Param2 is the stream
handle passed to Aclose.
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Return/Paraml Values:
A OK : for successful return

A:ERR_HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.

ARegisterMonitcr (asynchronoUs)

This function registers an audio stream monitor. The Audio
Manager maintains a packet count on each open stream. This count
represents a running clock where the elapse time-since the
initiation of the audio,streamF is simply the packet count times
the latency represented by each packetfitiflsers of the audio
subsystem gain access to this clock source via an audio stream
mOnitor.

AStatus AReQisterMonitor<HASTRM hAStrm, DWORD‘dwCallback,
DWORD dwCallbackInstance, DWORD dwFlags, DWORD

dwRequestFrequency, LPDWORD lpdeetFrequency)

ingut-v
hAStrm: handle to the audio stream

dwCallback: Specifies the address of a callback ‘
function or a handle to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used with

windows callbacks. '

dwFlags: Specifies whether the parameter dWCallback
is a Window handle or a.function. If it is

a Window handle, the value.is set to
CY;CALLBACK_WINDOW. If it is a function,
dwFlags is set to CY_CALLBACK_FUNCTION.

dwRequestFrequehCy: Specifies the period (in milliseconds) the
- Audio Manager should playback or record

audio before reporting the current elapsed
time to the caller. A value of zero means
don’t callback (use APacketNflmber to force
a callback).

outgut .

lpdeetFrequency: The Audio Manager returns via this far
pointer the actual period (in
milliseconds) betWeen AM_PACKETNUMEER

callbacks. This number will be set as
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Initiation here refers to the moment a local audio stream

enters the AST_CAPTURE state.
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clbse as possible to dwRequestFrequency
based on the reselution‘of latency
associated with the audio stream (see

AINFO field dwResolution).

Valid state1s) to issue: _ ‘
AST_PLAY, AST__LINKIN, AST»_CAPTURE, ' AST__LINKOUT

callback - ' V >
void CALLBACK AudioManagarFunc(hAStrm, Message,
dwCallbackInstance, dearaml, dearamZ)

AudioManagerFunc-is a place holder for the function name
provided by the Caller. The function must be included in an
EXPORT statement in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since this callback
is executed in an interrupt context, limited functionality is
available to it“. '

Callback Parameters: ‘ .

HASTRM hAStrm : Audio stream to which callback
applies.

UINT Message . 1 : Message returned by the audio
‘ .' . subsystem.

DWORDV dwCallbackInstance : caller specific instance data.
DWORD dearaml : Stream Status. ,
DWORDv dearamZ : Current packet number

multiplied by the packet
latendy (in milliseconds)

State after.execution:
'NO CHANGE'

Return MessageS/Callbacks
AM_PACKETNUMBER : Posted at callback time.

Paraml Values:

A_OK :.for successful return
A_STREAM_CLOSED : for successful return

Return values: >
A_OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.
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APacketNumber (aSynchronous)

This function returns the elapsed time (in milliseconds) Since
the packet on an audio stream was captured.

AStatus APacketNumber(HASTRM hAStrm)

input ,
hAStrm: - handle to the audio stream

Valid state(s) to issue:

ASTLLINKOUT; ASI_PLAY, AST4CAPTURE, ASTLLINKOUT

State after execution:
NO CHANGE

Return Messages/Callbacks _
AM_PACKETNUMEER r:-Posted at callback timer The value of Paraml

. is one of the values defined in Paraml values
below.. Paramz is the current packet number
multiplied by the packet latency (in
milliseconds)..

Paraml Values: ;

AQOKp-. : for successful return
A_STREAM_CLOSED : for successful return

Return values: .-
A OK ’ : for successful return

A:ERR_STATE _ : invalid stream state
ALERR_HASTRM - : invalid stream handle
ALERR_PENDING , : call pending on the audio subsystem
A;ERR_NOCALLBACK : callback must be registered with

ARegisterMonitor

AShutdown {synchIOnou91

This function forcefully ClOSéS‘all open audio streams and
»unloads any open Audio Manager drivers.

BOOL AShutdownAPacketNumber (void)

Valid state(s) to isSue:
any state accept AST_INIT

State after execution:

AST_INIT
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Return Messages/Callbacks

Return values:

none

TRUE for successful return

252

Comm API Data Structures;‘Functionsl and Messages

Comm API 510 utilizes the follOWing data types:

typedef WORD
typedef WORD
typedeffWORD
//

HSESS, FAR *LPHSESS;
HCONN, FAR *LPHCONN;

HCHAN, EAR *LPHCHAN;

// TII RETURN CODE VALUES.
//
typedef enum _TSTATUS
{

SUCCESSFUL
PRIORITY_IN_USE
CHAN_TRAN_FULL
CHAN:INVALID
CONN_BAD_ID
DRIVER_NOT_INSTALLED
HANDLE:INVALID ,
INVALID_CONTROL_OP
INVALID:I_NFOTYPE
NO_CHAN_MGR
NO_DATA_—AVAIL
N0_OPEN:CHAN
NO_SESSION

N0:CONNECTION ,
NO_CONNECT;REQUEST,
RELIABLE_OPS_PENDING
REQUEST_WITHDRAWN
Too_MANY_SESSIONS
TRAN_INVALID- ,
TRANSPORT_ERR
INVALID_PARM,
ALREADY_CONNECTED
GLOBAL -ALLOC_FAIL

INVALID_STATE
NO_PKT_BUFS
GALLOC:ERR
TOO_MANY_CONN
TOO_MANY:CHAN MGR
TOO_MANY_CHANNELS
WATCHDOG TIMEOUT

y TSTATUS:
.........

llllllllflllflllllllllllllllllllllIIIIIlilliflflllllllflll‘ll H U1

// session handle
// connection handle
// channel handle
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// , _
// CONNECTION ATTRIBUTES STRUCTURE
// ' 1 '

typedef CONNCHARACTS CONN;CHR, FAR *LPCONN;CHR;
// . '
// CHANNEL INFO STRUCTURE
//

typedef struct tagCHAN_INFO ‘

' WORD Id;
WORD State ,'
WORD Timeout;
BYTEIPriority;
BYTE Reliability;
BYTE Info[16]; , // User Info

}/CHAN_INFO, FAR *LPCHAN;INFO;
// CONNECTION INFO STRUCTURE
// . ,

Eypedef struct tagCONN_INFO
WORD wState; _:
WORD wNumInChans;
WORD.wNumOutChans; 3

J CONNQINFO,-FAR *LPCONN_INFO;
// . .
// lParam strUCture for Session handler
// (in cases where multiple.parameters are_returned via lParam)
// . .
typedef struct tagSESS CB {

union tagSESS_EV7{
struct tagConReq {

HSESS' hSess;
LPTADDR lpCallerAddr;
LPCONN_CHR lpAttributes;

} ConReq;
struct tagConAcc { V

DWORD dwTransId;
v LPCONN_CHR lpAttributes;

} ConAcc; ”
} SESS_EV;

} SESS_CB, FAR *LPSESS_CB;
//

// lParam structure for Channel Manager
// (in cases where multiple parameters are returned via lParam)
// .,

typédef struct tagCHANMGR_CB
union tagCHANMGR_EV

struct tagChanReq {
DWORD‘ dwTransId;
HCONN 1 hConn:.
LPCHAN_INFO lpChanInfo;
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} ChanReq;
} CHANMGR_EV;

} CHANMGR_CB, FAR *LPCHANMGR_CB;
.//
//Structure for Channel Statistics
// ’

typedef struct CHAN_STATSWtag {
DWORD TX;
DWORD . RX;

DWORD Err; _

DWORD OkNotify;

DWORD ErrNotify;
DWORD ErrNotinyuf;
DWORD ‘Nprotify;
DWORD Bytes;.

DWORD OkNotifyBytes;
DWORD ErrNotifyBytes;

} CHAN_STATS, FAR *LP_CHAN_STATS;
//

//8tructure for TII Statistics
// ' H
#define MAX;CHAN_STATS 17 V
typedef struct TII_STATS_tag (

DWORD _ RoundTripLatencyMs;
CHAN_STATS ChanStats [MAX_CHAN_STATS];

} TII_STATS, FAR *LP_TII_STATS;
// ' i 1'
// Address StrUcture

// ~ ,.,
typedef struct tag_TADDR {

WORD 'AddressType;
WORD AddréssLength;
BYTE .- Address[80];

} TADDR, FAR *LPTADDR;
// *
// Connection Characteristics
// -

typedef struct tag_CDNNCHARACTS {
WORD Quality;
WORD' HBitRate;

} CONNCHARACTS, FAR *LPCONNCHARACTS;

Comm API 510 utilizes the following constants: _

#define BITRATE 112KB 0
#define BITRATE:120KB' 1
#define BITRATE_128KB 2

#define CHAN_ACCEPTED FIRST;TII_MSG +1
#define CHAN_BADID FIRST_TII_MSG +2
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#define
#define
#define
#define
#define
#define
#define

#define
#define
#define
#define

#defines
#define
#define
#define
#define
#define

” #define

#define
#define
#define
//
// CONN
//
#define
#define

#define_

257V

CHAN_CLOSED
CHAN__DATA_AVAIL
CHAN:DATA-_SENT
CHAN_CLOSE_RESP
CHAN_RCV_COMPLETE
CHAN:REJECTED
CHAN—_REJECT_NCM
CHAN__REQUESTED
CHAN—TIMEOUT

CONN:ACCEPTED,-
CONN_CLOSE_RESP
CONN:CLOSED.

}CONN—REJECTED
CONNZREQUESTED
CONN TIMEOUT

caAn_LOST_DATA
COMM:INTERNAL_ERROR
CONN:ERROR ,
SESS_CLOSED
CONN_PROGRESS
TRANséERR

_PR0GREss'substates.

T_PRG_BUSY
TZPRg_RINGING
T;PRG_0THER

othercodes

//

// CONN_REJECTED substates.
//
#define
#define
#define
#define
#define

#define
//

// Flag indicating multiple

T_REJ_BUSY
T_REJ—_REJECTED
T_”REJ_NETCONGESTED
T:REJ—_NO_RESPONSE
T_REJ_NET_FAIL
TIREJINTERNAL

// BeginSession)
//
#define
//

MULTI_CONN_SESS

i48&570

FIRST_TII_MSG
FIRST_TII:MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST:TII:MSG
FIRST;TII_NSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST:TII:MSG
FIRST_TII_MSG
FIRST_TII_MSG
'FIRST_TII—_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST:TII_MSG
FIRST:TII:MSG
FIRST_TII:MSG

1
2

258

+22
+99

These will be returned in wParam.

3 // place-holder for

mU'lIP‘b’NI—I
0x8000

// TII Channel States (returned by GetChanInfO)
//
#define
#define
#define

T_CHAN_NULL
T:CHAN__SENDING
T—_CHAN_—RECEIVING

0x00
0x06
0x07

These will be returned in wParam.

a ' . »-eeggégigzg’allowed for session (in
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The functions utilized by comm API 510 are defined below.

One or two groups of mesSages may be listed along with each

function description: status messages and peer messages. A

status message is a callback/message that the caller will receive

in response to the function call. Peer messages are

notifications that will be delivered to the peer application as a

result of invoking the function.

Session Management

Functions in this section will initialize all the

internal structures of the COmm sub-system and enable the

application to initiate and receive calls.

BeginSession Initializes the software and hardware of the
appropriate modules of the comm subsystem. It
also designates the method that the comm
subsyStem is to use to notify the application
of incoming calls and related events; Two
‘types of event notification are_supported:
callbacks and messaging. The_callback
interface allows the comm system to call a user
designated function to notify.the application
of incoming eyents. The messaging interface
allows the comm system to notify the
application of incoming events by posting
messages to application mesSage queUes. The
parameters to the function vary depending on
the notifiCation methbd choSen; BeginSession
is not allowed in interrupt/callback contexts.

TSTATUS BeginSession‘ (LPTADDR 1pLocalAddr. LPCONN_CHR
lpConnAttributes, WORD Flags, LPVOID
CallEack, LPHSESS lpSessionHandle)

lpLocalAddr Pointer to the local address at which to listen for
incoming Calls. The Listen stays in effect until
the session is ended; Notification for all
connection events for this local address will be

sent to the specified Callback:
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lpConnAttributes Pointer to the connection Attributes for
incoming calls.

Flags: Indicates the type of notification to be used:
CALLBACKwFUNCTION for callback interface
CALLBACK_WINDOW for post message interface

CallBack: Either a pointer to a callback function, or a window
- handle to which messages will be posted, depending

on flags. The GoallBack" Will become the "Session
Handler" for this session.

lpSessionHandle Pointer to the Session Handle to be returned
synchronously._ This Session Handle is used by

,the application to initiate outgoing calls. It
will also be returned to the Session Handler
with incoming call notifications for this
session. , '

Return values:

SUCESSFUL _ ,
DRIVER_NDT_INSTALLED
TOO_MANY_SESSIONS

Callback routine format: .
FuncName(UINT MeSsage, WPARAM wParam, LPARAM lParam)

Message: The'mesSage type ':
wParam: Word parameter passed to function
lParam: Long parameter pasSed to function‘

All the cennection related activities are handled by the Sessionhandler.

The callback'function parameters are equivalent to the second,
third, ands-fourth_parameters that are delivered to a Microsoft®
Windows mesSage handler function (Win 3.1).

Status Messages: none
Peer Measages: none

EndSession Closes all the open connections and prevents the
application from receiving and originating calls for
the specified session.

TSTATUS EndSession (HSESS SessionHandle, BOOL Forceclose)

SessionHandle Session Handle

Forceclose: If true, then close session even if reliable
channels having pending operations are open.

Return values:
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SUCESSFUL End session was successfully initiated.
RELIABLE_OPS*PENDING Couldn't clOSe due to uncompleted

- ‘ operations channels designated as'reliable.

Status Messages:

SESS_CLOSED: EndSession complete.

Peer Messages: none

Connection Management

These calls provide the ULM the ability to eStablish and manage
connections.to its peers on the network.

MakeConnection Attempts to connect to a peer applidation. The
* Session Handler (callback routine or the

message handler ) for the specified Session
will receive status of.tha connection. when
the connection is accepted by the peer, the
Connection Handle will be given to the Session
Handler. The peer session will receive a
CONN;REQUESTED callback/message as a result of
this call. ',

TSTATUS MakeConnection (HSESS Sessionhandle, DWORD TransId,
' LPTADDR 1pCalleeAddr} LPCONN_CHR

lpConnAttributes,.WORD TimeOut, WORD
ChanMnglags, LPVOID ChanMgr)

SessionHandle Handle for session, obtained via
BeginSession. ‘ -

TransId User defined identifier which will be
returned to the SesSion Handler along with
the response notification.

lpCalleeAddr: . Pointer to the address structure
(containing a phone nomber, IPaddress
etc.) of callee.

lpConnAttributes Pointer to the connection attributes.
TimeOut: Number Of seconds to wait for peer to

pickup the phone.. .‘
chanMgr: The Channel Manager for this connection.

This is either a pointer to a callback
function, or a window handle to which
messages Will be posted, depending on
chanMnglags. The Channel Manager may
also be set up separately via
RegisterChanMgr.
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ChanMgrflags: Indicates the type of notification to be
used for the Channel Manager: _
CALLBACK_FUNCTION for callback interface
CALLBACK_WINDOW for post message

interface

Return values:

Status Messages (sent to the Session Handler):,
CONN_ACCEPTED: The peer process has accepted the call
CONN4REJECTED: The Peer process has‘rejected the call
CONN_TIMEOUT: No answer from peer »
CONN_BUSY: I, Called destination is busyi

Peer Messages:
CONN_REQUESTED

AcceptConnection Issued in response to a CONNgREQUESTED
callback/message that has been received (as a
consequence of a MakeConnection call issued by
a peer), AcceptConnection notifies the peer
that the connection request has been accepted.
The local Session Handler will also reseive an
asynchronous notification when the Accept
operation is complete.

TSTATUS AcceptConnection ‘ (HCONN hConn, WORD ChanMnglags,
' LPVOID ChanMgr)

hConn: Handle to the connection (received as part of the
V CONN;REQUESTED callback/message).

ChanMgr: 'The Channel Manager for this connection. This
is either a pointer to a callback function, or
a window_ handle to which messages will be
posted, depending on ChanMnglags. The Channel
Manager may also be set up separately via

» RegisterchanMgr.v '

ChanMgrflags: Indicates the type of notification to be used
for the.Channel Manager:
CALLBACKpFUNCTION for callback interface
CALLBACK_WINDOW . for post message interface

Return values: . .
SUCESSFUL The Accept operation has been initiated.
HANDLE_INVALID The handle was_invalid

REQUESTLWITHDRAWN The connect request was withdrawn (peer
session was terminated).

NO_CONNECT;REQUEST There was no connect request to be
accepted
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Status Messages:
CONN_ACCEPTED

Peer Messages:
CONN_ACCEPTED

Rejeotconnection Issued in response to a CONN_REQUESTED
. callback/message that has been received (as a

consequence Of a MakeConnection call issued by
a peer). RejectConnection notifies the peer

'that the connection request has been rejected.

TSTATUS RejectConnection '(HCONN hConn)

hConn; Handle to the connection_(received as part of the
' CONN_REQUESTED callbaCk/message).

Return values:

SUCESSFULV Connection reject was returned to peer.
HANDLE_INVALID The handle was invalid ’
REQUEST_WITHDRAWN The connect request was withdrawn
NO_CONNECT_REQUEST There was no connect request to be
rejected

Status Messages: none

Peer Messages:
CONN_REJECTED

CloseConnection Closes the connection that was opened after an
AcceptConnection or an accepted call after a
MakeConnection function.

TSTATUS CloseConnection (HCONN hConn, BOOL Force, DWORD TransId)

hConn: Handle to the connection to be closed.

Force: If true, then close the connection regardless of any
' pending operations on reliable channels.

TransId' User specified identifier which will be returned to
the local Session Handler with the asynchronous.
response notification (CONN_CLOSE_RESP).

Return values: '

SUCESSFUL Disconnect initiated.

HANDLEflINVALID ‘ The handle was invalid
NO_CONNECTION Connection was not open
RELIABLE_OPS_PENDING Could not close due to pending

operations on channels designated asreliable.
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Status Messages:
CONN__CLOSE_RESP

Peer Messages:
CONN_CLOSED

RegisterChanMgr Registers a callback or_an application window
. whose message processing function will handle

low level notifications generated by data
channel initialization operations. This
function is invoked before any channels can be
'opened or accepted. As part of connection
establishment (MakeCcnnection, ‘
AcceptConnection), a default Channel Manager
may be installed for a connection. The
RegisterChanMgr funttion'allows the application
to override the default Channel Manager for
specific Channel IDs.’

TSTATUS RegisterchanMgr (HCONN hConn, WORD Flags, LPVOID
' CallBack, WORD ChanId)

hConn: Handle to the Connection' .

Flags: Indicates the type of notification to be used:
CALLBACK_FUNCTION for callback interface
CALLEACK_WINDOW , for post message interface

CallBack: Either a pointer to a callback function, or a window
handle to which messages will be posted, depending
on flags. All Channel Manager callbacks

ChanId Specifies the Channel Id for which the Channel Manager is
being installed. It corresponds to the Channel Id Number
specified in the CHAN_INFO structure; ,it is defined by
the application and is not to be confused with the
Channel Handle assigned by TII'for a channel. A value of
OxOFFFF indicates all Channel Ids.

Return values: ' _
SUCESSFUL' Channel Manager registered.’
HANDLE41NVALID The handle was invalid

Callback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Messageé The message type
wParam: Word parameter passed to function
lParam: Long parameter passed to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).
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none

Peer Messages: none

OpenChannel Requests a sub-channel connection from the peer
application. The resu1t of the action is given to

'the application by invoking the Channel Manager. The
application specifies an ID for this transaction.
This ID is returned to the Channel Manager when the

request is complete, along with the Channel Handle

.(if Ehg‘ quest was accepted by the peer). All
0pe$C
for

hane requests are for establishing channels
ending data. The receive channels are opened

as the reSult of acdepting a peer’ s QpenChannel
request.

TSTATUS OpenChannel (HCONN hConn, LPCHAN _INFO lpChanInfo,
_ DWORD TransID)

hConn: Handle for the Connection.

lpChanInfo: 'Pointer to a channel information structure. Filled
by application. The structure contains:

0 A channel ID number (application--defined).0

00(10

Priority of this channel relative to other
channels on this connection. Higher numbers
represent higher priOrity.
Timeout value for the channel

Reliability of the channel.
Length of the channel specific field.

Channel specific information.
This structure is delivered to the Channel Manager

on the peer side along with the CHAN_REQUESTEDnotification.
TransID:

Return values:
SUCESSFUL

HANDLE_INVALID
BANDWIDTH_NA
NO_SESSION
NO:CHAN_MGR
CHAN_ID_INVALID
CHAN:INUSE '

Status Messages:
CHAN_ACCEPTED:
CHAN_REJECTED :
CHAN_T IMEOUT :

Auser defined identifier that is returned with
response messages to identify the channel
request.

Channel request was sent.
The Connection handle was invalid.

Bandwidth is not available.
BeginSession has not been called.
RegisterChanMgr has not been called.

.The channel number is not in the valid range
The channel number is already is use.

The peer process has accepted request.
The Peer prooess has rejected request.
No ansWer from peer
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Peer Messages:

CHAvaEQUESTED

AcceptChannel A peer application can issue AcceptChannel in

response to a CHAN_REQUESTED (OpenChannel)
message that has been received. The result of
the AcceptChannel call is a one-way

. communication sub-channel for receiving data.

TSTATUS AcceptChannel (HCHAN hChan, DWORD TransID)

hChan: , Handle to the Channel [that was received as part of
the CHAN_REQUESTED callback/meSSage)

Tranle: The identifier that was received as part of the
CHAN_REQUESTED notification.

Return values: ' ' p ‘
SUCESSFUL‘ Channel request was sent.

CHAN;INVALID ‘ The Channel handle was invalid

Status Messages: none

Peer1Messages:
CHAN;ACCEPTED

Rejectchannel Rejects an Openchannel request (CHAN_REQUESTED'
message) from the peer.

TSTATUS Rejectchannel (HCHAN hchan, DWORD TransID)

hChan: _ Handle to the Channel (that was received as part of
the CHAN_REQUESTED callback/mesSage)

.TransID: The identifier that was received as part of the
CHAN_REQUESTED message,

Return'Values:
SUCESSFUL, Reject request was sent. .

CHAN_INVALID The Channel handle was invalid.

Status Messages: none

Peer Messages:

CHAN_REJECTED

RegisterChanHandler RegiSters a callback or an application
window whose message processing function
will handle low level notifications

generated by data channel IO activities.
The channels that are opened will receive

.._ ’ «on
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CHAN_DATA SENT, and the accepted channels
will receive CHAN_RECV_COMPLTE.

TSTATUS RegisterChanHandler (HCHAN hChan, WORD Flags, LPVOID
CallBack)

hChan: Channel Handle.
Flags: Indicates the type of notification to be used:

CALLBACK_FUNCTION for callback interface
CALLBACK_WINDOW for post message interface

.NOCALLBACK 'for polled status interface.
CallBack: Either a pointer to a callback function, or a window

handle to which messages Will be posted dependingon flags.

Return values:

SUCESSFUL Channel Handler installed.
CHAN_INVALID The Channel handle was invalid

Callback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM lParam)
Message: The message type

wParam: Word parameter paSSed to function (e. 9 bytesreceived)

lParam: Long parameter passed to fUnction

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1)

Status Messages: none
Peer Messages: none

Closechannel Closes a sub—channel that was opened by
AcceptChannel or Open Channel. ‘ The handler for

this channel is automatically de--registered.
TSTATUS CloseChannel (HCHAN hChan, DWORD TransId)

hChan: The-handle to the Channel to be closed.
deemsn;d- A user Specified identifier that will be returned to
1hansI$ the local Channel Manager along with the response

notification (CHAN_CLOSE_RESP)

Return values: . ,
SUCESSFUL Channel Close has been initiated.
CHAN_INVALID Invalid channel handle.

Status Messages:
CHAN_CLOSE_RESP
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Peer Messages:

CHAN_CLOSED

am

‘All the data communication is done in "message passing"

fashion. This means that a Send satisfies a receive on a

specific channel; regardless of the length of the sent data and

the receive buffer length. If the length of the sent message is

greater than the length of the hosted receive buffer, the data is

discarded. All these Calls are "asynchronous", which means that

the data in the send buffer is not changed until a “data—sent"

event has been sent to the application, and the contents of

receive buffer are not valid until a "received—complete" event
has‘been detected for that channel.

SendData Sends data to peer. If there are no receive buffers
posted on the peer machine, the data will be lost.

TSTATUS SendData (HCHAN hChan, LPSTR Buffer. WORD Buflen, DWORD
TranSID)

hChan: Handle to channel opened via OpenChannel.
Buffer: A pointer to the buffer to be sent.

Buflen: The length of the buffer in bytes.
TransIDb This is a user defined transaction ID which will be

pasSed to the local channel handler along with the
status message to identify the transaction.

Return values:

SUCESSFUL Data- queued for transmission.
CHAN INVALID Invalid channel handle_
CHAN:TRANFULLr Channel transaction table full.

Status Messages: . ' .
CHAN_DATA_SENT Tells the application that the data has been

extracted from the buffer and it is
available ,for reuse.

CHAN_DATA_LOST This message will be delivered to the caller if
'the data could not be sent.
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Peer Messages: .

CHAN_DATA_LOST This message will be delivered to the peer if
an adequate ReceiveData buffer is not posted.

‘CHAN_RECV_COMPLETE IndiCates that data was received.

ReceiveData Data is received through this mechanism. Normally
- this call is issued in order to post receive buffers
.to the system. When the system has received data in

the given buffers, the Channel Handler will receive
a "CHAN_RECV_COMPLETE" notification.

TSTATUS ReceiveData- (HCHAN hChanf LPSTR Buffer, WORD Buflen,
' . DWORD TransID)

hChan: Handle to channel handle opened via AcceptChannel.
Buffer: , A pointer to the buffer to be filled in.

Buflen: The length of the buffer in bytes. Max. bytes to' receive.
TransID: This is a user defined transaction ID which will be

passed to the channel handler along with the status
message to identify the transaction. This ID and
the number of bytes actually received are returned

as part of the CHAN;RECV_COMPLETE notification.

Return values:

SUCESSFUL Receive buffer was posted.
CHAN INVALID . Invalid channel handle.

CHAN_TRANFULL Channel transaction table full.

Status Messages: \

CHAN_RECV. COMPLETE Indicates that data was received.
CHAN:DATA_LOST This message will be delivered if the

buffer is inadequate for a data message
received from the peer.

Peer Messages:
none

Communications Statistics

GetTIIStats Return Statistics for the TII subsystem. See
TII_STATS struCture for details.

TSTATUS FAR PASCAL __export GetChanStats (IN BOOL bResetFlag.
OUT LP__TII STATS
lpTiiStats)

-bResetFlag: Boolean Reset statistics if true.
lpTiiStats: Pointer to the TII_STATS structure.
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Alternative Embodiments .
In a preferred embodiment of conferencing system 100,

video encoding is implemented 'on video board 204 and
video decoding is implemented on host processor 202. In an
alternative preferred embodiment. of the present invention,
video encoding and decoding are both implemented on
video board 204. In another alternative preferred embodi-
ment of the present invention; yideo encoding and decoding
are bother implemented on the host prooessor.

In a preferred embodiinent of conferencingsystem 100, ‘
audio, processing is implemented by audio task 538'on
audio/comm board 206. In an alternative preferred embodi-
ment of the present invention, audio processing is imple-
mented by Wave driver 524 on host processor 202. .

In a preferred embodiment, conferencing systems 100
communicate over. an ISDN network. In alternative pre-
ferred embodiments of the present invention; i-alte‘rnative
transport media may be used such as Switch 56, a local area
network (LAN), or a wide area network (WAN). -

In apreferredembo'dirnent, two conferencing systems 100
participate in a conferencing session. In alternative preferred
embodiments of the present invention, two or more confer-
encing systems 100 may participate in a Conferencing ses-sron. . - '

In a preferred embodiment, the local sources of analog
video and audio signals are a camera and a microphone,
respectively. In alternative preferred embodiments of the
presentinventiQ‘ig analog audio and/or video signals may
have altemative‘sources such as being generated by a VCR
or CD-ROM player or received from a remote source via
antenna or cable. , _ . ; '

In a preferred embodiment, conferencing system 100
compresses and decompresses video using the IRV method
for purposes of video conferencing. Those skilled in the art
will understand that the IRV method of video compression

10
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' and decompression is not limited to video conferencing, and ‘
may be‘used for other appliances and other systems thatrely on or utilizecompressed video. . .

In a patented embodiment, conferencing system 100
compresses and decompresses video using the IRVmethod.

- Those skilled in the art will understand that alternative
conferencing systems within the scope of the present inven-

35

tion mayuse methods other than the IRV method for »
compressing and decompressing video signals.

In aprefen'ed embodiments conferencing system 100 uses
the IRV method to compress and decompress a sequence of
video images. In alternative embodiments of the present
invention, the IRV method may be used to compress and/or

' decompress a single image either in a conferencing system
or in some other application.

It will be further understood that various changes in the
details, materials, and arrangements of the. parts which have
been described and illustrated in Order to explain the nature
of this invention may. be made by those skilled in the art
without departing from the principle and scope of the
invention as expressed in the following claims.

What is claimed is: . . .
1. A computer-implemented process for encoding video

signals, comprising the steps of:
(a) encoding ’one or more training video frames using a

selected quantization level to generate one or more
encoded training video frames; ,

45

50.
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(b) decoding the encoded training video frames to gen- V
state one or more decoded training video frames;

(c) generating one or more energy measure values corre—
sponding to the decoded training video frames;

(d) performing steps (a)—(c) for a plurality of quantization
levels; . -

(e) selecting an energy measure threshold value for each
of the quantization levels in accordance with the
decoded training video frames;

65

282

(f) generating a first reference frame corresponding to a
first video frame;

(g) encoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a blockof an encoded second video frame;

(h) decoding the block of the encoded second video frame
to generate a block of a second reference fi’ame,
wherein step (11) comprises the steps of:
(l) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (h)(l)

with the energy measure threshold value of step (e)
corresponding to the selected quantizatio. level for
the block; and

(3) applying a filter to generate the block of the second
’ ' reference frame in accordance with the comparison

of step (h)(2); and , , ‘
(i) encoding a third, video frame using the second refer-

ence frame. ,
2. The process of claim 1', wherein:
step (g) comprises the steps of:

(1) generating pixel difl’erences between the block of
the second video frame and the first reference frame;and . . .

(2) encoding the block of the second video frame in
. accordance with the pixel difi‘erences to generate the

block of the encoded second video frame; and
step (h)(l) comprites’the steps of:

(i) decoding the block of the encoded secondrvideo
frame to generate decoded pixel difi'erences; and

(ii) generating theenergy measure value corresponding
to the block ofthe encoded secbnd video frame using
the pixel difi'erences. ‘

. 3. The process of claim 2, wherein step (h)(3) comprises
the steps of:

.. (i) applying the filter to a block of the first reference .
frame; and _-

(ii) adding the decoded pixel difi’erences to the filtered
block of the first reference frame to generate the block
of thesecond reference frame.

4. The proceSs of claim 2, wherein step (h)(3) comprises
the steps of: .

(i) adding the decoded pixel difierenees to ablock of the
firSt reference frame to generate a reconstructed block;

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

5. The process of claim 2, wherein:

the! encoded second video frame is generated using
motion estimation; p

the second reference frame is generated using motion
compensation; _

the filter comprises a spatial filter, and
the energy measure comprises a sum of absolute difl’er—

enCes._ .
6. The process of claim 1, wherein the encoded second

video frame is generated using motion estimation and the
second reference frame is generated using motion compen-sation. .

7. The process of claim 1, wherein the filter comprises a
spatial filter.

8. The process of claim 1, wherein the energy measure
comprises a sum of absolute difierences. ~

9. An. apparatus for encoding video signals, comprising:
(a) means for encoding one or more training video frathes

using a selected quantization level to generate one or
more encoded training video frames;
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(b) means for decoding the encoded training video frames

to generate one or more decoded training video frames;
(c) means for generating one or more energy measure

values correspondin'gto the decoded training video
frames, wherein the processing of means (a)—('c) is
performed for a plurality of quantiZation levels and an
energy measure threshold value1s selected for each'of

the quantization levels1n accordance with the decoded
trainingvideo frames;

(d) means. for generating a first reference frame corre-
sponding to a first video frame;

(1:) means for encoding a block ofa second video frame
using the first reference frame and a selected quanti—
zation level to generate a block of an encoded second
video frame; .

(f) means for decoding the block of the encoded second
video frame to generate a block of a second reference
fraine. wherein means (f) comprises;
(1) means for generating an energy measure value

corresponding to the block of the encoded second
video frame;

5
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(2) means forcomparing the energy measure value of ‘
means (t)(1) with the energy measure threshold
value corresponding to the selected quantizatibn
level for the block; and

(3) means for applying a filter to generate the block of
the second reference frame'in accordance with the
comparison of means (t)(2); and

(i) means for encoding a third video frame using the
second reference frame.

10. The apparatus of claim 9, wherein.
means (e) comprises;

(1) means for generating pixel difi’er'ences between the
block of the second video flame and the firSt refer-
ence frame; and .

(2) means for encoding the block of the second video
frame in accordance with the pixel differences to
generate the block of the encoded second video
frame; and

means (0(1) comprises:
(1) means for decoding the block of the encoded second

video frame to generate decoded pixel differences;
and .

(ii) means for generating the energy measure value
corresponding to the block of the encoded second
video frame using the pixel differences. ‘

11. The apparatus of claim 10 wherein means (0(3)
comprises:

(i) means for applying the filter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel differences to the
filtered block of the first reference frame to generate the
block of the second reference frame.

12. The apparatus of claim 10, Wherein means (f)(3)
comprises:

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate a recon»
structed block; and

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

13. The apparatus of claim 10, wherein:
the encoded second video frame is generated using

motion estimation; .

the second reference frame is generated using motioncompensation;
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the filter comprises a spatial filter; and

the energy measure comprises a sum of absolute diifer—cuties.

14. The apparatus of claim 10, Wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device.

15. The apparatus of claim 9, wherein the encoded second
video frame is generated using motion estimation and the
second reference frame is generated using motion compen-
sation. .

16.1118 apparatus of claim 9, wherein the filter comprises
a spatial filter.

17. The apparatus of claim 9, wherein the energy measure
comprises a sum of absolute difiemnces.

18. The apparatus of claim 9 wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally cennected to a bus. and the bus is electrically con-
nected to a memory device.

19. A computer—i111mlemented process forencoding video
signals, comprising t e steps of:

(a) generating a first reference frame corresponding to a
first video frame;

(b) encoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame;

(c) decoding the block of the encoded second video frame
to generate a block of a second reference frame,
wherein step (c) comprises the steps of:
(l) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (c)(l)

with an energy measure threshold value correspond-
ing to the selected quantization level for the block;

(3) applying a filter to generate the block of the second
reference frame in accordance with the comparison
of step (c)(2);‘and

(d) encoding a third video frame using the second refer-
ence frame, wherein the energy measure threshold
value corresponding to the selected quantization level
for the block having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training video frames: and

selecting an'en _.gy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames.

20. The process of claim 19, wherein:
step (b) comprises the steps of:

(1) generating pixel difl‘erences between the block of

the second video frame and the first reference frame;and

(2) encoding the block of the second video frame in
accordance with the pixel differences to generate the
block of the encoded second video frame; and

step (c)(])'cornprises the steps of:
(i) decoding the block of the encoded second video

frame to generate decoded pixel differences; and
(ii) generating the energy measure value corresponding

to the block of the encoded second video frame using
the pixel differences.

21 The process of claim 20, wherein step (c)(3) com-
prises the steps of:
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(i) applying the filter to a block of the first reference
frame; and

(ii) adding the decoded pixel dltferences to the filtered
block of the first reference frame to generate the block
of the second referenceframe . 5

22. The process of claim 20, wherein Step (c)(3) com—
prises the steps of:

(i) adding the decoded pixel diiferences to a bldck of the

first reference flame to generate a reconstructed block;and

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

23. The process of claim 20; wherein:
the‘encoded second video frame is generated using

motion estimation; ‘

the second reference frame is generated using motion

compensation;
the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute difi‘er-ences; -

24. The process of claim 1?, wherein the encoded secondvideo frame is generated using motion estimation andthe

second reference frame is generated using motion compen-sation.
75. The process

a spatial filter.
26. The process of claim 19, wherein the energy measure

com rises a sum- of absolute differences.
.An apparatus for encoding video signals, comprising:

(a) means for generating a first reference frame corre-
sponding to a first video flame;

(b) means for encodinga block of a second video frame
using the first reference frame and a selected quanti-

zation level to generate a block of an encoded second
video flame;

(c) means for decoding the block of the encoded second
video flame to generate a blockof a second reference
flame, Wherein means (c) comprises: _ »
(1) means for generating an energy measure value
- corresponding to the block of the encoded secondvideo flame; .

(2) means for comparing the energy measure value of
means (c)(l) with an energy measure threshold value
corresponding tothe selected quantization level for
the block; and

(3) means for applying a filter to generate the block of
the second reference framein accordance with the
comparison of means (c)(2); and

(d) means for encoding a third video frame using the
second reference frame, wherein the energy measure
threshold value corresponding to the selected quanti—
zation level for the block having been determined by.
encoding one or more training video frames using each '

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the enCOde’d training Video frames to generate
' a plurality of decoded training video frames; '
generating a plurality of energy measure values corre-

sponding to the decoded training video flames; and
selecting an energy measure threshold value foreach of

the quantization levels in accordance with the
decoded training video frames.

28. The apparatus of claim 27 wherein:
means (b) comprises:

(1) means for generating pixel differences between the
block of the second video frame and the first refer-
ence frame; and
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of claim 19, wherein the filter comprises
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(2) means for encoding the block of the second video

flame in accordance with the pixel differences to
generate the. block of the encoded second video
flame; and

means (c)(1) comprises:
(i) means for decoding the block of the encoded second

video flame to generate decoded pixel differences;and *

(ii) means for generating the energy measure value
corresponding to the block of the encoded secOnd
video flame using the pixel differences.

29. The apparatus of claim 28, wherein means (c)(3)
comprises:

(i)means for applying the filter to a block' of the first
reference frame; and

(ii) means for adding the decoded pixel differences to the
filtered block of the first reference flame to generate the
block of the second reference frame. ,

30. The apparatus of claim 28, wherein means (c)(3)comprises.

(i) means for adding the decoded pixel diflerences to a
block of the first reference flame to generate a recon-
structed block; and

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference flame.

31. The apparatus or claim 28, wherein:

the encoded second video flame is generated usingmotionestimation;

the second reference flame is generated using motion
compensation;

the filter comprises a spatial filter, and

the energy measure comprises a sum of absolute difier-ences.

32. The apparatus of claim 28. wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-

‘ neeted to a memory device.
33. The apparatus of claim 2'7, wherein the encoded

second video frame is generated using motion estimation
and thesecond reference frame is generated using motion
compensation.
34. The apparatus of claim 27, wherein the filter com-

prises a spatial filter.
35. The apparatus of claim 27, wherein the energy mea-

sure comprises a sum of absolute difi'erences.
36. The apparatus of claim 27, wherein the apparatus

comprises a pixel prdccssor, the pixel processor is electri-
cally connected, to a bus, and the bus is electrically con-
nected to a memory device.

37. A computer-implemented process for decoding video
signals, comprising the steps of:

(a) decoding an encoded first video frame to generate a
first reference frame;

(b) decoding a block ofan encoded second video frame to
generate a block of a secOnd reference flame. wherein
step (b) comprises the steps of:
(1) generating an energy measure value corresponding

to the block-of the encoded second video frame;

(2) comparing theenergy measure value of step (b)(1)
with an energy measure threshold Value correspond-
ing to a selected‘quantization level for the block; and

(3) applying a filter to generate the block of the Second
reference flame in accordance with the comparison
of step (b)(2); and

(c) decoding, an encoded third video frame using the
second reference frame, wherein the energy measure
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threshold’value corresponding to the selected quanti-
zation level for the block having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames; p

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training video frames; and

selecting an energy measure threshold value for each of
the quantization levels .in accordance with the
decoded training video frames.

38. The process of claim 37 wherein step (b)(l) corn-
prises the steps of:

(i) decoding the block of the encoded second video frame
to generatedecoded pixel diferences; and

(ii) generating the energy measure value corresponding to

5
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the blockof the encoded second video frame using the ,pixel differences.
39. The process of claim 38. whereinpstep (b)(3) com-

. prises the steps of:

(i) applying the filter to a block of the first referenceframe; and .

(ii) adding the decoded pixel differences to the filtered
block of the first reference frame to generate the block
of the second reference frame

40. The process of claim 38 wherein step (b)(3) com-
prises the steps of:

(i) adding the decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;
and

(ii) applying. the filter to the reconstructed block to
generate the block of the second reference frame.

41. The process of claim 38. wherein:

the encoded scoond video frame is generated using
motion estimation; ‘

the second reference frame is generated using motion
compensation;

the filter comprises a spatial filter; and

the energy measure comprises a sum of absolute differ-ences

42. The process of claim 37 wherein the encoded second
video frame is generated using motion estimation and the
second reference framers generated using motion compen—sation.

43. The process of claim 37 wherein the filter comprisesa spatial filter.
44. The process of claim 37 wherein the energy measure

comprises a sum of absolute differences
45. An apparatus for decoding video signals, comprising:

(a) means for decoding an encoded first video frame to
generate a first reference frame;

(b) means for decoding a block of an encoded second
' video frame to generate a block of a second reference

frame, wherein means (b) comprises:
(1) means for generating an energy measure value

corresponding to the block of the encoded second
video frame; '

(2) means for comparing the energy measure value of
means [b)(l) with an energy measure threshold value
corresponding to a selected quantization level for the
block; and
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(3) means for applying a filter to generate the block of
the second reference frame in accordance with the
comparisOn of means (b)(2); and

(c) means for decoding an encoded third video frame
using the second reference frame. wherein the energy
measure threshold value corresponding to the selected
quantization level for the block having been determined
by‘
encodingone or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
. a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training-video frames; and

selecting an energy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames.

46. The apparatus of claim 45, wherein means (b) (1)
comprises:

(i) means'for decoding the block of the encoded second
video frame to generate decoded pixel differences; and

(ii) means for generating the energy measure value cor-

responding to the block of the encoded second video
frame using the pixel differences.

4’7. The apparatus of claim 46, wherein means (b) (3)
comprises:

(i) means for applying the filter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel differences to the
. filtered bIOck of the first reference frame to generate the

block of the (second reference frame.
48. The apparatus of claim 46, wherein means (b)(3)

comprises: .
(i) means for adding the decoded pixel differences to a

block of the first reference frame to generate a. recon—
struCted block;'and ‘

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

49. The apparatus of claim 46, wherein:
the encoded second video frame is generated using

motion estimation;

the second reference frame is generated using motion
compensation;

the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute difi‘er—611668.

50. The apparatus of claim 46 wherein the apparatus
comprises a host processor, the host processor is electrically
connected to. a bus, and the bus"rs electrically connected toa memory device.

51 The apparatus .of claim 45, wherein the encoded
second video frame is generated using motion estimation
and the second reference frame is generated using motion
compensation. .

52. The apparatus of claim 45, wherein the filter com-
- prises a spatial filter.

53. The apparatus of claim 45, wherein the energy mea-
sure comprises a sum of absolute differences.

54. The apparatus of claim 45, wherein the apparatus
comprises a host processor. the host processor is electrically
connected to a bus, and the bus is electrically connected to
a memory device.
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InThe UnitedStates Patent andTrademark Office

 
, PATENTAPPLIéATIbN

DO- No 10943931 . .

In re application of: Ber/étta, et al.

. Application No, 93/411,369 ‘ Examiner: Johnson, B.

Filed: ’ March 27 1995 ' 'GrOup Art Unit: 2616
For: TEXTANDIMAGE.

SHARPENINGOFJPEG
COMPRESSEDIMAGES IN

~"FREQUENCYDOMAIN

. AMENDMENT

  

, Date: February 10', 1997  

COmmi'ssionerofPatentsand Trademarks, 3-4:. “[
Washington, D.C. 20231 ' . 1C is .11..

Applicants respond to the Office Action, dated Navember 18, 1996, as follows.

In the Claims: _ , ,

Claim 1, line, 15 after "(QD)" irén «related to but".
/ ,

Please canoel» claim 24 Without prejudice;

Remarks; ~ , , >

Claims~.1-_36 are pending. Claims'25-36 are rejected'under 35 USC §112,

second paragraph, as being‘indeiinite. Claims 1-3, 5-9, 1.4-1720-24, 29 and. 34-36
are rejected under 35 USC §103(a) as being unpatentable.oVer.Silgiura (5,465,164)

in View ofAgarwal (5,488,570)Claims 4, 10-13, 18, 25-28, and30-33 are rejected
under 35 USC §103(a)_as being unpatentable Over Sugiura (5,465,164) and Agarwal
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(5,488570), further'111 view ofTzou (4,776,030). Claim 19'1s rejected under 35 USC

§103(a) OVerSugiura (5,465,164) and Agarwal (5,488,570) further'm view of

Applicant’sadmissionsofthe prior art.

“325-36 ar .de elnitef-‘u'nder 3753‘USC 112 ' second
In paper 3,‘paragraph- 1, the Examiner states the f0110wing:

  

The claims refer to the JPEG Compression standard. However, the

specification does not indiCate which JPEG Compression standard is being

referenced.- Unless thedate and citation number of the standard are provided the
claims will remain 1ndefin1te d11e to the indefinite reference.

Applicants traverse the rejection. TheEXaIniner’s attention1s directed to
page 6, lines 11-13, wherein thedbéumentdescribing theJPEG compression

standardIS identified. Applicantssubmit that claims 25-36 comply With the
requirements of 35 U.S.C.. §-112.

 
Inpaper 35,paragraph-.3, the Examinerstates the'following:
As to representativeclaims 14and 15 and claims 1-3, 5_-9- 29 and 34-36,.

Sugiura teaches amethod ofcompreSSing and transm1tt'i‘ng'1mages which produces
,decompressed'1mages havingimproved text and'1mage quality, the method

comprising:
compressing a source imageinto compressed'1mage data using a first

quantization table(Qe) (Quant1zat1onTable 105 of Fig. 1);
forming a second quant1zat1on table(Qd), wherein thesecond quantization

table'15 related tothefirst- quantization table (Inverse Quantization Table 115 of
fig 1);- .

' transmitting thecompressed'1mage data (Interfaces 109 and 111,
CommunicatiOns Circuit 110 of fig. 1);

‘ 1'
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decompressing the compressed1magedatausing the second quantization

table'; Qd (Inverse Quant1zat1on114 and Inverse QuantizationTable 115offig. 1)

The Examiner acknowledges that. Sugiura does not explicitly teach that the
second quantizationtable'13 related to the first quantization table scaled1n
accordancewith a predetermmed function of the energy in a reference1mage and
the, energy ina scanned-1mage. V ' '

The Examiner asserts,hoWever, that Agarwal teaches decompressing
(decoding)a second video frame _by relating (comparmg)the energy ofthe scanned ‘
image (block.__ofthe' encodedsecond video frame) to the energy of a reference'unage

* (correspondmgtothe scaled quantlzatlon levelfor. the block where the energy for
the quantizatibn level15 selected1n- accordance withtraining video frames) (col. 1,

, _lines 35-60). The Examlnerthen concludesthatit would have been obvious toa
. personof Ordinary. skill at the tune of theinvention for sugiura to decompress using

a quantizationtable Scaled1n accdrdanCe With a predetermmed function ofthe

energy ina reference'Image and the energy in a scanned'1mage as taughtby
Agarwal111 Order to; decrease quantization errors

As to claims 16and 17; the Examinerstates that sugiura teaches that the
. ‘ second quantization table.-(Inverse QuantizationTable)isdetermmed independent

oftheorder of transm1ss1on(fig. 1)..The Examinerargues that it would have been
obvious to a personofordinary sk111'.111the artat the timeof the invention to scale
prior or subsequent to thetransmissmn step since the secondquantization table'1s
deterInine'd independentof the order of transmission.

The. Examiner states,as toClaims 20‘—23-, thatselecting a target1mage;
rendering the target'image into an image file; thetarget- image having elements
critical to the quality of the'mage areinherentinusing a reference to control the
quality of the compressionprocess. The Examiner asSerts that'images which have
text includingtext With a "serif font are Well known in the art (official notice).

TheEXamine’r states, as Itoclaim‘12’4; that; in using a reference image to
control the qualityofthe, compression process'of a scanned irnage it would have

been obvious toa person of Ordinary skill in the art at the time of the invention that
3‘
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scanned1mage could bethereference1mage sincethe'referenCe1mage isreadily
. available to bea scanned1mage and Would serve as a check ofthe quality assurance

steps. ,

Claim 1.is amended to recite 'thatthe-first and second tables are related but -

nonidentical. Claim 24 has beencancelled; In regard to, the remaining claims,

Applicants respectfully traverse the rejections. Nothing in the Sugiura and

Agarwal references relied upon by; the Examiner, either alone or in combination,

teaches or suggeststheysecondquantizationtable Q». that is nonidentical to the first
quantizationtable QE usedtoquantize the image data and which is encapsulated
and transmitted .with the quantizedimage;data,gas in the present invention.

The machine ofclaim 1 for transmitting[Color images includes a compression
engine that includes a quantizer means forconverting the transformed1mage data

into quantized-1magedata, means for storing a second multi-element quantization

table andfurther includes means forencapsulating the encoded1mage data and the
second quantizationtable to form an encapsulated data file and still further '
includes a means for transmitting the encapsulated data file. Claim 14 recites .a

method including the steps of forming a second quantiZation table (QB), wherein the

second quantization tableis related to the first quantization table1n accordance

with a predetermined function ofthe energy in a reference1mage and the energy in
a scannedimage,and the step ofdecompressing the compressed'1mage data using
the second quantization table.- Claim 25 recites amethod including the step of

forming a second quant1zat10n table, wherethesecond quantlzatlon table13 related

to the first quantization table accordingtothe eXpreSSiOn QD— S x QE. Claim 29
recites a method including the step ofscahng the first quantization table to for a

I 1 second quantizationtable, compressingasource image in accordanceWith the
JPEG standard using thefirstquantization table, and decompressmg thesource
image in accordance with the JPEG standard using the scoond quantization table.

In contrast, the references relied upon appear to be directed toward an
improved first quantization table wherein the Same table1s used both to quantize
and1nverse quantize the'1mage data. Whereas the Examiner characterizes Inverse

4
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Quantization Table 115 of Fig. 11n Sugiura as the second quantization table Q1; of
the present invention, Applicants are unable to find anythingin Sugiura that
appears to support that assertion. The Examiner’s acknowledgement of the fact

that Sugiura does not teach a second quantization table related to the first table
supports Applicants’ position.

Sugiura, in fact, appears to be precisely the type of conventional device

discussedyby Applicants at pp. 1-6 of the specification that utilizes the same

quantization table for both quantization and inverse quantization. The Examiner’s

attention is directed to Fig. 1 of the Specification which illustrates a prior art device

that appears to be identical to the ADCT UNIT of Fig. 1 of Sugiura. Further, Fig. 3
of the Specification appears to be identical to the functional blocks shown in the

lower half of Sugiura’s Fig. 1. As described in Applicant’s specification, the

conventional art device performs quantization 20 on source image data using
quantization tables 24. The quantization tables are then encapsulated along with
the compressed data into a JPEG data message, as shown in Fig. 2 of the
specification. The quantization tables 48 are then extracted from the JPEG

message headers and used to'inverse quantize 54 the compressed1mage data. Fig.
1 of Sugiura appears to indicate that Sugiura1s a conventional device as already
identified and distinguished over Applicants’ claims.

image. However, the cited reference is directed toward a video—conferencing system
that uses temporal information to reduce quantization error effects. (See Agarwal

at col. 1, 11. 45-50 and .11. 60-65, col. 27, 11. 40-45, col. 36, 11. 59-65, col. 188, 11. 21-32,
and col. 118, 1. 33 to col. 119, l. 10). The present invention, by contrast, is directed

toward still-image compression. There is no temporal information present in a still-

image. Even if the invention were used for successive images, in which Agarwal’s

use of temporal information could be useful, Agarwal still does not use or suggest
use of a second multi-element quantization table as recited. In other words,
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Agarwal doesnot Supply the-missingelement.‘ Therefore, the teachings ofAgarwal
are inapplicable-to the-present invention. 7

In light of. the abbve.,='Applicants_ submitthat nothing in Sug1ura and

Agarwal, alone orincdtnbination,’teaches or suggests the. second quantization table

Q; of the present invention, as recited invindependentclaim 1, from which claims 2,

3 and 5—9 depend; inindependentclaim 14 from which claims 15-‘17 and 20-24

depend; and'111 independent claim29, from which claims 34-36 depend. Accordingly,
these claims are patentable ever the cited references. '

Inaddition, in regard toclaims 16 and 17, theExaminer has overlooked the
significance. of the.features ofthe invention as claimed. By performing the step of
scaling the first quantizati'On in 'zaCcordance with the predeterr'nined function prior

to the transmittingstep, as recited1n claim16, themethod of the present invention
may be used'1n transm1tt1ngimagestoa.conventic'maldecompression engine which
can decompress theImage withimproved'image quality but Withoutmaking
changes to theconventionaldecompressmn engine (Spec. p. 17, ll. 3-10). Similarly,

performing the stepofscaling thefirstquantization1n accordanCe with the
predetermmedfunction subsequent to the transmission step, as- recited1n claim 17,
permits the presentmethodtohe utlhzedtoimprove the imagequality of an image
transmittedfrom a. convent1onal device. (Spec p. 17 1. 14, to p. 18,1. 4). These
featuresof the present inventiOn,as recited1n claims 16.:a'nd 17 provide these claims

, With separate [grounds VfOr patentabilityin addition to 3111038 diScUSsed above.

 
TheExaminer states,as torepresentatwe claim 18, and claims 4, 10- 13, 25-

28, and 30-33, that Sug1ura doesnot exp11c1tly teach theuse of the variance in the
Scaling factor to reducethe quantlzat1on error. Tzou teaches that1n an adaptive
system thequantization ofan image isOrdered according to the variance of the
image coefficients to reduce quantlzat1on error (col. 2,lines 21-42). The Examiner
concludes thatitWould have; been obvious to a person of.ordmary skill1n the art the

6 ,
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time of theinvention to use the image variances as-taught by TZOu with the

reference and scanned image to arrive at the scaling factor of Sugiura; and Agarwal

inorder to reduce quantization error.

V Applicants traversethis rejection. AswiththeSugiuraandAgarWal
references addressedabove, Tzou'is also directed toWardreducing artifacts due to
the quantization errors .imtroduced by a quantizer, as noted by the Examiner and
discusSed in Tzou; (Abstract; .11; 3‘5, col. 2, 11. 22-55). 'Tzou.‘ appears to utilize the ’
same tablefor both quantization and'inverse quantization of image data. The
arguments abovetherefore apply equally to Tzou1n that Tzou1sdirected toward
improving thequantization table QE but does notteach 0r suggest the second

quantizationtableQ9ofthe present invention
The present invention, incontrast,- is not directed atreducing quantization

errors .but at improvingthe quality of the reproduced scanned-nnage by restoring

the image variance that existed in the image prior toscanning. The present
invention iscomplementaryto the teachings ofSugiura, Agarwal and Tzou1n that

the techniques of the citedreferences can be used to design quantization tables (QE)
to reduce quantization artifacts and the teachings of the present invention may
then beappliedto scale the quant1zat10n tables ofthe cOnVentiOnal art1n order to
sharpen and furtherimprove the quality ofthe scanned'unage.

Tounderstand standard JPEG decoders and the teachings of sugiura, let
'Y[k]be the k—th element ofa block(inzig-zagorder). If lek]1s the corresponding
quantization coefficient, then the output of a conventional quantizer'1s generated by

performing:

quk]:Ifiteger Roundmkj/ngp. ' (1)

In standard JPEG ”coders; QE is transmitted Withthe data and thus QD =‘ Q3. If
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217:] = Ylk] wanna], ,, (2)

then Sugiura prOposes the following quantization scheme:

Yang] = Integer Round[(Y[k] +r[k - 1])/QE[k]]_. ’ (3)

Sugiura thentransmits QEwith the coded data.
In the present invention,equation 1 above'1s used to compute quk].

HoWeyer, the quantizationtable transmitted with the coded data'is QB, as defined
in the preferred embodlmen-t by ' w

Q1): S X. QB" 4B,. I ' i (4)

Where S is the scaling matrix which restoresthe variance ofthe JPEG compressed

, image to that of the reference image. )QD is related to but nonindentical to QE, as

recitedignathe claiins. ..
In astandard JPEG'device, equation 1‘is used and QEis transmitted to the

decoder. In Sugiura, equation 315 used toImprove the quantization, but it'1s still
QE that1s transmitted to the decoder. The present invention generates Q,from

. equation 4. and sends it, along With the compressed1mage, data, to the decoder. 1

What is: important to note is that the reference image is. an original image -
rendered into idealvdigitalform by. software, not a scanned image subject to the
image degradationinherent in the scanner. .(Spec..p. 9, 11. 15--28). Therefore, using

the quantiZation. table QDzof the presentzjinve‘ntion to" decOmpreSsthe transmitted
image produces :a'decompressed image thathas approximatelythe same Variance as
thereference'1mage, ratherthan the variance ofthe scanned1mage Whose high
frequency characteristics were degraded by the scanner. (Spec. p. 13,11. 2-15).

In addition, none ofthe references cited above,._alone or in combination,
discloses the scaling matrix ofclaims 4,10 25 or 32, wherein the scaling matrix13
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' . based upon thevarianCematrix 0f the referenceimage and the variance matrix of
the scannedunage The Cited references are directed toward an improved ‘
quantization matrix for quantizing ascannedimage, wherein the scannedImage is
subject to the 1nherentdlstortlon ofthe:scanner, ratherthan the referenceunage of

, the present mvent1onthathasnotbeen scannedand which therefore contains the
full variance ofthereferenceimage Therefore the scahngmatrix of claims 4,10,
25 and 32 representsa separate ground for patentablllty .

I In light oftheabove,-Applicantssubmit thatnothmg1n Sugiura, AgarWal
1 and Tzo11 aloneor incomb1nat1on,111 any wayteaches01'suggests the quantization

1' _ _ tableQ;or the scahngmatrlx ofthe preSent 1nvent10n

 
Asto claim19,the Examiner acknowledges that Sugiuraand Agarwal do not

explicitly teach encapsulatmgthe second quantlzation table Qdwith the

compressed11nage datatoform an encapsulated data file and then transmitting the
7 data file but asserts that Applicant admitsthat the prior artteaches that thedata

includes the quant1zat10ntables for usein thedecompression.process (p. 5, lines 1-
‘ 6). The Examiner concludes that it would have been obvious toa person of ordinary

skill1n the artto inelude- the quantlzation table which will be used111 the
deCompression process in the transmitted data file as taught by the prior art for the
data fileof .Suglura and Agarwal where thesecond quantization table would be used
to decompress.

Applicants traversethi's rejectibn._ As discussed above, the references relied
upon do not teach or suggest the» second quantization table of the present invention.
As regards, Ap_pli'cants’y_deScription of. the prior art, the Sugiura reference appears to
discloSe precisely-the type "of conventional device disCussedby Applicants (Spec. pp.

'J 1—6). The addition ofApplicants’description olfithe prior art, therefore, adds nothing
to the combination of'Sugiur‘a and AgarWal. In addition, Agarwal notes that the

9
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intra/inter decision is known‘tii both the 'encotierand deceder and therefore "does

not need tobe explic1tly transmitted" ' (see Agarwal at (:01. 119, 1111-15). This
appears to teachaway From encapsulating and transmitting the second

' quantization table, as recited'inclaim19. The addition of- the Applicants.’
description. ofthe prior art to-an already deficientcombination of Sugiura and

, AgarWaI does not teach or. suggestApplicants’ secOnd quantization table, as recited
in claim 14 from whichclaim 19 dependsThereforeneither the citedprior art nor
Applicants" summary ofitteachthe additional refinements of encapsulating and

. transmitting thesecond quantization table to decompreSS the cempressedimage ,

data, as recitedin claim 19;

In addition in concluding that it wouldhave been obviOus to a person of

ordinary skillin theartto include thequantization table: which will be used'in the
. decompression processin. the tranSniitteddata file as taught by the priorart, the

Examinerhas missed the point of One ofthekey features 0f. the preSent invention.
As the Applicant hasdetailedin regard to the conventionalart, conventional devices
presently send the-Quantization- table-.thatis usedto decompress the compressed

1 image data. ‘Animportant feature of the-present invention is its ability to exploit
this characteristicof the conventional art to produce a decompressedimage with

compressedimage to.aconventionaldeVice (Spec p. 17_, ll. 3-10). Inthe present
invention, the Second quantization table'is substituted for the first quantization

tablein the encapsulated datafile thatis transmitted to.a Conventional device
(Spec. Fig. 5).The conventional decompressmn engine then transparently uses the

second quantizatiOn table to decompress the'image data (Spec. Fig. 3) and, in so
doing, restores the variance in thereprOducedimage to approximately that of the
reference'"imageNo changesto the conventional decompression engine are
requiredand no additional computation111 thedecompression engine is necessary to
improve the quality of the reproduced'image. Reconsideration or claim 19in its
entirety will demonstrate that the. clairned invention is patentable Over Sugiura and
AgarWal,‘ further inview of. Applicants"? description of the prior art.

I 10'
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In view.ofthe fere'goingamendments and remarks, Applicants respectfully
’ submit that the application1s now in condition forallowance and action to that end

is requested. ‘

1 Please addressall-fnture commtmic’ations to;
Records Manager
Legal Department20BO -
Hewlett-Packard Company
PO. BOX10301 "

Palo Alto, California, 94303—0890

Direct all telephone callstoi: '

Pehr. Jansson
(415) 857-7533

Respectfully submitted;

'GIORD'ANO BERETTA, et a1.

  
1?ehr‘Jan" .0an ~ "
Registration No. 35,759 ‘

Attorney forlAppli’cant

RecordsManager
i Legal Department20BO

Hewlett-PackardC61!1pany

P10. Box10301 , . '

Palo-A1to,Ca11forn1a 943030890

-11
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Respectfully submitted,
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Assistant commissionef for Patents,- Washington,
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Thisis a communication from the examiner In charge of your application. ,COMMISSIONER OF PATENTS AND TRADEMARKS

OFFICE ACTION SUMMARY

1:] Responsive to commUnlcation(s) illed on ' if "b ‘1 2 Cl 7 ‘ .

12/ This action is FINAL.

G Sincethis appiicatiori'is in condition for aIIOWance except for formal matters prosecution as to the merits Is closed‘in
accordance with the practice under Ex pan‘e Quay/e, 1935 D.C. 11; 453 0.6. 213.

A shortened statutory period for response to this action 1s set to expire - 3 " . month(s), or thirty days,
whichever is longer, from the mailing date Of this communication; Failure to respond within the period for response will cause
the application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained under‘ the provisions 0137 CFR
.1.136(a).

Disposition or Claims

121 Claim(s) . l , 13 ‘15 ’ 3 1’ - is/are pending In the application.
of the above, claim(s) is/are withdrawn from consideration.

Er Claim(s)1".l311 ' 3 ls/are allowed.
I] Claim(s) [fl 15‘ ['2~ l3 7,0.«7’31 L531‘ 33' 3C: is/arereleoted.
I] Cla'im(s) is/are objected to.
1:] Claim(s) “are subject to restriction or election requirement.

 
 

Application Papers

See the attached NotiCe of Draftsperson'I5 Patent Drawing Review, PTO-948. ,
The drawing(s) filed on ~ is/are objected to by the Examiner.
The proposed drawing correction, tiled on , ' is I] approved [I disapproved.
The specificationis'objected to'by the Examiner.

The oath or declaration is objected to by‘the Examiner.
DDDEIEI
Priority under 35' U.S.C. § 119

E] Acknowledgment is made of a claim for toreigh priority under 35 U.S.C. § 119(a)-(d).

D All I: Some‘1 1:] None of the CERTIFIED copies of the priority documents have been

1:] received.

1:] receivedin Application No. (Series Code/Serial Number)
I] received'in this national stage application from the International‘Bureau (PCT Rule 17.2(a)).

*Certified copies not received:
 

I: Acknowledgment is made of a claim for domestic priority under 35 U.S.C. § 119(e).

. Attachment(s)

[1 Notice of Reference Cited, PTO-392

D Information Disclosure-Statemenfls), PTO-1449, Paper No(s).

[:1 .lnterview Summary. PTO-413

1:] Notice of Draftperson's Patent Drawing Reyiew, PTO-948

' 1:] Notice of Informal Patent Application, PTO-152

nSEE OFFICE ACTION ON THE FOLLOWING PAGES--

FTOL—C-IZE (Rev. 9/95) ' . . *- U.S. GPO: 1996‘421-632/4021.
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Serial Number: 08/411,369 Page 2

Art Unit: 2608

DETAILED ACTION

Claim Rejections - 35 USC§ 103

14 The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Ofl‘ice action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 14, 15, 17, 20-23, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) in View of Agarwal (5,488,570).

As to claims 14, 15, 17, 29 and 34-3 6, Sugiura teaches a method of compressing and

transmitting images which produces decompressed images having improved text and image

quality, the method comprising:

compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

forming asec'ond quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).
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Serial Number: 08/411,369 Page 3

Art Unit: 2608

Sugiura does not explicitly teach whereas Agarwal teaches that a second quantization

function (which can be incorporated into a table) is related to a first quantization table scaled in

accordance with a predetermined fiinction of the energy in a reference image and the energy in a

scanned image in order to enhance the image during the decoding process (col. 1, lines 35—60

where an energy measure value corresponding to the block ofthe encoded second video frame is

the energy value of the reference image; the energy measure threshold value corresponding to the

selected quantization level for the block in accordance with the training Video frames which are

the scanned images; the comparison fimction is the predetermined function; and the end resultant

filter function can be incorporated into a table such as the second quantization table). It would

have been obvious to a person of ordinary skill in the art at the time of the invention for Sugiura

to decompress using a quantization fimction which could be incorporated into a table based on a

first quantization table scaled in accordance with a predetermined fiinction of the energy in a

reference image and the energy in a scanned image as taught by Agarwal in order to enhance the

image during decoding.

As to claims 20-23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which have text including

text with a serif font are well known in the art (official notice).
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Art Unit: 2608

3, Claims 18, 25-28, and 30-32 are rejected under 35 U.S.C. 103(a) as being unpatentable

over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in View of Tzou

(4, 776,030).

As to claims 18, 25-28, and 30-32, Sugiura does not explicitly teach use of the variance in

the scaling factor to reduce the quantization error. Tzou teaches that in an adaptive system the

quantization of an iniage is ordered according to the variance of the image coefficients to reduce

quantization error (col. 2, lines 21-42). It would have been obvious to a person of ordinary skill

in the art at the time of invention to use the image variances as taught by Tzou with the reference

and scanned image to arrive at the scaling factor of'Sugiura and Agarwal in order to reduce

quantization error.

Allowable Subject Matter

4. Claims .1-13, 16, 19, and 33 are allowed. The following is a statement ofreasons for the

indication of allowable subject matter: the prior art does not teach quantizing image data with a

first quantization table, encoding the quantized image, generating prior to transmission a second

quantization table related to but nonidentical to the first quantization table, and transmitting the

encoded image, encoding table and the second quantization table.
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Response to Arguments

5. In the first office action Examiner made a 3 5 USC §112, second paragraph rejection based

on the observation that the JPEG standard was not tied to a citation number nor a date. Applicant

has responded to this rejection by citing p. 6, lines 11-13. Examiner understands this response to

mean that the IPEG standard being referred to throughout the specification is that found in

“Information technology - digital compression encoding of continuous - tones still images - part 1:

Requirements and Guidelines,” ISO/[EC ISlO918-l, October 20, 1992.” That being the case, the

35 USC §112, second paragraph rejection made in the first oflice action is withdrawn.

6. With respect to the 35 USC 103(a) rejections, Applicant argues that the references only

have one table and comments on Examiner’s acknowledgement that Sugiura does not teach a

second quantization table related to the first table. It is Examiner’s position that the combined

references of Agarwal and Sugiura or Agarwal, Tzou, and Sugiura teach a second quantization

table Where given the inherent nature of filters found in Agarwal in how they are represented by

tables, the filter function related to energy is factored into the second quantization table of

Sugiura so that the second quantization table is related to but nonidentical to the first quantization

table. Also in the first action Examiner stated that taken alone Sugiura taught that the second

table was related to the first table but not through an energy relationship.

Applicant further argues that Agarwal teaches a video image whereas the present

application is in the realm of still image compression. It is Examiner’s position that the concept of

relating compression and decompression functions through energy relationships as applied to
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Art Unit: 2608

compression ofvideo images can be applied to compression of still images since both procedures

are in the realm of image compression. Furthermore, the claims do not require still images.

Conclusion

7. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time

policy as set forth in 37 C.F.R. § 1.136(a).
A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL

ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION.

IN THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE
MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT

MAILED UNTIL AFTER THE END OF THE THREE-MONTH SHORTENED

STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE

ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE

PURSUANT TO 37 C.F.R.'§ 1.136(a) WILL BE CALCULATED FROM THE MAILING

DATE OF THE ADVISORY ACTION, IN NO EVENT WILL THE STATUTORY PERIOD
FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM THE DATE OF THIS

FINAL ACTION.

8. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone number is (703) 305-3 865.

The examiner can normally be reached on Monday—Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Dwayne Best, can be reached on (703) 305—4778.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone number is (703) 305-3900.

\3}
Brian L. Johnson

May 17, 1997 DWAYNE BUST
' ‘ - - ~ SUPERVISOHY PATENT EXAMINER

GROUP 2600
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=>"d his ful

(FILE 'USPAT' ENTERED AT 14:37:17 ON 15 MAY 1997)

  

' L1 83 SEA ((TABLE## OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ
? o

R (INVERSE QUANTIZ?)))/AB

L2 4 SEA (((CODE BOOK) OR CODEBOOK) AND (DECOMPRESS### OR DEQUA
NTI

_ Z? OR (INVERSE QUANTIZ?)))/AB
,L3 3 SEA L2 NOT L1 '
L4 784 SEA ((TABLE# OR MATRI### OR CODEBOOK OR (CODE BOOK)) AND D
Eco

» D?)/AB

L5 QUE 382/CLAS
L6 QUE 348
L7 QUE 348/CLAS
L8 ' QUE 358/CLAS
L9 QUE L5 OR L7 0R L8
L10 125 SEA L4 AND L9
L11 113 SEA L10 NOT Ll

FILE USPAT
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' BRIAN L. JOHNSON

L1
L2
L3
L4
L5
L6
L7
L8
L9
L10
L11
L12
L13
L14
L15

(FILE ’USPAT’

1379

65

(”\1

49029
83
38
36
45

 
Wed May 14 19:02:45 EDT 1997

ENTERED AT 15:24:57 ON 14 MAY 1997)

SET PAGE SCROLL
S 382/254—275/CCLST
QUE (DEQUANTIZ? OR QUANTIZ?)/AB
S

S
S
S

L1 AND L2
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InitialReview

  
RESPONSE UNDER 37 CFR 1.116

EXPEDITED PROCEDUREREQUESTED 3/ 9/97
EXAMINING GROUP 2608

Attorney’s Do. No. 109489341

" IN THE UNITED STATESPATENT AND TRADEMARK‘CFFICE'
_ . V m

Ina‘re patent application of I I Examiner: Johnson‘éB. é; 12,91

Beretta, et a1. ' Group Art Umt: 2608; m :3
- E m E:

' U.S. Serial No. 08/411,369 . , ' , CID ‘4 C3I HEREBY CERTIFY THAT THIS

‘ > _ ' CORRESPONDENCE IS BEING DEPOSIIEII

_ , Filed: March 27,1995 ' . flmniéi‘fl‘flifisfifim‘ém
. . . ‘ ADDRESSEJ T0: '

For: TEXT AND IMAGE SHARPENING OF JPEG Elcoumssnousi or mews nun
IRADEMARKS. WASHINGTPN [1.6. 20231

COMPRESSED IMAGES IN FREQUENCY DOMAIN ASSISTANT COMMISSIONER FOR
no. WASHINGTON 0.0. 20231

[1115315111111 couulssmsn Fan
BoxAF TRADEMARKS, 2m cnvsm. DRIVE.ARLINGTON, VA 92202-3513
Assistant Commissioner forPatents

Washington, D.C. 20231  
AMENDMENT AFTER FINALREJEQTION UNDER 37 C;F.R. 1.116

Applicants respond to the Office Action, Paper No. 5, dated May 27, 1997,

as follows:

In the claims:

Please amend claims 14, 16, 19, 29 and 33 as follows:

14. i _ (First Amended) A method of compressing and transmitting images

which produces dec'ompreSsed images having improved text and image quality,

the method admprising:

compressing a. source image into compressed image data Using a first

quantization table (QE);
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forming a second quantization table (QD), wherein the second quantization

table is related to the first‘quantization table in accordance with a

predeterminedfunctiOn of the energy in areference image and the energy in a

D1 is configpred Le V scanned image 5 h-that the Second 'uantizatiOn table.

compensate for image degradation caused by a scepner;

transmitting the compreSSed image data; and

decompressing the compressed image data using the second quantization

table Q1). _

16. (First Amended) A method of compressing and transmitting images

which prodUces 'decompressed images hairingimproved text and image [quality

according to claim 15 wherein the step scaling the first quantization in

accordance with‘the predetermined finiction is performed] quality, the‘method

com risin :

ima e data usin a first  com re'ssin asourceima e into com re

quantization table 1 QE);

formin a second“, uan'tiZatiOn table”

table is related to the"'vfirs‘t quantization table in accordance with a

the ener

{3"mHa:._..:3 55co m toOo:39.. gS"-g,,5".o:3
  

     rede rmined' function of the ener‘ in a reference ima

scanned ima e'-

transmitting the" compressed image data; and

decompressing the compressed image data using the Second quantization

includes scalin  
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the first qufltization table in accordance with the predetermined function prior

to the transmitting Step.

19. ‘ (First Amended) 'A method [according to claim 14‘ further

 
cgmprising:

m ressin a sourcei elinto com' ressed ima data usin a‘first

quantization table 5 Q13);-

foming a second quantizatjgn table {QB}; wherein the sexcond quantization

table is related to thefirst quantization table in accordance with a

  

 
decgmpressing the compressed image data using the second quantization

.\ table QB;

encapsulating the second quantization table Q) with the compressed

l

image data‘to‘form an encapsulated data file; and

transmittingthe encapsulated data file.

29. (FirstAmended) A method of improving teXt and image quality of

' compressed images that are compressed using the JPEG compression standard,

the method comprising:

selecting a reference image; ‘
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Q . O

determining the energy content ofthe reference image; _ g

selecting a scanned image;

' determining, the energy content of the scanned image;

selecting a first quantization table (QE);
. Scaling the first: quantization. table (QE) to form a Second quantization

table (Q13) according to the ratio .ofthe energy in the rEference‘ image to the

energy content of the scanned'image,“ ‘such that the second-quantization table
(Q)! is Configu_red to compensate for image degradation caused by a scanner;

compressing a source image in accordance With the JPEG standard using

1 the first quantization: table (QE); and

decompressing the source image in-accordance with the JPEG standard.

using the second-quantization- table QB whereby‘the decompressed image has
improved image quality.

33. '(FirstAmended) Amethod of improving text andimage quality

[according to claim 29 further comfi'risingz] 'of Compre'SSed imagves- that are

 

’ selecting a referenCe image;

determinin' the 'I   ‘ content of the reference ima e'

W

determining the energy content of the sg‘aimed image; .
seleCting' a firstlig‘ua‘ntization'vtahle (QR); H I I

x 1 to form a-éecogd quantization  sea '11 the first uantizationgtable?‘

table {Q13} according to the ratio of the gfie‘‘rgx' in the reference image to the
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ene ’ ’ content of the scanned ima e'

com ressin a sOurce ima‘ e in a e with the JPEG standard Usin

the first quantization table ggfi;

  

  decom ressin the sonrcesima-‘ein accordance " rh theJPEG, standard

using the second 9nantiz'ation’table‘QD’.Whereng the 'decomp‘ressed image has

improved image quality; V i ' I

encapsulating the second quantiZation table (QD) with the compres'Sed '

image to form a,JPEG'fi1e; and i .-
transmitting theJPEG file over; a limited bandwidth _chan‘nel. ,,

REMARKS

Claims 1-13, 16, 19 and 33, are indicated as allowed-Claims 14, 15, 17,

20-23, 29 and-34-36 are rejeCted under 35 U.SLC. §1d3('a) as being unpatentab'le

over Sugiura (5,465,164) in view-of Agarwal (5,488,570). Claims 18, 25-28, and

30-32 are rejected tinder 35 U.S.C. §103(a) as being unpatentable overVSugiura
(5,465,164)- and Agarwal (5,488,570) 'asapplied above, further in View of Tzou

(4,776,0301. . Reconsideration is requested,
Claims 16, 19 and 533 were indicated as allovved but defiended from

rejected claiIns 14 and 29, respectively, and have therefore been rewritten in

independent form to includerall of the limitations of their base claims. No new

matter has been added. Claims 16, 19 and 33', as amended, are now allowable as

independent claims.
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 Claims 14 15' 17 20-23 1'29 and 34-36 are: atentab'le under 35 U.S.C. §103fa2

 

TheEXaminer states that Agarwalteaches that. a second quantization.

function.(which can be incorporated into a table) is related to a first quantization

table, scaled in accordance with a predetermined function of the energy in a
' reference image and the energy in'a scanned image in order to enhance the

image during the decoding process (col. 1, 1ines35-60 where an energy measure

value corresponding to the block. of the encoded: Second video frame is then»

energy value of the reference image; the energy measure threshold value

‘ corresponding to the selected quantization level for the block in accordanCe with

the training video frames which are the scanned images; the comparison V

function is the predetermined function; andthe end resultant filter‘function can

be incorporated into a table such. as the second quantization table).

The Examiner concludes that it would have been obvious to a person of

ordinary skill in the art atthe time of the invention for Sugiura to decompress

using a quantization function which could be incorporated into a table based on a

first quantization table Scaled in accordance with a predetermined function of

the energy in a reference image and the energy in a scanned image as taught by

Agarwal in order to enhance the imageduring decoding.

The EXaminer takesthe position that the combined references of Agarwal

and Sugiura teach a second quantization table'where, given the inherent nature

of filters found inlAgarwal in how they are represented by tables, the filter

function relatedto energy is factored into the'second quantization table of

Wil-IUAWEIWEXf1016 - 699/714
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Sugiura so that the second quantization table is related to but nOnidentical to

the first quantization table.

Applicants respectfully traverse the Examiner’s characteriZation of the

quantization tables of Agarwal and Examiner’s position that Agarwal and

Sugiura teach a second quantization table based upOn the inherent nature of the

filtersvfound in Agarwal. Though Agarwal is a very long and complex reference,

the invention-described appears to be directed to exploitingv"the perceptual

propertiesof the human visual system in a statisticalsense to arrive at

quantizationztables thatmiI-iimize perceivedquantizationxartifacts at a given

effective bit rate." (Col. 120,11. 29-357); Agarwal then, goes on to describe a

process for designing .a set of N quantization tables wherein table Q1 is at the

perceptual threshold (i.e. it;generates noperceptible artifacts but at the expense

of abit rate that is“ potentially much-higher than a target bit rate) and wherein
the remaining quantization tables aredesigned to have monotonically decreasing

intermediate bit rates. (Col. 120, 1, 43 to col. 121, l. 67). It appearsthat the

quantization tables ofAgarwal are directed toward quantization tables which

reduce thebit rate required to encode an image with the least perceptible

artifacts for typical video. ((Col..121, ll: 49-54).

By contrast, the present invention is directed toward a method of

compressing and transmitting images which produces decompreSSed images

having improved text and iniage quality, which includes forming a second

‘ quantization table QD which is related to the first quantization table QE in

I accordance with a predetermined function of the energy-in a reference image and

‘ the energy in’a scanned image, as recited in claim 14 (from which claims 15, 17
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and 20-23 depend). 'A‘lso, incentras't to the references relied upon the invention

includes a methodof improving text and image quality of compressed images

that are compressedus‘ing theJPEG compression standard, Which method
includes scalingvthe first quantizationtable (QE) to form a second quantization

table (QD) according to the ratio of theenergy in the reference image to the

energy content of the scanned image, as recited in claim 29‘ (from Which claims
34-36 depend). ‘

In the present invention, the second quantization table is used to restore

the energy 'leyel- of the compressed» imagevzwhich, like - the {seannedaimaga suffers

from the inherent limitations ofa, scanner, to the energy level of a reference I

image that does not suffer [from the inherent limitations of the color scanner

. because it is not compromised by the misregistration and MTF limitations of the

. scanner- (Spec: p‘. 15,].- 19 to p.‘16,l. 13). Agarwal thus does not appear to teach
the second quantization table of the preSent‘inve'ntion nOr dies the functiOn of

the second table appear tomb-e inherent in the natureiof the filters ofAgarwal.

Claims 14 and 29 have been amended to more particularly point out and

distinctly claim the features of the present inyention. Claim 14, from which

claims 15-17 and 2'0924-depend, is amended to recite "forming a second

quantization table .(QD),if<fherein the second quantization tahle is. related to the

first quantizationtab‘lein accordance Withaipredetermined function of the

venergy'in a referenCe image and the energy in a scanned image, such that the
i is confi " '   d uantization. tabla; , ed .to-cc'om _'ensate for ima e

degradation caused hya scanner"; Claim 29,. from Whichtclaims 34-36 depend, is

. amended to recite "scaling the, first quantizationtable (QE) to form a second

HUAWEI EX. 1016 - 701/7147
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quantization table (Q15) aeoordingito the ratio cfthe energy inthe reference .

image to the energy content of the scanned image, Such that the second

quantization table QQD‘ is c . '4 I to com ensate for ima e de adation

caused bl a scanner"; Theamendments to Claims 14 and 29 are, supported by

the specification as originally filed at p. 13, 11. 2-14, p. 14, 11. 16-19, and p. 15, l.
l 19 to p. 16, l. 13 No new matter has been added.

In light of the amendments and remarksabove, Applicants submit that
nothing in Sug‘iura and Agarwal, éaloneor in combination, teaches or‘suggests

the second quantization table :‘QD'Of the, present invention, as recited in .

« independent claim 14,-‘from’which claims :15-17'and 20-24 depend; "and in

independent claim 29, from which claims‘34-36 depend. Accordingly, these

claims are. patentable over the cited references.
In‘addition, in regard to claim'17 , the Examiner has overlooked the

significanceiof the features of theginvention as claimed. Performing the step of

scaling the first quantization. in accordance with='the predetermined-function ..

subsequent to the tran'smissi‘on step, as recited in. claim 17, permits the present

3 method to be utilized to improve the image quality of an image transmitted from

a conventional device to be decompressed using the second quantization table.

(Spec. p. 17,1. 14, to p; 18, l. 4). This feature of the present invention as recited

in'claim‘ 17 provides claim 17 with separate grounds for patentability in addition

to those discussed above.
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o. . x .

8' 25-28" and 30

55,455,154.) g~ndv Agarwal (5,.4§§,57gz as applied gang, @5th in. mm Qfi Iggy

(4, 776, 030 z. ' ' ' “

The Examiner states that TZOu teaches that in an adaptive system the

   '3207‘8” aten'table under‘35 U.S.C.l 103 a over’Su iura

. quantization of an image is ordered according to the variance of the image

coefficients to reduce quantizationerror (col. 2, lines 21-42). The Examiner
' concludes that it would have been obvious to a person of ordinary; skill in the 'art

v at the time of the invention to use the image'variances -as=tau"g'ht"by Tzou with

the reference. and scanned image to arrive at the scaling factor of Sugiura and

Agarwal in order to reduce quantization error. The Examiner takes the position

that the combined references of Agarwal, Tzou andv'Sugi-ura teach a second .

I quantization table where given the inherent nature of filters fotmd in Agarwal in

how they are represented by'tables, the filter function-related to energy is

factored into the second quantization table of Sfigiura so- that the second ,

quantization table is related to but nonidentical to the first quantization table.

Applicants respectfully traverse. As discussed above with respect to

amended claim 14, from which claim 18 depends, and. amended claim 29, from

which claims 30-32 depend, and which applies With equal force to claim 25,‘ from

which claims 26-28depend; Ag'arwal does not appear to teach the second

quantization table of the present invention. 1

Further, Tzou appears to be directed to an adaptive system-in which

quantization bits are allocated to various discrete coefficients according to the

variance of each coefficient and assigned in order to obtain the largest reduction

10
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a 9 1 - , ' O

in quantization error. (Col. 12', 11. 21-55). There does not appear to be [any
teaching in Tzou with respect to the use of the, second quantizatiOn table of the '

present invention that is related to a first quantizationtable-basedupon the -
energy level of a reference image, Which does not suffer from the inherent ‘
limitations of a color scanner, versus the energy [level of a scanned image, that is V
affected by the limitationsof the color scanner, which enables. the energy level of I
scanned images to be-restored to that of the reference iniage'in order to improve
the quality of the scanned images.

ApplicantsthereforezreSpectfully. submitthat nothing in Sugiura, Agarwal I,

' and Tzou, alone or inbombination,teaches or suggests thevquantization table

QD-or the Scaling matrix Snof the present invention.

In vier of the foregoing remarks, Applicants respectfully submit that the

application is now in cendition for allowance and action. to that end is requested.
Please address all future communications toz‘.

Records Manager
_ LegalDepartment, 20BO

p Hewlett-Packard Company
P.0. BOX 10301 ‘

Palo Alto, California 94303—0890

Direct all telephone calls to: Marc P.-Schuyler (415) 857-3359.

Respectfully submitted, I

' . GIORDANO BERETTA,

VASUDEVBI—IASKARAN and

MARGER, JOHNSON, .
McCOLLOM 8: STOLOW'ITZ, P.C.

1030 S.W Merrison Street
Pertland, Oregon 97205
Telephone: (503) 222'—3613  
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" ‘ONsE‘ UNDER 37 CFR 1.116
DITED PROCEDURE REQUESTED

EXAMINING GROUP 2608

PATENT APPLICATION

ATTORNEY DOCKET No. 10 94893' 1 ' ‘ .. INTHE

. UNITEDSTATES PATENT AND TRADEMARK OFFICE '
a: $ 219

GIORDANO BBRBITA; E El} 51"”
_ VASUDEV BHASKARAN and KONSTANTINOS KONSTANTINIDES C: ‘3? 91

Serial No.: 08/411 369‘ _ ’ . Examiner: B. Johnsp'gl 0'1 :E
‘ . - , <3? AS IT:

Filing Date: March 27,1995 Group An Unit: 2608 g .4 (j

. Title: TEXTAND IMAGE .SHARPENING OF J'PEG COMPRESSED IMAGES
~" , IN FREQUENCYDOMAINUI ' . .

u BOX AF
ASSISTANT COMMISSIONER FOR PATENTS
Washington, D.C. .20231 '

Sir: . A

Transmitted hereWith iS/are theprlOWing in the above—identified application:
POI Response/Amendment ‘ _( ) Petition to extend time to respond
1X2): New fee as calculated below ~ * ( ) Supplemental Declaration
( ) No additiOnal fee‘ (Address envelope to'Box Non-Fee Amendments")
1 ) Other: “ '
 
 

  

 
cLAIM‘sAS AMENDED EY OTHER THAN A SMALL ENTITY

‘ (2) - ‘ (3) y ‘ I4) I A ISI‘ (6) I7) '
cLAIMS REMAINING .NUMBER HIGHEST NUMBER PRESENT RATE ADDITIONAL
AFTER AMENDMENT EXTRA PREVIOUSLY PAID FOR EXTRA - FEES

TOTAL ,3 . . ' ,CLAIMS 36 X 22 $ ‘0

' INDEP , ' = A xCLAIMS- MINUS $ 240

I FIRST PRESENTATION OF A MULTIPLE DEPENDENT c'LAIM -_EXTENSION
FEE

' I I I

TOTAL ADDITIONAL FEE
FOR THIS AMENDMENT

,Charge S ZAO' ' to Deposit Account 08-2025. At any time during the pendency of this
application, pIS‘aSe charge any fees required or credit any overpayment to DepOsit Account 08—2025
pursuaht to37 CFR 1 2.5 Additionally please charge any fees to Deposit Account 08-2025 under 37

~ CFR 1. 19, 1. 20 and 1..21 A duplicate Copy of this sheetIs enclosed.‘

  

 
 
 

 

III]: ’
FOR    

 

 
 

 

 

  
 

 

  

‘lST MONTH—' I 3RD MONTH

 

Respectfully submitted, . "
G'IORD 9 "BBRBITA VASUDEV BHASKARAN and

000 20 iii-III: 082025 08411369 .
8????337 Tsfurfifrwflggfl that this Correspondence is being KON .

‘ depOsited with the United States PostalService as  first class mail in an envelope addressed to: By
Assistant Commissioner for Patents, Washington,D.C. 20231. .

 
 Date of Deposit: ‘ Julyfig2'8, 1997 ResofNo 29,396

' 'DatezJuly 28, 1997
Typed Name: '

Signature;

Telephohe'No; (503) 222-3613
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. j 1 - a , ’ _ RmNsE UNDER 37 CFR 1.116 ‘
* . x . , 'E ITED PROCEDURE REQUESTED

I . . , . EXAMINING GROUP 2608
{I

 

 

, HEWLETT-PACKARD COMPANY ‘ PATENT APPLICATION
' Iepa‘mnent.’ ZOBN .

10301 . V ’ 3 . ATTORNEY DOCKETNO. 1094893 1
,‘ alifornia 94303-0890 , - ‘ ——'—

_IN THE

UNITED STATES PATENT AND TRADEMARK OFFICE
GIORDANO BERETI‘A!‘ ‘ . g1 31‘}
VASUDEV B'HASKARAN and KONSTANTINOS KONSTANTINIDES '- 5;; F}: 7:51

Serial Nod 08/411 369 Examiner. B Johnfin (:5 CI

Filing Date: March 27,1995 Group Art Unit. 2608 3: to :fi
, . a . ‘4 E

. Title! TEXT AND IMAGE SHARPENING OF J'PEG COMPRESSED IMAGES «Ci . :3.
I IN FREQUENCY DOMAIN .
u BOX AF I

, ASSISTANT COMMISSIONER FOR PATENTS
Washington,»D._C. 20231 -

'T .

Sir:

Transmitted herewith is/are the tollov‘ving in the above-identified application:
' l ) Petition to- extend time to respondPOI ResponSEIAmendrnent

(20‘: New feeas calculatedbelow _ _ - ‘ ( I

l ) No additionallyfee. (Address envelope to "Box Non-Fee Amendments")
( I ' ‘Other: 1

Supplemental Declaration

 

I ' . ’ CLAIMS AS AMENDED BY OTHER THAN A SMALL ENTITY

. 1 " '- V’I4)_ , l5). (6) (7) ‘
'HIGHEST. NUMBER PRESENT RATE ADDITIONALPREVIOUSLY PAID FOR EXTRA FEES

TOTAL ADDITIONAL FEE
FOR THIS AMENDMENT

 
Charge 5 240 to DepOSit Account 08-2025.-At any time during the pendency of this
application, please charge any fees required or credit any overpaymentto Deposit Account 08-2025
pursuant to 37 CFR 1. 25. Additionally please charge any fees to DepOsit Account 08-2025 under 37
CFR 1. 19, 1. 20 and 1.2I. A duplicate copy of this sheetIs enclosed.

Respectfully submitted,
‘BERETTA VASUDEV BHASKARAN and

 
GIQRD ,’ I .\

I hereby certify that this correspondence is being RONST' ' \ITINIDES
deposited with the United States Postal Service as .
first class mail in an envelope addressed to: By
Assistant Commissioner for Patents, Washington,‘ .' D.C. 20231..

Date of Deposit:_ July ”28 1997

  
Reg. No. 29,396

DateIJuly 28, 1997

Typed Name: '

Signature; '

Telephone No.: [503) 222-3613
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 _._ 65$“qu . - ”MM.“ . . m..-“_.__...._,..__,._..,.._._,._-.,-_,_._._, . 
a 

UNITED sures DEMTMENT or COMMERCEPatent and Trademark Ollice
3,"?

. fl —. .
1 _ . ’4
. ~ ‘0 ‘3 f ' Address: COMMISSIONER OF PATENTS AND TRADEMARKSWashington D.C. 20231
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LEGAL LEEERTMENT :uen

‘ HEWLETT Par: an FJI‘JNF‘ANY ' ART UN” ‘  
DATE MAILED:

Below Isa cammunlcaticn'lrom the EXAMINER In charge of thls application

COMMISSIONER OF PA TENTS AND TRADEMARKS

ADVISORY ACTION

[Z/THE PERIOD FOFt RESPONSE:

8) Eris. extended to run—or continues to runM;from the date of the final rejection . ,

. b) |:] expires three» months from the date of the final rejection-orastolr the mailing-date of this Advisoryfictlon. whichever is later. in no
eventhowever, will the statutory period for the response expire later than six months from‘the date of the final rejection.

Any extension of time must be-cbtainedby filing a petition under 37 CFR 1.136(a), the proposed response and the appropriatetee.
The date on which the response, the petition, and the fee have been fledIs the date of the response and also the date for the
purposes of determining the period of extension and the corresponding amount of the lee. Any extension fee pursuantto 37 CFR

.- 1. 17 will be calculated from the date at the originally set shortened statutory period for response or as set lorthIn b) above

'3 Appellant's Brief is due in accordance with 37 OFF! 1.192(a . ‘

K Applicant's response to the final rejection, filed 7 7'5” . 91 has been considered with the following effect. but It is not deemedto place the application in condition for allowance: ‘

1. E] The proposed amendments to the claim and [or specification will. not be entered and the final rejection stands because:

~-a. |:| There is no convincing showlng under 37 CFR 1.116(b)'why the proposed amendment is necessary and was not earlier
presented.

, b. DThey raisehew issuesthat would require, funher consideration and/or search. (See Note)... .. s . .

c. [:I They raise the issue of new matter. (See Note).

3 _ - . d. [I They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issues for ,appeal.

e. El They present additional claims without cancelling a corresponding number of finally rejected claims.

 
NOTE:
 

 
 

3’ 3 .
2. E Newly proposed oramendedclaims "'I t’ 7‘“ 4would be allowed if submitted in a separately tfied amendment cancellingthe non-allowable claims. 15" 23

3_ b} ‘Upon the tiling an appeal, the proposed amendment will be entered I] will not be entered and the status of the claims willbe as follows:

Claims objectedto:—_—

Claims rejected.E
However;

[:1 Applicant's response has overcome the lollowing rejection(s): 
 

 
  

presented.l

i:- i 4 .~ IlThe proposeddrawingforrection _D has Ci has not beenapproved by_the examine; _

. El Other
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"Ew'rgfl‘im‘gfiflnn COMPAN‘iiL‘w‘ ' ' ,‘ . ’PATENT APPLICATION
Legal Department, ZOBN . ' “of: .
P- °- 50" 1030‘ ' ATTORNEY DOCKET No. 1094893-1
Palo Alto. California 94303-0890

* ' ' " ' l _ IN THE '
UNITED STATES PATENT AND TRADEMARK OFFICE  

lnventorls): Giordano Beretta, et éi

. Serial No.: > 08/.‘UI.359 ‘ Examinerr B. Johnson
" .‘ I . . . ‘ \

Filing Date: 03/27/95 . Group Art Unit: 2608

Title: - TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY
' DOMAIN

 ASSISTANT COMMISSIONER FOR PATENTS I u .; 3‘
Washington, D.C. 20231 “f"; l'.<.,ahe”.— :1").

PETITION FOR EXTENSION OF TIME
C.)

Sir:

In an Office- Action mailed on May 27, 1997 , on the above-identified U.S. Patent

» application, a shortened statutory period of , 3 months was set for response. In accordance

with 37 C.F.R. 1.136(3), applic'ant(sI hereby requestlsla:

I ( I‘ one month

(X) two months .

_( ) three months

( ) four months

'time extensionsvso that the period for response to the Office Action expires on 10/27/97

III/$3,337 JRRTIS owe-WWW 0841:1369
-' ~ Char§93"0% f 390 to Deposit Account 08-2025. At any time during the pendency of this

applIcatIon, please charge any fees required or credit any overpayment to Deposit Account 08-2025
pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

I hereby certify that this correspondence is being
deposited with the United States Postal Service as :

  

l I First Class Mail Respectfully submitted,

(X) "Express Mail Post Office to Addresses" ‘ Giordanteretta, et al
service under 37 CFR 1.10. 1"/
 
 

"Express Mail“ label no. Emsssozzaaus By ,v _ M

in an envelope addressed to: Assistant Commissioner Marc P. Schuyler
'for Patents, Washington, D.C. 20231.

‘ - . . Q‘ Attorney/Agent for Applicantls)
tamer-Deposit: September 30, 1997 (1% Reg. No. 35,675
Typed Name: Nelia de Guzman

. Date: SGPtember 30, 1997
Signature: 2%

Telephone No.: 650/857-33 59

Rev 10/96 [Ext Time)
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% I%g 5 Address: COMMISSIONER OF PATENTS AND TRADEMARKSO
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DATE MAILED:

NOTICE OF ABANDONMENT

. This applioation'Is abandoned'In view of:
E Applicant’s failure totimely file a proper response to the Office letter mailed on

El A response (with aCertifiCate of Mailing or TransmissionOfé)was received on
,which'Is after the expiration of the period for response (including a total extension oftime of month(s)) which expired on 1 - ~

[I A proposed response was received on—‘,but It dries net constitute a proper response to the final
rejection.

(A properresponse to a final rejec'tiOn consists only of: a timely filed amendment which places the application”In

' conditIOnfor alloWance‘; a Notice of Appeal; or the filing of a continuing application under 37 CFR 1.62 (FWC).
D Noresponse has been received. ‘ }

CI Applicant's failure to timely pay the required'Issue lee within the statutory period of three months from the mailing date
ofthe Notice of Allowance.

E] The issUe fee (with a Certificate of Mailing or Transmission of - ) was received on
D The Submitted”Issue fee of $.__..is insufficient. .The'Issue fee required by 37 CFR 1.18 is $ I

- E] The'Issue fee has (not been received.

[:1 Applicant's failure to timely file new formal drawings as required in the Notice of Allowability.
[:1Proposed new formal draWings (with aCertificate of Malling or Transmission ot__'__._3.__') were

received on »

1:] The proposed newa’ormal dIa'Wings filedW—-are not acceptable.
[I No propOSed new formal drawings have been received.

' 2 The express abandonment under 37_ CFR 1.62(9)‘In favor of the FWC application filed onW
I: Theletter of express abandonment which'Is- signed by the-attorney or agentof reCord. the assignee of the entire

interest, orall of the applicants.

:1The letter of expressabandonment which'Is signed by anattorney or agent (acting'In a representative capacity under
37 CFR 1.154(3) upon the filing of a Continuing application.‘

, The decision by the Board of Patent Appeals and Interferences rendered on
for seeking court reviewof the decision has expired and there are no allowed claims.      
The réas‘on(s) below: DWAYNE D. DOST .
, _, . . SUPERVISORY PATENT EXAMINER

FOHM1PTO-11432 (REV. 1M5) . , * GROUP 2700
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PTO UTILITY GRANT

PaperNumber’rzg

The Commissioner of Patents
and Trademarks

Has received an applicationforapatentfora
new and useful invention. The title and de-
scription of the invention are enclosed. The
requirements oflaw have been complied with,
and it has been determined that a patent on
the invention shall be granted under the law.

 

Therefore, this

United States Patent

Grants to the person(s) having title to this
patent the right to exclude othersfrom mak-
ing, using. a eringfor sale, or selling the in-
vention throughout the United States of -
America or importing the invention into the
United States ofAmericafor the term setforth
below, subject to the payment ofmaintenance
fees as provided by law.

If this application was filed prior to June 8,
1995, the term of this patent is the longer of
seventeen yearsfrom the date ofgrant ofthis
patent or twenty yearsfrom the earliest effec-
tive U.S. filing date of the application, sub-
ject to any statutory extension.

If this application was filed on or after June
8, 1995, the term ofthis patent is twentyyears
from the U.S. filing date. subject to an statu-
tory extension. If the application contains a
specific reference to an earlierfiled applica-
tion orapplications nnder35 U.S. C. i 20, 121
or 365(c), the term ofthepatent is twentyyears

m the date on which the earliest applica-
tion wasfiled, subject to any statutory exten-

sion. fia‘d

 
ofPatents and Trademarks

WAngst

 

Form PTO-15M (Hay. 2191)
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