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  . IN THE FREQUENCY DOMAINe7 | aAPPLICATIONDATA -
This application incorporates subject matterdisclosed in commonly-

assigned application entitled . METHOD. FOR SELECTING JPEG
QUANTIZATION TABLES FOR LOW BANDWIDTHAPPLICATIONS,
Ser. No. oe GSESi7filed on even date herewith.

- BACKGROUND OF THE INVENTION

This invention rélates to data compression using the JPEG
: compression standard for continuous- tone still images, both grayscale
and color. | ; .

A committee known as "JPEG," which stands. for "Joint
Photographic Experts Group," hasestablished a standard for compressing
continuous-tone still iimages, both grayscale and color. This standard
represents a compromise between reproducible image quality and
compression rate. To achieve:acceptable compression rates, which refers
to the ratio of the uncompressediimage to the compressed image, the
JPEG standard.adopted a lossy compression technique. The lossy
compressiontechnique was required given the inordinate amount ofdata

| needed to represent a color image, on the order of 10 megabytesfor a 200
dots.per inch (DPI)8.5" x11" image. By carefully implementing the
JPEG standard, however, the loss in theimage can be confined to

imperceptible areas of the iimage, which produces a perceptually loss less
uncompressed. image. The achievable compression rates using this
technique are in the range of 10:1 to 50:1.

Figure 1 shows a_block diagramof a typical implementation of the

7é NX
f
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JPEG.compressionstandard.Theblock diagram will be referred to as a
compression engine. The compression engine 10 operates on source image

- data, which represents a source image ina given. color space such as
CIELAB. The source image data has a certain resolution, which is
determined by how theiimage was captured. Each individual datumof |
the source image data represents an image pixel. The pixel further has
a depth whichis determined by the numberofbitsused to represent the
imagepixel. |

‘The source image data. is: typically formatted as a raster stream
of data. The compression technique, however; requires the data to be
represented in blocks. These blocks represent a two-dimensional portion
of the source image data: The JPEG standard uses 8x8 blocks of data.
Therefore, a raster-to-block translation: unit 12 translates the raster
source image data into 8x8 blocks of source image data. The source
image data is also shifted from unsigned integers to signed integers to
put them into theproper format for the next stage in the compression
process. These 8x8 blocks are then forwarded to a discrete cosine
transformer 16 via bus 14. © - |

. ‘The discrete cosine transformer 16 converts the source image data
_ into transformed image data using the discrete cosine transform (DCT).

The DCT,as is knowniin the art of iimage processing, decomposesthe 8x8
block of sourceimage data into 64 DCT elements or coefficients, each of
which correspondsto a respective DCT basis vector. These basis vectors
are unique 2-dimensional (2D) “spatial waveforms," which are the
fundamental units in the DCT space. These basis vectors can be
intuitively thoughtto represent unique images, wherein any source image
can be decomposed into a weighted sum of these unique images. The
discrete cosine transformer uses: the forward discrete cosine (FDCT)
function as shown below, hence the name. -
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7 7

Y[k,1] =qocolZsaSp, x=0y=0 :

(2y+1)In
16

where: Cdk), ca)=“yr/Btork, 1 = 0; and
C00), cq)= J otherwise

The outputof the transformer 16is an 8x8 block of DCT elements
or coefficients, corresponding to. the DCT basis vectors. This block of
transformediimage data is then forwarded to a quantizer 20 over a bus
18. The quantizer 20 quantizes the 64 DCT elements using a 64-element
quantization table 24, which must be specified as an input to the
compression engine 10. Eachelement of the quantization table is an
integer value from ore to 255, which specifies the stepsize of the
quantizer. for the corresponding DCT coefficient. The purpose of
quantization. is to achieve the: maximum amount of compression by
representing DCTcoefficients with no greater precision thanis necessary
to achieve the desired image quality. Quantization is a many-to-one
mapping and, therefore,iis fundamentally lossy. As mentioned above,
quantization tables have been designed which limit the lossiness to
imperceptible aspects of the image so that the reproduced image is not
perceptually different from the sourceimage, _ |

The quantizer 20 performs a simple division operation between each
DCTcoefficient and the corresponding quantization table element. The
lossiness occurs: because the quantizer 20 disregards any fractional
remainder. Thus,the quantization function canbe represented as shown
in Equation 2 below.

| Yolk] = Integer Round(HE!L)
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where Y(k,]) represents the (k,1)-th DCT element and Q(k,) represents

the corresponding quantization table element.
To reconstruct the source image, this step is reversed, with the

quantization. table element being multiplied by the corresponding
quantized DCT coefficient.. The inverse quantization step can be
represented by the following expression:

Yk, 1] = Yolk, 1] Qelk, 1.

As should. be apparent, the fractional part discarded during the
quantization step ig not restored. Thus, this information is lost forever.

Becauseof the potential impact on theiimage quality ofthe quantization
step, considerable effort has gone into designingthe quantizationtables.
These efforts are described further below following a discussion of the

final step iin the JPEG compressiontechnique.
_. The final step of the JPEG standardiis an entropy éncoding, which

is performed by an entropy encoder 28. ‘The entropy encoder 28is coupled
to the quantizer 20 via abus 22 for receiving the quantized image data
therefrom. The entropy encoder achieves additional lossless compression
by encoding the quantized DCTcoefficients more compactly based on
their statistical characteristics. The JPEG standardspecifies two entropy
coding methods: Huffman coding and arithmetic coding. The
compression engine ofFig. 1 assumes Huffmancoding is used. Huffman
encoding, as is known in the art, usés one or more sets of Huffman code
tables 30. These tables may be predefined or computed specifically for a
givenimage. Huffman encoding is a well known encoding technique that
produces high levels of lossless compression.. Accordingly, the operation
of the entropy encoder 28 is not further described.

Referring now toFig. 2, a typical JPEG compressed file is shown

a
ee
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generally at34. The compressed ‘file includes a JPEG header 36, the
quantization (Q)tables 38 and the Huffman (H) tables 40 used in the
compression process, and the compressediimage data 42 itself. From this
compressed file34 a perceptually indistinguishable version oftheoriginal

5 source image can be extracted when an appropriate Q-table iis used. This
extraction process is described below with reference to Fig. 3.

AJPEG decompression engine 43 is shown in’Fig. 3. The
decompression engine essentially operatesirin reverse of the compression
engine 10. The decompression engine receives the compressediimage data

10 ata header extraction unit 44, which extracts the H tables, Q tables, and
compressed image data according to the information contained iin the
header. The H tables are then storediin H tables 46 while the Q tables
are stored iinQ tables 48. The compressediimage data iis then sent to an
entropy decoder 50 over a bus 52.. The Entropy Decoder decodes the

15 Huffman encoded compressediimage data using theH tables 46; The
| output of the entropy decoder50 are thequantized DCT elements.

The quantized DCT élementsare then transmitted to an inverse
quantizer 54 over a bus 56. ‘Theinverse quantizer 54multiplies the
quantized DCT elements by the corresponding quantization table

20 elements found in “Q tables8. As described above, this inverse
quantization step does not yield the original source image data because
the quantization step truncated or discarded the fractional remainder
before transmission of the compressediimagedata.

Theiinverse quantized DCT elements are then passed to an inverse
2.discrete cosine transformer (IDCT) 57 via bus 59,-which transforms the

data back into the time domain using the inverse discrete cosine
transform (IDCT): The iinverse transformed data is then transferred to
block-to-raster translator 58° over a bus 60. where the blocks of DCT

elementsare translated into a raster string ofdecompressed source image

HUAWEI EX. 1016 - 8/714
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data.. From the decompressed source image data, a facsimile of the
original source image can be. reconstructed The reconstructed source
image, however,iis not.an exact replication of the original source image.
As described above, the quantizationstep produces some lossiness in the
process ofcompressing the data. By carefully designing the quantization
tables, however, the prior art methods have constrained. the loss to
visually.imperceptible portions of the iimage. Thesé methods, and their
shortcomings, aredescribed below.

The JPEG standard includes two examples of quantization tables,
one for luminance channels and one for chrominance channels. See
International Organization for Standardization: "Information technology
- digital compression encodingof continuous- tonesstill images- part 1:
Requirements and. Guidelines, "ISOAEC 1S10918-1, October 20, 1992.
These tables are known as the K.1 and K.2.tables, respectively. These
tables have been designed based'on the perceptually lossless compression
of color images representediin the YUV color space. ,

These tables result in visually.pleasingiimages, but yield a rather
low compressionratio for certain applications. The compression ratio can
be varied by setting a so-called Q-factor or scaling factor, which is
essentially a uniform multiplicative parameter that is applied to each of
the elements in the quantization tables. The larger the Q-factor the
larger the achievable compression rate. Even if the original tables are
carefully designed to be perceptually lossless, however, a large Q-factor
will introduce artifacts in the reconstructediimage, such as blockinessiin
areas of constant color or ringing in text-scale characters. Someofthese
artifacts can be effectively cancelled “by post-processing of. the
reconstructed image by passing it through a tone reproduction curve
correction stage, or by segmenting the image and processing the text
separately. However, such methods easily introduce new artifacts.

HUAWEI EX. 1016 - 9/714 |
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Therefore, these methods are not ideal.

As a resultof the inadequacy of the Q-factor approach, additional
design methodsfor. JPEG discrete quantization tables ‘have. been
proposed. These methods can be categorized as either perceptual, which
means based on the human visual system (HVS) or based on information
theory criteria. Thesemethods.are also designated as being based on the
removal of subjective or statistical redundancy, respectively, -These
methods are discussed in copending application entitled "Method for
Selecting J.PEG Quantization Tables for Low Bandwidth Applications,"
commonly. assigned to the present assignee, incorporated herein by
reference. | .

Quantizationiis not the.only cause ofimage degradation.. The color
source image data itself might be compromised. For ‘scanned colored
images, the visualquality of the iimage can be degraded because of the
inherent limitations of color scanners. These limitations are mainly of
two kinds: limited modulation _ transfer.function (MTF). and
misregistration. The modulation. transfer function refers to the
mathematical representation or transferfunction ofthe scanning process,
There are inherent limitations in representing the scanningprocess ‘by
the MIF and these limitations are the main cause ofpixel aliasing, which
produces fuzzyblacktext glyphs ofgrayish appearance. Misregistration,

on the other hand, refers to the relative misalignment of the scanner
sensorsfor the various frequency bands. For example, the Hewlett
Packard ScanJet TIc™ has a color misregistration tolerance of+/- 0.076
mm. for red. and blue with respect to green: This amount of
misregistration iis significant considering thesize ofan imagepixel(e.g.,
0.08 mmat 300 dotsper inch (dpi)).

These limitations significantly degrade textiin coloriimages because
sharp «edges are very important for reading efficiency. The visual quality

HUAWEI EX. 1016 - 10/714
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oftext. can be improved, however, using prior art ‘edge enhancement
techniques. Edge enhancement can be performediin either the spatial
or frequency domain. “In the spatial domain Ge. , RGB), edge crispening
can be performed by discrete convolution of the scannediimage with an
edge enhancement kernel. This approachiis equivalent to filtering the
image with a high-pass filter. However, this technique iis computationally
intensive... An M:x.N convolution kernel, for example, requires MN

_ multiplications and additions per pixel:
For edge sharpeningiin the frequency domain, the full iimageisfirst

transformed into the frequency.domain using the Fast Fourier Transform
(FFT) or the Discrete Fourier Transform (DFT), low... frequency
components are dropped, and thenthe image is transformedbackinto the
time domain. This frequency domain method;as with the spatial domain
method, is also. computationally intensive. : Moreover, it uses a
transformation different than that required by the JPEG standard.

Accordingly, the need -Temains ‘for a. computationally efficient
method for improving the visual quality ofimages, and in particular text,
in scanned images.

_- SUMMARYOF THE INVENTION
The invention is a method of. compressing. and decompressing

images which comprises using one quantization table (Qe) for compressing
the image and a second quantization table (Q,) for decompressing the
image. In general, compression: and decompression are performed in

. conformance with the JPEGstandard. The second quantization table Qp
is related to the first quantization table accordingtothe following general

expression:

Qo=SxQe+B,

HUAWEI EX.1016 - 11/714
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where Sisa scaling matrix having each element Sik,1] formed according
to the following expression:

S[k,ll? = Vlk,1VVolk,1]

where V* is a variance matrix of a reference image and Vy is a variance

matrix of a scanned image; and where B is a brightness matrix, which
can include z6ro or non-zero elements. By using the scaling matrix S, the
high-frequency components of the DCT elements can be "enhanced"
without any additional computational requirements. According to the
invention, the quantization table Q, is transmitted with the. encoded
quantizediimage data,andiis used iin decompression to recover the image.

The referenceiimage isa preselected continuous-toneiimage, either
grayscale or color depending on theiimages to be processed. The reference
imageis rendered. into a target image file. The target imagefile is not
‘generated by a scanner, sothe data therein iis not compromised by any of -
the inherent limitations of acolor scanner. ‘Thus,. the variance ‘of the
target image data, which iis a statistical representation of the energy or
frequency content of the iimage, retains the high-frequency components.

The reference image can be any continuous-tone image, but.in the
preferred embodiment the referenceiimage includes text with a seriffont
because the serif:font has good visual quality which themethod preserves.

The scanned image, although it canbe any image,in the preferred
embodiment isa.printed version of the reference image. Thus, the
variance of the scanned image represents the energy or frequency
composition of the: reference image but whichis compromised by the
inherentlimitations ofthe scanner.~The scaling matrix, therefore, boosts
the frequency components that are compromised by the scanningprocess.

HUAWEI EX.1016 - 12/714
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A preferred embodiment ofthe invention is described herein in the
context ofa color facsimile (fax) miachirie. The colorfax machine includes
a scanner for rendering a color image into color source image datathat
represents the color iimage, a compression engine that.compresses the
color source image data to compressed image data, a means for
encapsulating.the compressed image data, and a meansfor transmitting
the encapsulated data. The compression engine includes. means for
storing two quantization tables: Thefirst quantization table.is used to
quantize the image data transformed using the discrete cosine transform
(DCT). ‘The second quantization table is encapsulated with the encoded
quantizediimage data for use in decompressing the image. The second
quantization tableis related to thefirst quantization table in the manner
described above. When used to transmit and receive color images
between two locations, the machine transfers the images with higher
quality than‘prior.systems. ,

The second quantization table can be precomputed andstoredinthe
compression engine,in which case there are ho additional computational
requirements for the éornipression engine to implement the image
enhancing methodofthe invention. This capability results in a lower cost

color facsimile product than is possible using the prior. art image
enhancementtechniques.

The foregoing and other objects, features and advantages of the
invention will become morereadily apparent fromthe following detailed
description of a preferred embodiment of the invention which proceeds
with referenceto the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
Fig. Lisa block diagram of a prior art JPEG compression engine.
Fig. 2 is a drawing ofa typical format of a JPEG compressedfile.

HUAWEI EX. 1016 - 13/714
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Fig. 3 is a block diagram ofa prior art JPEG decompression engine.
Fig. 4-is a flow chart of a method of forming a scaled quantization

table according to. the invention.
Fig. 5 isa "drawing of a JPEG corriprésged file including a

quantization table scaled according to the invention.
Fig. 6is.a block diagram ofa JPEG decompression engine according

to the invention.
Fig 7.is a block diagram of a color fax machine5 including JPEG

compression and decompression engines according to the invention.

DETAILED DESCRIPTION OF. THE PREFERRED EMBODIMENT
"Overview ofthe Quantization Process

The text andiimage enhancing technique according to the invention
is integrated into the decoding ‘orinverse quantization step that is
necessarily required by thedPEGstandard. The invention integrates the
two by using twodifferent quantization tables:a first quantization table
(Qs) for use in quantizing theiimage data during thecompression step and
a second quantization table (Qn) for use during the decode or inverse
quantization during the decompression process. The difference between
the two tables, in particular theratio of the two tables, determines the
amount of iimage enhancing thatiis done inthe two steps. By integrating
the image enhancingandiinverse quantization steps, themethod does not
require any additional computations than already required for the
compression and decompression processes.. a

In order to understand the operation ofthe invention, the following
mathematical derivationiisnecessary. Let Qp be the second quantization
table used during the decoding orinverse quantization step. Then let Qp
be related to the first quantization table Qi, used during the quantization
step,by the following expression:

HUAWEI EX. 1016 - 14/714
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Qo = (Sx Qe) +B a | @

where S is a scaling matrix, which scales each elementof the first
quantization. table. Qs to a: corresponding element in the. second
quantization table Qp. The scaling matrix 9 iis not usediin atrue matrix
multiplication; rather, the multiplication is’ an element-by-element
multiplication. Each element in‘the first quantization. table Qs has a
corresponding element in. the. scaling matrix S that when multiplied
together produce. the corresponding element in the secondquantization
tablé Qp. oe

The matrix Bisa so-called brightness1matrix becauseit can affect
the brightness of the image by changing. the DC level of the DCT
elements. The ‘elements of the B matrix can include zero or non-zero
values depending on. the desired brightness. For]purposes ofthe following
discussion and derivation,however, it will be assumed that the B matrix

~ contains-zero elements only to simplify the derivation.
The text and iimage enhancing technique of the invention uses a

variance matrix to represent the statisticalproperties of an image. The
variance matrix isan Mx M matrix, where each element in the variance
matrix is equal to the varianceof a corresponding DCT coefficient over
the entire image. The varianceis computed in the traditional manner, as

_is knownin the art.
The edge enhancement technique in essence tries to match the

variance matrix ofa decompressed image (Vy [k,]]) with avariance matrix
of a reference image (V*({k,1]); The technique tries to matchthe two by
scaling the quantization table. in the manner described above. In order
to do this, the method takes advantage of the relationship between the
uncompressediimage and the compressed image. The following derivation

a ,

“
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will make this relationship clear.
‘Let V*(k,1] denote the variance of the [k;1] frequency componentof

a reference iimage. Ideally, this image contains thosecritical attributes
that the technique seeks to. preserve, for example, text. This variance

“5 matrix is of an ideal or reference iimage in that: it-is not rendered into
color source image data by a scannerbut, instead,iis rendered into its
ideal form by software, described further below. ‘Thus, the color source
image data of the reference image does notsuffer from the image
degradation dueto the inherentlimitationsofthe scanner. Therefore, the

10 variance ofthe referenceiimage retains the high-frequency characteristics
of the original referenceiimage.

The method produces a resulting decompressed image that has
approximately the same variance as the variance of the reference by
modifying. the quantization table. Thus, the method produces the

15 following relationship:

Volk,=Vk, | (2)

cy However; the decompréssed image (Y) is related to the original quantized
20. image (Yq) by the following expression:

Yk, I= Yoslk, 1 Qolk, | (3)

Substituting equation (1) into equation (3) yields the following equation
25..below:

Yiik, I= Youlk, 1(S0k, Qik, ID (4)

The variance of the decompréssedimage (Vy) can then be expressed by

HUAWEI EX. 1016 - 16/714
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the following expression:

Velk, 1] = Var (YI, I) = Var (Sik, 1] Youlk, 1 Qelk, ID (5)

Reducing this expression yields the following:

Volk, We Sik, q] Vylk, Wy — (6)
where Vy represents the varianceof the original uncompressed image.

Substituting equation (6) into. equation (2) yields the following
relationship between the scaling matrix S and. the variances of the

reference image (V*) and the original image (Wy): :

‘SIk, I=Vell11/ Volk, I, a (7)
Therefore, the scaling matrix S can beused to: boost the variance

of the JPEG compressed image. to that of the reference image by
appropriate formation of the scalingmatrix. This methodiis showniina
more generalized.fashioniin. FIG:.4,

- Preferred Embodiment of the Method
In FIG. 4, a method 62 of forming a scaled quantization table

according to the invention is shown. Thefirst step 64 is to generate a
referenceiimage. This referenceiimage, in the preferred embodiment,
embodies certainvalued features or elements that the method seeks to
preserve. In the preferred embodiment, these critical elements include
highly readable text such as those typefaces having a serif font, e.g.,
Times Roman. The selection ofthe reference iimage is important because
it is the frequency or energy characteristics. of this image that. the text

5
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image sharpening methodiis intended to preserve. Because the method
is statistical, the result can be improved by averaging over a number of
typical images. Examples ofsuch typical images are those usingdifferent
fonts (e.g., Palatino and Devanagari), handwriting, short-hand, line

5 drawings, schematics, bar codes, etc. These different images can further
be categorized in a number of classes. |

This generating step 64 is performed on a computer, typically using
a word: processor or desktop publishing application such as Adobe
Illustrator or Microsoft Word: The image is entered into the computer

10 and then rendered by the application into referenceiimage data by the
application. The réference image data will bein the appropriate color
space, @.g., CIELAB or RGB, to allow the subsequent step to be
performed. This process.can be achieved by first rendering the imageinto

anAdobe Postscript file and then rendered into a bit-mapped color source
15 image data file using DisplayPostscript. Alternatively, other page

description languages can be used to describe theiimage such as the PCL
language by Hewlett: Packard and then rendered into a bit map by aan
appropriate rendering program.

‘Once the referenceiimage ‘is generated and rendered into reference
20 image data, the average energyof the referenceiimage is determinedin

step 66. In the preferred embodiment,this step includes computingthe
variance matrix (V*) for the reference image data. -The variance matrix,
as. is knownin theart, statistically represents thefrequency components
or energy containediin the image. Unlike a scannediimage, the reference

2. image does not suffer from any of the inherent limitations of the color
scanner because itiis not compromised by the misregistration and MTF
limitations of the scanner: Accordingly, the variance for the reference
image retains the high-frequency energy that is critical to the visual
quality of‘the referenceiimage.

co
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In’step 68; a:‘scanned iimage is scanned or selected from one or more
stored pre--scaninediimages. This scannediimage is one that suffers from
the inherent limitation of the’scanner. This scannediimage can be any
image,but in the. preferred: embodiment itis a scanned version of the
referenceiimage generated. in step 64, orof the same type of image used
to form an averaged referenceiimage.

As in step 66, the average energy of the scanned image is then
determined in step70:. The average energy again is represented by a
variance matrix wv.) of the scannediimage. .

~The variance matrix (V*) of the referenceiimage and the variance
matrix (Vy) of the scannediimage are then used to compute the scaling
matrix Sin step 72, This step involves solving equation (7) above for
each element in the scaling matrix S.

Finally, in step 74 the scaled version of the quantization table is
calculated. This step is a simple element-by-element multiplication as
represented by equation (1) above.

The useof the scale tables is seen clearly with reference to FIG.5.

In FIG. 5a first sat of Q tables a6 is provided to aJPEG compression
engine 78, whichcompresses theiimage data in accordance with the JPEG
compression standard. The compression engine 78 performs the
quantization step using the Q tables 76. The compression engine 78 also
performs the entropy encoding, as described above, using Huffman tables
80.

The Q tables 76 are then scaled by ascaler 82 using the method 62
described abovewith reference to FIG. 4. A JPEG formatfile 84 is then
formed which includes a JPEG header86,the scaled Q tables'88, the H
tables 90 arid the compressed image data 92. ‘Thus, although the
quantization was performed using the Q tables 76, the scaled Q tables are

‘transmitted for use in the decompression process. This difference
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between the two quantization tables, as represented by. the scaling
matrix, is what implements the text and image enhancing technique
according to the invention. An advantage ofthe present invention is that
no changes necessarily need to be madeto the decompression engineto
implement the:iimage enhancing technique. of : the invention. The
decompression engine uses the scaled Q tables in the same wayit would
use unscaled Q tables. ‘Thus, the prior art decompression engine of Fig.
3can still decompress images compressed according to the invention.
Moreover, it can do so with the improved image quality provided by the
invention. In addition, the scaled Q-tables can be precomputed. and
stored in memory so that the scaling step does not need to be performed
real-time.»This preferred embodiment of the invention, therefore, does
not require scaler 82: | . | -

“Alternatively, the scaling can be performed on the decompression
side rather than on the compression side. A decompression engine 94
which implements the text and imageenhancing technique accordingto
this aspect.ofthe invention is shownin FIG.6. Decompression engine 94
could be usedin conjunction,with a prior art compression engine which
does not implement the text andiimageenhancing technique according to
the invention.

» The decompression engine 94 includes a header.extraction unit 96,
which extracts the Htables and the Q tables. The H tables are used by
an entropy decoder 98 to decode the compressed iimagedata. The Q tables
received bythe decompression engine arethenscaled by a scaler 100,
which scales the Q tables according to equation 7 above. The variance
matrices (V# and 5) are stored in the scaler for use in the scaling
process. Thescaled Q tables are then stored in. a randomaccess memory
102 for use by an.inverse quantizer 104, which performs the inverse
quantization step. Because the scaled Q tables are used in the inverse
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hantization step the text andiimage enhancing technique according to
the inventioniis implementediin this step. Theiinverse quantized image
data.is thentransformed by IDCT 105 and rasterized bya block-to-raster
translator 106. The result is text andiimage enhanced.source image data.

Thus, the text and image enhancing technique can either be

implemented ineither the decompression side or the compression side,
but not both. Ifthe decompression engine94 and compression engine 78
are used together, there must be gome way to bypass the scaler 100 where
the scaling is performed on the compression side. It is possible for the
JPEGheaderto include a tagfield to indicate whetherornot the scaling
has been performed in the compressionor, alternatively, whether itneeds
to be performed 1in the decompression. However, this would require the
use of a JPEG application marker in the JPEG.file. Accordingly, the
preferred methodiis to scalethe quantization tables on the compression

_ side and transmit the scaled quantization tables to the decompression
engine. This would not necessitate any changes to the decompression
engine or the JPEG standard. .

Although the compression engine according to ‘the invention is
implemented in dedicated hardware as described hereinabove,
alternatively . it can be implemented in software operating on a
programmed computer having a microprocessor suchas an Intel 80486
orPentium or Hewlett Packard PA-RISC. In the latter case, the various
tables, whether precomputed or computed real-time, are stored in the
dynamic random access memory (DRAM) of the computer during the
compression and decompression processes and the various steps of the
method are implemented by software processesor routines. In addition,

there a numerous combinationsofhardware and/or software that can be
used to implement compression and/or decompression engines according
to the invention depending on the desired performance and cost. The

7
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combinations aretoonumerousto describe individually but those skilled
in the art could implement such combinations based on the description
found herein; ©

Preferred Embodimentofthe Apparatus

oA color facsimile machine 134 using the JPEG compression and
decompression engines according to invention is showri iin Fig. 7. The
color fax machine 134 includes two related but independent components:
a send component. and:.a receive component. The send component
includes a scanner 136 which receives a physicaliimage document and
which renders or transforms the physicaliimage into color source image
data...The color :source imagedataiis then passed toa corrections and
transformation.engine 138, which can correct for certain anomaliesiin the
scanner andformat the source color image data appropriately. This
transformation can include transforming the color sourceimage data from
one color space,@.2., RGB, to another, e.g., CIELAB.

The corrected and transformed color source image data is then
passed to a JPEG compression engine 140; which includes the two
quantization tables (Qs, Qn) formed iin accordance with the invention
described herein. The first quantization table Qs, in the preferred
embodimentof the invention is formed in accordance with the method
taught in our commonly-assigned application entitled METHOD FOR
SELECTING JPEG QUANTIZATION TABLES FOR LOW BANDWIDTH
APPLICATIONS, Ser. No.€7/36 617, incorporated herein by. reference.
Alternatively, any customaryJPEGquantization tables (e.g., K.1) can be
used as the first quantization tables.

The JPEG compression engine compresses the source image data
into compressed image data in the manner described above, whichis
then passed onto a G3/G4 encapsulation engine 142 alongwith the second
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Q-table (Qp). The encapsulation engine 142 performs the step of
encapsulating the compressed image data in accordance withthe
amended T.30 Group 3 Facsimile Standard. Alternatively, instead ofG3,
the encapsulation could also be G4 for an equivalent machine operating
according to the T.30 Group 4 Facsimile Standard. The encapsulated
data is then transmitted via a transmissionmeans 144 over thelimited
bandwidth channel. In the preferred embodiments, this transmission
means includes a modem: (modulator), but. can also include direct
transmission circuitry. ,

‘ On the receiving end, the color fax machine 134 includes a receiving
means 146, which in. the preferred embodiment uses a modem
(demodulator). of the transmission means 144 or ‘equivalent digital
‘receive circuitry.‘The received compressediimage dataiis.then decoded by
a G3/G4 decoding «engine 148. The engine 148 decodes or unencapsulates
the compressed. image in accordance with the. applicable Group 3 or
Group 4 facsimile standard. The decoded compressediimage data is then
decompressed by a JPEG decompression engine 150: In the preferred
embodiment, this decompression engine is:that shown iin Fig. 6, which
includes the Q-table scaler. Moreover, the decompression engine 150
includes means for determining whether the Q-tables:were scaled in the
compression process. As described above, this operation involves
decoding the. header file. Alternatively,a precomputed set of scaled Q-
tables cold be stored in memory in the receive component and used in the
decompression process by the engine 150. In a further embodiment, the
engine 150 could assume that -the. scaling was performed in the
compression process and simply use the Q-tables as received.

The decompressed source imagedataisthen passedto a corrections
and transformations engine 152, which transformsthe source image data
into the color space required by a color printer 154 included in the color
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fax 134. The color printer 154; which ¢can use any printing technology
such as electro-photographie, inkjet orimpact, then reproduces the image.
The reproduced color image, by using the scaled Q-tables formed in
accordance with the invention,improves the textandiimage qualityofthe
imagewithout requiring real-time processing oftheiimage data. The text
andiimage enhancingtechniques described herein take advantage of the
processing already’ required by theJPEG standard to implement the
techniques. Thus, the overall cost ofthe productiis not impacted.

~The color facsimile machine 134 can include a‘plurality ofdifferent
scaled quantization| tables. for use during the compressionand/or
decompression process. Thesedifferent scaled quantization tables can be
precomputed, using the method described above, wherein each table is
formed usinga different reference image or an average ofseveral images

of a given type. These different reference images.can be selected to
enhance different textual or image characteristics. The user can then
‘select the particular scaled quantization table that matcheshis or her
imageso that the image enhancement technique can optimize for the.
user’s image. In the preferred embodiment, themachine 134 includes a
user actuable selection device to indicate the user’s selection. The send
component of fax machine134 ‘would then select the appropriate scaled
quantization table responsive to the user’s selection.

The same method can be applied toa grayscale facsimile machine
or when a color facsimile machineis usediin grayscale mode. In this case
only the luminance channeliis used. Asa result, when the term coloris
used herein it refers to both color and grayscale.

The color facsimile machine 134iissbutone example ofanapplication
for the JPEG compression and decompression engines of the invention.
The quantization tables formed by the above described method can be

_ used in any context that requires JPEG compression. These applications

2
ON GN.
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are typically those that have limited bandwidth capability. An example
of another ‘such limited bandwidth application is a personal computeror
work. station. In these applications color images.are displayed on the
screen,which can be represented in a varietyofdifferent formats such as
Postscript: JPEG compression ‘can be used to compress these color
images to allowformore efficient transmission of the compressed image
over the limited bandwidth channel. | :

Having illustrated and describedthe principles ofour inventioniin
a preferred embodiment thereof, it should be readily apparent to those
skilled iin the artthat the invention can be modifiediin arrangement and
detail without departingfrom such principles. For example, although

_ theinvention has been describediin reference to the JPEG compression
standard,the.methodiis applicable to MPEG, H.261or other compression
standards as well. We claim allmodifications coming within the spirit
and scope of the accompanying claims.
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CLAIMS
1. A machinefor transmitting coloriimages comprising:

- means for renderinga.color image into color source image data
representing the color image;

a compression engine that compresses the source image data into
compressed image data, the engineincluding:

a transforming meansfor converting the source image data =

into transformediimage data,
meansfor storing a first multi-element quantization table

(Qs);

a quantizer means for converting the transformed image data
into quantizediimage data in accordance with elements containediin the
first quantization table,

meansfor storing a second multi-element quantization table
(Qn).nonidentical to the first quantization table Qz, .

an entropy encodermeansfor transforming the. quantized
image data into theencodediimage data using an. entropy table:

. means for encapsulating the encoded image data, the ‘second
quantization table, and theentropy table to form an encapsulated data
file; and. :

meansfor transmitting the encapsulated data file.

2... A machinefor transmitting color images according to claim
1 further comprising a scaler for scalingthe first quantization table (Qz)
in accordance with a predetermined function. to’ form the second
quantization table (Qp).

3... Amachinefor transmitting coloriimages according to claim
1 wherein the second quantization table is. related to. the first
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quantization tableiin accordance with a predetermined function of the
energy in a reference image and the energy in a scanned image.

4... A machine for transmitting color images accordingto claim
3 wherein. the predetermined function is given by the following
expression:

Qo = S.x Qe,

where Sis a scaling matrix having each element S[k, 1] formed according
to the following expression:

Sik, 12 = V*[k, 1]/. Vylk, Nl,

whereV* iis a variance matrix ofthe referenceiimage and Vyis a variance
matrix of the scannediimage.

Be UA machine for transmittingcolor images according to claim
1 wherein the meansfor rendering a color imageinto color source image
data representing the color imageincludes: |

a color scanner;

meansfor gamma correcting the color source image data; and .
meansfor transforming the color source image datafrom a first

color.space. toa second color space. —

6. . A machinefor transmitting color images accordingto claim

1 wherein the means for rendering a color image into color source image
data representing the color image includes computer software operable

on a computer.

7. A machinefor transmitting color images according to claim
1 further comprising:

meansfor receiving an encapsulated data packet;
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vieans “for decoding the encapsulated data packet to extract a
header, received image data, areceived quantization table (Qe), and a
received entropy table; : .

a decompression engine that decompresses the received image data
5 into color source image data using the received quantization table and the

received entropy table; and
meansfor reproducing a coloriimage from the color source image

data.

10 8. A machine fortransmitting color images according to claim
7 further comprisinga scaler for scaling the received quantization table

into a scaled quantization table(Qs), which is used by the decompression
engine in lieu of the received quantization table.

15 9° OA machine for transmitting color iimages according to.claim
8 wherein ‘the scaled quantization table is related to the received
quantization tableiin accordance with a predetermined function of the
energy ina reference iimage and the energy in a scannediimage.

20 10. A machinefor transmitting coloriimages according to claim
9 wherein the predetermined function is given by the following
expression: ,

Qs= s x Qe, .
where Sis ascaling matrix having each element Stk, 1] formed according

25 to the following expression: .

Stk, IP = V*(k, 1I/ Vylk,1], |
where V* is. a variance matrix ofthe reference image and Vyis a variance
matrix of the scanned image.
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11. A machine for transmitting color iimages according to claim
10 further comprising meansfor selectively scaling the received
quantization table responsive to the header.

5 Do 12. A machine for transmitting color images accordingto-claim
7 whereinthe means for reproducinga color image from the color source
image data includes computer software operable on a computer for
displaying the color image on a computer display associated with the
computer. _ . |

10 . os

13. A machine for transinitting color imiages according to claim |
1 wherein the transforming means includes meansfor transforming the

. sourceimage data into transformed image data using the discrete cosine
transform (DCT). - | :

15

suo 7 \*
~ produtes decompressediimages having improved text and iimage quality,VY \ the metho

‘14. A method of compressing and transmitting images which

 
 
 
 

20 first quantization table raaS

witha, predetermined function oftheenergy ina Te
energy ina scanned image; .

25 transmitting the compressed image data; and
“decompressing the compressed image data using the s

quantization table Qp.

15.. A method of compressing and transmitting images which
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produces decompressediimages having improved text. andiimage quality
according to. claim 14 wherein the step forming -a second quantization
table includes sealing the first quantization in accordance with the
prodetermined function.

 
 
 

 

 ole 16. A method of compressing and transmitting images.which
‘produces decomp ‘es edjimages havingimproved text and image quality
according to claim 15 wheréin-the.step scaling the first quantizationiin
accordance with the predetermined functioniis p

10 transmitting step.

17. A method of compressing and transmitting imageswhich
produces decompressed images having improved text and image quality
according to claim 15 wherein the step scalingthe first quantizationiin

15 accordance with the predetermined function is performed subsequent to
the transmitting step.

18. - A methodof compressing andtransmitting images which
produces decompressediimages having improved text and image quality

20 according to elaim 15 wherein the step forming a second quantization
table includes formingaa second quantization table (Qn), where the second
quantization table iis related to thefirst‘quantization table according to
the following expression:

Q=Sx Qs,

25 whereSisa scalingmatrix havingeach element Stk, 1] formed according
to thefollowing expression:

. Sik, IP ==Vel, l/ Wilk, I].
-where V*iis a variance rhatrix ofthe referenceiimage and Vyis a variance
matrix. of the scannediimage.
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method according-to claim 14 further comprising: 
 
 
 

encapsulating econd quantization table Qp with the compressed
image data toform an encapsula e ile: and

_ transmitting the encapsulated data file.

20.

improved text and image quality according to claim 14 wherein the step —
A method of compressing and transmitting images having

of forming a second quantization table (Qp) includes:
selecting a target image; and
rendering the target image into an imagefile.

21. 0A method of compressing and transmitting images having
improved text andiimage. quality according to claim 20 wherein the step
of selecting a target image includes selectinga target image having

| critical image elements that are critical to the quality of the image.

20

25

a

22.

improvedtext and imagequality according to claim 20 whereinthe step
A methodof compressing and transmitting images having

of selecting a target iimage includes selecting a target jimage having text.

23... cA method of compressing and transmitting images having
improved text and image quality according to claim 20 wherein the step
of selecting a target image includes selecting a target image having text
with a serif font.

 
 

24, A method of compres transmitting images having
improved. text and image qualit cording to claim 14 wherein the
scanned imageis the reference imagé.
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29,

A
Oop . A’ method. of forming a quantization table for. use in

compressing imagesin accordance with the JPEG compression standard,
the method comprising: : | .

| selecting a firstquantizationtable (Qs); and
forming a second quantization table (Qn); where the second

quantization table is related to thefirst quantization table according to
the following expression:

Qo =S x Qs, _
where S isa scaling matrix having each elementS[k, 1] formed according
to the following expression: . .

Sik, IP = V*lk, 1]/ Velk, 1], |
where V* is a varianee matrix of a reference image and Vy is a variance
matrix of a'scanned image.

cf Oe, Amethod of forming a quantization table according to claim
ef wherein the step offorming a second quantization table (Qp) includes:

selecting the reference image; _
rendering the reference image intoreference image data; and
computing the variancematrix V*for the reference image data.

¢ Bn A method of forming a quantization table according to claim
wherein the step offorming a second quantization table (Qp) includes:

scanning the scanned image to produce scanned imagedata; and
computing the variance matrixVy for the scanned image data.

%. - A method offorming aquantization table according to claim
Ineroin the step of scanning the scanned image to produce scanned
image data includes scanning the reference image.
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29. Amethod ofimprovingtext and image quality ofcompressed
images that are compressed using the JPEG compression standard, the

V+ method & mprising: .
a reference image;

determinin <the energy content ofthe referenceiimage;
selecting a scan diimage;

y contentof the scanned image; vo
selecting a first quantization table (Qz);

10 scaling the first quantization table (Qz) to form a second

determining theene

quantization table: (Qo) according to the ratio of the energy in the
reference image to theenergy content of th scannediimage;

. compressinga source image inaccordance xith the JPEG standard
using thefirst quantization table(Qs); and | .

15° . decompressing the source image in accordance
standard using the second quantization table Qp whe
decompressediimage has improvediimage quality.

a0. oA method ofimproving text and image quality according to
20 claim # wherein the step of determining the energy content of the

reference image includes determining a variance matrix (V*) of the
reference image.

OH A method of improving text and image quality according to
25 claim wherein the step of determining the energy content of the

scanned image includes determining a variance matrix (Vy) of the |
scanned iimage.

°n A methodof improving text and image quality according to
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| claimpi wherein the. step of scaling the first quantization table (Qz) to
form.a second quantization table (Qp) according to the ratio ofthe energy
in the reference image to the energy content of the scanned image

includes: :
5 determining a scaling matrix (S), where each element Sik, 0] being

formedaccording to the following expression:
Sik, 1? = V*Lk, 1]/ Wilk, 1],

where V*(k, I] is a corresponding element in theyvariance matrix V* and
Vik; lis the corresponding elementin the variance matrix Vy; and

10 oe scaling ‘the first quantization table (Qz) to: form a second
quantization table (Qp) according to the following expression:

Qp =Sx Qs:

\o _. 83. A method of improving text and image quality according towt = ;

iy 6 is claim Miedeencapsulatin 1 second ‘quantization table (Qp) with the  
 

compressed image to form a JPEG fi eB

qeonemiting the JPEG: file over.a limited bandwidt at
20° 754 A method of iimproving text and image quality accordingto

claimpe further comprising:
selecting a plurality of referenceiimages;
determiningthe «energy content of each reference image;
averaging the energy contentof the plurality of reference images;

25 and |

scaling the first quantization table (Qs). to form a second
quantization table (Qn) according to the ratio ofthe average energy in the
reference images to the energy contentof the scanned image.
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claim34 wherein the step of selecting a plurality of reference images

a A method of iimproving text andiimage quality according to

includes selecting a plurality. ofreferenceiimages each referenceiimage
having ¢a different graphical content.

936.9,A method ofiimprovingtext and iimage quality according to
claim 39 further comprising:

selecting a plurality of scanned images;

"determining the energy content ofeach scanned image;
averaging the energy contentofthe plurality ofscanned images; and

, scaling the first quantization table (Qs) to form a_ second
quantization table (Qn) according to the ratio-.of the energy in the
reference:imagetto the average energy content: of the scannediimages.
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TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED
IMAGES IN THE FREQUENCY DOMAIN

ABSTRACT OF THE DISCLOSURE
The text and image enhancingtechnique accordingto the invention

is integrated into. the decodingor inverse quantization stepthat. is
necessarily required bythe JPEG standard. The invention integrates the
two by usingtwo different quantization tables: a first quantization table
(Qs) for uge in quantizing the image data during the compression step
and a second quantization: table used during the decode or inverse
quantization during the decompression process, The second quantization

‘table Qp is related to the first quantization table according to a
predetermined function ofthe energy in areference image and the energy
in a scanned image. Theenergy of the reference image lost during the
scanning process, as represented by the energy in the scanned image; is
restored during the decompression process by appropriately scaling the
second quantization table according to the predetermined function, The

difference between the two tables, in particular the ratio ofthe two tables,
‘determines the amount ofimage enhancing that is donein thetwo steps.
By integrating the image enhancing andiinverse quantization steps the
method does not require any additional computations than already
required for the compression and decompression processes.
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As a below namedinventor, | hereby declare that: .
My residence/post office address andcitizenship are as stated belownext to my name;
| believe | am theoriginal, first and ‘sole inventor (if. only:one:name is listed below) or an original,first and joint
inventor(if plural names are listed below) of the subject matter which is claimed and for which a patentis

~ sought onthe invention entitled:
TEXT AND. IMAGE SHARPENING -OFJPEG. COMPRESSED IMAGES IN_ THE FREQUENCY DOMAIN

the specification of which
60 is attached hereto,(Leave blank in response to Notice of Missing Parts)
(.): wasfiled on _- as Application Serial No.
(.)\ was amendedby thepreliminary amendmentfiled with the original application papers.

| hereby state that| have reviewed and understood the contents of the above-identified specification, including
the claims, asamended by any amendment(s) referred to above andthat | have disclosed the best mode for
carrying. out the invention as of the effectivefiling date of this application. | acknowledge the duty to disclose
all informationwhich: is material: to patentability asdefined in 37 CFR 1.56. If this is a continuation-in-part
application, t acknowledge the duty to disclose all information known to me to be material to patentability as
defined in.37 CFR 1.56 which:becameavailable between thefiling date: of the prior (priority) application and
the National or PCT internationalfiling date of this continuation-in-part application.

() ‘In compliancewith this duty there is attached an information disclosure statement 37 CFR 1.97.
Foreign Application(s) and/or Claim of Foreign Priority
| hereby claim foreign:priority benefits. underTitle 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s)
certificate listed below.and havealso identified below any foreign application for patent or Inventor(s) certificate having a filing date before
that of.the application:on which priority is claimed: :

a
Se
ee

U. S: Priority Claim |
| hereby‘claim the benefit under Title 35, United States. Code, Section 120 of any United States application(s) listed below and, insofar as
the subject matter. of each ofthe. clalms of-this application isnot disclosed in the prior United States application.in the manner provided by
the first paragraph ofTitle 35, United States Code Section 112,,] acknowledge the. duty to disclose material information as.defined In Title
37, Code of-Federal: Regulations; Section 1.56(a) which occurred betweenthefiling date of the prior application and the national or PCT
internationalfiling.date of this-application:

APPLIGATION SERIAL NUMBER FILING DATE - STATUS (patented/pending/abandoned)

POWER OF ATTORNEY:
As-anamed:inventor, hereby appoint the-attorney(s) and/or agent(s)listed below to prosecute this application and transactall businessin
the Patent and Trademark Office connected therewith.

  
 

  

   

  

  
 

 
Cc. Douglass Thomas Edward Y. Wong Herbert R. Schulze Peter P. Tong
Reg. No. 32,947 Reg..No. 29,879 Reg: No. 30,682 Reg. No. 35,757

 
| hereby declarethat: all statements. made herein of my own knowledge are true and that all statements made
on information and. belief are believed to be true; and further that these statements were made with the
knowledge that willful false ‘statements andthe like so made: are punishable by fine or imprisonment, or both,
under Section 1001 of Title 18. of the United States Code andthat such willfulfalse. statements may jeopardize
the validity of the-application or any. patent issued thereon.
Full Name of Inventor:.-Giordano Beretta f-~00 ~ Citizenship: Switzerland
 Residence/PostOffice Address: 1760 Newell Road

Palo Alto Californta’ 94303

nventor’s Signature Date ,

Rev.09/93 (Form 3.02) (Use Page Two For Additional Inventor(s) Signature(s))- Pagetof 2
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Full Nameof # 2 joint inventor: _Vasudev Bhaskaran - OC. Citizenship: India
Residence/Post Office Address: 375 Anna Avenue

Mountain View, California 94043  

  

u des : . March 27%, 1949S"
Inventor's Signature : / : , Date ,

Full Nameof # 3 Joint inventor: Konstantinos Konstantinides - Citizenship:.Greece
“Residence/Post Office Address: a 1508JacobAvenue an

San Jose,Californfa95118 

 
 

BoalNAA ’ : . -
Inventor's Signature : Date

Full Nameof #4 Joint inventor: : Citizenship:
Residence/Post Office.Address:

Inventor's Signature Date

Full Nameof # 5 joint inventor: . Citizenship:
Residence/Post Office Address:
 

Inventor's Signature - Date

Full Nameof # 6 joint inventor: . . Citizenshlip:

Residence/Post Office Address:

riventor's Signature ° ; Dae

Full Nameof # 7 joint:inventor: : Citizenship:

Residence/Post Office Address:

Inventor's Signature Date

Full Nameof # 8 joint inventor: . Citizenship:

Residence/Post Office Address:

Inventor's Signature Date

(Use Next Page For Additional Inventor(s) Signature(s)) Page2of 2

Rev 09/93 (Form 3.02)
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ne a— .
- HEWLETT-PACKARD COMPAN

Legal Department, 20BN Ne . . Ns .
OEBeOSM . ATTORNEY DOCKET NO. __ 1094893-1

- PATENT APPLICATION

 

 

303-0890

IN THE .

UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor(s):Giordano Beretta etal.
2 eR

Serial No.: 08/411,369 - ’ Examiner: B. Johnson

Filing Date: March27, 1995 _ Group Art Unit: 2616

Title: TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGESIN THE FREQUENCY
- DOMAIN oe 

ASSISTANT. COMMISSIONER FOR PATENTS
Washington, D.C. 20231  
 ne

Sir: .

Transmitted herewith is/are the following in the above-identified application:
{X) Response/Amendment () Petition to extend time to respond
{ ) New fee as calculated below - {) Supplemental Declaration
(X) No additional fee (Address envelope to "Box Non-Fee Amendments")
(_) Other: 

CLAIMS AS AMENDED BY OTHER THAN A SMALLENTITY

(2) (3) (4) 45) (6) 7
CLAIMS REMAINING|NUMBER|HIGHEST NUMBER|PRESENT RATE ADDITIONAL
AFTER AMENDMENT| EXTRA’| PREVIOUSLY PAID FOR| EXTRA FEES

TOTAL

CLAIMS x $22

INDEP. x $80CLAIMS

"[ ] FIRST PRESENTATION OF A MULTIPLE DEPENDENT CLAIM + $260

EXTENSION 1ST MONTH 2ND MONTH 3RD MONTH. 4TH MONTH

FEE $110.00 = $390.00 rT $930.00 | $1470.00 [——

  

  
  
  

 
 

 TOTAL ADDITIONAL FEE
. FOR THIS AMENDMENT

Charge §$ 0 to Deposit Account 08-2025. At any time during the pendency of this
application, please charge any fees required or credit any overpayment to Deposit Account 08-2025

- pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

Respectfully submitted,

. oo. oe Giordano Beretta et al.
| hereby certify that this correspondence is being ,
deposited with the United States Postal Service as
first class mail..in an envelope addressed. to: By tw—
Assistant Commissioner for Patents, Washington,
D.C, 20231. Pehr Jansso

‘Date of Deposit: February 18, 1997 Attorney/Agentfor Applicant(s)
: Reg. No. 35,759

Typed Name: Linda A. limura
el b Whew Date: February 18, 1997

Telephone No.: (415) 857-7533

Rev 10/96 (TransAmd) - Attach as First Page to Transmitted Papers -

 Signature: “3 
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FormPTO1130.(REV2/94)

-..APPLICATIONNUMBER.

 

CONT.STATUS-CODECODE

w/411369CLAIMS.

 

FOREIGNPRIORITYCOUNTRYCLAIMEDCODE
~INDEPENDENT“

SMALLENTITY?

U.S.DEPARTMENTOFCOMMERCEPatentandTrademarkOfficeFILINGDATESPECIAL.
MONTH

DAY 

YEARHANDLING

 

 
FOREIGNLICENSE

*CONTINUITYDATA  Ya
‘GROUPCoe‘ARTUNITCLASSvleLLe}[ekblATTORNEYDOCKETNUMBER

 
PARENTPATENT:

FOREIGN:FILINGDATEMONTHDAYYEAR elelalselg@GT|TTI
PARENTFILING_DATE©MONTHDAYYEAR

  
:SHEETSOFDRAWING[TTs)

 

 

 
wU.SG.P.O.:1994-384-021
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n Oct 28 15:36:47 EST 1996 Page 1
x

“ BRIAN L. JOHNSON   
wide 5,566,002, Oct. 15, 1996, Image coding/decoding method and apparatus;

Akihiro Shikakura, 358/433, 261.4, 427, 539 [IMAGE AVAILABLE]

J 2. 5,565,992, Oct. 15, 1996, Image transmitting method; Masahiko Enari,
358/261.3, 433 [IMAGE AVAILABLE]

3. 5,563,649, Oct. 8, 1996, System and methed for transmitting video
material; Kim V. W. Gould, et al., 348/17, 14 [IMAGE AVAILABLE]

ye 4. 5,553,164, Sep. 3, 1996, Method for compressing and extending an image
by transforming orthogonally and encoding the image; Fumihiko Itagaki,
382/232 [IMAGE AVALLABLE]

5. 5,530,429, Jun. 25, 1996, Electronic surveillance system; Dimitri Vv.
Hablov, et al., 340/552; 342/192 [IMAGE AVAILABLE]

J 6. 5,515,105, May 7, 1996, Video signal coder using variance controlled
quantization; Jong-Tae Lim, 348/405 [IMAGE AVAILABLE]

/7 5,509,089, Apr. 16, 1996, Method and system for encoding images using
temporal filtering; Dhruva Ghoshal, 382/236; 348/415, 701; 382/261 [IMAGE
AVALLABLE]

6632
\ ver: 5,508,942, Apr. 16, 1996, Intra/intex, decision rules for encoding and

decoding video signals; Rohit Agarwal, 364/574R; 3487/3907 [IMAGE AVATLABLE]

eo. 5,497,246, Mar. 5, 1996, Image signal processing device; Nobuaki Abe,
358/426; 348/403, 404, 405; 358/430, 432; 382/248, 250, 251, 252 [IMAGE
AVAILABLE]

~J 10. 5,489,998, Feb. 6, 1996, Color image processing apparatus having
transmitter and ‘receiver which perform color correction in accordance with a
common standard color image and method for same; Osamu Yamada, et al.,

358/523, 518 [IMAGE AVAILABLE] pb 3e
Kann 11. 5,488,570, Jan. 30, 1996, Encoding and decoding vifeo signals using

adaptive filter switching criteria; Rohit Agarwal, .364/544R; 3487826 [IMAGE
AVAILABLE]

J 12- 5,473,704, Dec. 5, 1995, Apparatus for substituting character data for
image data using orthogonal conversion coefficients; Nobuaki Abe, 382/235;
345/194, 202; 358/433, 450; 382/250 [IMAGE AVAILABLE]

W138. 5,465,164, Nov. 7, 1995, Image processing method and devicefor the
same; Susumu Sugiura, et al., 358/448; 348/384; 358/432, 458 [IMAGE
AVAILABLE]

yl4. 5,426,512, Jun. 20, 1995, Image data compression having minimum
perceptual error; Andrew B. Watson, 358/426, 432, 433; 382/232 [IMAGE
AVAILABLE]

j
/15. 5,416,604, May 16, 1995, Image compression method for bit-fixation and

the apparatus therefor; Goo-man Park, 358/433; 348/384; 358/426 [IMAGE
AVATLABLE]

J/16. 5,398,078, Mar. 14, 1995, Method of detecting a motion vector in an
image coding apparatus; Tadaaki Masuda, et al., 348/699, 413, 416 [IMAGE
AVAILABLE]
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BRIAN L. JOHNSON pn Oct 28 15:36:47 EST 1996 Page 2  
17. /5,398,066, Mar. 14, 1995, Method and apparatus for compression and
decompression of digital color images; Eugenio Martinez-Uriegas, et al.,
348/393, 394, 395 [IMAGE AVAILABLE]

Jj 18- 5,384,644, Jan. 24, 1995, Image processing method and apparatus for
encoding variable-length data; Taku Yamagami, 358/426; 348/384 [IMAGE
AVATLABLE]

Jf 19- 5,260,808, Nov. 9, 1993, Image processing apparatus; Akio Fujii,
358/458, 433 [IMAGE AVAILABLE]

v/20. 5,231,487, Jul. 27, 1993, Storage of video signals; Terence R. Hurley,
et al., 348/391, 424, 472; 386/21, 33, 40 [IMAGE AVAILABLE]

J 21. 4,953,214, Aug. 28, 1990, Signal encoding and decoding method and
device; Nobuyasu Takeguchi, et al., 395/2.39; 348/409; 395/2.95 [IMAGE
AVAILABLE]

“22. 4,776,030, Oct. 4, 1988, Block quantizer for transform coding; Kou~-Hu
Tzou, 382/252; 358/432 [IMAGE AVAILABLE]

=>

seu, 34%, 35K

dire yo cand (plies ov prota ee)C,orey0r26 4Jom
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 BRIAN L. JOHNSON on Oct 28 17:33:45 EST 1996 Page 1 
ff **k5,543,844**, Aug. 6, 1996, Method and apparatus for coding image
Gata; Hideaki Mita, et al., 348/405, 27, 420 [IMAGE AVAILABLE]

f2- **5,489,944**, Feb. 6, 1996, Encoding method and apparatus to
determine quantization levels using energy characteristics in the DCT
domain; Jae M. Jo, 348/405, 419 [IMAGE AVAILABLE]

3. **5,481,308**, Jan. 2, 1996, Method and apparatus for synthesizing
subband video images; John Hartung, et al., 348/398 [IMAGE AVAILABLE]
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1. of **5,467,131**, Nov. 14, 1995, Method and apparatus for fast digital
signal decoding; Vasudev Bhaskaran, et al., 348/384, 390 [IMAGE
AVAILABLE]

2. %**5,321,645**, Jun. 14, 1994, Simplified method and apparatus for
loss signal compression; Konstantinos Konstantinides, et al., 364/852,
715.02 [IMAGE AVAILABLE]
=> :
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4. 5,263,099, Nov. 16, 1993, High speed window and level function
modification for real time video processing; James Kapcio, et al.,
**382/131**; 364/724.19; **382/260** [IMAGE AVAILABLE]

US PAT NO: 5,263,099 [IMAGE AVAILABLE] Li1: 4 of 6
US-CL-CURRENT: **382/131**; 364/724.19; **382/260**

ABSTRACT:

A CT scanner (10) non-invasively examines a region of interest of a
patient to create an image representation that is stored in an image
memory (14). Each pixel of the image representation has a relatively
large number of bits of radiation intensity resolution, e.g. 14 bits or
i6k levels, which is larger than the gray scale resolution of a
conventional video monitor (24), e.g. 8 bits or 256 levels. A look-up
**table** (38) digitally **filters** each pixel value with digital filter
values to reduce the number of levels of each pixel value to the number
of gray scale levels displayable by the video monitor. While the image is
being displayed, the operator selectively adjusts the digital filtering
to optimize the displayed image for the intended diagnostic purpose.
During the vertical flyback or other non-display periods of the video
monitor, a central processor (30) generates most significant bits of
addresses that read digital filter longwords from a filter memory (44). A
multiplexer (54) breaks each word into a plurality of filter values or

bytes which are serially conveyed to the digital **filter** look-up A
**table**. A least significant bit address generator (62) generates the ¢least significant bits of the address for each filter value concurrently
with its conveyance to the look-up table. The multiplexer and least
significant bit address generator are clocked at a faster rate than the
central processor such that within one read clock pulse of the central
processor, a plurality of digital filter values are loaded into the
digital **filter** look-up **table**. In this manner, image filtering via
look-up table in real time is enhanced through an improved, faster
Loading method.
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HEWLETT-PACKARD COMPANY - PATENT APPLICATION
Legal Department, 20BO Mo
P.O. Box 10301 ATTORNEY DOCKET No._10949893-1
Palo Alto, California 94303-0890 : SS  

 

 
ND ameeep engIN THE
UNITED'STALES-PATENT AND TRADEMARKOFFICE

Inventor(s): Giordano Berettaetal. -
 

 

Serial No,” Examiner:
"" 08/411,369

tT —

Filing Date: March 27, 1995 GroupArt Unit: BD(bole ,
me TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED GES IN THE

FREQUENCY DOMAIN

 

ASSISTANT COMMISSIONER FOR PATENTS
Washington, D.C. 20231

INFORMATION DISCLOSURE STATEMENT

Sir:

This Information Disclosure Statement is submitted:

(x) under 37.CFR 1.97 (b), or
(Within three months offiling national application; or date of entry of international application; or before
mailing dateoffirst office action on the merits; whichever occurs last)

(.) under 37 CFR 1.97 (c) togetherwith eithera:
(.) Certification under 37 CFR 1.97(e), or
(.) a$210.00 fee under 37 CFR 1.17(p), or

Coy (After the CFR 1.97 (b) time period, but beforefinal action or notice of allowance, whicheveroccursfirst)

co é€) under 37 CFR 1.97 (d) togetherwith a:
it am ©) Certification under 37 CFR 1.97 (e), and

i= *%) apetition under 37 CFR 1.97 (d)(2)(ii), and
he . ©) a$130.00 petition fee set forth in 37 CFR 1.17 (i)(1).

Kut Gh (Filed after final action or notice of allowance, whichever occurs first, but before paymentof the issue fee)
“Please chiarge to Deposit Account 08-2025 the sum of $0.00 —_. At any time during the pendency
ofthisApplication, please charge any fees required or credit any overpaymentto Deposit Account
08-2025. pursuant to 37 CFR 1.25. :

  
 

() Applicant(s) submit herewith Form PTO 1449- Information Disclosure Citation together with copies,
of patents, publications or other information of which applicant(s) are aware, which applicant(s) believe(s)
may be material to the examination ofthis application and for which there may be a duty to disclose in
accordance with 37 CFR 1.56.

(.) A concise explanation of the relevance of foreign language patents, foreign language publications
and other foreign language information listed on PTO Form 1449, as presently understood by the
individuals(s) designated in 37 CFR 1.56 (c) most knowledgeable about the content is given on the
attached sheet, or where a foreign language patentis cited in a search report or other action by a foreign
patentoffice in a counterpart foreign application, an English language version of the search report or
action which indicates the degree of relevance found bythe foreign officeis listed on form PTO 1449 and
is enclosed herewith.

It is requested that the information disclosed herein be madeof record in this application.
Respectfully submitted,

; oo. Giordano Berettaetal.
| hereby certify that. this correspondence is being
deposited with the United States Postal. Service asfirst
class mail in an envelope addressed to: Assistant By
Commissionerfor Patents, Washington, D.C, 20231.

Date of Deposit: June 23, 1995 Pehr Jansson
Atto A f licantTyped Name: Linda A. limura anit gentPP icant(s)

Signature: & ( ) | }Bo. Nate: June 23, 1995

Rev 04/95 (Form 3.05A) eet - Telephon: No.:
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Bot o | PATENT APPLICATION
~ ATTY.DOCKETNO.

1094893-1

APPLICANT

 

 SERIAL NO.

08/411,369

FORM PTO-1449

  
 LIST OF PATENTS AND PUBLICATIONS FOR

APPLICANT’S INFORMATION DISCLOSURE
STATEMENT

  
  Giordano Beretta etal.   

 FILING DATE

03/27/95

 
  (Use several sheetsif necessary)

 
REFERENCEDESIGNATION U.S. PATENT DOCUMENTS SaneEe”

DOCUMENT DATE

NUMBER

CO? aa|ssssae|July 26, 1194 Adrianus Ligtenberg ‘|as
5. Nov. 5, 1991 Shepard L. Siegel ; see|
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[57] ABSTRACT
An enhancementto astandardlossy image compression
technique wherein a single set of side information is
provided to allow decompression of the compressed
file. Certain portions of the image are selected (either by
the user or automatically) for more compression than
other portions of the image. A particular embodimentis
implemented for use with the JPEG image compression
technique. JPEG calls for subdividing the image into
blocks, transforming. the array of pixel values in each
block according to a discrete cosine transform (DCT)
so as to generate a plurality of coefficients, quantizing
the coefficients for each block, and entropy encoding
the quantized coefficients for each block. Techniques
for increasing the compression ratio include subjecting
each selected block ‘to a low passfiltering operation
prior to the transform, subjecting the coefficients for
each selected block to a thresholding operation before
the quantizing step, subjecting the coefficients for each
selected block’ to a downward weighting operation
before encoding them, or, where the entropy encoding
uses Huffman codes, mapping coefficients to adjacent
shorter codes.

31 Claims, 3 Drawing Sheets
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IMAGE COMPRESSION TECHNIQUE WITH
REGIONALLY SELECTIVE COMPRESSION

RATIO

This is a continuation of application of Ser. No.
07/664,256 filed Mar. 4, 1991, now abondoned.

MICROFICHE APPENDIX - COPYRIGHT
NOTICE

A two-fiche microfiche Appendix 1 containing
source codefor a software implementation of the JPEG
encode, enhanced according to the present invention is
included with this application. A portion ofthe disclo-
sure ofthis patent documentcontains material whichis
subject to copyright protection. The copyright owner
has no objection to the facsimile reproduction by any-
one of the patent documentorthe patentdisclosureas it
appears in the Patent and Trademark Office patent file
or records, but otherwise reserves all copyright rights
whatsoever.

‘BACKGROUND OF THE INVENTION

The present invention relates generally to image
compression and more specifically to a technique for
differentially compressing portions of the image.

Emerging applications, such as full color (24-bit)
desktop publishing, photovideotex, phototransmission,
supported by 24-bit color scanners, monitors, printers,
and cameras, need data reduction and standards to
reach acceptable price performancelevels.

Oneinitial focus in the early 1980's, was on the use of
photographicimages within videotex systems. It was
expected that such systems would eventually employ
ISDN(64 Kbit/sec) lines for transmission and monitors
as.softcopy displays. The initial algorithm requirements
and the evaluation procedures reflect the early focus.
720 by 576 pixels color images (CCIR 601 format) were
selected as test material. Compression goals included
good imagequality around:1bits/pixel and “progres-
sive build-up”, allowing an early recognition of the
image at a lower quality. The image quality evaluation
was tied to relatively inexpensive monitors.

In 1986 the Joint’: Photographic Expert Group

10

2

available in January, 1990, and an ISO Draft Proposed
Standard (DPS)is expected for 1991.

The selected baseline algorithm is a lossy technique
‘based on the discrete cosine transform (DCT), a uni-
form quantizer, and entropy encoding. The transform
removes the data redundancy by concentrating most of
the information in the first few transform coefficients.

The quantizer controls the loss of information and the
picture quality. The entropy encoding reduces the en-
tropy of the signal. The JPEG proposed standard in-
cludes a baseline system, an extended system, and a
separate lossless function. The baseline system repre-
sents the default communication mode, and each stan-
dard decoder is required to interpret data coded with
the baseline system. The extended system provides ad-
ditional features such as progressive build-up and arith-
metic coding. These features can be used when imple-
mented by both the encoder and the decoder.

SUMMARYOF THE INVENTION

Thepresent invention is drawn to a flexible and effec-
tive image compression technique that provides maxi-
mum compression consistent with maintaining image
qualityin selected areas. The technique may be imple-
mented for use with a standard image compression tech-

‘nique, and the compressed image file may be decom-

w5

40

45

(JPEG)wasformedas a joint committee of ISO and the -
CCITT to develop and propose an‘efficient image com-
pression standard. Soonmore target applications were
identified, broadening the scope of the standard. It
needed to support a wide variety of pixel resolutions,
color spaces, and transmission bandwidths. In addition
the efficiency of implementation in-both software and
hardware became an important additional requirement.

Given theserequirements, in a competition between
twelve algorithms covering a wide spectrum of algo-
rithms, three finalists were selected in June, 1987: block
truncation approach, an interpolative spatial domain
approach and a transform based method. From these
three finalists, the Adaptive Discrete Cosine Transform
(ADCT) was unanimously selected in early 1988 as
having produced the best picture quality. Since then, a
cooperative effort to refine, test and document the
DCT-based method has been in progress.

This effort resulted in development-of a three part
structure, including the baseline system, the extended

system, and independentlossless coding function. Tech-
nical agreement was reached in the October, 1989
Tokyo meeting,a draft specification was madepublicly

50

55

60

pressed with any hardware or software thatis compati-
ble with the standard.

Theinvention operates in the context of a lossy image
compression technique wherein a single set of side in-
formation is provided to allow decompression of the
compressed file. According to the invention, certain
portionsof the image are selected (either by the user or
automatically) for more compression than other por-
tions of the image. The elimination ofbits. in regions
selected for higher levels of compression is performed
in a mannerthathasrelatively minimal impact on visual

quality.This selectiveorintelligentcompression, usingthebitswheretheyarethemost effectiveallowsthe
user to maximize Image quality, compress to a fixed file
size, or ensure an upper bound on the reconstruction

A particular embodiment of the invention is imple-
mented for use in conjunction with the JPEG image
compression technique. The JPEG proposed standard
calls for subdividing theiimage into blocks, transform-
ing the array of pixel values in each black according to
a discrete cosine transform (DCT) so as to generate a
plurality of coefficients, quantizing the coefficients for
each block, and entropy encoding the quantized coeffi-
cients for each block. Within this context, one or more
of a number of techniques for-rejecting weak compo-
nents are used to selectively reduce the numberofbits
in the compressed image for that block. These tech-
niques include subjecting each selected black to a low
pass filtering operation prior to the transform, subject-
ing the coefficients for each selected block to a thre-
sholding operation before or after the quantizing step,
subjecting the coefficients for each selected block to a
downward weighting operation before encoding them,
or, where the entropy encoding uses Huffman codes,
mapping coefficients to adjacent shorter codes. These
techniques tend to eliminate weak components or com-
ponents having high spatial frequencies, and thus pro-
vide significant compression while maintaining visual
quality.

A further understanding of the nature and advantages
of the present invention maybe realized by reference to
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the remaining portions of the specification and the at-
tached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a high level block diagram showing the
compression and decompression of a source image ac-
cording to the JPEG standard;

FIG. 2 shows an image subdivided into regions for
differentia] compression;

' FIG. 3 is a block diagram showing an embodiment of
the inventionutilizing selective filtering;

FIG.4 is a block diagram showing an embodiment of
the invention utilizing selective thresholding;

FIG.5 is a block diagram showing an embodimentof
the invention utilizing selective weighting;

FIG.6 is a block diagram showing an embodiment of
the invention utilizing selective miscoding; and

FIG. 7 shows a specially constructed Huffman code
table that allows controlled miscoding for differential
compression.

BRIEF DESCRIPTION OF THE APPENDICES

Appendix 1 (microfiche-2 fiches) is a source code
listing of a computer program for performing the image
compression according to the present invention; and

Appendix 2 (paper copy) is a specification of the
proposed JPEGstandard.
DESCRIPTION OF SPECIFIC EMBODIMENTS

Introduction

Asa threshold matter,it is useful to distinguish image
compression and data compression. Data compression
assumes thatevery bit of information inafile is impor-
tant, so every bit is retained whenthefile is compressed.
Thealgorithm simply stores the description of the data
in a moreefficient format. Because no datais lost during
compression, data compression algorithms. are called
lossless, As a rule, these programsare capable ofachiev- ©
ing compression ratio limits of roughly 8:1, with an
average ratio of 2:1. Image compression algorithms, on
the other hand must compressfiles at ratios from 10:1 to
100:1 in order to effectively solve the problem of huge
graphic files. To achieve these higher compression
rates, image compression algorithms must be lossy—-
they must assume that someofthe data in an imagefile
is unnecessary (or can be eliminated withoutaffecting
the perceived image. quality). Since compression in-
volves removing some of the image data fromafile,
compressed files don’t retain all the quality of the origi-
nal image (although the difference is visually indistin-
guishable at compression ratios up to 10:1).

Thepresent invention is drawnto an image compres-
sion tecinique wherein regions of the image may be
selected for relatively greater compression relative to
other regions. Although increasing the compression
Tatio normally lowers the image quality, the invention-
utilizes techniques that haverelatively little visual im-
pacton the selected regions. In many cases, there are
only localized portions whose high quality (information
content) must be preserved.

There are a number of ways in which a color image
can be broken into components. Standard monitors use
the RGB characterization where R, G, and B are the
red, green and blue components. Standard television
broadcasting (NTSC) uses the YUV characterization
where Y is the Juminance component and U and V are
the chrominance components (approximately red and
blue). Printers use the CMYK. characterization where
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C, M, Y, and K are the cyan, magenta, yellow, and
black components. The CCIR 601 standard describes a
linear transformation between the RGB characteriza-
tion and the YUV characterization,

Thepresentinvention is currently implemented as an
enhancementofthe existingJPEG (Joint Photographic
Expert Group)iimage compression standard. Although
the invention can be implemented inthe context of
other image compression techniques, the majority of
the discussion below will be within the specific context
of the proposed JPEGstandard. A complete specifica-
tion of the proposed standard has been filed with this
application as an Appendix 2.

JPEG Overview

FIG. 1 is a high level block diagram illustrating the
basic operations in the compression, transmission, and
reconstruction of a source image. The source imageis
represented by one or more components, each of which
includes an array of multi-bit pixels. A grayscale image
would include a single component while a color image
would include up to four components. The operations
shown apply to each component.

Data fepresenting a source image component 10 is
communicated to a compression encoder 15 to provide
compressed image data 17. This data may be stored asa
file for subsequentretrieval and reconstruction, or it
may be transmitted on some communication medium to
a remote location for immediate or subsequent recon-
struction. In any event, it is contemplated that the com-
pressed image data will be communicated to acompres-
sion decoder 20 to provide reconstructed image data 22.
Compression encoder 10 uses certain data structures for
the compression, and relevant portions of these must be
communicated as side information for use by compres-
sion decoder in the image reconstruction. The particu-
lar compression technique under discussion contem-
plates a single set of side information that applies to the
entire image component.

In the proposed JPEG standard, compression en-
coder includes a forward discrete cosine transform

(FDCT) stage 30, a quantizer 32, and an entropy en-
coder 35. The compression decoder includes an entropy
decoder 42, a dequantizer 45, and an inverse discrete
cosine transform (IDCT) stage 47. In the JPEG stan-
dard, the entropy encoderis lossless and use Huffman
coding in the baseline system. As will ‘be described
below, certain embodiments of the present invention
introduce lossiness into the entropy encoder. The side
information includes a quantization table 37 used by

quantizer 32, and, where entropy encoder 15is a Hoff-
man encoder, a set of Huffman code tables 40.

The image component is divided into blocks of 8
pixels by 8 pixels, and each block is separately pro-
cessed. Positions within an 88 block are denoted by a
double subscript, with the first subscriptreferring to the
row and the second subscript referring to the column.
Numbering is from left to right and from top to bottom
so that the upper left corner is-(00), the upper right
corner is (07), the lower left corner is (70), and the
lower. right corneris (77).

The DCT stage reduces data redundancy, producing
one DC coefficient and 63 AC coefficients for each

block. The DCT equations for the forward and inverse
transformsare as follows:

FDCT:
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_ -continued
Sw =

7.2

(CCW)EEsx costCax + Nur/16) cos((2y + Hvw/I6)
IDCT:
Syx =

7

aM) 2, Jy CyCrSvy cos((2x + Wurr/16) cos((2y + Ivir/16)
where

Sjy=transform coefficient at (vu) in the coefficient
table;

Syx=pixel valueat (yx) in the 8X8 block; and
Cu,Cy=1/V2 for uv=0 and Iotherwise.
As can be seen. fromtheequation for the forward

transform, Soois the DC component, being proportional
to the sum ofall the pixel values. Larger values of u and
v correspond to higher spatial frequency components.
Since most images tend to be characterized by lower
spatial frequencies, the coefficient table tends to have
the largest values toward the upper left hand corner.
While nominally lossless, the DCTresults in a small loss
due to the inherent inability to. calculate the cosine
terms with perfect accuracy.

The quantizer operates to reduce the information,
and hence the image quality, by a known amount. The
quantization is performed by dividing each coefficient
in the 8x8 coefficient table by the corresponding entry
inthe 8X8 quantization‘table, and rounding theresult to
the nearest integer. ‘This reduces the magnitude of the
coefficients and. increases the number of zero value
coefficients. The step-size of the quantizer is determined
by a “visibility. threshold matrix”. Step size is varied
according to the coefficient location and can be tuned
for each colorcomponent to optimize the quantization
for human perception. A lossless quantizer would have
all entries equal to1, which would mean no quantiza-
tion atall.

Next thedifference between the current DC coeffici-
ent and the DC ‘coefficient of the previous block is
Huffman encoded toreduce statistical redundancy. The
coding model for the AC coefficients rearranges them

 
in a zig-zag pattern as follows:

0 i. 5 6 40 15 a7 28
2 4 1 13 16 26 29 42
3 8 12 17 25 30 41 43°
9 on 18 24 31 40 44 53

10 19 23° 32 39 45 52 54
20 22 33 38 46 51 35 60
21 34 37 47 50 56 59 61

- 35 36 48 49 57 58 62 63 

When the quantized AC coefficients are ordered in
the zig-zag pattern described above,the string of quan-
tized coefficientvalues will be characterized by runsof -
O's interruptedby non-zero values. Although the indi-
vidual coefficients are 10-bit numbers,the actualcoeffi-
cientvalue will typically be a numberof fewer bits with
leading bits that are O's. A unique code is assigned to
each possible combination of run length and number of
bits. The code is thus characterized by an integer pair,
namely run/size. The run length is constrained by the
numberof AC coefficients (63), but in order to keep the
code tables more manageable, a maximum run of 15 is
permitted. Combinations with a zero size are undefined,
but 0/0 is assigned a code to designate end of biock

15

20

6

(EOB)and 15/0 is assigned a codeto specify a zero run
length (ZRL) of 15 followed by one or more 0’s.

Thestring of coefficient values is broken down into
groups, each of which comprises a run of0's followed
by a non-zero value. The code for the particular run/-
size is placed in the data file, followed by the binary
representation of the numerical value of the coefficient
without leading 0's. Runs of more than 15 0's are han-
dled by inserting the requisite number of ZRL codes.
Decoding is accomplished by sensing a valid code,
determining from it the numberofdata bits, and extract-
ing the data value, which immediately follows the code.

Asis typical for Huffman coding, short codes are
chosen for the more probable events and longer codes
are chosen for the less probable events. The codes are
constrained so that no short codeis the leading portion
of a longer code.

Thebaseline system specifies twosets of typical Huff-
man tables, one intended for the luminance or achro-
matic (grayscale)component and onefor the chromatic
(color) components. Each set has two separate tables,
one for the DC and one for the AC coefficients. Tables

1A and 1B show the codelengths (not the codes them-
selves) for these typical code tables. The tables are
organized in rows corresponding to the numberof0's
and columns corresponding to the numberofbits in the
values. As can be seen, the most frequent events, which
are mapped to short codes, are concentrated in the
upper left corner and along the top andleft side edges.
This reflects the fact that most of the quantized AC
coefficients tend to be zero or small numbers (few bits).

The encoderof the baseline system may operate in 2
modes: a) one-pass encoding using default Huffman
tables or custom, pre-calculated Huffman tables, or b)

" two-pass encoding, where during the first pass the en-

45

50

60

coder determines the optimal Huffman table specific for
the image being encoded.

The JPEG syntax specifies that the baseline can pro-
cess the 8-bit pixel data in either block interleaved or on
a color component basis with no restrictions on the
horizontal and vertical dimensions. In addition the base-

line can handle at most four different color components
and in block interleaved mode up to ten subsampled
8X8 blocks.

The extended system provides a set of additional
capabilities, including progressive build-up and arith-
mietic coding, to meet the needs of applications requir-
ing more than the baseline system functionality.These
additional features are not required for all applications,
and consequently, to minimize the cost of JPEG base-
line compatibility, they are defined only in the Ex-
tended System. The extended system is a supersetof the
baseline system limits, by handling pixels of greater than
8bits precision, additional data interleave schemes, and
more color components,

Although the JPEG standard does not provide a
priori compression ratios, there exist published quanti-
zation tables that give generally predictable levels of
compression. To the extent that an image must be com-
pressed by a defined amount(for example, to fit within
a maximum file size), it is possible to perform an itera-
tive. procedure as follows. First, compress the image
using an appropriate quantization table. Note the resul-
tant size, and scale the quantization table accordingly.
Compress the image with the scaled quantization table,
and repeat the scaling and compression steps as neces-
sary.

HUAWEI EX. 1016 - 70/714



HUAWEI EX. 1016 - 71/714

5,333,212
7

Variable Image Quality
While compressing an image approximately 10:1 typi-

cally results in little loss of perceptible visual quality,
practical benefit typically requires compression ratios
significantly greater than 10:1. However, such large

_ compressionratios are likely to degrade the image,or at

least portions thereof, to an unacceptable level. For
example, text areas within the image might become
unreadable.

The present invention addresses this dilemma by
allowing different selected portions of an image to be
compressed at different compression ratios so that por-
tionsthat require extreme quality can be cémpressedat
relatively low ratios while background portions. and
portions conveying little information can be com-
pressed at higher ratios. The selection can be performed
by the. user, or in some instances can be done automati-
cally, as for example if it is known ahead of time which
portions of the image must be maintained with substan-
tially no loss in visual quality.

FIG.2 is a stylized view illustrating the selective
compression according to the present invention and the
type of file compression achievable thereby. A source
image 60 is shown as having been subdivided into three
regions, designated 60a, 604, and 60c. These portions of
the image are designated to receive different degrees of
image compression. While the figure shows contiguous
regionsfor the different compression ratios, it should be
understood that the image can be subdivided in any
way, depending on the regions of the image that are to
be compressed at differentratios.

In the specific example, assume that region 60a in-
cludes fine detail, and thus requires excellent quality
upon compression and decompression. In such an in-
stance, a compression ratio of 5:1 is appropriate. Fur-
ther assume that region 605 requires at most good qual-
ity, and can be compressed with a compression ratio of
20:1, Similarly, assume that region 60c contains very
little detail, and can be compressed with a compression
ration of 30:1..If each of regions 60a and 605 occupies 4
of the image area and region 60c occupies § the overall
or effective compression ratio is about 18:1. Typically,
the regions that require the lowest level of compression
will be relatively small, and therefore the overall com-
pression ratio may be higheryet.

The procedure can be interactive with the user work-
ing at the screen (computer monitor) to select the re-
gions and specify the relative quality levels. In a current
implementation on an Apple Macintosh personal com-
puter, the user can select regions by using a graphical
interface such as the Quickdraw tools developed by
Apple. The original image is on the screen, and using
standard drawing tools such as the rectangular outline
or the lasso tool, the user indicates with the mouse on
the screen the area ofinterest. Depending on the action,

" more regions can be addedto the selected region or can
be deleted from the selected region. For the specific
region the user determines a quality setting. All 8x8
pixel blocks of which a pixel is part of the outlined
regions are marked. Those markers then are used as
indicators how to process the blocks to the selected
quality levels as described below.

Theuseris then able to see the result of the compres-
sion, both in visual terms (the compressed image is
decompréssed and displayed on the screen), and in nu-
merical terms (the resultant compressed file size is

8

shown). If either aspect of the result is unsatisfactory,
the user can modify the. input parameters and try again.

An automatic mode is based on the final goal (e.g.,
fixed file size or bounded reconstruction error). The
visually important reconstruction errors are detected
and the quality is adapted until the quality criteria is

- reached. Most of those errors will occur around edges.

10

Ifa fixed file size is required the quality level is adjusted
continuously such that the total amount of compression.
bis varies within about 10% of the goal. The various

’ techniques described below have numerical parameters ~

40

45

60

that can be varied to fine tune the compression.
While it is possible to treat each region as a separate

image, and apply a suitable image compression to that
image, storing or transmitting the appropriate side in-
formation with the compressed data, the present inven-
tion takes a different approach. One or a number-of
various techniques, to be described below,are used for
selectively removing moreor less information from the
different regions. The compression for all regions is
characterized by a single set of side information, and
this single set is stored or transmitted with thefile. This
saves some file space, and further avoids the need to
send or store information regarding the way the image
“was segmented for variable quality. Moreover, and
perhaps most: important, the proposed JPEG standard
contemplates a single set of side information, and pro-
vides no mechanism for piecing together segmentsof an
image.

The following sections describe various embodiments
ofthe invention, éach directed to a particular technique
for increasing the compression ratio of selected blocks.
It should be understood that the techniquesare applica-
ble individually or in combination. Moreover,different
individual techniques of combinations may be appropri-
ate for different portions of the image.

Low Pass Filtering

FIG.3 is a high level block diagram illustrating an
embodiment of the invention for reducing the quality
for selected blocks. In this embodiment, selected blocks
are communicated to a low-passfiltering stage 70 prior —
to DCT stage 30.

A simple type of filter is-a moving average filter,
which removes high frequency spatial components by
substituting for a given pixel value the average value of
some number of neighboring pixels. The larger the
number of neighboring pixels that are averaged, the
greater the degree offiltering. It is preferred to use a
rectangular filter that averages an array of M rows and
N columns. In this regime, the filtering operation is
described by the following equation:

N MM

Syx = izoj20 50+x4j/MN

Where s‘yx is the average value of the MXN block of
pixels with the upper left cornerbeing at (yx). Since this
moving block average must be computed for eachpixel,
significant efficiencies can be achieved by recognizing
that most of the computation has already been per-
formed for a given average. For example, once the

‘average for a given pixel position has been calculated,
the average value for the pixel one row below it may be
computed by taking the previous average value, sub-
tracting the contribution from the previous row and
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adding the contribution of the new row. This may be
seen as follows:

Sassyenet+ & we % Nyx=SQ Dx meng OEKey mag Oo Detmy.

A similar extension applies to horizontally adjacent
pixels.

The above equations result in averaging the pixels
where the center of the rectangle is diagonally offset
below andto therightof the pixel being processed.It is
preferred to use an odd numberofpixels for each di-
mensionofthe filter rectangle, and to centerthefilter at
the pixel.Accordingly,if the rectangle is considered to
be (2m+1)X(2n-+-1), the expression for s'yx becomes:

Spx = Foriketn + I)Q@m + 1)
=

tenpa.—m
Since the filtering operation extends over block bound-
aries, it tends to smooth thetransitions between regions
that are being subjectedto different filtering.

It is: possible to apply different filters to different
portions of the image. For example,four different qual-
ity levels can be established by nofilter for regions of
maximum quality, a 5X65 filter for regions of high qual-
ity, an 11X11 filter for regions of medium quality, and
a 17X17 filter for regions of low quality. If more com-
puting poweris available, other types of linear or non-
linear low pass filters can be used.

Thresholding andDownward Weighting of
Coefficients

FIG.4 is a high level block diagram illustrating an-
other embodiment of the invention for reducing the
quality for selected blocks. In this embodiment, the AC
coefficients for the selected blocks are communicated to

a thresholding stage 75 prior to éntropy encoder35. It
is also possible to threshold before quantizing, but thre-
sholding after is preferred. since the quantized results
include a visual weighting (larger. divisors for higher
frequencies).

A threshold level of 3 or 4 will tend to give high
quality (say 16:1 compression) while a threshold level of
6 will give good quality (say 25:1 compression). In a
current implementation, a single.threshold is used forall
the. AC coefficients. A representative code sequenceis
as follows:

 
# define THRS 5
int S[8}{8);
void main(void)

/* declare & by 8 array of imegers */

int index_v,index_n;
/* initialize array to desired values here */
/* test array against threshold (THRS) °/
for{index_v = O;index_v < 8;index_v+ +)

Cringe w= Ojindex_u < S:index_u++)
if(index_v e2= 0 && index=
if(S{index_.v}[index_u] < THRS)

Sfindex_v][index_u] = 0;

== 0) continue;

 

The result of the thresholding operationis to set the AC
coefficients having smaller absolute values to zero.It is
noted that the quantizer performsa similar function in
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10
that it sets to zero those coefficients that are below their

respective quantization stepsizes.
An extension of this basic technique is to apply differ-

ent threshold values depending on the particular AC
coefficient. For example, using larger threshold values

for the higher frequency AC coefficients has an effect
similar -to low pass filtering.

FIG. § is a schematic flow diagram illustrating a
quality reduction technique that can be used either in
conjunction with or instead of the thresholding tech-
nique. In this embodiment,the AC coefficients are com-
municated to a downward weighting stage 80 prior to
quantizer 32. While a single weighting coefficient could
be used, the effect of low passfiltering can be achieved
by using larger downward weighting factors for the
higher frequency ACcoefficients.

Huffman Miscoding for Shorter Code Words

FIG.6 is a high level block diagram of another em-
bodiment of the invention for reducing the quality for
selected blocks. This embodiment contemplates formu-
lating special Huffman codetables, suitable for provid-
ing lossless encoding, and selectively miscoding certain
quantized coefficient values in the blocks where greater
compressionis desired. To this end, the lossless entropy
encoder, designated 32’, has an associated lossyentropy
encoder 85.

FIG. 7 showsa specially constructed Huffman code
table incorporating a technique for allowing controlled
miscoding for those blocks where greater compression
is desired. The table is organized in rows corresponding
to the numberof 0’s and columns corresponding to the
numberofbits in the values. Zero-bit numbers for non-
zero values do not occur and asa result no codes are

defined for no bits. However, the special case of no 0's
and nobits (.e., 0/0) is defined as the end of block
(EOB), andthe special case of 15/0 is used to signify the
run of 15 zeroes followed by a further run ofat least one
0. Thus codes are assigned for EOB and ZRL,but not
for the other 0-bit values.

The general procedure for assigning Huffman codes
is to assign the shortest codes to the events with the
highest probabilities and the longest codes to the events
with the lowest probabilities. This embodiment of the
invention contemplates creating a code table where
adjacentpairs of entries are characterized by short and
long codes, and for extra compression in selected
blocks, values that would correctly be coded with the
long code are miscoded with an adjacent short code.

The procedure for generating the special Huffman
code tableis as follows. Each position in the code table
has a certain associated probability. For a given adja-
cent pair of positions, which are characterized by the
same run length and consecutive odd and even integer
sizes, the joint probability is determined and assigned to
the oddsize position. Based on these enhanced probabil-
ities, the odd size positions in the pair will get a short
code. A 16-bit code is assigned to the even size position
in the pair. For example, for run/size =0/1, the sum of
the probabilities for 0/1 and 0/25 is assigned to 0/1 and
essentially zero probability is assigned to 0/2. Thus the
code table will have the shortest codes in- the odd col-
umns and 16-bit codes in the even columns.

This is the code table that is sent as the side informa-
tion, and it will provide lossless encoding of blocks of
quantized coefficients. However, for those blocks
wherea higher compressionratiois desired, the entropy
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encoding is made lossy by miscoding the values that
require an even number ofbits. Specifically, such a
value will be assigned the codefor an adjacent odd size
and the value for the closest value with that code. For

example, consider the possible values from 1 to 15. The
value 1 is a 1-bit number, the values 2-3 are 2-bit bit

numbers, the values 4-7 are 3-bit numbers, and the val-
ues 8-15 are 4-bit numbers. For the lossy miscoding, the

value 2 will get the short code for a 1-bit value and the
value 1, the value 3 will get the short code for a 3-bit
value and the value 4, the values 8-11 will get the short
code fora 3-bit value and the value 7, while the values

12-15 willget the short code for a 5-bit value and the
value 16.

Current Implementation

The thresholding embodiment of the invention is
implemented in software on a digital computer. Appen-
dix 1 (@ 1990, Storm Technology,Inc. is a set of mi-
crofiches containing a source code program for an
image compression encoder according to the proposed
JPEGstandard, asextended by incorporation ofthis
embodiment. The program is in the “C" language, well
known to those of skill in the art. The program was
written to run-on an Apple Macintosh personal com-
puter, although it will be apparent to those ofskill in the

25

art that a wide variety of programming languages and -
hardware configurations could readily be used based on
this disclosure without departing from the scope ofthe
invention.

Conclusion

In conclusion, it can be seen that the present inven-

tion provides a simple andeffective approach to extend-
ing an image compression standard to provide truly
customized compression. The invention allows maxi-
mum compression consistent with preserving detail in
critical areas of the image.

While the above is a complete description of various
embodiments of the invention, including a software
implementation of one of the embodiments, various
modifications, alternatives, and equivalents may be

used. For example, .a software implementation as dis-
closed.providesa relatively inexpensive solution to the
problem. A faster (say by a factor of 10) solution may be
provided by use of a hardware accelerator in the com-
puter. A preferred implementation of the hardware
accelerator includes one or more programmeddigital
signal processors (DSP's). While special purpose hard-
ware could be designed for such an accelerator board,it
is believed that a DSP based system provides greater

flexibility for upgrades. Performance does not come
free of cost, and a hardware implementationis likely to
cost 5 times as much as the software implementation.

Therefore, the above description and illustrations
should not be taken as limiting the scope of the inven-
tion which is defined by the appended claims.
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; TABLE 1A
Huffman Code Lengths for Luminance AC Coefficients

BITS IN VALUE

 0 1 2 3 4 5 6.7 8 9 10
opa= 2.2 °3 4 «5 F 8 10 16
yo 4 5 7 9 it 16
23— 5 8 10 12 16
sy}H— 6 9 12° «16
4f— 6 10 16
S}— 7 WI 16 All codes in this
6h— 7 12 16 region are 16 bits long.

7]/— 8 12 36
sj— 9 15 16
yH— 9 16

10J— 9 16
lij— 10 16
12] — 10 16
By— nN 16
14, — 16
15111** 16

TABLE IB

Huffman Code Lengths for Chrominance AC Coefficients
BITS IN VALUE

    
_O 1 2.3 4~5 6 7 § 9 30

oj 2% 2 3 5 6 7 9 0 12
y— 4 6 8 F HW 12 «16
23—- 5 8 10 12 +15 16
3}— 5S 8 10 12 16
44—- 6 9 16
s|}— 6 10 16 All codes in this
6l—— 7 1 16 region are 16 bits long.

I[/—] 7 1 «16
B}— & 16
9}— 9 16

10} — 9 16
il— 9 16
Ly— 9 16
By7,— HW 16
144— 14 16
isiio"* 3516

°*EOB
**ZRL

Whatis claimed is:

1. A method of lossy image compression comprising
the steps of:

accepting an image into a digital processor;
using the digital processor to subdivide a component

of the imageinto a plurality of blocks;
using the digital processor to select a subset contain-

ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to encode each block of
the plurality according to a defined compression
regime while modifying in a particular wayat least
a portion of the compression regimeas applied to
each block of the subset, the compression regime,
as modified in the particular way, being applied
only to the blocks ofthe subset; :

using the digital processor to providea single set of
side information, all of which applies to every one
of the encoded blocks of the plurality notwith-
standing the fact that during said step of using the
digital processor to encode each block of the plu-
rality, at least a portion of the compression regime
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was modified as applied to each block of the subset;and

using the digital processor to produce compressed
image data comprising the encaded blocks and the
single set of side information.

2. The method of claim 1 in which the step of using
the digital processor to select a subset of the blocks for
preferentially greater compression is carried out in-
teractively with a user and incorporates accepting into
the digital processor information from the user regard-
ing which blocks are to beincluded in the subset.

3. The'method of claim 1 in which the step of using
the digital processor to select a subset of the blocksfor
preferentially greater compression is carried out by the
digital processor without user interaction.

4. The method of claim 1 in which thesingle set of
side information comprises a quantization table and a
Huffman code table.

§. The method ofclaim 1 in which the encoded quan-
tized coefficients and the single set of side information
conformto the JPEG standard.

6. The method of claim 1 wherein the compressed
imagedata is transmitted asa data stream without being
stored as a datafile.

7, The method of claim 1, and further comprising the
steps of:

using the digital processor to select an additional
different subset containing fewer than the plurality
of ‘blocks for a different degree of preferentially
greater compression; and

within the step of using the digital processor to en-
code each block of the plurality, modifying in a
different particular way at least a portion of the
compressionregime as applied to each block of the
additional different subset.

8. A method for compressing an image component
comprising the steps of:

accepting the image componentinto a digital proces-
SOT;

using the digital processor to subdivide the image
componentinto a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to subject each block of
the subset to a low pass filtering operation;

using the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block;

using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to provide a single set of
side information, all of which applies to every one
of the-encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of side

. information.

’ 9, The method of claim 8 in which the encoded quan-
tized coefficients and the single set of side information
conform to the JPEG standard.

10. A method for compressing an image component
comprising the steps of:

accepting the image componentintoadigital praces-
SOT;
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14
using the digital processor to subdivide the image

componentinto a plurality of blocks, each block
comprising an array ofpixel values;

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
_ for each block;
using the digital processor to encade the quantized

coefficients for each block; /
using the digital processor to subject the absolute

values of the coefficients for each block of the
subset to a thresholding operation between the
transforming and.encodingsteps for that block, the
thresholding operation causing each coefficient
having an absolute value less than a particular
value to be set to zero;

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising encoded quantized coeffici-
ents for each block andthe single set of side infor-
mation.

11. The method ofclaim 10 wherein the thresholding
operation for each block in the subsetis performedafter
the quantizing step for that block.

12. The method ofclaim 10 wherein the thresholding
operation for each block in the subset is characterized
by different threshold levels for at least two coeffici-
ents.

13. The method of claim 10 in which the encoded
quantized coefficients and the single set of side informa-
tion conform to the JPEG standard.

14. A method for compressing an image component

comprising the steps of:accepting the image componentinto a digital proces-
sor;

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-
ing fewer than the plurality ofblocks for preferen-
tially greater compression;

using the digital processor to transform the array of
pixel values in each blockso as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block;

using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to subject the coefficients
for each block of the subset to a downward
weighting operation between the transforming and
encoding ‘steps for that block;

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocksofthe plurality; and

using the digital processor to produce compressed
image data comprising theencoded quantized coef-
ficients for each block and the single set of side
information.

15. The method of claim 14 wherein the weighting
operation for each block in the subset is performed
before the quantizing step for that block.
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16. The method of claim 14 wherein the weighting
operation for each block in the subset is characterized
by different weighting factors for at least two coeffici-
ents.

17. The method of claim 14 in which the encoded 5

quantized coefficients and thesingle set ofside informa-
tion conform to the JPEG standard.

_ 18. A method for compressing an image component
comprising the steps of:

accepting the image componentinto a digital proces-
SOF; ,

using the digital processor to subdivide the image
componentinto a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block; .

using the digital processor to generate a Huffman
codetable in which Jongand short codesareinter- 6
spersed;

after the step of using the digital processor to gener-
ate a Huffman codetable, using the digital proces-
sor to encode the quantized coefficients for each
block; 30

during the step of using the digital processor to en-
‘code the quantized coefficients, for each block of
the subset using the digital processor to miscode a
given quantized coefficient by selecting an adja-
cent Huffman code rather than the Huffman code 3.5
that is appropriate for the given quantized coeffici-
ent if the adjacent Huffmancodeis shorter than the
Huffman code that is appropriate for the given
quantized ‘coefficient; .

using the digital processor to provide a single set of 49
side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized.coef-
ficients for each block and the single set of side 45
information.

19. The method of claim 18, and further comprising
the step, performed for each blockin the subset in the
event that there are more that one adjacent shorter
code, of selecting the adjacent code that corresponds to 59
the value that is closest to the value of the coefficient
before the coefficient was subjected to the quantizing
step.

_ 20. The method of claim 18 in which the encoded
quantized coefficients and the singleset of side informa- 55
tion conform to the JPEG standard.

21, A method for compressing an image component
comprising the steps of: :

accepting the image componentinto a digital proces-
sor; , 60

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array ofpixel values;

using the digital processor to transform the array of
pixel values in each block so as to generate a plural- 65
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block;

_ 0

20

16

using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to subject the absolute
values of the coefficients for each block to a thre-
sholding operation between the transforming and ~
encoding steps for that block, the thresholding
operation causing each coefficient having an abso-
lute value less than a particular value to be set to
zero; ;

using thedigital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks oftheplurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block-and the single set of side.
information.

22. The method of claim 21 wherein the thresholding
operation for each block is performed after the quantiz-
ing step for that block.

23. The methodofclaim 21 wherein the thresholding
operation for each block is characterized by different
threshold levels for at least two coefficients.

24. A method for compressing an image component
comprising the steps of:

accepting the image componentinto a digital proces- .
SOT; . :

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to transform the array of |
pixel values in each block so as to generate a plural-
ity of coefficients for each block; :

using the digital processor to quantize the coefficients
for each block; .

using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to subject the coefficients
for each block to a dawnward weighting operation
between the transforming and encoding steps for
that block;

using the digital processor to provide a single set of
side information, all of which applies to.every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of ‘side
information.

25. The method of claim 24 wherein the weighting
operation for each block is performed before the quan-
tizing step for that block.

26. A method for compressing an image component
comprising the stepsof: .

accepting the image componentinto a digital proces-
SOF;

using the digital processor to subdivide the image
componentinto a plurality of blocks, each block
comprising an array of pixel values; ,

using: the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients
for each block;

using the digital processor to generate a Huffman
code table in which long and short codesareinter-
spersed; :

after the step of using the digital processor to gener-
ate a Huffman code table, using the digital proces-
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sor to encode the quantized ‘coefficients for each
block;

during the step of using the digital processor to en-

18

using the digital processor to select a subset contain-
ing fewer that the plurality of blocks for preferen-
tially greater compression;

using the digital processor to encode each block of
code the quantized coefficients, for each block 5 the plurality according to the defined compression
using | the digital Processor to miscode a given regime while modifying in a particular wayat least
quantized coefficient by selecting an adjacent Huff- a portion ofthe compression regime as applied to
man code rather than the Huffman code that is each block of the subset, the compression regime,
appropriate for the given quantized coefficient if as modified in the particular way, being applied
the adjacent Huffman code is shorter than the 10 only to theblocks of the subset; | .
Huffman code that is appropriate for the given using the digital processor to provide a single set of

i fent: side information, all of which applies to every one
quantized coefficient; : .using the digital processor to provide a single set of of the encoded blocks of the plurality notwith-ne gital proc > provid’ é standing the fact that during said step of using the
side information,all of which applies to every one 45 digital processor to encode each block ofthe plu-
of the encoded blocks of the plurality; and rality, at least a portion of the compression regime

using the digital processor to produce compressed was modified as applied to each block ofthe subset;
image data comprising the encoded quantized coef- using the digital processor to produce a compressed
ficients for each block and the single set of side image data comprising the encoded blocks and the

_ information. 20 single set of side information;-
decompressing the compressed image data according

to the defined image decompression regime, using
the single set of side information, to produce a

27, The method ofclaim 26, and further comprising
the step, performed for each’ block in the event that
there aremorethan one.adjacent shorter code,ofselect- second image; and
ing the adjacent code-that correspondsto the value that 25 displaying the second image.
is closest.to the value of the coefficient before the coef- 29, The method of claim 28 wherein the step of de-
ficient was subjected to the quantizing step. compressing the compressed image data is performed

28. A methodoflossy imagecompression anddecom- using the same digital processor.
30. The method of claim 28 wherein the step of de-

pression, operating in the context of adefined compres- 30 compressing the compressed image data is performed
sion regime anda defined decompression regime, the- using a different digital processor than the first-men-
method comprising the stepsof: tioned digital processor.

accepting a first image into a digital processor; 31. The method of claim 1 wherein the compressed
using the digital processor to subdivide acomponent _—imagedata is stored as a datafile.

of the first image into a plurality of blocks; 35 se ee 8
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ADAPTIVE ZONAL CODER

FIELD OF THE INVENTION

This invention relates to image data compression and *
more particularly to adaptive techniques for transform
coding of image data for transmission orstoraqe.

BACKGROUND OF THE INVENTION

Many communication systems require the transmis- 10
sion and/or storage of image data. Any technique that
minimizes the amount of information required to en-
code a given image is highly desireable. Transform
coding‘Fepresents a major class ofsuch methods. Mean-
ingful images usually contain a high degree of long- 15
range structure, i.e., they have high inter-elementcorre-
lations. In transform coding, an image with high inter-
element correlations is converted into a collection of
uncorrelated coefficients, thereby removing most ofthe
redundant information in the original image. Early 20
transform techniques employed a Fourier-type trans-
form. Current approaches use a discrete cosine trans-
form (DCT) or a Hadamard transform, both of which
provide relatively higher codingefficiency.

Commonly, an image to be encoded is partitioned 25
into a plurality of image blocks, and each block is di-
vided into an 88 or 16 16 square array. The resulting
blocks are encoded one after another. A typical image
compression pipeline includes a transform coder, a
quantizer, and an entropy coder. A quantizeris used to 30
map a coefficient, falling within a range of continuous
values, into a member of a set of discrete quantized
values, and an entropy coderuses statistical properties
ofthe information to compressit, ie, to express the
same message using fewerbinary digits. For example, a 35
Huffman coderrelates the most frequent incoming data
symbols to the shortest outgoing codes, and the least
frequentincoming data symbols to.the longest outgoing
codes. After the transform. coder transforms an image
block inte a collection of uncorrelated coefficients, the 40
quantizer provides the corresponding series of discrete
values to the entropy coder. The resulting stream of
binary digits is then either transmitted or stored.

Althoughit is passible to retain all the coefficients
that result from transform coding an image,it is neither 45
necessary nor desirable. Due to the nature.of the humen

fed image quality, By retaining
  

 out degradin;
only visually important coefficients, an image with ac-

e fidelity covered using significantly 50ess i
ation than provided by the transform codinTOCESS.

For a typical two-dimensional source image, the
transform operationresults in a redistribution of image
energyintoaset ofrelatively few low-ordercoefficients 55
that can be arranged in a two-dimensional array. Visu-
ally significant coefficients are usually found in the
upperleft-hand corner of the array.

According to a known method, referred to as ‘zonal
coding’, only those coefficients lying within a specified 60
zone of the array, e.g., the upper left quarter of the
array, are retained. Although significant data compres-
sion can be achieved using this method,it is inadequate
because picture fidelity is reduced for scenes that con-
tain significant high frequency components.

In an alternative approach, referred to as ‘adaptive
transform coding’, 2 block activity measure is used to
choose an optimum quantizer. Although this method

65

. 2 :
achieves gains in efficiency by providing a degree of
quantization precision appropriate to the activity level
of a given block, the additional information needed to
specify the state of the quantizer must be transmitted
along with the usual coefficient data.

SUMMARYOF THE INVENTION

The invention provides a method for image data
compression that includes the following steps: trans-
forming a two-dimensional block of image data in a
spatial domain to data in a frequency domain. Thetrans-
formed image data is represented as a two-dimensional
array of activity coefficients. The two dimensional
array is then serialized, resulting in a one-dimensional
array of coefficients with a leading coefficient and an
originaltrailing coefficient. The array is then quantized.
Neat, a portion of the array is selected beginning with
the leading coefficient and ending with a new trailing
coefficient that is closer to the leading coefficient than
the original trailing coefficient. Lastly, an end-of-block

symbol is appended after said new trailing coefficient,
andthe selected portion of the array is encoded using an
entropy coder.

Inapreferred embodiment,the portionis selected by
first measuring the total activity of the array. A measure
of activity of successive sub-portions of the array is
determined on-the-fly, and added to a running total.
Each new value of the running total is compared to the
total activity of the array. Based on this comparison,
and in a further preferred embodiment, on a setable
level of image quality, a new trailing coefficientis desig-
nated, and only the portion of the array bounded by the
leading coefficient and the new trailing coefficient is
presented for encoding.

Another general feature of the invention is apparatus
for inclusion in an image data compression pipeline, the
pipeline including a transform coder, a serializer, a
quantizer and an entropy coder. The apparatus includes
a memory connected to said quantizer and said entropy
coder. The memory has an input and an output adapted
to store and delay atleast a block of transformed,serial-
ized and quantized image data, and is adapted to pro-
vide an entropy coder with successive sub-portions of
said block of image data. The apparatus also includes a
first measurer connected to the quantizer for measuring
the total activity of the block of image data, and a sec-
ond measurer connected to the output of the memory
for measuring the activity of successive sub-portions of
the image data and computing a running total of the
activity. A control law unit is connected to the first and
second measurers, and to an entropy coder, and is
adapted to compare the running total provided by the
second measurer to a level based in part on thetotal
activity provided by the first measurer, and sends an
end-of-block symbol to the entropy encoder. The en-
tropy coder is adapted to encode only a portion ofthe
block of image data based on whenit receives an end-
of-block symbol. ;

Thus, it is not necessary to transmit additional infor-
mation along with each block for indicating, e.g., its
activity level, or run length. The end-of-block symbol
provides an image data receiver with sufficient informa-
tion for parsing an incomingbit stream back into blocks
of image data.
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BRIEF DESCRIPTION OF THE DRAWINGS.

The invention will be more fully understood by read-
ing the following detailed description, in conjunction
with the accompanying drawings, in which:

FIG.1 is a block diagram ofa typical image compres-
sion pipeline;

FIG.2Ais a representation of a 44 arrayof coeffi-
cients;

FIG.2B is a representation of a 116 array of coeffi-
cients corresponding to the array of FIG. 2A;

FIG. 2C is a representation of a truncated array of
coefficients corresponding to the array of FIG. 2B with
an appended end-of-block symbol; and

FIG.3 is a block diagram of the image compression
system of the invention.

DETAILED DESCRIPTION OF THE
INVENTION

With reference to FIG. 1, a typical image compres-
sion pipeline includes a transform coder 10, such as a
discrete cosine transform coder (DCT), as disclosed in
Ahmed et al., “Discrete Cosine Transform", IEEE
Trans on Computers, Jan 1974, pp 90-93; a quantizer 12,
such as a linear quantizer, as described in Wintz,
“Transform Picture Coding”, section IIT, Proc. IEEE,
vol. 60, pp 809-820; and an entropy coder 14, such as a
Huffman coder, as discussed in Huffman, “A Method
for the Construction ofMinimum-Redundancy Cades”,
Proc. IRE 40, No. 9, 1098-1101. After the transform
coder 10 transforms image data into a collection of
uncorrelated coefficients, the quantizer 12 maps each
coefficient, selected from a range of continuous values,
into a member of a set of discrete quantized values.
These quantized values are then encoded bythe entropy
cader 14. The resulting stream of binary digits is then
either transmitted or stored.

Typically, image data is two-dimensional. Accord-
ingly, the information provided by the transform coder
10 is presented in the form of a two-dimensional array.
Ina preferred embodiment,a serializer, such as a zigzag
serializer, is used to covert the two-dimensional array of
continuous values into a one-dimensional array of con-
tinuous values. The one-dimensional arrayis then quan-
tized to yield a one-dimensionalarray of discrete values.
For example, a zigzag serializer operating on an 4x4
array of integers as shown in FIG. 2A would produce a
1X 16 array of integers as shown in FIG. 2B.

In a preferred embodiment, a zigzag serializer 16 is
included in the image compression pipeline between the
transform coder 10 and the quantizer 12, as shown in
FIG. 3. After serializing the two-dimensional array
provided by the transform coder 10, the quantizer maps
the resulting one-dimensional array of continuous val-
ues into a one-dimensional array of quantized values.
Thearray is then held for one block processing interval
in a one-block delay memory unit 18, while an identical
copy of the array is measured by a total blockactivity
measure module 20. The module 20 computes the sum-
mation of the square (or the absolute value) of each
elementin the one-dimensional array, providing a value
that represents the ‘activity’ or ‘energy’ of the image
represented by the array to a control law module 22.

The zigzag serializer 16 places the low-order coeffici-
ents that result from, for example, a discrete cosine
transform, at the beginning ofan array, and the higher-
order terms at the end. If there are sufficient low-order
terms, the higher-order terms are of less importance
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. 4
and, due to the nature of the human visual response,

of FIG. 2B after truncation efits six highest order coef-
ficients. Since it is commonfor the activity of a block to
be found mostly in its lower-order coefficients, tans-
mitting only these coefficients results in substantially
greater compression of image data. However, unlike the
known case of non-adaptive zonal coding, a block with
Significant activity in its highér-order coefficients willSeaRSTaiiiedinemannerthatallowsaaostofTree
coefficients to be included in the transmitted block,
resulting in a received image of superior fidelity. Fur-“ermore,tisnotnecessarytotransmitadditionalinfor.
mation along with each block for indicating, e.g., its
activity level. Instead, the end-of-block symbol 15 al-
lows an image data receiver to know how to parse an
incoming bit stream back into blocks of image data.

After dwelling in the memory unit 18 for one process-
ing interval, the one ‘dimensional array is again mea-
sured for activity. A running block activity measure
module 24 computes a running total of the squares or
the absolute values of the elements in the array as it
enters the module 24. A new value of the runningtotal
is provided to the control Jaw module 22 as each addi-
tional element of the array enters the module 24. Also,
as each element of the array enters the module 24, an
identical element enters the entropy coder 14. The
newly arriving array elements are held in a memory
register within the entropy coder 14 until a terminate-
block signal, representing an end-of-block character,is
provided by the control law module 22. A terminate-
block signal may be generated after an entire array has
entered the entropy encoder 14. Alternatively, the con-
trol law module may generate a terminate-block signal
after a predetermined amountofactivity has been mea-
sured by module 24. In this case, even if the entire array
has not yet entered the entropy coder 14, the resulting
partial array is transmitted, with an end-of-block sym-
bol appended at the end of the partial array.

The contro] law module 22 compares thetotal block
activity of the current array, provided by module 20,
with the running block activity measure, such as the

Tunningsumofsquaresorabsolutevaluesthat is pro-gressively generated by the module 24, In a preferred
embodiment, a ratio or difference circuit is included in
the controi law module 22 to generate a measure of the
percentageofcurrentblock activity. The comparison of
the total block activity measure with the running block
activity measure indicates how much‘activity’ has en-
tered the entropy coder 14. A desired level of image

“Fora given level, the numberofcoefficients transmit-
ted will vary, depending on the distribution of activity
among the low, middle, and high order coefficients. If
the activity of the block is concentrated in its lower
order terms,it will be necessary to send fewer coeffici-
ents than if a large fraction of the blocks activity is
found in the higher order coefficients. If the channel
used for transmission becomes overloaded, image fidel-

pression.
The image data compression method ofthe invention

can be used to encode any grayscale image or represen-
tation of the difference between two images.

Other modifications and implementations will occur
to those skilled in the art without departing from the
spirit and the scope of the invention as claimed. Ac-
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cordingly, the above description is not intended to limit
the invention except as indicated in the following
claims.

Whatis claimed is:

: 6

an appendor for appending an end-of-block symbol
after said new trailing coefficient; and

an entropy encoder for encoding only said portion.
5. The apparatus ofclaim 4, wherein said sub-portions

1. A method for image data compression comprising 5 are single coefficients.
the steps of:

transforming a two-dimensional block of image data
in a spatial domain to resulting data in a frequency
domain represented as a two-dimensional array of 10
activity coefficients;

serializing said entire two-dimensionalarray of coeffi-
cients, yielding a one-dimensional array of coeffici-
ents with a leading coefficient and an original trail-
ing coefficient;

quantizing said one-dimensional array ofcoefficients; 1
selecting a portion of said one-dimensional array of

coefficients beginning with said leading coefficient
and ending with a newtrailing coefficient that is
closer to the leading coefficient than said original
trailing coefficient, wherein said portionis selected
by a process comprising the steps of:

imensional atray of coefficients,

determining inrealtimeameasure_ofactivityof
successive sub-portions of said one-dimensionalqrraypand-addingsaidmeasure ofactivity to a
Tunning total,

performing a comparison in real time of said run-
ningtotal to a setable level based on said measure ,
of total activity, and

designating a new trailing coefficient according to
said comparison;

appending an end-of-block symbol after said new
trailing coefficient; and

6. Apparatusfor inclusion in an image data compres-
sion pipeline that includes a transform coder,a serial-
izer, a quantizer and an entropy coder comprising:

a@ memory connected to said quantizer and said en-
tropy coder with an input and an output adapted to
store and delay at least a block of transformed,
serialized and quantized image data, and adapted to
provide an entropy coder with successive sub-por-
tions of said block of image data;

a first measurer connected to said quantizer for mea-
suring the total activity of said block of image data;

a second measurer connected to said output of said
memory for measuring the activity of successive
sub-portions of said image data and computing a
running total of said activity;

a control law unit connected to thefirst and second
measurers, and to an entropy coder, adapted to
compare said running total provided by said sec-
ond measurer to a level based in part on said total
activity provided by said first measurer, and send-
ing an end-of-block signal to said entropy encoder;

wherein said entropy coderis adapted to encode only
a portion of said block of image data based on when
it receives an end-of-block signal.

7. A method for image data compression comprising
the steps of:

transforming a two-dimensional block of image data
from a spatial domain to a frequency domain,
wherein said resulting block of image data in the

$

5

0

encoding only said portion with an entropy coder. 8 frequency domain is represented by a two-dimen-
2. The method of claim 1, wherein said sub-portions sional array of activity coefficients;

are single coefficients. serializing said entire two-dimensional array ofcoeffi-
3. The method ofclaim 1, wherein said setable levelis cients, yielding a one-dimensional array of coeffici-

also based on a degree of desired image quality. 40 ents;
4. Apparatus for image data compression comprising: quantizing said one-dimensionalarray of coefficients;
atransform coderfor transforming a two-dimensional selecting a visually significant portion of said one-

block of image data in a spatial domain to resulting dimensional array of coefficients, said step of se-
data in a frequency domain represented as a two-di- . lecting including the steps of:
mensional array of activity coefficients; 45 obtaining a measure oftotal activity of the one-

a serializer for serializing said entire two-dimensional
array of coefficients, yielding a one-dimensional
array ofcoefficients with a leading coefficient and
an original trailing coefficient;

a quantizer for quantizing said one-dimensional array ¢
of coefficients;

a selector for selecting a portion of said one-
dimensional array of coefficients beginning with
said leading coefficient and ending with a new
trailing coefficient thatis closer to the leading coef- 5
ficient than said original trailing coefficient, said
selector including:
a measurer for measuringtotal activity of said one-

dimensional array of coefficients,
a measurer for obtaining a measure of activity in 60

real time of successive sub-portions of said one-
dimensional array, and for adding said measure
of activity to a running total,

a comparer for performing a comparison in real
time of said running total to a setable level based 65
on said measure oftotal activity, and

a designator for designating a new trailing coeffici-
ent according to said comparison;

dimensional array of coefficients,
determining in real time a runningtotal of the ac-

tivity of successive portions of said one-
dimensional array as they enter the entropy
coder,

performing in real time a comparison of successive
values of said running total to a setable level
based on said measure of total activity of the
one-dimensional array of coefficients, and

demarking a trailing end of said one-dimensional
array according to said comparison;

appending a symbol ata trailing end of the selected
portion for indicating the end of said portion; and

encoding said portion with an entropy coder.
&. Apparatus for use in an image processing pipeline

including a transform coder, a serializer, and a quan-
tizer, said apparatus comprising:

first means for obtaining a measureoftotal activity of
a two-dimensional! block of image data represented
as a one-dimensional array of quantized activity
coefficients;

second meansfor determining in real time a running
total of successive activity coefficients of said one-

10

5
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dimensional array as said activity coefficients are
received by an entropy coder; .

third means connectedto said first means, said second
means and said entropy coder for performing a
comparison ofsaid runningtotal to a settable level
based on said measure oftotal activity, and

for demarking an activity coefficient of said one-

8
dimensional array as a trailing end of said one-
dimensional array according to said comparison.

9. The apparatus of claim 8, further comprising mem-
ory means connectedto said entropy encoderfor allow-

4 ing a block of image data to dwell momentarily while
said first means measures its total activity.. * * - * x
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Human Visual Weighted Progressive Image
Transmission

BOWONKOONCHITPRASERT,memper, 168e, AND K, R. RAO, SENIOR MEMBER, IEEE

Abstract—A progressive Image transmission scheme which combines
transform coding with the human visual system (HVS) modet ts devel-
oped. The adaptive transform coding of Chen and Smith (4] is ulltized
to classify aa image into four equally populated subblocks based on
their ac energies, The modulation transfer function (MTF) of the HYS
model is obtained experimentally, based on processing a number of
test Images. A simplified techolque for fncorporaling the MTF Into the
discrete cosine transform (DCT) domainIs utilized. In the lerarchical
Image buildup, the ImageIs first reconstructed from the de eoeHicients of
ull subblocks. Purthér transmission hierarchy of transform. coefficlents
and consequent image buildup are dependent on their HVS welghied
varlances-“‘The HVS. welghted reconstructed images are compared fo theoves without! sny ‘weighting at several stages. The HYS ‘weighted Bro-
gressive image transmaission results.Jn perceptually higher quallty Imagescompared to ihe unweighted scheme. .

 

Intropucnior

PROGRESSIVE transmission of images involves an approximate
rr
‘construction of an image whose fidelity is-built up gradually

until the viewer decides either.to abort the transmission sequence
or allow further reconstruction. The applications are in transmitting
images over low-bandwidth channels such as telephone lines. If an
image is sent in its original form in a raster scan fashion, transmis-
sion of the entire image can take several minutes. Several schemes
in which the image quality is built up hicrarchi¢ally have been devel-
oped. The objective in all these schemes is to developthesignificant
features of an image at an early stage so that 8 viewer can interac

_ tively:respond. Other considerations such as the complexity of the
technique and robustness to channel! noise play significant roles inthe merits of a scheme,

Applications of progressive transmission include tcleconferenc-
ing, telebrowsing, medical diagnostic imaging, videotex, security
services, electronic shopping inmail order, and access to large
databases. Telebrowsing or videobrowsing is the system in which
the recipient wishes to browse through remotely stored images and
quickly abort transmission of the unwabted ones us soon as-they are
fecognized. Progressive transmission can play an important role in a
picture archiving and communication system (PACS) whose functions
are transmitting,storing, processing, and displaying radiological im-
age data such as computer tomography (CT) and magnetic resonanceimaging (MRD. .

Progressive transmission of images can be classified into two cat-
egories as spatial or pel domain and transform or spectral domain.

~The latter has the advantage of information packing, and the im-
age buildup can be achieved: adaptively based on the significance ofthe transform coefficients. Furthermore,the selection of coefiicients

Paper approved by the Editor for Image Comamnication Systemspfthe
{EEE Communications Society. Manuscript received January 15, oe revised September 22, 1988,

B. Chitprasert was with the Department of Electrical Engineering, Univer-
sity of Texas at Arlington,Arlington, TX 76019. Heis now with CompressionLaboratories, Inc, San Jose, CA. -

K.R. Raois with the Department of Electrical Engineering, University of» Texas at Arlington, Adlington, TX 76019.IEEE Log Number 9036336.

can be altered by HVS weighting in the spectral domain. Byeither
weighting or rearrangingthe transmission sequence oftransform co-
efficients by the humanvisual sensitivity, the image buildup can be
perceptually pleasing, even at earlier stages.

Several schemes for the transform progressive transmission have
been proposed. Ngan [2} proposed such a technique in which five
schemes with different transmission sequences were simulated. Elna- °°
has ef al. [3] applied the adaptive wansform coding scheme of Chen
and Smith [4) to hierarchical image buildup.-The role of the HVS
in transform codingis described in the next section. The proposedschemeis described neat, followed by the simulation results.

‘Tar Rove or HVS in Transroré Copina
‘The HVS has been incorporated in transform coding of images by

several researchers. Mennos and Sakrison’s work {1} may be the firs!
major breakthrough in image coding incorporating the HVS. Usin:
the assumption that the HVSis isotropic, they modeled the HVS as
a nonlinear point transformation followed by the MTF ofthe form

H(f) sa(b +cf) exp(—cf)* w
wheref is the radial frequency in cyclesidegree (CPD)of the visual
angle subtended and a, b, ¢, and d are constants, After carrying
out extensive experiments, they have arrived at the following HVSmodel:

HC) =2.6(0.192 +.0,114/) exp(-(0.114f)"). CQ
This has a peak at f = 8 cycles/°.

Earlier research in transform coding incorporating the HVS ap-
Plied the DFT to the entire frame [1], [5]. This was followed by —
applying DCT to small subblocks [6]~[10]. Most researchers (ex-
cept [8}, [10]) used Mannos and Sakrison's transfer function (2) as
the weighting function, The nonlinear function is ignored in [6], [9}.
[10}. Both preprocessing and postprocessing are required forall ofthe schemes,

Recently, new MTF's have been proposed for use with the DCT.
Nill [11] proposed a multiplicative function AC‘) which is multiplie!by the following MTF:

HU) = (02 40.45) exp(-0.18/). G)
This function has a peak value at f = 5 CPD. Nononlinear function
is used in this work by assumingthatthe iow-contrast images are of
interest. No image processing results were reported in [11].

Ngan ef o/, [12] used Nill's multiplicative function A(/) with their
MTF, which has « peak at f =3 CPD.This function is given by

H(A) = (0.31 +0.69/) exp(—0.29/). rou

After multiplying Hf) by ACS),the resulting function has a pou
at f = 4 CPD.Using a zig-zag scanning sequence for the DCT
coefficients, they achieved an acceptable reconstructed imageat bitrates of 0.2-0.3 b/pel, depending on the images.

The MTF's of Mannos and Sakrison (1}, Nill (11), and Ngan [12]are shown in Fig. 1. Note that the Latter (wo functions are obtained
after multiplying (3) and (4) by ACS). In gencral, incorporating the
HVS models improves the coding scheme. So does the proposcil

0090-6778/90/0700-1040501.00 © 1990 IEEE
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% progressive transmission scheme presented in the next section. The
-& proposed scheme incorporates the HVS mode! in a way different

% from the schemes developed so far,
A Tus Proposen Transmission SCHEME

E: ‘The proposed scheme(Fig. 2) is basically the modified version of
- Chen and Smith's adaptive coding [4]. The digitized image consisting
'ofp pelsfine and ¢ lines/frame, each with 8 b resolution (256 lev-

. tls), is divided into subblacks of size W x N so that the total number
- of blocks is B where B = p x q/N*. In this research, N = 8 is se-

€ lected. Intensity values in each subblock are then transformed 10 the
{“brightness” values by a point nonlinear transformation. By elim-
j inating the intensity-brightness transformation and the subsequent-&forward DCT,the system can be simplified. These “brightness” val-
3: ves are transformed into the spectral domain by means of the DCT.

° The transform cocflicients are multiplied by the selected MTFat the
¥ corresponding frequencies. These weighted coefficient subblocks are, Sorted according to their ac energy levels imo X classes, the typical

i value of K being 4 or 8. Four classes are used throughout this re-
 

} search, The ensemble average variance matrix of each class is then
: calculated. Details of the calculation of subblock classification and
® the average variances can be found in [4]. The transmission hierarchy
& of coefficients is determined from the magnitudes of the variances.i Thevariances ofall the classcs are rearranged in a descending order.
& The obtained order specifies the class and the positions of the coeffi-
¢ cients in the subblocks. The set of matricesofthis orderis called theftransmission sequence map. The coefficients at the specified locations
rE of the subblock are sent from the specified class from left to right

and top to bottom. The classification map and the transmission se-
% quence array are sent fo the receiver as Overhead informatior before
transmitting the transform coefficients. The subblacks ofthe driginal

image are transformed by the 2-D DCT. These unweighted coeffi-Cicnts are quantized.and rearranged according to the transmission
; Sequence. These coefficients may be stored in the central database
and can be readily transmitied 10 the receiver.

 

 
 

 
 
 

\- Quantization .
Forsimplicity, the dc coefficients are scaled By NW = 8 and rounded

. Off to the nearest integers in the range between O and 255. This scal-
“ing makes the maximum possible dc coefficient to be in the limit of

¥. maximum possible intensity so that there is no clipping for the dc
4 coefficierus. Foratl the ac coefficients, a nonuniform 4 b Laplacian4 :

 
 

™M a a cay a
ATL FREQUENCY 'degres)

0 Marwan and Seielean [1] ° : yO o mt}Fig. 1. Comparison of the MTF's,

 

 

 

-®
Fig. 2, Block disgram ofthe proposed progressive transmission system. (a)Transformer. (b) Receiver, In (a), the dashed tine and climination of the

top two blocks onthe left simplify the overall system,

quantizer is used. The coefficients are normalized by their standard
deviations. The purpose is to use a single unit variance quantizer
for all the coefficients. Thus, it is necessary to send afl the stan-
dard deviation matrices for all the classes to the receiver prior to
transmission ofthe. coefficients. Although there are some methads
to estimate the variances al the receiver from the received dats, they
are not used here because the standard deviation matrices represen@ smal}-amount of side information.

Overhead Information
‘Theclassification map 4s an array representing the number of sub-

blocks 3 in an Image. Log, X bits are required for esch subblock to
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 Fig. 3. The originaltest image:

represent K classes. Thus, the overhead bits for the classification are

bo= B log, X bits.
In the transmission sequence array of K(N? ~ 1) ac coefficients

{excluding the de coefficient position), log, K bits are required to
identify the class, and 2(log, N) bits for the location of cach cosfii-
cient in the subblock. The overhead bits for the transmission sequenceare

Be = K(N* — 1)(log, K +2 log, ¥}.
The real number representation for the X standard deviation ma-

uices requires 32 b (four 8-b-bytés) for N? — 1. entries {excludingthe dc coefficient entry). Thus, the overhead bits for the standarddeviation are :

by = 32K(N? - 1).
For a p = q = 512 image and N. = 8, the overhead informationfor four classes consists of
classification bits = 4096 x 2 == 8192 b
transmission-sequence bits = 4 x 63 x (2 +6) = 2016 bstandard: deviation bits = 32 x 4 x 63 = 8064 b.
For X = 4,the total number of overhead bits is 18 272 b or,

equivalently, 0.07 b/pel. Using a channel: rate of 1200 bis, the total
time required is 15.23 3, These numbers seem to be big. But in the
implementation, only the classification mapis needed first: the others
can be sent one entry each just before the sequence of coefficients at
that position. Thus, the total overhead before receiving the first ac
coefficient is 8192 +6 +32 = 8230 b or, equivalently, 0.03 b/pel or6.86 s over a 1200 b/s channel.

Tue Smucation Resutrs
The fous monochrome test imoges used for simulation are

"Girl(512 x 512) (Fig. 3), “Baboon” (504 x $12), “'Martha™
(480 x 512), and “Boats” (384 x 512). Results for “Girl” only-are
shown. The simulation results based on the two methods described
below are compared. Thefirst one.is the proposed method, which
will be called the HVS weighted method (Fig. 2). The second method
is the adaptive coding of Chen and Smith (4), with the average vari-
ance used as the transmission sequence. This method will be called
the unweighted method, The schematic diagram of this method is
basically the lower path of Fig. 2(a).

Using the three functions described in (2), (3), and (4) in the pro-Posed method ofincorporating the HVS,the results are found to be
quite different from one another. Using the MTF of(2)results in the
image with blocking artifacts. The image is built up mbinly in the
areas of high-activity classes (class 1 or 2).. Sharp edges show upinthe carly stages, teaving the tow-activity areas umouched. Theresults
are notquite different from the unweighted method. Changing to the
MTFof (3) leads to better results than those of (2), but still are
unpleasant. For the MTF of(4), the intermediate stuge images be-
come more blurred, but the blocking artifacts disnppear rapidly in the
early stages. This MTFyields rather pleasant images for the “Girt
and “Martha,”but are rather blurred and noisy for the “Boats” ond
“Baboon.” This has ted to the extensive experiments for finding an
optimal MTF that yields good results for all the test images. This
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Fig. 4. The proposed weighting function Hr(k, m). As the do coellicicnt
is transmitted during the first stage, the corresponding weighting functionis nos considered in the transmission hierarchy.

MTF, which has a peak af = 3.75 CPD,is given by
(Sf) = 2.46(0.1 4+ 0.25/) exp(-025/). @

A simple convolution-multiplication property for the DCT has
been derived by the authors [13]. Assuming that the subscripts
and F denote DCT and DFT sequences, this property, for the onc- -
dimensional case, can be expressed as follows:If

Ye=aE. k= -N, N41 NAL (6:where

Ch) = 3 fork =0
=1 fork = -N,-N4+1,---,—-b, 1,2.9,N—1 (7)

then, the corresponding spatial sequence y(n), the IDCT of(6), is

HM) = bxe(4)"A(a)] +XO)e(0)/VN,
A=EAN,-N+ heeyN18

where

xi(n) = x(7), n=0,1,--5,N—1
=x(-1-a), n=l, -2,0,-N, (9)

This result is utilized here. The 2-D weighting function Hy (k, m)is mapped to Ap(f) as follows:

=e) = oN HHrtk, m) octGm’ k,m=0,1,2,0-.N—1. (Ih.
Also,for the isotropic mode! of the MTF,

Je +m
sevinef, CPD. an

Using the sampling density f, of 64 pels/? (see the Appendix
for details), for N = 8, km = 0, 1,---,7, (10) and (11) are
substituted in (5) to obtain the weighting function shownin Fig, +1.
‘The transmission sequences for "'Girl” are shown in Figs. $ and ¢
Onlythe first seven stages ofthe ac coefficient transmission sequence-are shown to highlight the zones of coefficients in each class al the
carly stages. One stage is defined. when the average of one coefficient
per subblockis-transmitted, I¢-can be seen that more sc cocflicients
ofthe loweractivity classes of the HVS weighted methods are sent,
and also ore sent earlier than those of the unweighted method. (Thisis true [orall the test images.)

Since the first stoge of reconstruction is from the de cosfiicicnis
of every subblock, the reconstructed images far both the welghicd
amd unweighted methods are Klentical, The rovenstructed images
atngca 3, 5, ond 7 ave ahown in Pigs, 7-9. [can be acen thot
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5S. The sc coefficiem transmission sequence map ofthe image “Girl,”
unweighted method. (Only the first seven stages are shown.)
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Fig. 6 ‘The ac coefficient transmission sequence map of the image “Gisl,”"
4 "HVS weighted method, (Only the first seven stages are shown.)
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ae es
+ 2, Stage 3 of reconstruction of the “Girl” image. Unweighted method

{upper) and HVS weighted method (lower). Bit rate: 1/4 b/pel..

 4

te early stages (stage 3), the differences between the to methodsare not obvious, Almost the same sharp edges are shown. In the
Later stages (stage 5), it can be seen that the low-activity areas are

TE boitaing up in the HVS welghted method,while the busy areas in the
‘unweighted method are still building up, For the most crucial image

“Boats”image),this buildupis in the form of low-energy details
(trings, braces, etc.) which have not shown upyet in the unweighted

“method,In the later stages (stage 7), the two methods yield similar
‘Lnages, excepl thal the HVS welghted method yickds few more details
f in the low-activity arcas. It can be seen that the results from the HVS

eighted method are more pleasant than those of the unweighted
method at the same stage (bit rate), and also are acceptable at the
bit cate of 144 or 3/8 bipet, depending on the images,i
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Fig. 8. Stage 5 of reconstruction of the “Girl image. Unweighted method

(upper) and HVS weighted method (lower). Bit rate: 3/8 b/pel.
 

 
Fig. 9. Stage 7 of reconstruction of the “Girl” image. ‘Unweighted method

(upper) and HVS weighted method (lower). Bit rate: 1/2 b/pel,.

‘The comparison of normalized signal-to-noise ratio (NSNR) for
the first cight stages is shown in Table I. The bit rate for the overheadinformation is not included in this table, The NSNR of the HVS
weighted method is slightly less than that of the unweighted method
ateach stage. This confirms that the MSE measure does not correlate
well with the subjective measure.

Summary ano Concuusions
Byutilizing a simplified method of incorporating the HVS model

in the DCT domain, an adaptive progressive image transmission
acheme has been developed, An MTF based on varioustest images
is proposed, This functionretains the sharp edges in the high-activity
areas and smoothsthe noise In the low-activity regions. Asthe effectof the HVS scheme Is in the classification and transmission hier
archy raiher than mpdlfying the tantform crefficients, the receiver
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TABLE 1
Comparison of Owsctive Perromance Between THE UNWEIGHTED AND THE

HVS Weontes Meruops. Isang: “Gm.”_—

NSNR {dB} NSNR (dB)
1 6 18.0048 18.0048
2 16 ‘26771 222156
3 ue 24.2178 23.5851
‘ 56 5.6004 24.7014
s 8 26.5104 253960
6 76 W2467 26.0718
7 V2 DIETS 26.9039
esooT

has to perform only the IDCT,i,e., 20 additional postprocessing is
required. The HVS weighted method results in perceptually morepleasing images, and leads to acceptable images at low bit rales. A
better quantization scheme may be used to improve the Performanceof the system. . .

Using one MTF forall the subblocks or forall the classes may notbec the best way to incorporate the HVSin the transmission scheme.
The human eye adapts to thelocal activity, as welll as to the contrast.
This leads to using an adaptive filter or different filters for different
areas of an image. Designing and evaluating these filters may be
an interesting area of research. Other research directions may beextending the HVS weighting to color images.

APPENDIX ©

This Appendix describes the sampling of the MTF. Once the de
cision to use the Fourier domain MTF in conjunction with the DCT
ofthe brightness has been made [sec (6) and (10)}, sampling the
Fourier domain MTF has to be undertaken. The frequency variable¢
in cycles/degree of the MTF needs to be changed to the normalized
spatial frequency J, in cycles/sample or cycles/pel. This Tequires aconversion factor f, as follows:

 F{oyclestdegree) = fq(cycles/pel)/,(pels/degree) (Al)
where j',, the Correspondingfrequency in the DCT domain, is

Sn =KPN,-

Since the first ac coefficient of the DCT is one-half cycle (in contrastto that of the DFT),
The f,, called the sampling density by Ericsson [9], depends

upon the viewing distance. According to Mannos and Sakrison 1),
“...the simulation program must operate on images defined on a
discrete raster of 512 x 512 picture elements.. the simulated im-
ages were viewed at a distance at which 65 pels subtended 1 degree
ofvision. ..." In this research, f, is chosen to be 64 pels/? because
this numberis divisible by 2N. By substituting k = 7, N = 8, and
J, = 64 into (Al) and (A2), the maximum visual spatial frequencyis 28 cycles/* for the B x 8 subblock.
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Evaluation ofa |Partial-Band Jammer with
Gaussian-Shaped Spectrum Against

FH/MFSK

Abstract—Utis often assumed in system analyses that a pariisl-band
jolse Jammer against 2 frequency-hopped Af-ary frequency shift keying

(FHMFSE) communication system has a rectangular spectrum, The
gf rectangular spectrum is, of course, unrealizable, and s0 It bs of interest
fe to consider more realistic spectrums, such ag those where @ Jammer uses
ia bandpass filter before arnplifying the Jamming nolse. In this paper, a

Gausslan-shaped filter Is used (o sepresent a class of bandpass filters.
E Clearly, this is a more realistic shape than the ideal Fectangular shape,

addition, It cam be anslyzed easily by a reasonable approximation,
‘Le., a Gaussian-shaped spectrum thal is constant over esch hopped

 

  shaped parilal-band noise Jemmer bas nearly the same effects as an
+, Meal rectangular-shaped parilal-band nolse jammer with an equivalent
¥ tendwidth.

mW 1. Intrapucrion

PARTIAL-EAND noise jamming against a frequency-hopped M-ary frequency-shift keying (FH/MFSK) system has often been
assumed to be implemented by a two-level power spectral density

(PSD) [1]-[5]. According to this jamming scheme, the jammerdis-
p:tributes his total available power J watts uniformly over a fraction

© 7,0 <+y <1 ofthe total spread-spectrum system bandwidth W Hz,
# as shown in Fig. 1. Given that a rectangular spectrum is, ofcourse,

; unrealizable, it is of interest to consider more. realistic spectrums
t mich as those where a jammer uses some sort of bandpass filter be-
f. fore amplifying the jamming noise. The Gaussian-shaped spectrum

shown in Fig. 2 is thus used to represent the class ofrealistic spec-
© trams and,in addition,it is chosen for simplicity of analysis. For the
$F welysis, we can reasonably approximate the Gaussian-shaped spec-

; trum as constant over cach hopped M-ary signaling band because,in
® practice, the system band and the jammed frequency band are much
iF- greater than the M-ary signaling band.
¥- ‘The measure of comparison used here is the worst case bit-error

F probability of FH/MPSKfor -equal-power partiat-band noise jam-
% mers. In Section 1, a detailed analysis is given ofthe bit-error prob-
f ability ofL hops/symbol FH/MFSK,L >1against partial-band noise

jamming plus additive white Gaussian noise (AWGN).In Section II,
& Dumerical results are shown for Af = 2 with L = 1, 2 hops/symbol,

aad are compared to those for a rectangular spectrum.

 

- 0. ANALysis OF PanTiaL-Bano Jammina witit Gausstan-Suareo PSD
‘We consider an L hops/symbol FH/MFSK communication system

with an “adaptive gain control (AGC)receiver (3} which istsum-
& marized in the following paragraph.

Paper approved by the Editor for Spread Spectrum ofthe IEEE Commu-
fE bications Society, Mamisctipt received January 26,-1988; revised Septembert, 1988,
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‘Meary signaling bend. Numerical -resulis Indicate that-sach a Gaussian-_

 
FREQUENCY CELL

W Hz 

Fig. 1. AWGNplus ideal partial-band jamming power spectral density with: two levels. ‘

FREQUENCY CELL 
EQUIVALENT RECTANGULAR BANDWIDTH OF S(11
 W Hy:

Fig. 2. AWGNplus realizable partial-band jamming power speciral densitywith Gaussian-shape.

 

MESK modulation conveys information by transmitting oneofthe
M = 2* symbols every T, seconds where the symbol consists of K
data bits. The M-ary symbolis conveyed to the receiver by selecting
one ofM frequencies to be transmitted. We assumethat the frequen-
cies are spaced evenly across a contiguous band with the Spacing B to
obtain orthogonal signals. Thus, the bandwidth of the M-ary cluster
will be M4. In order to mitigate the effect of the assumed jamming.the signal is further subjected to a spread-spectrum modulation in the
form of frequency hopping. We consider an-Z hops/symbol frequency
hopping scheme, in which one symbol duration 7-, seconds-is broken
into EL. independent transmissions of T,/L seconds. When the total
system bandwidth is W’, there are Ny = 1/5 — M + ¥ hopping
locations available; if H//B 2» Mf, then we may take the approxi-
mation Ny = N = W/B. At the FH/MFSK receiver, the incoming
signal is dehopped by mixing it with a synchfonized replica of the
hoppingoscillator. The dehopped. signal is then applied to s bank of
M bandpass filters, each of bandwidth B. centered at the M possi-
ble signaling frequencies. The output of each filter is processed by a
square-law envelope detector. Each squared envelopeis sampled once
every T,/L seconds, The sampled detector outputs are normalized
by the received noise or noise plus jamming power [7]. The purpose
ofthe normalization is to prevent jammed hops from dominating the
symbol decision process. For the case of multihops/symbol, Z > 1,
the normalized £ outputs of cach channel are Sinearly summed toform the receiver decision statistics. Then, the receiver selects the
bandpars channel with the largest output and decides that the trans-

4 0090-6778/90/0700- 1045$01.00 © 1990 IRER
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Spectral responseof the discrete cosine and
Walsh-Hadamard transforms

R.J. Clarke, B.Tech., M.Sc., Mem. [.E.E.E., C. Eng., M.LE.£.
Indexing term: Image processing

Abstract: It is becoming increasingly popular, when considering transform coding schemes for images, to
attempt to take the spatial frequency response of the human observer into account by performing a classical
one- or two-dimensionalfiltering (pre-emphasis) operation upon the coefficients of the fourier transformed
image, and it would be advantageous if such a procedure could be carried out with more commonly used
image transforms, notably the discrete cosine and Walsh-Hadamard transforms.It is demonstrated here that,
notwithstanding the theoretical difficulties associated with the convolution/multiplication operation where
the discrete cosine transform is concerned, its spectral response and the nature of the appropriate filtering
characteristic are such that an operation of the above mentioned kind may becarried out, and the benefits
of psychovisual coding obtained. On the other hand, the results obtained in the case of the Walsh-Hadamard
transform showthatit is unlikely that its performance will be found satisfactory in such an application.

1 Introduction

Transiorm image coding schemes have been extensively
ireated in the research literature for some years now, and have
m many cases reached a high level of sophistication [1,2].
it has become increasingly realised, however, that improved
systems will result if the visual response of the observer is
taken into account, and in a transform coding system this
implies recognition of the fact that the eye is more sensitive
io certain spatial frequencies than to others [1] (the logarith-
mic point nonlinearity in the amplitude response of the eye
snc” .onsidered here). [f we consider a Fourier coded image,
u is evident that those spectral components to which the
eye is most sensitive should be coded more accurately than
the others, and it is logical to use the measured optical spatial
response curve to weight the transform coefficients prior
to quantisation, bit allocation and coding. Such a procedure
has been carried out by Hall [3,4] with encouraging results,
and the now more frequent use of other, more convenient,
transforms has naturally brought with it the question of
whether the transform coefficient sets which they produce
are zually amenable to a filtering operation of this nature.
This paper examines the spectral response of the discrete
cosine and Walsh-Hadamard transformsin this context.

2 Spatial frequency response of the eye

Determination of the response of the eye to sine-wave contrast
gratings has been the subject of considerable research. A
discussion of several results in this area is given by Mannos
and Sakrison [5], who were concerned to develop a suitable
weighting criterion on the basis of which numericaldistortion
Meusures might be correlated with subjective (perceived)
image degradation. Their function

A(f) = 2.6(0.0192 + 0.114f) exp (—(0.114f)"1) cd)

Where f is the spatial frequency in cycles per degree, is shown
in Fig. 1 and is the one used by Hall in his previously quoted
Work. As far as its use in psychovisual coding is concerned,
the image is first transformed into a set of weakly correlated
coelficients, and the coefficient array is then pre-emphasised
by the weighting function before bit allocation and coding,
4 complementary stage of de-emphasis taking place at the
Teceiver, and the use of the Fourier transform in such an
application has already been referred to. The difficulty withaOR aaie   
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the use of other transforms for this purpose is that of the
appearance of spurious energy components at arbitrary loca-
tions within the coefficient set. There are thus two necessary
conditions to be fulfilled if psychovisual processing of the
kind referred to in this paper is to be successful with a given
transform. First, the major part, at least, of the energy residing
in a given spatial frequency component within the data must
appearin, if not one, then in only a small set of adjacent trans-
form coefficients. Secondly, the optimum weighting function
must be sufficiently broad, i.e. a sufficiently slowly varying
function of spatial frequency, so that, if necessary, two or
three adjacent coefficients may receive the same degree of
pre-emphasis without unduly affecting the result. Fig. 1,
although drawn to a somewhat deceptive vertical scale, shows
this to be the case, for the lower and upper half-power points
of the response lie at approximately 2 and 20 cycles/degree,
respectively, and the equivalent Q value of the corresponding
bandpassfilter is about one half. A resonable degree of energy
‘spreading’ in the transform coefficients will not therefore
interfere with the application of pre-emphasis. The first

spatial frequency f, cycles/degree
01 03 10 3.0 10 30

1.0
100

05

A(f)
0.1

0.05

0.02

0.01

Fig.1 Optical response weighting function corresponding to eqn. |
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 « of the necessary conditions will be considered in a subsequentSection.

3 Problem

In recent years the Fourier transform hus, to a certain extent,
fallen into disfavour for image transform coding. Despite
the fact that the conjugate symmetryofits components when
transforming real data means that there are no more distinct
coefficient values than if it were a real transform, it still
requites complex number. operations: (the processing and
storage of two arrays), and its rate of convergence is also
low [6]. Workers in the field have therefore turned to real
transfonns such as the discrete cosine and Walsh-Hadamard
transforms (DCT' and WHT),. the former being extremely
effective for the purpose, the latter being very easy to im-
plement. The difficulty with both the DCT and WHT (and
other similar transforms) is that the spectral distribution
is not one of true frequency componentsas is the case with
the discrete Fourier transform (DFT). Furthermore, the
convolution/multiplication property of the latter transform
does not hold for the DCT arid WHT (although the relation-
ship may, in. the case of the DCT; be expressed as a double
convolution [7]). Theoretical aspects of the spectral properties
of the WHTare discussed by Ohnsorg [8]. Griswold [9] has
attacked the problem by defining an energy distribution in the
cosine domain which falls off monotoni¢ally with increasing
coefficient order and depends on the slope of the autocor.
relation function of the image data. In this paper an alternative
approach is taken, which is based upon the observed properties
of the transform basis vectors. Consider the basis set shown
in Fig. 2, which consists of the 16 basis vectors of the DCT

Otrrurrentttienenharreatnat trea
Mit

Fig. 2 Basis vectors of the Fig. 3 Basis vectors of the
16-point DCT 16-point WHT
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 matrix of order 16:

 
 
 

 
 
 

 
 

 
 

 
   
  

 
 
 
 

 
 
 
 
 
 

 
 
 

 

 
 

 
 
 
 

 
 
 
 
 
 

 
 
 
 

 
 

haves

Bi, f) = Coos(@—1) 7-1/2) n/N) N= 16 oe
-po 16 sie}

bJ= 1, except
v2 See f =N7"2 Tica’ seeps ©

where C=.Q2/N)", unless § = 1 when C= N7"?|Itis appa vase th
ent that the formof the vectors is that of a set of cosinuso: cas bu
components of gradually increasing frequency? sample ' at fe
16 points which cover a complete halfcycle at the lowe“ rest
nonzero frequency. Thus, for example, basis vector 7 isi ih vest
result of taking 16 samples equidistantly spaced over sé thes
halfcycles of a cosinusoid, starting one half a sample inte [bat
from the origin. Again, basis vector 15shows the construg °
well: it is the result of sampling fifteen halfcycles of a cosig
soid at 16 points, and the low-frequency ‘beat’ pattern ##
clearly be seen. Since the transform operates by correlatis

the members of the orthogonal basis set with the dataveel
. it-is apparentthat, on an intuitive level, the vatious transfggn:coefficients obtained should take on-significant values whew

detail of an equivalent spatial frequency is present wi where J
the data vector. The problem remains as the effect of? shir 2)
phase of the spectral component within the data. In the of Yi
of the Fourier transform, of course. this is taken care of} for all ¥
variations in the relative magnitudes of real and imagiii .
components of each transform coefficient, the overall anipitt
tude (Re(-)? + Im(-)*)"? remairiing constant as the phat
relation alters. With a real transform thereis, naturally24ig:
imaginary component, and yet the transform coefficient
set must retain all the information within the original dai
including the relative phase of any sinusoidal componént™
for otherwise it would not be possible to reconstruct‘the
data vector exactly by inverse transformation. The manner,
in which this is accomplished is demonstrated by the following
experiment. =
4 Experimentat details 4%

 

The experimentis. in essence, very simple. The object is ; 1.0
determine whether. irrespective of ‘arbitrary phase relation:
ships, the presence of. spatial frequency detail in an image Ly
data vector is reflected unambiguously, in some way, in the : H
set of transform coefficients of the discrete cosine and Walsh: | IHadamard transforms (the order-16 basis vectors for which V/
are shown in Fig. 3). In the latter case, incidentally, because of
the ‘shapes’ of the basis vectors are rectangular rather than
cosinusoidal, the results for sine-wave data may, @ prion, ,
be expected to be poorer than those obtained with the DC: i 4
The data is the descrete sine wave a funeron

ae Data con
DG) = sin(j—Uka/N) N=16 men

j=l,...,32 5“ 5 R.

k= 1... 15 ! 57D.
k determinesthe frequency ofthesine wave: thus, wheiTk =} we Ww
the data take the form of 32 samples within one complete of thcycle, 16 of which (one-halfwaveat the lowest frequency) vil fo ne
form the 16 data samples taken for the 16-point transform and caeAt the upper frequency end of the range, k = 15 will resiill th: pr
in 15 halfcycles of the total data length of 15 cycles acting alw: ce
as the data vector to be transformed. Thusfor each value off showt

‘the data vector consists of a discrete (sampled) sine way atbitrari
Tlt is conventional -to use the term ‘sequency'’ as the counterpart i ‘amples
‘frequency’ in connection with waveforms having unequally spacefl tase tw
zero crossings. Since we are concerned with the transform domaiy Joined
response to spatial frequency components, however, to avoid cof; spondinfusion that terminology is retained here.
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paving one of 15 different values of spatial frequency. To
ove ‘ll possible phase relations between data and transform
jot cuwh value of & the data are moved sequentially through
16 steps, covering all possible values of relative phase shift
jexcept at the lowest frequency of all, where a shift of 16
eps cortesponds to a half sine wave of data only; in this
wage the values for the other halfcycle will be those for the
first but with the sign reversed). The result is a set of 15 arrays,
each for a different frequency of data (there is, of course.
no result for k=) and each containing, for that frequency.
the results of the transform operation

’

(em= (BEN) (eG +m] «4

m=0,...,15

Zj=1....,16

where B(@,j) is the basis matrix, D,(j + m) is the (sequentially
shiz’ 1) column data vector of frequency k, and the 16 rows
of }}, contain the 16 spectral coefficients for frequency k
jor all values of the phase shift index m.

30

[ro 
10 10 2 4 6 8

coefficient numberi

Fig. 4 Magnitude of the spectral response Yi) for the DCT asa
Junction of transform coefficient number
Data consist of four halfcycles of D(j)
~-~-= best-case spurious response

- worst-case spurious response

5 Results

§.1 Discrete cosine transform

The complete set of results is too extensive to presentin total
here. What will be done is to discuss the main characteristics
of the results and show maximum and minimum responses
for each spectral coefficient. First. whatever the frequency
and phase shift chosen, the energy in coefficients far from
(sl corresponding to a given selected input frequency is
always small. This is clearly illustrated in Figs. 4 and 5. which
Show the magnitude of the spectral response Y(i) to two
arbitrarily selected input components consisting of 16 data
samples covering four and 11 halfeycles. respectively. In each
Case two curves are plotted (discrete sample points being
joined simply to allow clarity of presentation): one corre-
Sponding to the worst (highest) spurious response, the. other

IEE PROC, Vol. 130, Pt. F, No. 4, JUNE 1983
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to the best (lowest). Results for all possible values of phase
shift then fall between the two ordinate values given for each
coefficient.

In all cases the response shows alternate zeros except for
the component corresponding to the equivalent input fre-
quency, where the response is generally substantial. Again,
there are always three dominantcoefficients and, as the phase
shift in the input data changes, the relative magnitudes and
signs of these three coefficients change. This is illustrated in
Fig. 6, where the input data comprise four halfcycles of a
sine wave and the amplitudes of the three neighbouring
coefficients Y(3), Y(4) and Y(5) are plotted as a function of
data phase shift. It can be seen that it would be possible to
determine, if desired, the original data phase relationship
from the relative magnitudes and phases of the spectral com-
ponents. The fact that there are three significant components
suggests that it will be advantageous to determine coefficient
energy within a window covering three adjacent components,

3.0

 
_oNae1S

0 2 4 6 8 10 12 1%
coefficient number i

Fig.5 As Fig. 4, with the data consisting ofeleven halfcycles of Dij)
——— best-case spurious response
—-——— worst-case spurious response

  
-3.0>

Fig.6 Magnitudes and signs of three adjacent transform components
Y(3), Y(4) and Y{5) for the DCT as a function of the relative phase
shift between input data and transform block
Data consist of four hatfcyctes of D(/)
m = discrete phase shift index

Y(4)
¥(3)
Y(5)
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~ W7@]s = $07G- N+ 7O+ PE+ 1) (5)

averaged in such a way. Again best- and worst-case results
are shown, and it can be seen that the spectral distribution
in the transform domain does indeed mirror that of the input
data, and it is therefore justifiable to assume that most of the
spectral energy at a givenspatial frequency resides in three

3.0

 
coefficient number i

Fig. 7 Magnitude-squared spectral response over a window of lengththree corresponding to the results ofFig. 4
best-case spurious response

———— worst-case spurious response

 

3.0;

 
coefficient numberi

Fig.8 As Fig. 7, but corresponding to the results ofthe Fig. 5 
best-case spurious response

—-—— worst-case spurious response
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multiplication of the spectral transform distribution §
appropriate weighting characteristic will carry out the de
pre-emphasis previously referred to in Section 2, since;
cases the spectral response to an input signal of a given¢
frequency and arbitrary pliase is only significant w;
very restricted region in the transform domain.

The above experiment was repeated using a discrete.
transform of order eight. Similar results were obtained bu
order of such a transformis too low to allow much di
nation between components,and it is therefore suggest
a transform of length 16 is the smallest that can useful]
used in such an application.

 

5.2. Walsh-Hadamard transform

The encouraging results obtained above in the case of
point DCT suggest attempting the process of pre-eniphes
using the Walsh-Hadamard transform, which of course hig
advantage of easy implementation, and Figs. 9—12 pre
exactly the same details for the WHT as Figs.-4, 5, 7°)

do for the DCT.In this case it can be seen that the resp
3.0;

{
|
I

{
|

{
f

0 6 8
coefficient number i

Fig. As Fig. 4, bur using the WHT
best-case spurious response

~~—— worst-case spurious response

 

coefficient numberi

Fig. 10 As Fig. 5, but using the WHT

best-case spurious response
—-—— worst-case spurious response
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cant components when the data consist of four halfcycles eight is used, but with much reduced:frequency discrimanation.
-ger block length, anda similar result for the case where the Results for the WHT ofeither length are significantly puorer,
dala consist of 11 halfcycles, with the addition of finite and the presence of substantial spurious components at
gomponents at all other locations also. Results obtained unrelated points within the transform coefficient set indicates
using an éight-point WHT were similar, and had the additional that this transformis unsuitable for the purpose.
disadvantage of reduced frequencydiscrimination. :
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Fig. 12 As Fig. 8, but using the WHT 
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Color-Luminance Masking Interactions
K. K. De Valois and E. Switkes

University ofCalifornia, Berkeley, CA 94720, USA

Visual systems in all animals are sensitive to changes both in the wavelength of:
light andinits intensity. Systems which exhibit color vision can detect wavelength
changes irrespective of associated changes in effective intensity. The ability to:
dissociate wavelength changes and intensity changes allows an organism to

compile two separate spatial mapsofthe world. This provides a greater amount of
information, butit also raises the possibility of conflict, since those maps are not
always identical. For example, when a directional light source produces
luminance shadows across a surface of uniform chromaticity, a luminance map.
and a‘color map of the scene would suggest different sets of contours with the
possibility of correspondingly different physical realities. One early problem
faced by the visual system is the resolution of such conflicts.

A second problemi arises from the fact that because of the massive amountof
information to be passed througha very limited channel—the optic nerve—most
cells must carry information about both chromatic differences and luminance ;
differences. Thus, although in theory one can treat chromatic andluminance
information independently, separate physiological mechanismsare not foundat
these early levels. How the visual system decodes two different types of informa-
tion carried by the same substrateis an intriguing problem.

In‘order to understand pattern vision, one must ultimatelybe able to charac-
terize the way in which the color visual system processes spatial information,in
much the same mannerasspatial processing by the luminance system has been
previously studied. To predict visual system responses to real-world scenes,itis
also.necessary to. consider the interactions of the chromatic- and luminance-
analyzingpathways. Finally, to understand visual behavior,it must ultimately be
related to observed cell characteristics at variouslevels in the visual system.

Early attempts to characterize the spatial information transfer characteristicsof -
the color vision system consisted primarily of measures of the spatial contrast
sensitivity function (CSF). Sich measures(e.g. van der Horst and Bouman,1969;
Kelly, 1983; Mullen, 1985) have generally found that the color CSFdiffers from
that seen with liminance in two respects: the high-spatial-frequency cut-off
occurs at lower absolute spatial frequencies, and there is no low-frequency
attenuation. Thus, the chromatic CSF is low-pass, not band-pass. These
differences can be modeled ini termsofthe receptive-field organization ofganglion.
and/or lateral geniculate chromatically-opponent cells, which show center-
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COLOUR-LUMINANCE MASKING INTERACTIONS 283

surround antagonism for luminance differences and center-surround synergism
for chromatic changes (De Valois and De Valois, 1975; Ingling and Martinez,
1983).

Although the shapes of the overall contrast sensitivity functions fit a simple
model relating psychophysical sensitivityto receptive field (RF) characteristics
and numbers ofcells at the geniculate level, they do not necessarily yield much
information about the tuning function of theindividual cortical-subunits which
they presumably also reflect. In the case of luminance, for example, there is
considerable evidence that the CSFreflects the activity of many more narrowly
tuned mechanisms(e.g. Blakemore and Campbell, 1969; Legge and Foley, 1980;
De Valois, Albrecht and Thorell, 1982). We have investigated the spatial
frequency tuning of mechanisms sensitive to purely chromatic contrast using
both adaptation and masking paradigms (De Valois and Switkes, 1983; Switkes,
Bradley and De Valois, 1988; Bradley, Switkes and De Valois, 1988). Our data ~~
demonstrate thatfor color, as for luminance, there are multiple channels,each of
which. is more narrowly tuned for spatial frequency than is the overall CSF.
Adaptingto an isoluminantchromatic grating offrequency fproducesa transient
loss in contrast sensitivity which is centered at f and which falls off in both
directions (Bradley, Switkes and De Valois, 1988). When compared to the
corresponding data for luminance grating adaptation, such functions appear
somewhatmore broadly tuned, with the primary difference—atleast at moderate
spatial frequencies—being a more graduallow-frequencyfall-off. Although the
mechanism ofcontrast adaptationis not clear (Ohzawa, Sclar and Freeman, 1982;
Albrecht; Farrar and Hamilton, 1984), itis commonly presumedto reflect the
tuning characteristics of cells in V1. If this is so, then the generally broader
adaptation effects, particularly with respectto the low-frequency attenuation, are
quite consistent with reports of broader bandwidths, onaverage, for V1 cells
responding to isoluminant chromatic patterns. Many(though certainly not all) V1
cells appear to have low-pass characteristics for chromatic patterns, but band-pass
characteristics for luminance patterns (Thorell, De Valois and Albrecht, 1984).
Such cells could be responsible for the low-pass chromatic CSF» despite. the
presence ‘of many band-pass chromatic mechanisms. Alternatively, the low-pass
color CSF may simply reflect a relatively greater number and/or more sensitive. -
cortical band-pass mechanismstunedto low spatial frequencies.

Using a simultaneous masking paradigm wealso find similar bandpass tuning
for chromiatic and for luminance patterns(De Valois and Switkes, 1983; Switkes,
Bradley and De Valois, 1988). A high-contrast, isoluminant red-green mask
grating, for example, will significantly. reduce contrast sensitivity for a red-green
grating of similar spatial frequency, while having little or no effect upon the
detectability of a red-greengrating of a very differentspatial frequency.(Fig.1,
vide infra, presents results from a similar experimentusing blue-yellowchromatic
gratings.) Selective masking, like selective adaptation, indicates the presence of
mechanismswhich are more narrowly tunedthanthe overall CSFforisoluminant
color gratings.
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Fic. 1. Spatial frequency tuning of simultaneous masking when both mask andtest facilitat
gratingsare isoluminant blue—yellow gratings (opencircles, salid lines), bothareluminance - howeve!
gratings(filled circles, dashed lines), mask is blue-yellow andtest is luminance(filled
triangles, dot~dash lines), or mask is luminanceandtest is blue~yellow (open triangles,
dotted lines). The changeincontrast sensitivity[log(masked contrastsensitivity/unmasked mechan
contrast sensitivity)] is plotted as a function ofmask/test spatial frequency ratio. Negative We ft
values indicate reduced contrast sensitivity—i.e. masking. Mask contrasts were chosen to
yield about.5 log unit of masking when mask and test' were identical. The same mask .

contrasts were used when maskandtest differed. “ pwitke
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In the case ofluminance,thereis also substantial evidence to indicate that there contras!
exist mechanisms which are tuned in the second spatial dimension, as well. For | smooth
example, grating adaptation effects are maximal when the test. pattern has the: - We |
same orientation as does the adaptation pattern (Gilinsky, 1968; Blakemore and luminar
Campbell, 1969). The loss in contrast sensitivity falls off as the orientation ; equipm
differenceincreases. Such orientation selectivity is consistent with a cortical locus and chr
for pattern-specific adaptation, given that narroworientation tuningisfirst seen | vontras’

- in cells in V1 (Hubel.and Wiesel, 1962), luminar
We have examinedthe orientation:selectivity of the visual mechanisms which . There is

respond to isoluminant chromatic patterns using both masking and adaptation | In th
paradigms. As is observed for luminance patterns, wefind orientation-selective sumular
effects for isoluminant chromatic gratings in both masking and adaptation increasi
experiments (De Valois, Webster and Switkes, 1984; Bradley, Switkes and De - in then
Valois, 1988). For example, either adaptation or masking with a vertically- tion fur
oriented grating producesgreater effects upon the detection ofa similar, vertically : tunctio.
oriented test grating than upon the detection of an oblique grating. An oblique ‘ chroma
grating, in turn, is somewhat more affected than is a horizontally-oriented © Thus
grating. There is, in each case, clear and marked tuningfor the orientation of an concluc
isoluminant chromatic pattern, althoughit appears in general somewhat broader vontras
than that found for luminance patterns in comparable experiments. This is of which <
particular significance for two reasons. First, the extent to which a useful map of overall
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the visual world can be developed from purecolor information depends upon the
presence of spatial tuning in two dimensions. If there were no orientation
selectivity for isoluminant chromatic Patterns, the usefulness of color vision for
pattern perception would belimited indeed. Secondly, although theorientation
selectivity of V1 cells for luminance patterns is well known (e.g. Hubel and
Wiesel, 1962; De Valois, Yund and Hepler, 1982), the existence oforientation
tuning for-pure color patternsis muchless well established. Ourpsychophysical
results (and others, see Elsner, 1978) imply that significant orientation specificity
for isoluminant chromatic patterns must exist at somelevel. a

Wehave also examined thecontrast dependenceofsimultaneous masking and
adaptation in the chromatic domain. When both mask arid test patterns have the
same spatial frequency and orientation, and when both correspondto luminance
variations, a characteristic masking function is seen (Legge and Foley, 1980).
Masks ofvery low contrasts—either subthreshold-or slightly suprathreshold—
facilitate the detection of similar test patterns. As the mask contrastincreases 3
however,increasingly moretest contrastis required for detection. Such masking
is often taken to- reflect fundamental contrast-response characteristics of the
mechanismsinvolved in processing luminancecontrast.

We have examined contrast-masking functions for isoluminant chromatic
patterns and find them to be extraordinarily similar to those seen for luminance
(Switkes, Bradley and De Valois, 1988). At very low mask contrasts the detection
of a superimposedidentical testgratingis facilitated. Above the contrastthreshold
for the mask,test detectability drops ina monotonic fashion with increasing mask
contrast. The transition between these two portions of the masking function issmooth.

We have compared. the contrast-masking function for color with that for
luminance by measuring both functions for the same subjects, on the same
equipment, using patterns with the same space- and time-averaged luminance
and chromaticity. ‘When. the results are plotted using a metric in which mask
contrast is quantified in terms of multiples of threshold contrast, the color and
luminance contrast masking functions are, on the average, virtually identical.
Thereis not only a superficial similarity, buta close quantitative correspondence.

In the case of pattern-specific adaptation, color and luminance also show a
similar contrast dependency (Bradley, Switkes and De Valois, 1988). For both,
increasing the contrast of the adaptation pattern yields a corresponding increase
in the magnitudeofthe post-adaptation threshold. Although the contrast-adapta-
tion function is monotonic for both color and luminance, the correspondence of
functions ‘is not as strong as in the masking paradigm, with the slope of the
chromatic function being somewhat steeper.

Thus, based on both adaptation and siniultaneous masking experiments, we
conclude that the chromatic contrast sensitivity function, like the luminance
Contrast sensitivity function, reflects the existence of multiple submechanisms
which are more narrowly tunedfor orientation andfor spatial frequency than the
overall CSF. Although the tuning of these subunits does sot appear to be
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286 K. K. DE VALOIS AND E. SWITKES  

extremely narrow —infact, perhaps somewhatbroaderthanthat for luminance—
it is marked in both dimensionsandis sufficient to. support the constriction of
useful map of the visual world based upon solely chromatic variations. The%
contrast-response functions of the underlying mechanisms appearto be similar
suggesting that not only spatial information but also contrast information i
transmitted in a very similar mannerfor both color and luminance. While spatial
acuity based solely upon chromatic information is somewhat poorer than tha
based upon luminance differences,it is clearly sufficient to support useful pattern
vision. Given such an ability, it would be at best uneconomicalnotto useit. Thus
a realunderstanding of spatial vision must depend upon understanding spatial
color vision, as well as spatial luminance vision.

Wehavealso studied the interactions of chromatic and luminance contrasts
when both are simultaneously present. Again, we have used both simultaneous
masking and adaptation paradigms. ‘We find a marked asymmetry between the
maskingof chromatic contrast by luminancecontrast and masking of luminance
contrast by chromatic contrast (De Valois and Switkes, 1983; Switkes, Bradley
and De Valois, 1988). If the mask varies in luminance andthetest pattern is an
isoluminant chromatic grating, the directionof the masking effect will depend
upon the contrast of the mask—asis the case for luminance-luminance masking
or color-color masking. For low mask contrasts, contrast sensitivity will be
increased, and for very high mask contrasts, contrast sensitivity will decrease.
The similarity is only qualitative, however. Therange of contrasts over which
facilitation occurs when the mask is luminance andthetest is chromaticis quite
different. For this direction of cross-masking, significant facilitation is not seen
until the mask reaches its own threshold, and it continues until the mask contrast
is roughly 16 to'32 times threshold. When mask andtestare either both color or
both luminance,facilitation is only seen up to contrasts of perhaps4 to 6 times
threshold, and it first appears when the mask itself is well below detection
threshold. When mask contrast exceeds the facilitatory region, luminance masks
begin to impedethe detection of a chromatic test, as they do a luminancetest.

If the mask is an isoluminant chromatic grating and the test a luminance
grating, however, the results are very different. At no mask-contrast is there
facilitation. As long as the mask contrast is below threshold thereis no discernible
effect. Once it exceeds its own threshold, however, it begins to impede the
detection of a luminancetest pattern.

The masking interactions between chromatic and luminancegratings differ in
another respect from those seen within either domain. If a luminance testis
superimposed upon a luminance mask ofidentical spatial frequency, the detect-
ability of the test will, of course, depend upon the relative phase at which the two
gratings are added. Whentest and mask are in phase, the task becomes one of
contrast increment detection. When they are 180° out of phase, the task is
decrement detection. These might well be similar (for example, when the mask
contrastis significantly aboveits threshold—Kulikowski, 1976). However, when
the phase relationship is neither, the resulting change in contrast will be lower.
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iminance— — Thus,for superposition ofa test gtating of a given contrast, the detection ofa net
Tuction ofa change in contrast should be moredifficult for intermediaterelative phases thanations. The ~ for either extreme. We haveverified thatthis is so.
' besimilar, The masking of luminance by color and the masking of color by luminance,mation is ve however, are both independentofthérelative phase in which the two patterns are‘hile spatial | added. It appears not to matter how the mask and test are aligned. Thisr than that insensitivity to relative phase makes it unlikely that the observedinteractions are-ful pattern . due to an undetected luminanceartifact in the putative isoluminant gratings. Ifseit. Thus, ‘the “chromiatic” gratings in fact contained significant luminance components,ling spatial - andifit were these components which were responsible for the interactions with
a : luminance gratings, then. those interactions should be dependent upon the> contrasts relative test/mask phase. Since they are not, such an explanation seemscontra-1ultaneotis indicated. “

tween the Ouroriginal reports ofasymmetric color/luminance masking (De. Valois andluminance _ Switkes, 1983; Switkes and DeValois; 1983) described experiments in which the
5, Bradley 2 chromatic stimuli lay along a red-green axis determined by the monitor’s red and
ttern is an green phosphors. More recently, we have used other chromatic axes, including aill depend ~ blue-yellow axis in which the blue was determined by the blue phosphor and> masking “yellow reflected the best approximation to a unique yellow which could bey will be produced with our equipment. Results with the blue-yellow axis did not differdecrease. - from:-those found with the red-green axis. Summary data are shown in Fig. 1,fer which CIE coordinatesofoneaxisofParticular interest are showninFig. 2. The center
Ccisquite : Pointofthis axis-is that of IluminantC,a standard white. In this, as in ail our
notseen  ; . €Xperiments, the space-and time-averaged chromaticity did notvary. Thus, the

‘contrast «iy. luminancepatterns were white-black. The chromaticaxis, in this case, lay alongcolor or ie a tritanopic confusionline. Variations in chromaticity-which lie alonga tritanopic16 times 4 : confusion axis and which have No associated luminance change can be detected
letection 4. only by virtueoftheir differentialeffect on the short-wavesensitive (S) cones. For
temasks 4 any pair of luminance-matched points along such an axis, the absorption by the M
test. ie and L. conesis invariant. This is ofparticular interest for tworeasons. First, givenminance i the sparse retinal distribution of 5 cones (De Monasterio, Schein and McCrane,is there 1981), spatial acuity for a pattern produced by variations along-such a chromaticcernible ; axis mustbe poor. The evolutionary history and the vulnerabilityto injury oftheede the ' S S-cone system also seem to-differ from those of the M and L cones. Patterns

z detected solely by variations.in S cone activity could be processed ina significantlylifferin different manner, Secondly, there is considerable evidence to suggest that the
‘testis luminance signal—if indeed there exists a single “luminance”signal—derives
detect- from the output of M and L cones but haslittle or no input from S cones (e.g.thetwo 3 q Eisner and MacLeod, 1980). This is importantin a consideration of possible
one of f underlying mechanisms, since chromatic and luminance information are carried
task is st by the same physiological substrates throughoutat least the early levels of the
¢ mask 3 visual system. If the interactions we observe between color and luminance were
> When due simply to the sharing of a common pathway with a compressive responselower. ; function, and if the S conesin fact do not contribute substantially to the luminance
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Fic. 2. Tritanopic confusion axis modulated around Iituminane C. Equituminant modula-
tion along such-an axis can be detected only by the differential absorption producedin the
S cones. Thetriangle defines the color space which can berealized with the monitor used

(19” Mitsubishi color monitor).

 
    
  
 
 
   O—OCOL MASK/COL TEST

@- — COL MASK/LUM TEST
4-:- GLUM MASK/COL TEST      

 
)
 

MASKEOTHRESHOLD INMASKEDTHRESHOLD Loc(
u

  
 
 8 16 24

MASK CONTRAST(X THRESHOLD)  
  
 Fic. 3. Increment contrast thresholds {log(masked threshold/iunmasked threshold)]

plotted as a function of normalized mask contrast (mask contrast/threshold contrast). All
stimuli (both masks and tests) were 1 c/deg gratings. The chromatic patterns (“color’’) were
isoluminantgratings in which chromaticity was modulated along the titanopic confusion
axis shown in Fig. 2. The luminance patterns had the same space-averaged luminance
(8 ft. L.) and chromaticity (that of Uluminant C). Here, negative valuesillustrate facilita-
tion—thetest is more detectable in the presence of the mask—andpositive values indicate
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pathway, then the interactions between a pattern varying. along a. tritanopic
confusion axis and a luminancepattern might be expected to be minimal, unlike
those observed with other chromatic axes. Figure 3 illustrates the results of an
experimentdesignedto test this possibility. ov ‘

When both mask and test patterns are“gratings varying along a tritanopic
confusion axis (opencircles, solid lines), the contrast-masking functionis very
similar to that found for other chromatic axes we have utilized. It is also very
similar to that found with mask and test patterns produced by luminance
variations. Whenthetestis a tritan pattern andthe mask is a luminance pattern
(triangles, dash—dotlines), however,theresults are again similar to those found
for interactions betweenother chromatic axes and luminance. Thereis significant
facilitation for low tomoderate mask contrasts. When the maskis a tritan pattern
andtest is a luminancepattern(filled circles, dashed lines), the results are again
similar to those observed with other chromatic axes. At low (i.e. subthreshold)
mask contrasts thereis nosignificanteffect. When the maskis well aboveits own
threshold, it impedes the detectability of the luminancetest. Thus, the interac-

-tions between an isoluminant pattern which lies along a tritanopic confusion axis
and a luminancepattern are very similar to those seen betweenother chromatic
axes and luminancepatterns. This suggests that these interactions do not simply
result from the ‘sharing of a common pathway witha compressive response
function, if indeed S cones do riot make a significant contribution to the
luminance pathway. These results are consistent with our earlier masking studies
using. a red-green axis (Switkes, Bradley and De Valois, 1988), in which we
concluded thatthe lack of facilitation of the detection of luminancetests by color
masks at any contrast eliminates maskingoriginating from an early common
pathway. ‘

Finally, we have compared the @ppearanceofgratings which are defined solely
by luminance variations and those which are defined solely by chromatic varia-
tions. Specifically, we have comparedthe apparent spatial frequencies of
chromatic and luminancegratings. This comparison is motivated by an interést-
ing set ofobservations relating to the spatial frequency tuningofsingle cells which
respond to both chromatic andluminance patterns. If one considers a simple
retinal or geniculate chromatic opponentcell, with one cone type providing the
center input and another the surround input, it can be shown that center and
surround behave synergistically for luminance changes, but antagonistically for
chromatic changes (De Valois and De Valois, 1975). This results in different
spatial tuning functionsfor color and for luminance within individual cells, with
luminance patterns showing some low spatial frequency attenuation which is
absent for purely chromatic patterns.

Different spatial tuning functions have also. been reported for individualcells
in cortical area V1. Although mostcells which respond to either isoluminant
chromatic gratings or isochromatic luminance gratings have very similar spatial
frequency peaks and bandwidths (Thorell, De Valois and Albrecht, 1984), a
Significant minority differ. When they doso,the differenceis virtually always in
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_ the samedirection: the peak spatial frequency for chromatic gratingsis lower thay}
the peak spatial frequency for luminance gratings, and the spatial bandwidth for, hould le:
color is broader than that for luminance. a shou

Consider the problem associated with the interpretation of signals from sucha luminance
cells which carry both chromatic and luminance information. Supposethatone We han
estimate of the spatial frequency of a given grating is based upon either the frequency
identification of the single most responsivecell or upon some. population avera ratings. °
of all the cells responding. to the pattern. If a given cell carries only a single servers
frequencylabel—anditisdifficult to imagine that the case is otherwise —a serious with no £
problem arises. For a cell which is tuned identically for color and for luminance also collec

 
 
 
 

 
 
 

 
 

 
 

 

 
between t

gratings, the signal would be unambiguous. Chromatic and luminance gratings of temporal|
the same veridical spatial frequency would match perceptually in spatial answer wh
frequency. A maximum response would appropriately signal the same spatial ¥ of interme
frequency irrespective of the type of contrast (chromatic or luminance) which Ircquency
producedit. If, however, the tuning for color and for luminanceis notidentical, subject is
then that signal alone cannot be unambiguously interpreted. A maximum - chromatic
response might be produced by, say, a 2: c/deg luminance grating but by a Figure
1.8 c/deg chromatic grating. If a subject’s perception or identification of the {requencie
stimulus spatial frequency were based solely upon the activity of such a cell, then grating of
a 2 c/deg luminancegrating should appearto have the samespatial frequency asa luminance
1.8 c/deg chromatic grating. Thus, to match the apparentspatial frequency ofa2 somewhat
c/deg luminancegrating, asubject would have to seta chromatic grating toa lower
real frequency.

Averaging over the activity of a large population of cells does not solve the
problem.Since a large proportion of V1 cells are identically tuned for chromatic
and luminance spatial frequencies, the magnitudeof the expected mismatch
would be reduced. However, since the distribution of chromatic-luminance
tuning functionsis strongly skewed(in thedirection of lower peak frequenciesfor
color, higher peak frequencies for luminance, Thorell, De Valois and Albrecht,
1984), the matching bias would still be expectedTo match the apparent spatial
frequency of a luminance grating of 2 c/deg, a subject should set a chromatic
grating to a lower veridical spatial frequency.

The sameprediction still arises if one considers the different spatial frequency
bandwidths of many cells for chromatic and luminance gratings. When these
differ, the filter functions for chromatic gratings tend to be low-pass, while those
for luminancegratings (in. the samecells) are bandpass. Averaging across such
cells will yield an estimate of chromatic spatial frequency whichis higher than the
veridical frequencyifeach cell simply carries a single frequency labelreflectingits
peak luminance frequency.

If the spatial frequency tuning characteristics of indivualcells were irrelevant appear:
to the perception of the spatial frequency of a grating, one might assumethat referen
estimation of a grating’s spatial frequency would be based upon somethinglike a rere
point-to-point representation of the pattern. In that case, a judgmentof spatial grating
frequency could be made by, for example, estimating the cortical distance

Ha. 4,
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between the representations of zero crossings. Any such purely spatial model
should lead to the prediction of veridical matches between chromatic and
luminance gratings. Thereis no basis upon whichto assume that a bias would
occurin either direction.

Wehavetested these predictions by having subjects match the apparentspatial
frequency of isoluminant chromatic gratings and isochromatic luminance
gratings. We used a two-alternative spatial forced-choice procedure in which
observers indicate which grating appears to have the higher spatial frequency
(with no feedback) to find which spatial frequencies appear the same. We have
also.collected significant amountsof data using both method of adjustment and
temporal forced-choice procedures. All procedures yield the same answer—an
answer which is contrary to allof the predictions described. A chromatic grating
of intermediate spatial frequericy appears to be lower—not higher—in spatial
frequency than a luminancegrating of the same veridical frequency. If, then, a
subject is asked to match a 2 c/deg luminance ‘Srating, s/he will do so with a
chromatic grating whichis higherin real frequency,

Figure 4 presents averaged data from two subjects. At intermediate spatial
frequencies, a luminance reference grating is always.matched by a chromatic test
grating of a higher veridical frequency. A chromatic reference requires a
luminancetest ofa lower real frequency. The magnitudeofthe mismatch falls off
somewhatat higherspatial frequencies and appears to be maximalaround 2 c/deg.

@----- @LUM REF/COL TEST
‘O- -OCOL REF/LUM TEST

 

TESTFREQUENCY/REFERENCEFREQUENCY
REFERENCE FREQUENCY

Fic. 4, Relationship of a reference spatial frequencyto the test spatial frequency which
4ppears to matchitperceptually, plotted asa function ofthe reference frequency. When the
reference(standard)is a luminance grating and thetestis an isoluminant chromatic grating
(filled circles, dotted lines), the test must be set to a higherreal frequency to produce a
Perceptual match. When the reference is a chromatic grating and thetest is a fuminance
grating, the test mustbeset to a lowerveridical frequency, Both reference and test gratings

wereset to equal multiples of their respective threshold contrasts.
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The data. shown here were collected using a chromatic pattern in which the
chromatic axis produced constant absorption by the S cones. Similar results,
however, are found when the chromatic grating lies along either a tritanopi
confusion axis or a red-green axis determined by the monitor’s red and green 3
phosphors. When twodifferent chromatic axes are reference and test gratings,:
respectively, the matches are made accurately, as they are:foreither color or }
luminance when test and reference are the same. The data shown here were}
collected using equal multiples of threshold contrast for reference and test. The 3
direction and the magnitude of the mismatch do notvary as contrastis scaled up 4
or downovera rangeoffrom 2 to 20 times threshold, aslong as the two patterns 4
are matched on that metric.

Data such as these Suggest that simple models relating pattern identification to
the tuning characteristics of individual cells—or, indeed, to the tuning charac.
teristics of groups ofcells—will be insufficient. The fact that the matchesare not
veridical also suggests that a model based uponapoint-to-pointspatial representa:
tion will fail, as well. It is clear that our elementary notions ofthe manner in which
theactivity ofneuronsin thevisual system are interpreted areat best inadequate.

In summary, we have shown that there exist two-dimensional Spatially-
bandpass mechanisms which subserve the detection and analysis of patterns

~ based purely upon chromatic contrast, that whenboth chromatic and luminance
contrast coexist within a single pattern their interactions are significant and
complex, and that primitive models relatingthe activity ofsingle visual cells to the
perception of even simplepattern attributes are inaccurate.

K. K. DE VALOIS AND E, SWITKES
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A Measurefor Stairstepping in Digitized
Text that Correlates with the

Subjective Impression of Quality

J. Raymond Edinger, Jr.
Eastman Kodak Company, Rochester, New York

Abstract

The electrophotographic printer/copier industry is be-
ing driven to producedigital equipment with ever higher
addressability and bits per pixel. One reasonforthis drive
is to minimize the phenomenonofstairstepping in the
diagonal strokes of text. To assess improvementsin text
image quality, it is important to be able to measure the
level of stairstepping to ascertain whether any changes
are visually meaningful. This paper describes a measure
of stairstepping that has been shown to correlate with
the subjective impression oftext quality for a variety of
levels of addressability and bits per pixel. The assess-
ment methodhasthe distinct advantage of not requiring
special targets but is simply measured from the letter<a 8
0

Introduction

Raggedness,in general, refers to geometric distortion
of an edge from its nominal position so that the edge
appears wavyor jagged rather than smooth andstraight.
It is also referred to as tangential edge profile. Stair- -
stepping refers to the special case of raggedness that
occurs in diagonal lines printed by a digital system. For
example, stairstepping can often be seen in the diagonal
stroke in an upper case N (see exampleillustrated in Fig-
ure 2b). Its visual impact usually decreases with in-
creased writing addressability or dots per inch.

Raggedness measurement!-6 is usually limited to
noise along intrack and crosstrack edges with less re-
gard to assessment of stairstepping. Indeed, until re-
cently, there had beenlittle need to quantify stairstepping
since stairstepping was easily predicted; that is, it was
simply a function of dpi (dots per inch) and the angle of
the edgerelative to the direction of the writer. With the
advent of multiple bits per pixel and other enhancements,
however, the visual impact of stairstepping has become
less predictable. Thus, a metric for stairstepping that
correlates with the subjective impression of text quality
is desirable. Since stairstepping is a function of an edge’s
angle, evaluating edges or lines of a standard angle
would be required to consistently benchmark
stairstepping across products and processes.In fact, an
approach often used to measure raggediess (e.g., com-
paring the location of points along an edge to the ideal

edge location as defined by linear regression) has been
successfully applied to evaluate stairsteppingin lines at
a given angle.! But since one could not counton having
a stroke at the “standard” angle in any given body of
text, a more universal measure was desirable; i-e., one
that would not require a special target.

__ Mr. Allan Kaplan, at Eastman Kodak Company, sug-
gested evaluating raggedness by examining the diameter
of o’s and their departure from roundness. Unfortunately,
o’s ate usually not perfect circles to start with. To satis-
factorily apply the technique to an o’s shape, a priori
knowledge of the 0’s ideal shape would be needed, or
only o’s that were supposed to be perfect circles could
be used. Both solutions would prevent the measure from
being truly universal.

Evaluating raggedness by measuring the length of
the perimeter around the letter o has been successfully
applied forcomparison of ragged o’s to perfectly smooth
o’s.’ This approach, however, does not work for com-
paring edge quality of digitized text made at one level
of dpi to that made at another level. Close consideration
reveals that if a digitized o is. created by square pixels,
its perimeter is equal to four times the average diameter
of the 0, regardless ofpixel size. Hence, the perimeter of
an ideal 120 dpi o, for example, is exactly the same as
one created at 600 dpi. Naturally, toner clumping, digi-
tization errors, round pixels, etc., tend to invalidate this
postulate, but a measurethat does not show differences
under“ideal” conditions could hardly be sensitive enough
to show differences in more practical cases.

It was noted that noncircularity of o’s (viz., an oval
instead of a circle) is not visually objectionable (unless
the o is grossly distorted) and, indeed, most o’s are in-
tentionally noncircular. What might make an 0 appear
objectionable, then, would be roughness around the edge
and notthe factthatit is not a circle. For this reason, Mr.
Kaplan’s suggestion of examining diameters was pur-
sued. The approachselected, then, was to measure the
instantaneous change in diameteras one traveled around
the o’s perimeter.

Developmentof the Algorithm

To.effect the stairstepping measure, an image analyzer
is used to capture the o’s. From the analyzer intercept
maps, diameters are calculated for sixteen different
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angles taken every 11.25 degrees aroundthe o. Figure 1
shows a schematic of the first nine angles measured.
Typically, image analyzers provide the Feret’s diameter
of objects. For o’s with significant indentations in the
perimeter, results reported using Feret’s diameters may
tend to smooth the apparent raggedness. This is because
Feret’s diameter is similar to measuring with a caliper;
i.e., it misses relatively small indentations and bases the
resulting diameter on peaks. Henceto assure that the true
diameter around the o’s perimeter would be obtained, o
diameters were calculated off-line based on intercept
maps produced by the image analyzer. An intercept map
is simply a bit map based on the thresholded binary im-
age and showsonly pixels at transitions between on and
off.

For a 12-point lower case 0, measuring every 11.25
degrees gives an assessment of the o’s edge about every
150 micrometers along its perimeter. The measurement
window is about 8 micrometers wide, allowing resolu-
tion to pixels significantly smaller than created by a 600
dpi writer.

Pictured in Figures 2a-2f are photomicrographs
(approx. 16X) of an assortmentof o’s with various lev-
els of raggedness. N’s from the same conditionsare also
pictured to show the associated stairstepping in the di-
agonals. Figures 3a-3f are graphs of the diametersof the
same o0’s versus measurement angle. These o’s, along
with six others, were ranked by two persons for subjec-
tive impression of quality. The o’s were then captured
by the image analyzer and stairstepping values calcu-
lated as described below. Table I compares the quality
rank by the two judges withthat given by the objective
measurement. The Spearman’s rank correlationcoeffi-
cient between the two methodsis 0.965, which indicates

good agreement between the judges’ ranking and rank
by the objective measure. (A rank correlation value of
+1 indicates complete agreement; -1 indicates complete
disagreement; and 0 indicates no relationship.)

As mentioned above,it was reasoned that instanta-
neous changesin an o’s diameter are more important than
the more subtle differences resulting from o’s being ovals
rather than perfect circles. Compare the o and graph in
Figures 2a and 3a with those pictured in Figures 2b and
3b. Althoughthe o in Figure 2ais far from being a circle,
its diameter changes smoothly as shown in the accom-
panying graph of diameter versus measurement angle
(Figure 3a). The judges ranked the o in Figure 2a as the
second best in the series compared to rank 11 for the
one shown in Figure 2b (the lower the rank, the higher
the quality).

Table II lists the raw data for the diameter-versus-
angle function along with an analysis of the function’s
changing slope for the o shown-in Figure 2a. The second
derivative of a 4th degree polynomialfitted to the diam-
eter-versus-angle data is shown in Figure4to helpillus-
trate the analysis. The magnitudes of slope changes used
to quantify stairstepping, however, are not taken from
the second derivative function, nor is a regressionfit to
the raw data used. Hither of these would tend to smooth

out the raggedness. Instead, the actual value. for the

  
  

 

  
 changein slope:th: Glosesttt6 the A

used for the assess BiGe ShyBo’
For the function in Figure 3a, there are two:infléc-

tion points, denoted A and B. The absolutevalues -of
change in the function’s slope around theinflection
points is 8 and 29 units for A and B, respectively. The
slope actually changes larger amounts at other points:
for example, it changes 62 units at point C and 39 units
at the function’s nadir. But the changesin slope at C and
the nadir are not associated with inflection points and so
would notlikely give a visual impression of a step in the
o’s perimeter. No step is visibly apparent at the points
represented byinflections A and B either, but the analy-
sis to follow will show these changesin slopeto be rather
inconsiderable when compared with samples that do
show significant steps along the perimeter, e.g., Figure
2b. ;

The o in Figure 2b was made with a digital electro-
photographic system operating at 300 dots per inch. The
eleven inflection points in the diameter-versus-angle
function are labeled on the graph in Figure 3b. The dif-
ferences in slope around the inflection points range from
11 to 158 units. The largest (158) corresponds with the
“notches” at 4 and 10 o’clock and the second largest
(146) corresponds to the “notches” at about 2 and 8
o’clock (see Figure 2b). From this example and the one
illustrated in Figure 2a, it seems that slope changes, be-
sides requiring a change in sign, must change greater
than about 40 units to produce a visually apparent step
in the o’s perimeter.

Another example of inflection points marked by
significant changes in slope is given in Figures 2c and
3c. This o was made with a 120 dpi writer. The diam-
eter-versus-angle function has nine inflection points with
differencesin slope ranging from 27 to 534units. Clearly,
this o has significant steps along its perimeter, which
are also readily apparent in the diameter-versus-angle
function. Once again, readily visible steps in the
perimeter correspond to slope changes associated with
an inflection point plus a change in magnitude greater
than 40.

Andfinally, an example is given in Figures 2d and
3d of an o that has ten inflection points, all with slope
differences that are minute.? They range from only 3 to
10 units. The diameter-versus-angle function is almost
flat and appears smooth, as does the dot’s perimeter. Thus
again, slope changes less than about 40 units are prob-
ably of little visual consequence. (This target is a dot
etched in chrome on glass. The variations in diameter,
which run to about +/- 5 micrometers, are prinTarily due
to the limited resolution of the image analyzerresulting
in errors in digitization of the image.)

To summarize, raggedness in the perimeter of 0’s is
most apparent when two conditions are met: (1) the point
represents an inflection point in the slope-versus-diam-
eter function, and (2) the changeinslopeis greater than
40 units.

From these examplesit is evident that, with increas-
ing differences in slope around an inflection point, the
visual impact of raggedness becomes significantly
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greater. The algorithm, then, was configured as the square
root of the sum of the squares of the magnitudesof the
differences in slope associated with each inflection point
of the diameter-versus-angle function.

Correlation of the Objective
Measure with Subjective Scaling

To further confirm correlation ofthe algorithm with the
subjective impression of text quality, a series of about
seventy prints of text imagery made at various combina-
tions of dots per inch and bits per pixel was obtained.
These prints, which were copies of a typical business
letter using 12-point Times Romanfont, had been previ-
ously rated for text quality by over thirty judges. An in-
terval subjective quality scale based on this subjective
evaluation of the prints had been determined. The
stairstepping in each print was measured on three to six
o’s at various locations in the body ofthe print’s text.

Prior to looking for correlation between the new al-
gorithm and subjective scaling, a check was made to see
if the algorithm correlated with the presence of measur-
able stairstepping using a “conventional” raggedness
evaluation technique. The relative stairstepping of the
text in each print was measured on the slash (“‘/") char-
acter using a technique based on tangential profile of
edges.* Figure 5 shows the resulting correlation. Next,
correlation between this measure ofstairstepping (based
on the “/”) and subjective scaling for quality was sought.
The data in Figure 6 confirm that the objective
stairstepping measure: based on the “/’ correlates with
the subjective interval scale of text quality. This indi-
cates that the survey judges were responding, to a sig-
nificant degree, to stairstepping.

Basedon the correlationin Figure 6, a perfectly sat-
isfactory measure of stairstepping could be had with a
conventional raggedness measure using the “/.” As
pointed out earlier, however, one can not rely on having
a “/” in test imagery, and hence the need existed to de-
velop a universal target for measuring stairstepping. It
now remained to be seen if the new stairstepping mea-
sure based on 0’s correlates with the survey’s subjective
scale. The data are plotted in Figure 7. The correlation
coefficient (r-squared) is about 0.65, which, for seventy
pairs of data, indicates significant correlation.

The noise in Figure 7 is not atypical of results from
subjective surveys. In addition to the usual noise associ-
ated with subjective testing, it was found that the rag-
gedness‘ofthe o’s, themselves,varies substantially within
a page. The standard deviation of measured stairstepping
in o’s across a page oftext averaged about 40 units. Thus
it is important to take a statistically appropriate sam-
pling of o’s.

Conclusion

Analyzingvariations in diameter around a 10- to 12-point
letter 0, with little need for regard to font,? correlates

with the subjective impression of stairstepping in digi-
tal text. The measure has been demonstrated to rank with
the subjective impression of quality for a variety of fonts
andlevels of staitstepping. Compare the N and o in Fig-
ure 2b with thosé in Figure 2e. Thestairstepping mea-
sure gives a value of 291 for theo in Figure 2b com-
pared to only 165 for the one in Figure 2e. The’
stairstepping difference, although easily seen in a pho-
tomicrograph,is subtle at normal viewing magnifica-
tions. Yet, it is small differences like this that provide
discrimination between good and excellent digital text,
between a pageoftext that looks crisp and uniform and
one that looks second-rate. And being able to quantify
reductions in stairstepping(e.g., from 291 to 165 units)
‘is important.

The industry is being driven to produce digital copier
and printer systems with ever higher addressability or
multiple bits per pixel, or both. Minimizing stairstepping
is ‘one reasonfor this drive. The technique described in
this paper has been shownto correlate well with both
the actual stairstepping measured in survey stimuli and
with the subjective impressionsof text quality.
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Table I. Rank by Judges Correlated with Rank by Objective Stairstepping Measure

Image Type " Judges’ Rank Objective Rank Objective
Measure

* Chrome dot ©

* Chrome O

Phototypeset paper’
* Offset on coated stock

Offset on card stock

Offset on bond paper    
  

  
     Simulated typewriter

* 300 dpi, enhanced
300 dpi, sample A

* 300 dpi, 1 bit i!

300 dpi, sample B
* 120-dpi

 

  
oDITOHfFWH= oannMPWN—

  
 
 
 _ —

  
* Illustrated in Figure 2. .

Table IJ. Diameter Versus Angle Analysis for Chrome O (Figures 2a and 3a)

Diameter DeltaDChange in Slope
2157

21
2136 -112

2003 -69

1801 +8 inflection point A

1607

1449

1330

1273

1258

1282

1345

1466

1616 inflection point B

1829 =

2013

2127

 
RMSofabsolute slope changes aroundinfection pointis: (8? + 297)'* =30.
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Figure 2c. 120 dpi: Stairstepping = 959 

Figure 1. Schematic offirst nine diameter measures  
Figure 2d. Etched chrome dot on glass: Stairstepping = 22°

NO No
Figure 2a. Etched.chrome on glass: Stairstepping = 30 Figure 2e. 300 dpi, enhanced:Stairstepping = 165

No
Figure 2b. 300 dpi, 1 bit: Stairstepping = 294 Figure 2f. Offset lithography: Stairstepping = 63

 
|
| 
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Angle (degrees)

Figure 3a. Upper case O etched in chrome
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Figure 3b. Letter “o" at 300 dpi, 1 bit
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Diameter(micrometres) 
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Angle (degrees)
Figure 3c. Letter “oa” at 120 dpi, | bit

 
g88
3

Diameter(micrometres) hia:
a:

0.0 225 45.0 67.5 90.0 1125 135.0 157.5 180.0

Angle (degrees)

Figure 3d. 2.5 mm chrome doton glass
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Angle (degrees)

Figure 3e. Letter “o” at 300 dpi, enhanced
2200

2100

2000

1900

1800

1700
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1400

1300

Diameter(micrometres)
1200

0.0 22.5 45.0 67.5 90.0 112.5 135.0 157.5 180.0

Angle (degrees)
Figure 3f. Offset lithograph “o” on coated stock
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Figure 4. Slope analysis ofdiameter-versus-anglefunctionfor
chrome o

StalrsteppingMeasuredono's 
60

§ 6 7 8 9 101112 13 1415 16 17 18 19 20

Raggedness (micrometres)
Measured on Slash (‘7’)

Figure 5. Stairstepping measured using o's correlates with
raggedness
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Measuredon(iets(*')Raggedness(micrometres
oo”anagoo 

Oo 08 1.0 156 #20 25 30 35

Subjective Quality Scale
Figure 6. Raggedness measure correlates with subjective
scaling

 
0.0 05 1.0 16 20 265 30 36

StairsteppingMeasuredfromDiametersofo's
Subjective Quality Scale

Figure 7. Measuring o's correlates with subjective impression
of stairstepping
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Abstract. The Joint Photographic Experts Group (JPEG) baseline
system, which is scheduled to be standardized in 1992, is applied
to character images, and the characteristics of the application are
investigated. The JPEG system is suitable for continuous-tone im-
ages, however, continuous-tone images are usually accompanied
by characters. The image quality of characters is investigated on
various magnitudes of quantization tables and the deterioration
mechanismsare discussed. A method ofimage quality improvement
that is accomplished by density transformation after decoding is
proposed andits effects are confirmed.

1 Introduction

Recently, progress in LSI technologies has. made practical
applicationsof digital image processing possible. The amount
of digitized image information is extremely large, so pro-
cesses such as data compression are necessary for com-
munication and storage. Forbilevel images, several coding
methods are standardized and facsimile communications are

used conveniently and widely throughout the world. How-
ever, for continuous-tone images, a standardized coding
method has not been determined.

The Joint Photographic Experts Group (JPEG)will stan-
dardize a discrete cosine transform (DCT)-based coding
method as.a baseline system for continuous-tone color and
monochrome images in 1992. The DCT coding method is
very effective for continuous-tone images, and high-quality

compression characteristics have been obtained by the op-
timization of quantization table parameters. ' Based on the

~ Paper 91-033 received Nov. 25, 1991; revised manuscript received July 6, 1992;
accepted for publication July 8, 1992. 1017-9909/92/$2.00. © 1992 SPIE and(S&T.
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progressof Integrated Service Digital Network (ISDN)tech-
nology, the coding technologies,” continuous-tone printing
technologies,? and various color image handling become
easy and color image systems such as color facsimile are
expected to begin’ to grow rapidly.

Usually, documents consist of characters, figures, tables,
and images. Even if the main part of a document is an
image, it is often accompanied by characters, for example,
an explanation of the figure. A coding method for binary
images has been used widely, butit is not fit for continuous-
tone images. On the other hand, the DCT coding method
is good for continuous-tone images, butits application char-
acteristics to binary images such as characters is not well
understood. Therefore, it is important to comprehend the
applicability of the DCT coding methodto character images.

This paper investigates the applicability of the DCT cod-
ing method to character images. First, the DCT coding
method standardized by JPEG is reviewed briefly. There-
sults of DCT coding application to character images are
discussed and an improvement in the application is pro-
posed.

—_

2 Method of JPEG DCT Coding

Coding methods for continuous-tone images have been in-
vestigated by JPEG for intemational standards.4-6 The JPEG
algorithm. is classified into three systems: the baseline sys-
‘tem, the extended system, and the independent function.
The baseline and extended systems are DCT irreversible
coding, while the independentfunction is spatial differential
pulse code modulation (DPCM) reversible coding. The
baseline system is indispensable and fundamental, so we
proceed with discussions of the baseline system in this pa-
per. The coding process is shown in Fig. 1. DCT is carried
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Discrete cosine transform coding method to character images

Quantization Table 

Input Image

(in case of YMCK)
8bit/pixel/compornent

 
 
 
 
 
  
 

Huffman Coding Table

DC | ACG |Table 0 Table 0
  
 

 
 

Huffman

Cading Code Data

 Byte.
Stuffing
 
  
 

 
Code Data

Zero-Run Length
Non-Zero Coefficient
EOB

” coefficient

Fig. 1 Coding process by JPEG baseline system.

2 71016 24 40 51 61
7121419 26 58 60 55

14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Fig. 2 Example of quantization table.

out on respective 8x8 pixel matrices from digitized pixel
data matrix. The DCT process is carried out on 8 X 8 pixel
matrices f(i,j) as follows:

c(uje(v) 1 2 .
F(u,v)=Re 2SG)

(2j+ Luar (2k-+ vaxcas| 16 | os] 16 |.
where

In/2 for w=0
c(w)=

I for w= 1,2,3,4,5,6,7 -

The results of DCT are quantized by the quantization table
as shownin Fig. 2. The quantization table is not the default

table, instead we used the table suggested in Ref. 1. The
quantized matrix is zig-zag scanned and Huffman codingis
applied. Decoding is carried out by the reverse process of
coding. The compression ratio is controlled by the magni-
tude of the quantization table components, and the adjust-
ment is usually done by multiplying by a constant value,
whichis called the scalingfactor. For the same compression
ratio, the quality of the image can also be influenced by the
value of each individual quantization table component.! When
images are color, compared with monochromeimages, higher
compression can be accomplished by using color transfor-
mation and subsampling of color component techniques.

3 Application to Bilevel Images

DCT coding is applied to character and continuous-tone
images, respectively. Figure 3 shows the results of DCT
coding and decoding with various quantization tables. The
signal-to-noise ratio (SNR) and compression ratio are ar-
ranged in Table 1. According to the increase in the scaling
factor, compression became effective; on the other hand,
image quality gradually deteriorates. In character images,
at the bit rate of 1.32 bits/pixel as shown in Fig. 3(b), the
deterioration is not perceived. At the rate of 0.79 to 0.40,
as shownin Figs. 3(c), 3(d), and 3(e), noise arises around
the character, and at the rate of 0.27, as shownin Fig. 3(¢f),
characters are fairly blurred. In continuous-tone images, at
the compression rate of 0.62 to 0.32, as shownin Figs. 3(b)
and 3(c), the deterioration is not perceived; at the rate of
0.21, as shown in Fig. 3(d), edges are blurred slightly; at
the rate of 0.17, as shown in Fig. 3(e), the matrix of the
DCT unit is perceived; and at the rate of 0.13, as shown in
Fig. 3(f), the matrix becomes an eyesore and false contours
are perceived.
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, (e) 10.0, and (f) 35.0.(c) 2.7, (d) 6.01.0Fig. 3 Example of JPEG algorithm applications to character and continuous-tone images; magnifi-
cations of quantization table: (a) original, (b) sealing factor
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Discrete cosine transform coding method to character images

Table 1 SNRandbit rate versus scaling factor
character image continuous-tone image

SNR bit rate SNR bit rate

_ (dB) (bits/pixel) (dB) (bits/pixel)

a

 

 
 
 

 

  
scaling
factor  
 

35

30

25

20

 
 

SNR(dB)

1 2 5 10 20 50

(a) Scaling factor

1.5

ax
‘a
> 1.0»

5are
2
2
a

0.5

0
1 2 5 10 20 50

(b) Scaling factor

Fig. 4 (a) Relation of SNR versus scaling factor and (b) relation of
bit rate versus scaling factor. A =continuous-tone image; =char-
acter image.

Numberofpixels
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25000
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Density level

Fig. 5 Histogram of the density level of character images. A = orig-
inal; O= after JPEG process.

Figure 4 showsthe relationship of SNR andbit rate versus
the scaling factor of the quantization table. As the scaling
factor of the table increases, compression becomes effec-
tive, however, the SNR decreases. The compression ratio
and SNR of character images are lower than that of contin-
uous-tone images. The difference between these imagesis
dueto the difference in the amounts of high spatial frequency
components. On the whole, character images have steep
changes in density levels.

Figure 5 shows the histogram of the density levels of
character images. There are two peaks in the histogram.
The large peak represents the background and the small
peak represents the character images. After coding and de-
coding, the histogram ofthe original becomes blunt. Changes
from this processing are investigated on the idealized case:
The right side of an 8 x 8 matrix is background and theleft
side of the matrix is image. Figure 6 shows theresults of
the changes. As the compression table increases, deviations
from the original grow larger. The deviations in the back-
ground level are considered to deteriorate the image quality
because the deviations near the character imagesare felt to
be noisy.

4 Proposal of Improvement and Discussion
A trial to improve character image quality is carried out by
means of a simple treatment after decoding. We assume
that the region is recognized to be a character or continuous-
tone image, because various recognition methods have been
studied and can beutilized. It has been suggested that the
deterioration in character images is mainly due to deviations
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Fig. 6 Changes of edges in JPEGprocess. A =original; O=scaling
factor 2.7; X= 10.0; #=35.0.

255
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Fig. 7 Method of transformation characterized by Xo (crossingpoint)
and slope.

near edgesafter the coding and decoding processing (Fig.
6). Therefore, wetry to improve the quality by compressing
the deviations.

The compressing method is done by transformation to
high contrast. The method of transformation is shown in
Fig. 7. Both of the slopes ‘and starting points are varied
widely with many combinations in Fig. 7, and the trans-
formations on the decoded character images are carried out.
Some transformed examples are shown in Fig. 8. Seven
professional experts on image quality have evaluated the
samples andselected the best one. The sample selected as
the best by most personsis Fig. 8(b) and the transformation
condition is the slope 1.67 and the crossing point of the x
axis 51. Compared with the untreated sample of Fig. 3(e),
we can see that the image quality of the sampleis improved
by this treatment. -

Modified Huffman (MH) coding, which is used in G3
fax for bilevel images, is applied to the same image of the
preceding discussion. The result of MH coding and the
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Fig. 8 Example of transformed images: slope,rising point; {a) 1.67,
28; (b) 1.67, 55; and (c) 1.67, 77. —

decoding process is shown in Fig. 9. The quality is near
that of Fig. 8(b). The bit rate is 0.23 bits/pixel, whose value
is about %of the DCT coding, 0.4 bits/pixel. The difference
is considered to arise from the reason that the DCT is in-
tended for continuous-tone images and one dot needsseveral
bits. However, MH coding cannot be applied to continuous-
tone images; if applied, image quality is extremely deteri-
orated. The characteristics of DCT coding are very suitable
to continuous-tone images and the bit rate is controllable
by the magnitude of the quantization table.

Whenthe documentis a mixture of continuous-tone and
character images, two ways of processing can be considered.
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Fig. 9 Result of MH process.

One wayis-that two different processes can-be applied after
the documents liave been discriminated into continuous-tone
and character images at the first step; another way is to
apply single processing of DCT codingto the images. The
former wayis efficient in terms of the amountof data, but
the processing is complex. Thelatter way is simple in terms
of processing, but the data compression process is not as
efficient in some cases. Therefore, DCT coding is a pos-
sibility-that can be widely used in the case of mixed doc-
uments because of processing simplicity.

5 Summary

The DCT coding method, whichis standardized for contin-
uous-tone images by. the JPEG,is applied to character im-
ages andits applicability is investigated. The relationship
of the scaling factor of the quantization table versus SNR
and bit rate is examined, and the mechanisms of image
quality deterioration are comprehended. A methodof image
quality improvementby density transformationafter decod-
ing is proposed andits effects are confirmed.
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Abstract. A progressive ima :re ig@ transmissi
asstied transtorm vector quantization{.apped orthogonal transform {LOT} and hum: isuar1 ont al
Weighting is proposed, Conventional block transl wmcoi
using the discrete cosina transform (DCT) produces,

Optical Engleering 32(7}, 15241530 (July 1999).

1 Introduction

An effective.image data compression techniqueto reduce the
bit rate for transmission or data storage while maintaining
an acceptable image quality is essential for such applications
as video teleconferencing, high-definition television (HDTV)transmission, facsimile transmission, etc. Numerous band-
width compression techniques have been developed for this
Purpose, such as differential pulse code modulation (DPCM)
transform coding! (TC), hybrid coding, and adaptive versions
of these techniques with new image-processing methods.” In
these methods, block TC is used to convert Statistically de-
pendent or correlated pixels into independent or uncorrelated
Cocllicients. Among several block transforms, it is known*
that the discrete cosine transform (DCT)approachesthe sta-
listically optimal transform, the Karhunen-Loeve transform
(KLT), for highly correlated images. Vector quantization
(VQ)of coefficients** helps reach the rate distortion bound
of the source. Various techniques that apply VQ to DCT. 

Paper VC1-O4 received Oct, 15, 1992; revisedaccepted for publication Feb. 16, [993. This
at the SPIE conference nn Visual Communic:
Noveoiber 1992, Baton, Mass, The peperSUTE Priccedings Val, [HIS
© 194 Shctely of Pholu-Cpiical Instrumenianion Engineers, ON9T-32K9.102.00.
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coefficients of still frame images or interfri icti
errors of motion video have been investigated.Thesetear
niques, however, canresult in block artifiucts at low bit rates,
Several techniques have been developed to reduce or elim.
inate blockingartifacts. One cffective technique”? js to appl
the lapped orthogonaltransform (LOT), whose basis func.
tions extend beyond thetraditional image block boundaries
Besides reducing the block structure, LOT also has some
interesting filteringproperties, Also, LOTis a real transform
having a fast algorithm.* Being a separable transform, ex-
tension to multiple dimensionsis straightforward. tn this pa-
Per, an image compression scheme for Progressive image
(ransmission (PIT) using LOT/VQis proposed to take ad-
vantage ofthese properties. Classification"!2 in the LOT
domain is also introduced to adapt to the directional and
Structural properties within the blocks in the Spatial domain,
Each of the Classified 8X8 blocks in the LOT domain is
adaptively Partitioned into a numberofsubvectors of,smaller

Imenstons according to their variances and human visual
System (HVS) weighting,'* "5 The subvectors for each class
are progressively transmitted in several Stages until the final
required image quality is achieved. This technique allows an
approximate image to be built quickly and the details to be
transmitted Progressively through several Passes, !¢ This is
usefulin interactive vistal communications, where a viewer

(PIT) schemebased onthe
CVO) technique using ‘the

system (HVS)
farm coding of Imagesin general, unde-

blocks are trans-

wnication; transtorm: ‘mage coding: vector quantization;

can decide to build up an image with high quality Hased on,
acrude version oF pass on to another imageina large qutabuseof images stored in compressed form. .
2 PIT Using LOT/CVQ

2.1 Classifiad VO Basad on LOT (LOT/CVQ)
Actlassification schemeis used in the LOT domainto classify
blocks into perceptuallydistinct classes according to the di-
rectional activity in them. Blocks from different activity
classes are then adaptively partitioned into a numberof sub-
vectors of smull dimensions according to their variance dis-
tribution and HVS for low-frequency components. The cad-
ing schemeis depicted in Fig.1.

Although several activity measures have been proposed
for transform blockclassification!” the relationship between
directional activity in the spatial domain and thatin the trans-
form domain is exploited simply in the. scheme used here.
The blocks transformed using the LOT are classified into
four classes: one law-activity class and three activity classes
correspondingta the edge orientation inthe spatial domain—
horizontal. vertical, and diagonal. The blocks are classified
based on three activity indices calculated using the coeffi-
cients in the region showninFig. 2. These regions correspond
to horizontal, vertical, and diagonal edgesor structure in a
blockin the spatial domain.Ifthe indices are below a certain
threshold, the block is classified as a low-activity block.

Because the variances of the transform coefficients vary
widely, it would be inefficient to use the same quantizer for
all the coefficients, Hence,for each class, the 8 x 8 transform
blocks are partitioned into a numberof subvectors of small
dimensions according to their variances. In our scheme, the
blocks belonging to the high-activity classes are-partitioned
into seven subvectors, and those of the low-activity class are
partitioned into three subvectors. The numberof subvectors
for the activity classes have been chosen so as to include as
many high-frequency coefficients as possible. Because the
enérgyin the high-frequency coefficients is small for the low-
activity class, only three subvectors, containing the lower
frequency coefficients have been chosen. Variance distri-
butions for thefour classes and one possible corresponding
subvectorconstruction based on blocks from four test images
are shown in Figs. 3 and 4, respectively.

In Fig. 4, blank squares imply that the corresponding LOT
coefficients are discarded. As shown in Figs. 3 and 4, the
selection of LOT coefficients to construct subvectars is not
straightforward, especially among high-frequency compo-
nents. Evenif a coefficient has high variance.its significance
to the Human visual system may be small. Hence, an im-
provementin the reconstructed image quality based on sub-
jective criteria can be expected by partitioning the subvectors
adaptively based onthe significanceoftransform coefficients
to the humanvisual system (HVS}, Several schemesfor the
modulation transfer function (MTF) of the HVS model have
been proposed.'*-'* Chitprasert and Rao" proposed an MTF
for use with DCT that yields good results for PIT. The HVS
weighting matrix is shownin Fig. 5. The new variance dis-
tribution afler HVS weighting (Fig. 5) and the corresponding
subvector construction are shown in Fig. 6.

One ofthe advantages of partitioning the blocks into sub-
vectors is that bils can be assigned efficiently. Vectors with
large variances can be assigned more bits and those with
 

HUMAN VISUAL SYSTEM WEIGHTED PROGRESSIVE IMAGE TRANSMISSION

 
Fig. 1 LOT/CVQ coding scheme.
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Fig. 2 Regions of referencefor classificalion of blocks into dilfarent
activity classes.

smaller variances can be assigned fewerbits. Table | shows
a bit assignment for the subvector construction based on
Fig. 7 for an average bit rate of 0.7 bit/pixel.

In Table 1, & is the subvector dimension andbits indicate
the codevectorsize,i-¢... the code booksize 2” i. The de
coefficient for all classes is uniformly quantized to 8 bits.
Cade books are generated for each subvector fromatraining
sequencethat is sufficiently long and contains most of the
features found in naturally generated images.
2.2 Progressive image Transmission
Progressive image transmission is receiving attention for ap-
plicationin interactive image communication over resiricied
data rate channels.'':'© In progressive image transmission,
the least information necessary to represent cach block is
transmitted quickly with as few bits as possible. On the re-
ceiver’s request, the image can be progressively improved
with further transmission in several stages until the required
quality is achieved. Because our LOT/CVQ scheme contains
a hierarchical multistage structure. it allows progressive im-
age transmission. The coefficients corresponding to the dc
value of cach class are scalar quantized and transmitiedfirst.
Each successive stage of subvectors of ac coefficientsis uti-
lized in reconstructing the successive approximation.
3 Simulation Results

We have applied the PIT using LOT/CVQto encode mono-
chrome images of512 X 512 pixels with 256 gray levels. The
original imageis first divided into 8X8 blocks and trans-
formed using the LOT. These blocks are classified using the
scheme described earlier and partitioned inta subvectors. The
class information for each block is included as an overhead
in the ended bitstream. This overhead information indicates
to the deender which code book scl to use andalsa in what
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Fig. 4 Subvector configuration corresponding to variances shown in Fig. 3. Coelficients with samedigits belong to the same subvector.
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Fig. 5 HVS weighting matrix.

way to combine the subvectors lo reconstruct an 8 X 8 black.
Forclassification into four classes, the overhead information
is 4096 log.4 = 8192 bits. This corresponds to an overhead
bit rate of 0.331 bit/pixel. Code books are generated by a
Linde-Buzo-Gray (LBG) algorithm using fourdifferent train-
ing images: *“baboan,”* **boat,"" ‘“lady-flawer,"* and **Mar-
tha."* The bit allocation for each of the subvectors and the
total number of bits depend on the target outputbit rate. A
similar coding scheme using the DCT wasintroduced by Nam
and Rao.'? This was extended to LOT/CVQin Ref. 18.

The coding of images was doneat a target averagebit rate
of0.7 bit/pixel(including overhead information) using DCT/CVQ and LOT/CVQ,and theresults of the two simulations
were compared at each progressive stage. Figure 7 shows the
original **Lena’’ image and Fig. 8 shows the progressive
approximations at each stage and the errorimagesat 0.5 bit/
pixel (stage 3) for comparison between the two schemes.It
can be clearly seen that the block artifucts are significantly
reducedandthe subjective quality ofthe reconstructed image
is superiorin the case of LOT/HVS/CVQ scheme, especiallyut low bit rates, Normalized SNR is used for evalualion of
subjective performance:

1526 / OPTICAL ENGINEFRING/Jube 1991 /Vel AD Nn 7?

Table 1 Bit allocation for subvactors of each class for a bit rale of0.7 bitfpixel.
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where.x,, and £,,,represent the (i,/)'thelementofthe original
image and theeth approximation,respectively, The tabulated
results (Table 2) show that the LOT/HVS/CVQexhibits an
improvement at each progressive stage over DCT/HVS/cvQ.

Figure 9 showsreconstructed and error images at 0.5 bit/
Pixel (stage 3) without applying HVS weightingin subvector
construction. Table 2 shows that the SNR for LOT/HVS/
CVQis fower than that for LOT/CVQ,but the subjective
image quality is better, as can be scen from the images in
Figs. & and 9, because the sharp discontinuous edges that
result fram compression are eliminated by HVS weighting.

SNR =10 logia dB k=O...

tePECRreETreerNrereerereree

 

 
Fig. 6 HVS weighted variance distribution and proposed subvector configuration.

 
4 Conclusions

A progressive image transmission schemeusing a classifiedtransform coding using LOT and VQ (LOT/CVQ)is devel-
oped and compared with the DCTICVQ scheme. For VQ,
subvector. partitioning was performed aduptively basedon
the significance of transform coefficients to HVS. The sim-
ulation results, both subjective and objective, show that LOT/

Table 2 Bit rates and SNA values for DCTHVS/CVO, LOTAHVS/
CVO, and LOT/CVQ ateach progressive staga.—_

* Bierme SHR (48)(oop)
OCTAIVECYQ LOTMVSVG _LOTCYQ

TT 8.6 w Ww waa2 O38 11.0 a md
’ oa 20 ps Ba
‘ 00 Me ae Isa
s OST 25.3 166 28.6
6 063 132 168 268
2 0.30 238 i668 wt 

CVQ reduces block artifacts, and additionally LOT/HVS/
CVQresults in subjectively improved reconstructed images.
Application of HVSto the transform coefficientsresulted inan efficient subvector construction. Also mare bits were al-
locatedto coefficients with larger HVS weights. As seen from
the images in Fig. 9 and from Table 2, the reconstructed ap-
proximations rapidly converge to a good quality both sub-
jeclively and objectively. This schemeis particularly wellsuited for interactive image communications ovce low-
bandwidth channels, An artifact that is a result of the LOT
can been seen in images codedfor very low bit rates in the
form ofringing. This is not perceivableat bit rates of 0.5 bi
pixel and higher. This artifact is muchless annnying than the
blocking artifacts of DCT coding.
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Fig. 8 Progressive stages and error images $10.7 bil/pixel: (a) the zeroth slage usin
at_0.16 bit/pixet, (0) the zeroth stage using hozBupa(a 0.16 bivplxal.tc) ihebralsacoaringDCTHVS/ICVO at 0.31 di¥pixel, (d) the lirst stage using LOTANVS/CVO at 0.31 ‘lvpixel, (8} the second
staga using DCT/HVS/CVQat 0.43 bilpixel,(I) Ihe second stage using LOT/HVS/CVQ at 0.43 bit
pixel, (g) the thirdstage using DCT/HVS/GV@Qal 0.50 bit/pixel, (h) the third stage using LOTHVS!
cva at 0.50 bivpixel, {i} the error image (amplified by 5} of DCT/HVS/CVOat 0.50 bitfpixal, () the
error image (amplified by 5) of LOT/HYS/CVQ al 0.50 bil/pixel, (k) the sixth stage using DCTHVS/
CVO at 0.70 bivpixel, and (1) the sixin stage using LOT/HVS/CVO al0.70 bit/pixel.
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Fig, 8 Continued.
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1 Introduction
Findingtrajectories of moving objects in a monocular image
sequenceis a vital techniquein the field of motion analysis.
A majorstepin finding suchtrajectoriesis lo identify images
of the same physical point in a sequence offrames; this step
is usually called thecorrespondence problem,This technique,
which successively refines the structure ofthe object as more
frames, ure acquired, frees us from assumptionsofrigidity
and reties on natural assumptions about motion character-
istics. Many correspondence algorithms’ have been intro-
duced in the ‘past few years. Most research for establishing
correspondence?“ uses only twoframesofa sequence to solve
this problem, However, wo-frame algorithms’require as-
sumptions about the nature of the objects, Recently, a cor-
respondence algorithm based on a sequence of frames was
proposed by Sethi and Jain.' In their method, smoothness of
motion is used to relax the need for assumptions about the
rigidity of the object. The path coherencefunctionis ued toformulate the correspondence problem as an optimization
problem. For instance,if we are given a sequence ofmframes
that have a feature points each, then basically there will be
C(n'\n) solutions of combinations,i.¢., 2 trajectories from
 

Paper VCT-17received Dec. 2, 1992; revined manuscript received Mar. #, 1993;accepted for publicmlon Mar. 3, 1943,
1 (994Saclay of Photo-Optical Invteureentation Engincers. DOLNIRONSZ,

Abatract. A neural network approach to finding trajectories of feature
points in a monocular image sequence is proposed. In conventional.
methods, this problem Is formulated as an optimization problem and
solved using heuristic algorithms. The problem usuaily involves lengthy
cémputations, making it computationally difficult. We apply the Hopfield
neural network to image sequence correspondence.The design and de-
velopmentof the Lyapunov function for this problem ‘are discussed in
detail. Furthermore, the neural-network-based image correspondence
scheme Is extended to the case of successive image frames, in which
somefeature points ara allowed to be occluded. Examptes and simuta-
tion results are presented to illustrate the design process and the con-
vergence charactarislics of the proposed neural network. By using the
massive parallel-processing power of neural networks, a real-time andaccurate solution can be obtained.

Subject tarms: visual communication; image sequence conespondance; Hopfieldnéural modal: image tracking: neural network structure.
Optical Enginearing 32(7), 1531-1538 (July 1993).

v™ possible trajectories. After comparing measurements of
motion smoothness and velocity continuity calculated from
the defined coherence functionsfor each solution, optimal n
trajectories can be obtained. However, a large amount of
computationtimeis usually necessary to identify the optimal
solution with n true paths from amongall legal solutions. To
expand the computation powerapplied to this problem, we
shal? introduce a Hopfield neural network algorithm** for
finding trajectories of feature points in a monocular image
sequence. The parallel nature of the neural network matches
nicely the high-speed computation requirementsofthe image
correspondence problem.

The Hopfield neural network has beenused in a wide range
ofapplications. Most engineering optimization problems, in-
cluding image processing algorithms, canbe solved using
the minimum energy searching property of the Hopfieldmodel,’-"? When the neural network is used to solve an op-
timization problem, the problem is usually formulated asminimization of a constrained cost function, where all the
constraints on the solution can be explicitly incorporated inte
the cost. function. For example. an image restoration
technique!” has been developed where the cost function is
minimized by the Hopfield network. Using the Hopfield net-
work fo match the subgraphfeatures for object recognition!
has also been discussed, Recently, the use of a Hopfield
network for (he feature point matching of left and right
images"? has also been reported. Note that this stereo vision
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STUDY GROUP8 - CONTRIBUTION 43

Source: Q.5/8 Rapporteur

Title: Amendments to ITU-T Rec. T.30 for enabling continuous-tone colour and gray-
, scale modes for Group 3.

eee

Abstract

The proposed draft Annex E to Rec. T.30 enables the transfer of continuous-tone colour and
gray-scale images as an option to Group 3 facsimile. In this Annex, the protocol elements
necessary to send continuous-tone image data coded in accordance with Rec. T.81, Digital
compression and coding of continuous-tonestill images, are added to Rec. T.30. In addition,
amendments to the main body of Rec. T.30that refer to this Annex are made.

a —
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REFERENCE TEXTIS ITU-T Rec. T.30 (1993) UNLESS STATED OTHERWISE

Proposed Amendments to Recommendation T.30: ,

1. Table 2/T.30 and Table C.1/T.30 are amendedto include the following entries:

  DIS/DTC

JPEG coding JPEG coding

Alwaysset to zero Default Huffman tables

12 bits/pel/component

ee

2: Append the following to "Notes to Table 2/T.30": _

Bit No.

   

  
F
  

 
70

  
 

 7

 
   

  
  
  

22 The optional continuous-tone colour mode and gray-scale mode protocols are
described in Annex E to T.30. If bit 68 in the DIS/DTC frameis Set to one, indicating JPEG
mode capability, then bit 15 and bit 27 in the DIS/DTC frame are alsoset to one. Bit 15
indicates 200x200 pels/25.4 mm resolution capability, which is basic for colour facsimile. Bit
27 indicates error correction mode capability, which is mandatory for colour facsimile. Bits
69 to 75 are relevant only if bit 58 is set to 1 (JPEG mode). See definitions of parameters in
Annex E paragraphs 5.1.1-5.1.7.
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3. Append the following Annex E to T.30:

Annex E

Procedure for the G3 document facsimile transmission of-

continuous-tone colour: images
(This annex forms an integral part of this Recommendation)

E.1 Introduction

This Annex describes the additions to ITU-T Rec. T.30 to enable the transmission of continuous-tone
(multi-level). colour and gray-scale images for Group 3 facsimile modeofoperation.

The objective is to enable the efficient transmission of high quality, full colour and gray-scale images
over the general switched telephone network and other networks. The images are normally obtained
by scanning theoriginal sources with scanners of200 pels/25.4 mm or higher, and bit depths of eight
bits per picture element per colour componentor higher. The original sources are typically colour or
gray-scale photographsor hard copies from high quality printing systems.

The method specified here performs well on full colour images, but for transmission of multi-colour
images such as business graphics, other methods may be moreefficient. Two such methods would be
the transmission of images using ITU-T Rec. T.434, Binary File Transfer, and ITU-T Rec. T.82,

(JBIG encoding). This Annex does not address the encoding ofmulti-colour images. This topic is leftfor further study.

The encoding methodology for«continuous-tone (anulti-tevel)images is based on the JPEG (ITU-T
Rec. T.81 | ISO/IEC 10918-1) image encoding standard. The JPEG image coding method includes

both a lossy mode and alossless mode of encoding. This Annex% adopts the lossy mode of encodingwhich is based on the Discrete Cosine Transform:. a
The representationof colour iimage data is based ¢ona ITU-T Rec: r.42. It adopts a device-independent
colour space representation, the.CELAB space, that allows’“unambiguous exchange of colourinformation.

This Annex explains the procedure for negotiation of the capabilities for transmission of continuous-
tone colour and gray-scale images. It specifies the definitions and the specifications of new entries to
the Facsimile Information Field ofthe DIS/DTC and DCSframesofRec. T.30.

Information is specified pertaining to image digitisation resolution (in bits/pel), sampling ratio of
colour components, JPEG capability, colour capability, and image data scaling that is subject to
negotiation in the pre-message phase ofthe Rec. T.30 protocol.

This Annex does not address the semantics and syntaxof the actual encoding of the continuous-tone
colour and gray-scale images. That information is included in Annex I to Rec. T.4. =

The use of error correction mode (ECM) forerror free transmission is mandatory in the procedure
described by this Annex. Under the error correction mode of transmission, the JPEG encoded image
data are embedded in the Facsimile Coded Data (FCD) part of the HDLC (igh Level Data Link
Control) transmission frames specified by Annex A of Rec. T.30.

The technical features of encoding and decoding the continuous-tone colour and gray-scale image data
are described in Annex I to Rec. T.4. It describes two modes of image encoding (lossy gray-scale and
lossy colour) which are defined using Rec. T.81.
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E.2 Definitions

CIELAB CIE 1976 (L* a* b*) space. A colour space defined by the CIE
(Commission Internationale de I'Eclairage), having approximately
equal visually perceptible difference between equally spaced points
throughout the space. The three components are L*, or Lightness,
and a* and b* in chrominance.

JPEG Joint Photographic Experts Group, and also shorthand for the
encoding method, described in Rec. T.81, which was defined by
this group.

Baseline JPEG A particular eight-bit sequential Discrete Cosine Transform (DCT)
- based encoding and decoding process specified in Rec. T.81.

Quantisation table A set of 64 values used to quantise the DCT coefficients in
baseline JPEG.

Huffman table A set of variable length codes required in a Huffman encoder and
a Huffman decoder.

E.3 Normative references

- IYU-T Rec. T.81 | ISO/IEC 10918-1, Information Technology -- Digital compression
and coding of continuous-tone still images, Part 1: Requirements and guidelines.
(Commonlyreferred to as JPEG standard).

- ITU-T Rec.T.42, Continuous-tone colourrepresentation method for facsimile.
- ITU-T Rec. T.4, Standardisation of Group 3 facsimile apparatus for document

transmission. .

E.4—_—_—Negotiation procedure
The negotiation to transmit and receive JPEG encoded continuous-tone colour and gray-scale images
under the Group 3 facsimile protocol is invoked through the setting of the bits in the DIS/DTC and
DCS frames during the pre-message procedure (Phase B) of the Rec. T.30 protocol.

Thefirst capability to be established between thecalling unit and the called unitis to indicate whether
JPEG modeis available. Then the second capability to be established is whether full colour modeis
available.

Thirdly, a means is provided to indicate to the called unit that the Huffman tables are the default
tables. The transmission of Huffman tables is mandatory. ,

In addition to these three characteristics, the following four capabilities that pertain to mandatoryor
optional capabilities are exchanged.
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Table E.1/T.30

Mandatory and optional capabilities
Mandato

4:1:1 Chrominance subsampling

CESdint

E.5 New entries to DIS/DTC and DCSframes

One additional octet to the DIS/DTC and DCS frames is defined in this Annex. The new octet is to
occupy bits 68 to bits 75.

The definitions, excerpted from Table 2/T.30 and Table C.1/T.30,are as follows:

DIS/DTC|ps—C(‘CisisC
pa|me

=

E.5.1 Definitions of new entries to DIS/DTC and DCSframe

  
  
  
  

 

 
 

 
 
 
 
 

  

 
 

 
 
   
 

E.5. 1.1 Capability to enable JPEG

Bit 68 is called “Capability to enable JPEG.”

In a DIS/DTC frame, setting bit 68 to 1 indicates that the called unit’s JPEG modeis available and
can decode continuous-tone image data (8 bits/component or more). Setting bit 68 to 0 indicates that
the called unit’s JPEG modeis not available and it cannot decode JPEG encoded data.

In a DCS frame, setting bit 68 to 1 indicates that the calling unit’s JPEG mode is used and JPEG
encoded image data are sent. Setting bit 68 to 0 indicates that the JPEG modeis not used and imageis
not encoded using JPEG.
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E.5. 1.2 Capability to enable colour

Bit 69 is called “Capability to enable colour.”

In a DIS/DTC frame,setting bit 69 to 1 indicates that the called unit has full colour capability. It can
acceptfull colour image data in CIELAB space. Setting bit 69 to 0 indicates that the called unit has
gray-scale mode only, that is, it accepts only the lightness component (the L* component) in the
CIELAB representation.

In a DCS frame, setting bit 69 to 1 indicates that the calling unit sends image in full colour
representation in the CIELAB space. Setting bit 69 to 0 indicates that the calling unit sends only the
lightness component(the L* component) in the CIELAB representation.

" Note - If bit 68 = 1 and bit 69 = 0, the continuous-tone image data have no colour component. The
image data are called gray-scale or black. and white gray-scale images. Continuous-tone full colour image
capability is enabled only when bits 68 and 69 are both set to one.

E.5. 1.3 Indication of default Huffman table

Bit 70 is called “Indication of default Huffman tables.”

The transmission of Huffman: tables is mandatory. A meansis provided to indicate to the called unit
that the Huffman tables are the default tables. Default tables are specified only for the default image
intensity resolution (8 bits/pel/component). The default Huffman tables are to be determined (for
example, Tables K.3-- K.6 in Arinex K ofRec. T.81).

In a DIS/DTCframe, bit 70 is not used andis set to zero.

Ina DCSframe,setting bit 70 to 0 indicates that the calling unit does not identify the Huffman tables
thatit uses to encode the image data as the default tables. Setting bit 70 to 1 indicatesthat the calling
‘unit identifies the Huffman tablesthat it uses to encode the image data as the default tables.

E.5. 1.4 Imageintensity resolution

Bit 71 is called “Image intensity resolution.”

In a DIS/DTC frame, setting bit 71 to 0 indicates that the called unit can only accept image data that
are digitised to 8 bits/pel/component. Setting bit 71 to 1 indicates that the called unit can also accept
image data that are digitised to 12 bits/pel/component.

In a DCS frame,setting bit 71 to 0 indicates that the calling unit’s image data are digitised to 8
bits/pel/component, Setting bit 71 to 1 indicates that the calling unit’s image data are digitised to 12
bits/pel/component.

 

E.5. 1.5 Chrominance subsampling ratio

Bit 73 is called “Chrominance subsampling ratio.”

In a DIS/DTC frame, setting bit 73 to 0 indicates that the called unit expects a 4:1:1 subsampling —
ratio of the chrominance components in the image data; the a* and b* components in the CIELAB
colour space representation are subsampled four times to one against the L* (Lightness) component.
The details are described in Rec. T.4 Annex I. Setting bit 73 to 1 indicates that the called unit, as an
option, accepts no subsampling in the chrominance components in the image data.

In a DCSframe, setting bit 73 to 0 indicates that the called unit uses a 4:1:1 subsampling ratio of the
a* and b* components in the image data. Setting bit 73 to 1 indicates that the called unit does no
subsampling.
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E.5. 1.6 Mluminant

Bit 74 is called “Illuminant.”

In a DIS/DTCframe,setting bit 74 to 0 indicates that the called unit expects that the CIE Standard
Illuminant D50 is used in the colour image data as specified in Rec. T.42. Setting bit 74 to 1 indicates
that the called unit can‘also accept other illuminant types beside the D50 illuminant. The
specification ofilluminant is embedded intothe JPEG syntax as described in Annex I to Rec. T. 4.

Ina DCSframe,setting bit 74 to 0 indicates that the calling unit uses the D50 illuminant in the colour
image data representation as specified in Rec. T.42. Setting bit 74 to 1 indicates that another type of
illuminantis used, the specification of which is embedded into the JPEG syntax as described in Annex
Ito Rec. T.4.

E.5, 1.7 Gamut range

Bit 75 is called “Gamut range.”

In a DIS/DTC frame, setting bit 75 to 0 indicates that the called unit expects that the colour image
data are represented using the default gamut range as specified in Rec. T.42. Setting bit 75 to 1
indicates that the called unit can also accept other gamut ranges, the specification of which is
embedded into the JPEG syntax as described in Annex I to Rec. T.4.

In a DCS frame,setting bit 75 to 0 indicates that the calling unit uses the default gamut range as
specified in Rec. T.42, Setting bit 75 to 1 indicates that the calling unit uses a different gamut range,
the specification ofwhich is embedded into the JPEG syntax as described in Annex I to Rec. T.4.
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Question: 5/8

Source: EDITOR

 
Title: EDITORIAL CHANGES TO COM 8-43-E, DRAFT RECOMMENDATIONT.30

ANNEX E

The following editorial changes are made to the Draft Recommendation T.30
Annex E,distributed as COM 8-43-E:

@ Page 2. Replace the word in the amended Table 2/T.30 as shown:

DISDTC

Alwaysset to zero . BDefaultPreferred Huflinan tables

Page 4, Section E.4. Replace the word iin the third paragraph as shown:

 
   

Thirdly, a means is provided to indicate to the called unit that the Huffman tables are the
defaultpreferred tables. The transmission ofHuffman tablesiiss mandatory. ,

Page 5, Section E.5. Replace the word in the Table as shown:
DISDTC

70 Alwaysset to zero , DefaultPreferred Huffinan tables 

 

- Contact: Daniel T. Lee

Tel: +1 415 857 3946
Fax: +1 415 857 8526
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Page 6, Section E.5.1.3. Modifythe Section as shown:

E.5. 1.3 Indication of defaultpreferred Huffman table

Bit 70 is called “Indication of defaultpreferred Huffmantables.”
The transmission of Huffmantables is mandatory. A means is provided to indicate to the called unit
that the Huffmantables are the defaultpreferred tables. .DefaultPreferred tables are specified only for
the default imageintensity resolution (8 bits/pel/component). The defautpreferred Huffman tables
are to-be-determined(forexample, Tables K.3 - K.6 in AnnexK of Rec. T.81).
Ina DIS/DTC frame,bit 70 is not used and iis set to zero.
In a DCSframe,setting bit 70 to 0 indicates that the calling unit does not identify the Huffmantables
that it uses to encode the image data as thedefaultpreferred tables. Setting bit 70 to 1 indicates that

the calling unit identifies the:Huffman tables that it uses to encode the image data as the
defselipreferred ttables.
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Question: 5/8

STUDY GROUP8 - CONTRIBUTION 44

Source: Q.5/8 Rapporteur

Title: Amendments to ITU-T Rec. T.4 to enable continuous-tone colour and gray-scale
modes for Group 3.

Abstract

The proposed draft Annex | to Rec. T.4 enables the transfer of continuous-tone colour and
mo gray-scale images as an option to Group 3 facsimile. In thisAnnex, continuous-tone image
po data codedinaccordance with Rec. T.81, Digital compression and coding of continuous-tone
. still images, are added to Rec. T.4. The data are defined based on the colour space

representation specified in Rec. T.42. In addition, amendments to the main body of Rec. T.4
that refer to this Annex are made.

“2
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REFERENCE TEXT: ITU-T Rec. T.4 (1988).

Proposed amendments to Rec. T.4

1. Append the following sentences to Rec. T.4 section 2.1:

Interworking between equipment with A5/A6 and Aé4facilities, and between equipment with
combinations of these facilities is shown in Annex C.

Optionally, continuous-tone and colour images may be transmitted using Group 3 facsimile
apparatus as described in Annex |. A subset of the dimensionslisted above, namely those
having vertical resolutions of 7.7 lines/mm and 15.4 lines/mm, may be used with the
procedure in Annex |. A vertical resolution of 3.85 lines/mm is not supported by Annex I.

2. Add the following section to the end of Rec. T.4:

12 Continuous-tone colour and gray-scale modes

Continuous-tone colour and gray-scale modes are optional features of Group 3 which
enables transmissionof colouror gray-scale images. These modes are specified in Annex lI.

3. Add the following Annex | to Rec. T.4: 
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Annex I’

Optional continuous-tone colour mode for Group 3

(This Annex forms an integral part of this Recommendation)

Li Introduction

This Annex specifies the technical features of continuous-tone colour and gray-scale modes for Group
3 facsimile. Continuous-tone and colour modes are optional features of Group 3 facsimile which
enables gray-scale or colour image transfer.

The method for image encoding is based upon the ITU-T Rec. T.81 (JPEG), Digital compression and
coding of continuous-tone still images, and ITU-T Rec. T.42, which specifies the colour space
Tepresentation.

The methods for image transfer applied to Group 3 facsimile are a subset of Rec. T.81, consistent with
the Recommendation.

The description of colour components and colourimetry for colour data is included in Rec. T.42.

Together with ITU-T Rec. T.30 Annex E, this Annex provides specification of the telecommunication
protocol and coding for transmission of continuous-tone colour and gray-scale images via Group 3
facsimile service.

12 Definitions

The definitions contained in Rec. T.4, Rec. T.30, Rec. T.81 and Rec. T.42 apply unless explicitly
amended. ,

CIELAB CIE 1976 (L* a* b*) space. A colour space defined by the CIE
(Commission Internationale de I'Eclairage), having approximately
equal visually perceptible difference between equispaced points
throughout the space. The three components are L*, or Lightness,
and a* and b* in chrominance.

JPEG Joint Photographic Experts Group, and also shorthand for the
encoding method, described in Rec. T.81, which was defined by
this group.

Baseline JPEG A particular eight-bit sequential Discrete Cosine Transform (DCT)
- based encoding and decoding process specified in Rec. T.81.

Quantisation table A set of 64 values used to quantise the DCT coefficients in
baseline JPEG.

Huffman table A set of variable length codes required in a Huffman encoder and-
a Huffman decoder.

L3 Normative references’

- CIE Publication No. 15.2, Colourimetry, 2nd. Ed. (1986).

- ITU-T Rec. T.81 | ISOMEC 10918-1, Information Technology -- Digital compression
and coding of continuous-tone still images, Part 1: Requirements and guidelines.
(Commonly referred to as JPEG standard).

- ITU-T Rec, T. 42, Continuous-tone colour representation method for facsimile.

-  YJTU-T Rec. T. 30, Procedures for document facsimile transmission in the genera!
switched telephone network.
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L4 Definition of different multi-level image transfer modes

The following different multi-level image transfer modes are defined:
Lossy gray-scale mode (LGM) ‘
Lossy colour mode (LCM)

Lossless gray-scale mode (LLGM)

Lossless colourmode§(LLCM)

At this time, only LGM and LCM are described. LLGM and LLCM, while available within the
coding methods described in Rec. T.81, are for further study.

1.4.1 Lossy gray-scale mode

Lossy gray-scale mode provides the user of Group 3 equipment with a means to transfer images with
more than onebit/pel of monochrome image data. The method is notinformation conserving, and the
amountof lossiness is determined by the quantisation tables described in Rec. T.81. The appearances
ofthe gray-scale levels are defined by the Lightness (L*) component of CIELAB space.

1.4.2 Lossy colour mode

Lossy colour mode provides the user of Group 3 equipment with a means to transfer images with more
than one bit/pel of image data in each of three colour components. The colour components are
explicitly defined in Rec. T.42, and consist of CIELAB lightness and chrominance variables. The
method is not information conserving and the amountof lossiness is determined by the quantisation
tables described in Rec. T.81.

L5 Coding of the imagee description
Sufficient image description is. specified within the headers of Rec.T.81 Annex B, Compressed data
format, to decode the image data. Other information; such’as aspect ratio, orientation, and color
space are defined uniquely by the application. In addition, some information required to establish the
availability of this service is transmitted as specified iin Rec. T.30 Annex E. Specifically, the transfer
of JPEG-coded data, the use of gray-scale or colour data, and the use of 8 or 12 bits/component/pel
data is negotiated and specified in the DIS/DTC and DCSframesas stated in Rec. T.30 Annex E.

1.5.1 Lossy gray-scale mode

The image description coding for gray-scale mode is accomplished by parameters specifying JPEG
coding of a gray-scale image as specified in Rec. T.30 Annex E, as well as by specification of a single
component as the number-of-components, Nf, in the Frame Header. The JPEG syntax is more
thoroughly described in 1.6.

1.5.2 Lossy colour mode

The imagedescription coding for colour mode is accomplished by parameters specifying JPEG coding
of a colour image andspatial resolution as specified in Rec. T.30 AnnexE,as well as by specification
of three components as the number-of-components, Nf, in the Frame Header. The colour data are
block-interleaved, as specified in Rec. T.81. In addition, the JPEG subsampling factors and

correspondence of quantisation tables to colour components are specified within the Frame Header, as
detailed in Rec. T.81.
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— 1L6 Data format
161 Overview

The JPEG-encoded image data consist of a series of markers, parameters, and scan data that specify
the image coding parameters, imagesize, bit-resolution, and entropy-encoded block-interleaved data.

The data stream is encoded for facsimile transfer using the error correction mode (ECM) specified in
- Rec, T.30 Annex A. Pad characters (X'00', the null character, or X'20', the 'space' character) are

added after EOI within the last ECM frameof the page to completethe last frame, in alignment with
’ Rec, T.4 Annex A.

1.6.2 JPEG data structure

The JPEG data structure for this application has the following elements, as specified by Rec. T.81
Annex B: Parameters, markers, and entropy-encoded data segments. Parameters and markers are
often organised into marker segments. Parameters are integers of length 1/2, 1, or 2 octets. Markers
are assigned two-octet codes, an X'FF' octet followed by an octet not equal to X'00' or X'FF'.

The markers used in this application are characterised as follows:

(1) The encoder shall insert these markers, and the decoder shall be able to carry out a
corresponding process upon these marker segments:

SOI, APP1, DQT, DHT, SOFO, SOS, EOI.

(2) The encoder may insert these markers without negotiation, and the decoder shall be able to
carry out a corresponding process upon these marker segments:

DRI, RSTn, DNL.
(3) The encoder may insert this marker without negotiation, and the decoder shall skip these

" marker segments and continue the decoding process:

COM, APPn (n not 1). |
(4) The encoder may insert this marker when the decoder has the ability to carry out a process
corresponding to this marker segment (negotiation is necessary). If used, it replaces SOFO in
the data stream:

SOF1.

The definitions of the markers are precise, and given in detail in Rec. T.81 Annex B, except for the
APPn markers, For example, SOI is a two-octet word X'FFCO', in hexadecimal notation. APPn
markers are undefined markers provided within Rec. T.81 to facilitate the adaptation of the
Recommendation to particularapplications. Group 3 colour facsimile is one such application. The
APPn markers are defined in section 1.6.5 - 1.6.8.

The DNL marker is a JPEG optionthat is critical to the function of this coding method in machines —
that do not pre-scan the image. When the numberof lines, Y, in the frame headeris set to value 0,
the numberoflines in the frame remains open until defined by the DNL markerat the end ofthe scan.
If the scanning terminates early, the DNL marker can also be used to reset the Y value to a smaller
value,
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16.2.1 Example of JPEG data structure for a 4:1:1 subsampled colour image ,
SOI (start of image marker)

APP1, Lp (application marker one, marker segment length)
Api (application data octets: “G3FAX”-X'00', X'07CA' (version), X'00C8' (200 dpi))

(COM, Le, Cmi) (comment marker, marker segment length, comment octets (up to 255))

DHT, Lh (define Huffman table marker, Huffman table length definition)
Tc, Th (table class Tc = 0 for DC,destination identifier Th = 0 for L*)
Li, Vij|(numberofcodes for each of the 16 allowed code lengths, code values) ‘
Tc, Th (table class Tc = 1 for AC, destination identifier T h= 0 for L*)
Li, Vij (numberofcodes for eachofthe 16 allowed code lengths, code values)

‘Tc, Th (table class Tc = 0-for DC, destination identifier Th = 1 for a*, b*)
Li, Vij|(number ofcodes for each of the 16 allowed code lengths, code values)
Tc, Th (table class Te = 1 for AC, destination identifier Th = 1 for a*, b*)
Li, Vij (numberofcodes for each of the 16 allowed code lengths, code values)

DOQT, Lq (define quantisation table marker, quantisation table length definition)
Pq, Tq (element precision Pq = 0 for 8-bit, destination identifier Tq = 0 for lightness)
Qk (64 quantisation table elements for quantisation table 0 (lightness))
Pq, Tq (elementprecision Pq = 0 for 8-bit, destination identifier Tq = 1 for chrominance)
Qk (64 quantisation table elements for quantisation table 0 (chrominance))

(DRI, Lr, Ri) (define restart interval marker, marker segment length, restart interval in MCUs)

SOFO, Lf (Start of frame marker for default 8-bit Huffman coded DCT, frame headerlength)
P, Y,X (sample precision P = 8, number of lines Y, number of samples per line X)
Nf (numberofimage components Nf= 3 for colour)
Cl (component identifier C1 = 0 for L* component)
HI, V1 (horizontal andvertical sampling factors: H1 = 2, V1 =.2 for L* in colour 4:1:1)
Tql (quantisation table selector: Tq1 = 0)

“C2. ‘(component identifier C2 = 1 for a* component)
_H2, V2 (horizontal andvertical samplingfactors: H2 = 1, V2 =1for a* in colour 4:1:1)

* "Tq2 (quantisation table selector: Tq2=1) °
.C3 (component identifier C3 = 2 for b* component)
H3, V3 (horizontal and vertical sampling factors: H3 = 1, V3 = 1 for b* in colour 4:1:1)
Tq3 (quantisation table selector: Tq3 = 1)

SOS, Ls, Ns (Start of scan marker, scan header length, number of components Ns = 3 for colour)
Csl (scan componentselector Csi = 0 for L*)
Td1, Tal (DC entropy codingtable selector Td1 = 0, AC table selector Tal = 0 for L*)
Cs2 (scan componentselector Cs2 = 1 for a*)
Td2, Ta2 (DC entropy codingtable selector Td2 = 1, AC table selector Ta2 = 1 for a*)
Cs3 (scan componentselector Cs3= 2 for b*)
Td3, Ta3 (DC entropy codingtable selector Td3 = 1, AC table selector Ta3 = | for b*) _
Ss,Se (Ss =0 for sequential DCT, Se = 63 for sequential DCT)
Ah, Al (Ah =0 for sequential DCT, Al = 0 for sequential DCT)

Scan data (compressed image data)
(with RSTn) (restart marker between image data segments, with n = 0-7 repeating in sequence)

(DNL, Ld, Y) (define numberof lines marker, marker segment length, numberoflines)
EOI (end of image marker)

Notes - Parentheses around a marker indicate the marker isclassified to (2), (3), or (4). All indented
lines are single or multiple parameters.

The Huffman tables can be identified as the default Huffman tables during negotiation as described in
Rec. T.30 Annex E. The default Huffman tables are to be determined (for example, Tables K.3 - K.6 in Annex
K ofRec. T.81).
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L6.2.2 Scan data structure

The scan data consist of block interleaved L*, a*, and b* data. Blocks are entropy-encoded DCT-
transformed 8x8 arrays of image data from a single image component. The L*, a* and b*
components are assigned indices zero, one, and two respectively in the frame header. When a gray-
scale image is transmitted, only the L* componentis represented in the data structure. The number of
image components is either one (for a gray-scale image) or three (for a colour image).
The data are block-interleaved when a colour image is transmitted, and only one scan is contained
within the image data. The blocks are organised in minimum coding units (MCU) such that an MCU
contains a minimum integral number of all image components. The interleaving has the following
form in the default (4:1:1) subsampling case, as defined in Rec. T.81 Annex A.2.3. In this case an
MCUconsists of four blocks of L* data, one block of a* data, and one blockof b* data. The data are
ordered L*, L*, L*, L*, a*, b* in the MCU. The four L* blocks proceed in the same scan order as the
page: left to right and top to bottom. Therefore the L* blocks are transmitted first upper left, then
upperright, then lowerleft, then lowerright.

1.6.3 Subsampling method

The default (4:1:1) subsampling is specified as a four coefficient (tap) filter with coefficients (1/4, 1/4,
1/4, 1/4). Thus a* and b* are computed from non-subsampled data by averaging the four values of
chrominanceat the lightness locations. Thelocation of the subsampled chrominancepixels is shown
in the followingillustration.

X represents lightness pel center

O represents chrominance pel center

 
Figure 1.1 Position of lightness and chrominance samples (4:1:1 subsampling) within the MCU's.
Each small square represents an MCU.

1.6.4 Colour representation using the default gamut range

The following colour representation is in alignment with Rec. T.42.

Colour data is represented using the CIELAB space. CIELAB colour data are acquired under a
particular illuminant, and computed from spectral or colourimetric data using a particular white point.
The basic illuminant is CIE Standard Iuminant D50. The white point is the perfectly diffuse
reflector associated with the D50 illuminant. In CIE XYZ colour space, this white point is specified
as Xp = 96.422, Yg = 100.000, Zp = 82.521. Optional illuminants are for further study. The default
range of CIELAB data which maybe coded in eight bits/pel/componentis (to the nearest integer):

L* = {0, 100]

a* = [-85, 85]

b* = [-75, 125].
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The default representations:for encoding real CIELAB data as eight bit integers are:
L=(L*) * (255/100) .

a= (a* ) * (255/170) + 128

b= (b*) * (255/200) + 96,

where L, a, and b Tepresent eight bit integers, and L*, a*, and b* represent real nmumbers, Rounding
to the nearest integer is performed. If L, a, or b fall outside the range {0, 255], they are truncated to 0
or 255 as appropriate.

The default representations for encoding real CIELAB data as twelvebit integers are:

L =(L*) * (4095/100)

a = (a*) * (4095/170) + 2048

b=(0*) * (4095/200) + 1536,
where L, a, and b represent the twelve bit integers, and L*, a*, and b* represent the continuous
numbers, Rounding to the nearest integer is performed. If L, a, or b fall outside the range [0, 4095],
they are truncated to 0 or 4095: as appropriate.

I.6.5 Definition of the APPn markersfor continuous-tone G3FAX:

The application marker APP1 initiates identification of the image as a G3FAX application and
defines the spatial resolution and subsampling. This marker directly follows the SOI marker. The
data formatis as follows:

X'FFEI' (APP) , length, FAX identifier, version, spatial resolution.

The above terms are defined as follows:

 
Length: (Two octets) Total APP1 fieldoctet count including the octet count

itself, but excluding the APP1 marker.
FAX identifier: (Six octets) X°47', X°33', X46", X41’, x'58', x00! “This X'00'-

terminated string “G3F-AX” uniquely identifies this APP1 marker.
Version: (Twooctets) X'07CA'. This string specifies the year of approval of

the standard, for identification in the case of future revision (for
example, 1994),

Spatial resolution: (Two octets) Lightness pixel density in pels/25.4 mm. The basic
value is 200. Allowed values are 200, 300, and 400 pels/25.4 mm,
with square (or equivalent) pels.

Note - the functional equivalence of inch-based and mm-based resolutions is maintained. For
example, the 200x200 pel/25.4 mm arid 8/7.7 line/mm resolutions are equivalent.

An example of the string including the SOI and APP1 codes for a baseline JPEG encoded 1994 —
G3FAX application at 200 pels/25.4 mm:

X'FFD8', X'FFE!', X'000C’, X'47', X'33', X'46', X'41', X'58', X'00', KO7CA', X'00C8".
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1.6.6 FAX option identifier: G3FAX1 for gamut range.
X'FFEI' (APP1), length, G3FAX option identifier, gamut range. data.
The above terms are defined as follows:

Length: (Two octets) Total APP1 field octet count including the octet count
itself, but excluding the APP1 marker.

FAX identifier: (Six octets) X'47', X'33', X'46', X'41', X'58', X'01'. This X'01'-
terminated string “G3FAX” uniquely identifies this APPI marker
as containing FAX information about optional gamut range data.
(The FAX option identifiers are referred to as G3FAXI -
G3FAX255, meaning the octet-terminated string, “G3FAX”,
X'nn').

Gamut range data: (Twelve octets) The data field contains six two-octet signed
integers. For example: X'0064' represents 100. The calculation
fromareal value L* to an eight bit value, L, is made as follows:

L=(255/Q) * L* +P,

where thefirst integer of the first pair, P, contains the offset of the
zero point in L* in the eight most significant bits: The second
integer ofthe first pair, Q, contains the span of the gamut range in
L*, Rounding to the nearest integer is performed. The second
pair contains offset and range values for a*. The third pair
contains offset and range values for b*. If the image is gray-scale

(L* only), the field still contains six integers, but the last four are
ignored.

Note - This representation is in accord with Rec. T.42. When the twelve bits/pel/component option is
used, the range and offset are represented as above in eight bits. These represent the eight most
significantbits of the zero-padded twelve-bit number in the offset, and the eight-bit integer range data
as above. Appropriately higher precision calculation should be used.

For example, the gamut range ut= [0, 100}, a* = [-85, 85], and b* = [-75, 125] would be
selected by the code:

- X'FFEI', X'0014', X'47', X'33', X'46', x41", x'58', X'01', X'0000', X"0064', X'0080', X'00AA',
X'0060', X’00C8'.

1.6.7 FAX option identifier: G3FAX2 for. illuminant data
X'FFEI' ( APP1), length, G3FAX option identifier, illuminant data. This option is for further study

with the exception of the default case; the* specification of the default illuminant, CIE Iuminant D50,may be added for information.

Length: (Two octets) Total APP1 field octet count including the octet count
itself, but excluding the APP] marker. _

FAX identifier: (Six octets) X'47', X'33', X'46', X'41', X’58', X'02'. This X'02'-
terminated. string “G3FAX” uniquely identifies this APP1 marker
as containing optional illuminant data.

Tiuminant data: (Four octets) The data consist of a four octet code identifying the
itluminant. In the case of a standard illuminant, the four octets

are one of the following:

CIE Iluminant D50: X'00', X'44', X'35', X'30'

CIE Illuminant D65: X'00', X'44', X'36', X"35'

CIE Illuminant D75: X'00', X'44', X'37', X35"

CIE Illuminant SA: X'00', X'00', X'53', X'41'

CIE IHuminant SC: X'00', X'00', X°53', X'43"
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CIE Iluminant F2: ~  X'00', X'00', X'46', X°32'
CIE IuminantF7: X'00', X00", X46", X37"

CIEIluminant F11: X'00'", X'46', X'31', X'31'

In the case of a colour temperature alone, the four octets consist of the string “CT”, followed
by the temperature of the source in degrees Kelvin represented by an unsigned two-octet
integer. For example, a 7500° K illuminantis indicated by the code:

XFFEI', X000C', X'47', X33', X'46', X'41', X'58', X'02', X'43', X'54', X1D4AC'.

1.6.8 Future option identifiers: G3FAX3 to G3FAX255

In addition to the G3FAX1 and G3FAX2 identifiers used for specifying optional parameters, the
identifiers from G3FAX3 to G3FAX255 are reserved for future use.
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University of Minnesota, Minneapolis, MN 55455.

Introduction

Reading is a complex everyday task. Successful reading requires high-speed visual
information processing. For several years, my colleagues and I have been studyingvisual factors in reading with two major goals in mind: to understand the roles played
by sensory mechanisms in reading and to understand how visual impairment affects_ reading. %In a typical study, we examine the effect of an important text variable(e.g. contrast) on reading by people with normal vision. Taking the normal data as abench mark, we try to explain abnormalities in the performance of low-vision subjects.

In this talk, I will discuss the effects of contrast and spatial-frequency filtering
on reading. After reviewing the empirical findings, I will comment on the likely
sensory basis for the effects and point to the relevance of the findings for low
vision.

Methods

Our. primary measure of reading performance is reading speed in words/minute. We usetwo procedures to evaluate a subject’s maximum reading speed. In the first, a line of
text drifts smoothly across the screen of a TV monitor. The subject reads the text
aloud as it drifts by. If no errors are made, the drift rate is increased on the next
trial. This process continues until the subject begins to make errors. Because there
is a sharp transition from error-free reading to a drift rate with many errors, this
technique yields a reproducible and well-defined measure of reading performance. In
our second procedure, a sentence appears on the TV screen in a static display for a
timed period. The subject reads through the sentence as rapidly as possible. If the
subject completes the sentence, the exposure. duration is reduced. Eventually, thesubject cannot complete the sentence and reading speed is computed as the number of
words read divided by the exposure time.

Reading rates obtained with these two procedures are highly correlated across
subjects. Normal subjects can read the static text slightly faster than the driftingtext but the reverse is true, on average, for subjects with low vision. |

—_EE

‘supported by NIH Grant EY02934.
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How Does Luminance Contrast Affect Reading Speed?

Normal vision is quite tolerant to contrast loss (Legge, Rubin & Luebker, 1987). A
tenfold reduction from maximum contrast“ results in only a slight decrease in reading
speed (less than a factor of two.) A further reduction in text contrast results in a
much sharper decline in reading rate. Curves of reading speed as a function of
contrast for different character sizes superimpose when text contrast is normalized by
threshold contrasts for the letters.

This pattern of results can be related to psychophysical models of contrast coding.
Such models typically contain a contrast-transfer function that relates visual
response to stimulus contrast. The transfer function is compressive at high contrasts
and can account for the tolerance of reading to contrast change. The transfer
function is accelerating at low contrast and can‘ account for the strong dependence of
reading on contrast at low levels.

High contrast is critical for many people with low vision. Their reading speeds
decline with any reduction from maximum contrast. Rubin & Legge (1989) showed that a
subgroup of subjects with low vision--those with cloudy ocular media but no retinal
involvement--can be characterized as “contrast attenuators." Their performance is
normal, apart from a scaling of text contrast that is equal to their decrease from
normal in letter-contrast sensitivity.

How Does Color Contrast Affect Reading Speed?

We have measured reading speed for text conveyed by color contrast (e.g. red letters
on a green background) rather than the more usual luminance contrast (Parish, Legge &
Luebker, 1989). Colors were matched for luminance by flicker photometry. Color
contrast was varied by mixing different proportions of red and green (or yellow and
blue) in the text and background. Color contrast was defined as the luminance
contrast of the component colors making up the stimulus.

When color contrast is high, reading rates match the highest values found for
luminance contrast. As with luminance, reading performance first declines slowly
with reduction in color contrast, and then more rapidly at low levels: Reading rates
for luminance and color contrast can be compared if both are expressed as multiples of
threshold contrast. When this is done, curves of reading speed vs. contrast
superimpose for luminance and color. This finding holds for both normal and low
vision.

These results show that reading can rely equally well on information conveyed by
luminance or color contrast. The mechanisms coding this information must be quite
 

2Text contrast is defined as (C-B)(C+B) where C and B are the luminances of
the characters and the background.
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similar and possibly share a common neural pathway.

How Does Character Size Affect Reading Speed?

Reading rates are highest on a plateau extending from about 3° to 2° (Legge et_al.,
1985a). There is a sharp decline in reading speed for smaller characters, and a more
gradual decline for larger ones. Of relevance to low vision, it is important to note
that normal vision can sustain functionally useful reading rates for enormous

characters (e.g. 70 words/minute for 24° characters).

We have studied character-size effects in low vision (Legge, et al., 1985b).
Prescription of appropriate magnification in reading aids relies on identification of
the range of character sizes for which reading is fastest. For a subgroup of low-
vision subjects--those with large central scotomas--reading performance benefits from
ever-increasing character size.

 

It is possible to define a contrast sensitivity function (CSF) for reading. This is
done by finding the contrast required to produce a threshold reading rate (say 35
words/minute) at each of many character sizes. These threshold cgntrasts (or their
reciprocals) are plotted as a function of the fundamental frequency” of thecharacters. Such plots are qualitatively similar in shape to sine-wave grating CSFs.
When appropriate stimulus conditions are compared, there is a striking quantitative
similarity as well.

These results suggest that character size effects in reading are related to
differences in contrast sensitivity across spatial frequency. Apparently, mechanisms
that limit spatiotemporal contrast sensitivity play a role in reading.

How do Low- and High-Pass Spatial Filtering Affect Reading Speed?
We measured reading rates for text that was low-pass spatial-frequency filtered
(Legge et_al., 1985a). Reading speed was quite tolerant to bandwidth reduction
(blur). Performance was unaffected except when the bandwidth extended less than one
octave above the fundamental frequency of the characters. The critical bandwidth of
one octave was constant across a wide range of character sizes. The fact that rapid
reading requires just one octave in spatial frequency implies that only one spatial-
frequency channel is required for reading.

While blurry letters may be highly legible, what about high-pass-filtered text? A
traditional view of reading holds that important information is conveyed by coarse
word-shape information. This information might be carried by low spatial
frequencies, below those carrying letter information (Morris, 1988). If word-shapeinformation plays a role in the dynamics of reading, performance should be impaired if
mm

3The fundamental frequency of characters in text is equal to the reciprocal of
character size in degrees.
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text is high-pass filtered. Recent measurements in my lab indicate that this is not
the case. There is little difference in reading speed for unfiltered and high-pass
filtered text.

Conclusions

Psychophysical techniques can be used to study the role of vision in reading. The
dependence of reading speed on important text variables such as contrast, character
size and-spatial-frequency content can be related to known characteristics of sensory
mechanisms. An understanding of the role of vision in normal reading enables us to
understand reading deficits in people with low vision. >
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Contrast masking in human vision
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Contrast masking was studied psychophysically. A two-alternative forced-choice procedure was
used to measure contrast thresholds for 2.0 cpd sine-wave gratings in the presence of masking sine-
wave gratings. Thresholds were measured for 11 masker contrasts spanning three log.units, and
seven fnasker frequencies ranging + one octave from the signal frequency. Corresponding measure-
ments were made for gratings with horizontal widths of0.75° (narrow fields) and6.0° (wide fields). For

- high contrast maskers at all frequencies, signal thresholds were related to masking contrast by
power furictions with exponents near 0.6. For arange of low masking contrasts, signal thresholds
were reduced by.the masker. For the wide fields, high contrast masking tuning functions peaked at
the signal frequency, were slightly asymmetric, and had approximately invariant half-maximum
frequencies thatlie 3/4 octave below and 1 octave abovethe signal frequency. The corresponding low
contrast tuning functions exhibited peak threshold reduction at the signal frequency, with half-
minimumfrequencies at roughly -+- 0.25 octaves. For the narrow fields, the masking tuning functions
were much broader at both low and highmasking contrasts. A masking model is presented that
encompasses contrast detection, discrimination, and masking phenomena. Central constructs of the model include a linear spatial frequency filter, a

 
pooling that acts at lowcontrasts only.

INTRODUCTION
‘The term maskingis used commonly torefer to.any-de-

structiveinteraction
‘that aréclosely coupled inspaceortime. Adaptationis often

_ distinguished fram masking, but the distinction is not very
precise. An adapting stimulus onset always precedesthe test
stimulus and an adapting stimulus usually has.a relatively long
duration. The effectofmasking may be a decrease in
brightness,errorsinrecognition,orafailuretodetect. ‘This
paperis concerned only with theeffect of one stimulus on the
detectability of another where the stimuli are coincidentin
space and simultaneous in time.

 

Theeffect of one stimulus on the detectability of another
‘need not be to decrease detectability. Indeed, several studies
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nonlinear transducer, and a process of spatial;andaprocess0

action or interference among: transientstimuli.

as special cases, contrast detection and contrast discrim in
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have shownthata low contrast maskerincreases thedete
ability of asignal.2+ Thiseffect is variously called negatt
masking,facilitation,or the-pedestal effect. Thispaper igs
concerned with this effect as well as the more com
maskingeffect.

“In the experiments, an observer was required to discri
nate the superposition a + b of two sine-wavegrating stim
a and b from grating 6 presented alone. Grating6 is term

\the'masker. [ts contrast remainedfixed throughouta m
surement. Grating a is termed the signal, Its contrasts
varied to find its threshold. This masking procedureincludes

tion. In contrast detection, the masking contrastis 0,
contrastdiscrimination, masker andsignal gratings haved
same frequency and phase, and differ only in con
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ms discrimination is sometimes referred to as contrast
ment detection. Our use of the term masking and our 

 
 
 
 
 
  
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 

 
 
 
 
 
 

 

 

and F. Alf igm for studying it are very similar to those commonly
cuenta . inthe study of auditory frequency analysis.5
ral between ‘Contrast masking has been used to study the spatial fre-
ie in produia selectivity of pattern vision by measuring signal
.” J. Psycho olds at one spatial frequency in the presence of masking

Fe sof other spatial frequencies.3©!° For high contrast

pouble PN . ters, and signals at medium and highspatial frequencies,
toringAy, studies have found that signal threshold elevation is

simal when-the masker and signal have the samefre-
. Threshold elevation decreases regularly as the

ing frequency departs from the signal frequency. The
wtions relating signal threshold elevation to masker fre-

may be termed spread of masking functions ‘or
whing tuning functions.

vie flashes
782400 (19
\poral resoly
npublished
itial brigh

hhas been suggested that the bandwidthsof these tuning
@iedions provide estimates for spatial frequency channel

Nedwidths.? These estimatesare in rough agreement with
"wing functions obtained in measurements of the spatial
shquency adaptation effect.14!2 However,there is consid-

‘able variability in the form of tuning functions, both within
Hed between methods, even at similar spatial frequencies.

aperiment, to 0.62 octaves!in an adaptation experiment,
a fximates of the spatial frequency channel bandwidth from
sesurements of the detectability of complex gratings con-
king of two sinusoidal components have yielded bandwidths

narrow as 0.4 octaves!4or less than 1.0 cycle per degree
E ted) in the range 5 to 20 cpd.15 However,it has been pointed

iwi that the channel bandwidths derived from the detection
Wdcomplex gratings depend very much on one’s modelofde-
ecion!®-18 ‘The sameis true of masking and adaptation.. It
rot possible to relate the frequency selectivity of the
‘suking or adaptation tuning functions to properties of
ederlying spatial frequency channels without invoking
‘gelels of contrast masking or adaptation. To date, there
ists no model of contrast masking. Moreover,thereis evi-
ance suggesting that adaptation may be determined in part
fyihe inhibition of one channel by another,'3.20 although the
wed for this additional complication has been challenged.”4

'Comequently, at this point, the spatial frequency channel
'endwidth underlying frequency selectivity in masking or
 waptationis still undetermined.

Inthe present study, masked thresholds were measuredfor
L0cpd signal over a 2 octave range of masker frequencies

' wd a3 log unit range of masker contrasts. If the masking
|fming function is to be taken as indicativeoftherelative

da minimum,thisfunctionought to have the same form in-

determine whether contrast masking possesses his prop-
erty. It t.. However,the results may be interpretedis termed 2 : :

ut a meqezig.#the contextof a model that includes a spatial frequency
trast wae ie, Cannel whosesensitivity function is independentofcontrast
includes, ea ae peaks at the signal frequency. This modelis an extension
icrimina. the nonlinear transducer model of Foley and Legge for
is 0. In ;eontrast detection and discrimination.4
havethe The second purposeof the study was to investigate prop-
contrast, ties of contrast masking under conditionsof restricted field

18 J. Opt. Soe. Am., Vol. 70, No. 12, December 1980

@Tdihs at half-maximum range from 2 octaves! in a masking.

“paiial Frequency sensitivity of the detecting channel, then,

' @perident ofmasker.contrast, One objective ofthe study was

 

ad

size. It has been observed that masking tuning functions !
become broader (on a log frequency scale) for low signal ‘
frequencies.!9 The broadening of the masking tuning
functions bears somesimilarity to peak shift and/or broad-
ening of spatial frequency adaptation tuning functions at low
spatial frequencies.!222_ Comparisonof these studies suggests
a loose covariation between bandwidth estimates andfield
size. This covariation raises the possibility that the broad-
ening of the tuning functions at low spatial frequencies may
be related, not so muchto inherent properties of low spatial
frequency channels, butto the restricted numberofcycles in.’
the stimulus. Hence, corresponding masking measurements
were made with stimuli that subtended either 6° or 0.75°
horizontally, This stimulus width variation was found to have
a large effect, but the model developed to account for the ef-
fects of varying contrast accounts for this result as well.

_ METHOD

Apparatus -
Vertical sine-wave gratings were presented on a CRT dis-

play by Z-axis modulation.23 The display, designed and
constructed at the Physiological Laboratory, Cambridge, had
a P31 phosphor. The constant mean luminance was 200
cd/m?. ‘The raster was derived from a 100 Hz horizontal
sweep and 100 kHz vertical triangle wave.

The relationbetween’ grating contrast and Z-axis voltage
and frequency was measured with a narrow slit and UDT 80X
Opto-meter. As the grating pattern drifted behind the sta-

. tionary slit, the Opto-meter obtained 256 luminance samples
per cycle. The resulting sequence of values was Fourier an-
alyzed. By this means the harmonic composition of the
modulation was obtained for a given Z-axis voltage and fre-
quency. During the experiments, all contrasts were kept
within the range for which the amplitudes of harmonic dis-
tortion products were less than 3% of the fundamental. Lu-
minance modulation was horizontally restricted to a region
symmetric about the center of the screen. The remainder of
the screen was maintained at the constant mean luminance'
level-without modulation. This mode of presentation was
produced bypassingthe Z-axis signal through an electronic
switch. The onset and period of switch closure were con-
trolled by logic pulses from the CRT circuitry and corre-
spondedto that portion of the display sweep for which lumi-
nance modulation was desired.

Voltage waveforms, corresponding to masker and signal
gratings, were derived from two function generators. Their
outputs were electronically added and applied to the switch
prior to Z-axis input. Asa result, CRT luminance modulation
consisted of the superposition of masker and signalgratings.
When the maskerand signal had the same spatial frequency,
both were derived from the same function generator.

A DEC PDP-8 computercontrolled stimulus durations, and
contrast levels with D/A converters, dB attenuators, and an-
alog multipliers. The computer sequenced stimulus pre-
sentations and collected data.

Procedure /

Observers viewed the display binocularly, with natural
pupils, at a distance of 114. cm. The screen subtended 10°
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horizontally and 6° vertically,-with a white cardboard sur-
round. For the wide field masking, modulation was restritted
horizontally to 6°, symmetric about a central fixation mark. |
For narrow field masking, modulation was restricted hori-
zontally to 0.75°, symmetric about the same fixation mark.
Whensignals were presented, their onsets and offsets were
simultaneous with those of the masker.

Psychophysical threshold estimates were obtained with a
version of the two-alternative forced-choice staircase proce-
dure.24 The observer began by adjusting signal grating con-
trast to a value just above threshold by turning a hand-held
logarithmic attenuator. The observer was thengiven a block
of self-initiated trials. Each trial consisted of two 200 ms

exposures, marked by auditory tones, and separated by 750
‘ms. Only one exposure containedthesignal grating, but both

exposures contained the masking grating. The observer
identified the signal interval by pressing one of two keys. A
correct choice was followed by atone. Three correct choices
at one contrast level were followed by a constant decrement
in contrast, and one incorrect choice was followed by an in-
crement. The mean ofthefirst six contrast peaks and valleys
in the resulting sequence was taken as an estimate of the 0.79
proportion correct contrast level.24 Typically, a block con-
sisted of about 35 trials. For each condition, the threshold
measure was the geometric mean ofthe threshold estimates
from four to six blocks. The error bars in Figs, 2 and 4 cor-
respond to +: one standard errorof the mean.

Contrast thresholds were obtained in two masking experi-
ments:

(1) Wide Field Masking: Signals and maskers subtended
6° by 6°. Contrast thresholds for sine-wave grating signals
at 2.0 cpd were measured as a function of masking contrast
for seven masking frequencies,, The masking frequencies,
arrangedto lie6,-approximatelyyaM, 4, and +1 octave from
the signal frequency were: 1,0,1.4, 1.7, 2.0, 2.4, 2.8, and 4.0
epd. For each masking frequency, the 11 masking contrasts
(percent contrasts) were: 0.05, 0.10, 0.20, 0.40,0.80, 1.6, 3.2,
6.4, 12.8, 25.6, and 51.2%.

An experimental run, lasting about an hour, was devoted
to a single masking frequency..Twelve signal threshold es-
timates were obtained, one in the absence of masking (de-
tection threshold), and one for each of the 11 masking con-
trasts. Masking contrasts were presented in either ascending
or descending order. No consistent differences could be ob-
served in the resulting threshold estimates, suggesting that
neither observer fatigue nor cumulative pattern adaptation
played a role.

Three observers participated in the experiments, although
time constraints prevented one observer from completingall

- ‘conditions. An observer’s participation in a given condition |
involved two runs through the set of contrasts, one in as-
cending and one in descending order. Except in Fig. 1, the
data points are always the geometric meansof either four or
aix threshold estimates, obtained from twoor three observers.
For a given observer, the order of masking frequencies was
randomized across runs.

(2) Narrow Field Masking: Signals and maskers sub-
tended 0.75° horizontally by 6.0° vertically, symmetrically
arranged aboutthe centerof the screen. The remainderof

1460 J. Opt. Soc. Am., Vol. 70, No. 12, December 1980ad

the screen was maintained at the same mean luminancelevel,
Signal gratings at 2.0 cpd were truncated to 1.5 periods, con- =
sisting of a central bright half-cycle, flanked on eitherside by §
dark half-cycles.

The sameset of masking frequencies and contrasts was used -
in the narrow field case, except that the lowest masking con:
trast of 0.05% was omitted. Procedural details werelike thove °:
for wide field masking. Runs of narrow and widefield ge
masking were interleaved. =

  

 

 

Observers :
There were three observers,all practiced with the methods :

and stimuli. WWLis a female, and SH a male,bothinthei ?
mid twenties. JMFis a.malein hislate thirties. Throughot 2B
the experiments, observers were optically corrected. E

 

RESULTS AND DISCUSSION

individual data

At the signal frequency of 2.0 cpd, the three observer’
threshold contrasts (percent contrasts) for the 6.0° and 0.15"
gratings were, respectively: JMF,0.28 and 0.51; WWL,031
and 0.49; SH, 0.28-and 0.50. These values are geometric
meansof7 to 16 separate detection threshold estimates, col-
lected on different days in different runs. 3

Figure 1 shows data separately for the three observers whea.
the masker frequency was 2.8 cpd andthe gratings were0.75°
wide. Each point is the geometric meanof two threshold es
timates. The important propenties of the masking data will
be discussed in the next two subsections. - Note here, however,
that the scatter of points across individuals is typical ofdata
collected in all masking conditions. No systematic individual
differences in sensitivity or shape of the maskingcurves were

apparent across conditions. Accordingly, data were combined
across observers. The remaining figures show combined.
data.
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FIG. 1. Contrast masking data for three observers. Data for three &
servers are shown separately for one masking frequency. Each pout:
the geometric mean of two threshold estimates. The scatter of polts
typicalof results in other conditions. In subsequent figures, points ropresal
data averaged across observers.
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2. Signal threshold as a function of masking contrast: widefields.
Syralsand maskers subtended 6° by 6°. Contrast thresholds for 2.0 cpd.

 
 

 
 
 
  
 
 
  

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 

 
 
 

ae ‘@e-wave gratings are plotted as a function of masker grating contrast for1 0.9 masker spatial frequencies. Tofacilitate display, the sets of data
metri¢ forts have been vertically displaced and sequenced in order of masking.
28, cols fequency. For. each setof data, the ordinate gives threshold contrastin

igtirary units re unmasked threshold level indicated by thehorizontal
‘dated lines. Data points are tha geometric meansof four to six threshold
‘ekrates from three observers. Threshold-estlmates were obtained from
Yorks of forced-choice trials. Error bars represent +:1.standard error.
freight lines have been {it to the data for masking contrasts in the range
$2% 10 51.2%. Thelr slopes are given in Table !. Smooth curves have
‘fen dawn through the remaining data within a set.

Wide tletd masking *,
Inthe wide field-masking experiment, sinusoidal luminance

Redulation of the screen covered a horizontal extentof
tor.

Figure 2 presents signal thresholds as a function of the
emtrast of maskers, Thesignals were always 2.0 cpd sine-

# mve gratings. There were seven masking frequencies, one

E waskers were in cosine phase with the fixation point. Both
# were presented simultaneously for 200 ms. The data points

se geometric means offour to six threshold estimates from
F three observers (see METHOD). There were 11 masking
f emtrasts for each masking frequency, ranging over more than

bog units from 0.05% to 51.2%. In Fig. 2, the ordinate is
lative threshold elevation. It should be interpreted as fol-

levs. For each set of data, the horizontal dashedline repre-
sents the unmasked detection thresholdin arbitrary contrast
mits, Fora given set of data,all plotted thresholds should

taken relative to this level. For example, the curve par-
M smetrized by the masking frequency 1.0 cpd has an unmasked
imal threshold of 3.0 arbitrary contrast units. A datum
; plotted at 9.0 represents a masked threshold greater by a
fctor of 8 than the unmasked threshold.

There is a range of very low masking contrasts for.which the
asker has little or no effect upon signal threshold. This

: ringe is frequency dependent, being lower for maskers whose
; frequencies approach moreclosely to the signal frequency of
¢ 20 cpd.

161 J. Opt. Soc. Am., Vol. 70, No. 12, December 1980

§ each of the sets of data in the figure. Both signals and:

There is a range of high masking contrasts for which the
signal thresholds at all masking frequencies appear to lie along
straight lines in these double logarithmic coordinates.
Moreover, because the slopes of these lines are similar, they
appear -to be roughly parallel. Best-fitting straight lines
(method ofleast squares) have been computedover the con-
trast range from 3.2% to 51.2%. They are drawn as the
straightline portions of the solid curves through the data in
Fig. 2. The slopes ofthese straight lines are given in Table
I. For wide field masking, the slopes range from 0.525 to 0.711
with a mean value of 0.620. There appear to be no systematic .-”
variations of slope with frequency. Toa good approximation,
the slopes at the seven masking frequencies may be taken as
equal, and the high contrast portions of the masking functions
in Fig. 2 as parallel. Parallel plots in double logarithmic
coordinates mean that the correspondingfunctionsare scaled
versions of one another. Thestraight lines through the high
contrast portions of the masking functionsin Fig. 2 are roughly
parallel, but they are not coincident. For masking frequencies
more and more remote from thesignal frequencyof 2.0 cpd,
corresponding straight lines are increasingly shifted to the
right, representing a decrease in the effectiveness ofmasking.
Denoting signal contrast threshold by C;, masking contrast
by C, and taking the power function exponent to be 0.62, the
high contrast masking functions take the form

Ce 3[RAC], (1)
where k(f) is a frequency-dependent scaling factor. The

values of k(f) were computed using a léast-square criterion
to find the best-fitting straight lines with slopes 0.62 through
the high contrast data in Fig. 2. Values of k(f) are presented
in Table I.

Valuesofk(f), normalized by the peak value at 2.0cpd, are
plotted as thefilled circles in Fig. 8(a) (see below). Best-fit-
ting straight lines have been drawn throughthepoints to the
right and left of the peak for purposes of interpolation and
extrapolation later. -k(f)maybetermedsensitivityfunce___
tion,Itrepresents the sensitivity of signal detection at 2.0
cpd to maskers of different frequencies. The values plotted
in Fig. 8(a) are related reciprocally to masker contrasts re-
quired to producea criterion signal threshold coritrast. In this
respect, the sensitivity function of Fig. 8(a) is analogous to an
action spectrum. It-corresponds to the “equivalent contrast

TABLE |. Exponents of the power functions relating signal thresholds
to masking contrast. 

© gensthh
Masking Widefield Narrow field furnetos"
frequency Exponent* Exponent® Rf _.

1.0 0.711 0.788 0.0025
1.4 0.610 0.567 0.0059
17 0.525 0.526 0.0072
2.0 0.558 0.672 0.0152
2.4 0.651 0.501 0.0093
28 0.673 0.577 0.0089
4.0 0.615 0.769 0.0050

Mean 0.620 0.627

*Based on slope ofbest-fitting straightline in log-log coordinates in the range
4,.2%-51.2% masking contrast.

Based on slope ofbest-fitting straightline in log-log coordinates :in the range
6.4%-61.2% masking contrast.»
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SCRTRIADSIRIRSNNEAAPARSeIAIAARPARAN1ATSeaRENERDRSPASSiSSBBcches BUSBaeIeratedbameeeSaagieataamaeeia,
transformation”introduced by Blakemore and Nachmias.25
In the masking model to be presented below,this sensitivity
function represents the frequency selectivity of a linear,
spatial frequencyfilter (channel). Notice that the sensitivity
function is broader to the right of its peak thanto theleft. _
The half-maximum frequencies lie near 14, octave below the
peak andslightly more than 4) octave above the peak. The
averall bandwidth between half-maximum frequencies is
therefore about 0.75 octaves. Blakemore et al.26 found a
contrast-invariant channel bandwidth of 0.75 octaves from

-grating adaptation studies using the equivalent contrast
transformation.

Pantle® used binocular viewing and forced-choice methads
to measure thresholds for sine-wave gratings presented for 1.7
$ upon a continuously present, slowly drifting background
grating. Frequencies of the backgroundgratingsvaried from
those of the signalgratings by factors of 1, 2,3, and 5. Over
several conditions of masker and signal frequencies, and
contrast ranges, there was evidence for power-law relations
between signal threshold and background contrast. The
log-log slopes. obtained by Pantle are not inconsistent with the
conclusion reached here, that masking functions in which
maskers differ from signals by as much as an octavein fre-
quencyarescaled versionsof the same powerlaw,for a range
of high masking contrasts.

When the masker andsignal both have spatial frequency
2.0 epd, the observer’s task is one of contrast discrimination.
Table I indicates that the best-fitting straight line through
the contrast discrimination data of Fig. 2 has a slope of 0.558,
well belowthe value of 1.0 predicted by Weber's law. Legge,
using the same forced-choice procedure, luminance and
monocular viewing, has measured contrast discrimination
functionsof this sort at several spatial frequencies. At 1.0,
4.0, and 16.0 cpd,the corresponding slopes were found to be
0.62, 0.67, and 0:70, respectively. (At the very low spatial
frequencyof0.25 epd, the slopewas only 0.28.) Several other
investigators have measured the contrast discrimination
functionusing a variety of stimulus conditions and procedures,
Somehave found Weber’s law behavior.2?_ Others find that
contrast discrimination thresholds increase more slowly than
Weber's law predicts.2-524-80 Still others find Weber’s law
behavior under someconditions and departures from it under
others,3!-33 For adiscussionof possible reasons for these
discrepantfindings, see Legge.!° .

Now consider the nonmonotonicity of the masking func-
tions in Fig, 2. For masking contrasts between about 0.05%
and 0.8%, signal thresholds are lower than thresholds mea-
sured in the absence of masking. For instance, for a 2.0 cpd
masker having contrast 0.4%,the signal threshold is about
two-and-one-half times lower than the detection threshold.

In such cases, the masker maybe said tofacilitate signal de-
tection. This phenomenon has been termed the pedestal
effect_-The pedestal effect also occurs for the discrimination”
6f luminance increments.*4“5 It has been observed elsewhere

for grating contrast discrimination,2310,27.38 and has been
discussed at some length by Foley and Legge. The pedestal
effect of Fig. 2 is frequency selective. It is readily apparent
when the maskerandsignal have the same frequency,butis
greatly diminished when the masker and signal differ by + 0.5
octaves. Unlike high contrast portions of the masking func-
tions of Fig. 2, thefrequency-dependentshape ofthe pedestal

1462 ‘J. Opt. Soc. Am., Vol. 70, No. 12, December 1980
x. -

effect means that the low contrast portions of the masking
functions are not parallel. Hence, the low contrastportions
of the masking functions are not simply scaled versions ofone

another. ;

The facilitation effect should be distinguished from “sub-
threshold summation.” In the subthreshold summation

paradigm,the observer adjusts the contrast C, of a superim-
posed pair of stimuli C, + C, until the combination reaches
threshold. In the forced-choice discrimination paradigm of
this paper, the masker C, is presented in both intervals of a
trial, and the signal C2 is presented in one interval only. The °
observer mustdiscriminate between stimuli Cj andC,+C; =
The two procedures wouldnot, in general, be expected to yield
the same result. In any case, a simple “summation to
threshold” model cannot accountfor the facilitation effect,
because signal thresholds are reduced by masking contrasts —
well above the unmasked threshold, and because the sumof %
masker contrast and threshold contrast is not constant when
the masker’s contrastis below the detection threshold.

The frequencyselectivity of masking can be examined more
carefully in Fig. 3. Data points, representingsignal thresh’ &
olds, have been replotted from Fig. 2 as a function of masking
frequency. The masking contrasts parametrize these =
masking tuning functions. The ordinate is relative threshold
elevation, the ratio of masked to unmaskedsignal threshold.
The ten symbols represent masked thresholdsobtained with
ten masking contrasts. Values for 0.8% masking contrast have
been omitted for the sake of clarity. An ordinate valueof1.0 43
méans thatthere is no effect of masking. For very low con- 3
trast, there is no effect of masking. For masking contrasts in
the range from about 0.1% to 0.8%, there is a facilitation or &
pedestal effect with very narrow frequency selectivity. As
the masking contrasts increase beyond 0.8%, the tuning Me
functions turn inside out and become the morefamiliar
threshold elevation functions. These have medium band-

ne
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FIG. 3. . Masking tuning functions for different masking contrasts: wie
fields. Signals and maskers subtended 6° by 6°. The data in Fig. 2
beenreplotted as relative threshold elevation of 2.0 cpd sine-wave grat
signals as a function of the spatial frequency of masking gratings. Smog!
curves have been drawn through the sets of data. The tensets of date»
for different masking contrasts, as indicated. Data at 0.8% masking
contrast have been omitted for clarity. An ordinate value of 1.0 indicat
that masking has noeffect.
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fiG. 4. Signal threshold as a function of masking contrast: narrow fields.
Tha signals and maskers subtended 0.75° horizontally by 6° vertically. The
seven sets of data are analogous to those of Fig. 3, exceptthatstraightlines

& were {it tothe data In the range of 6.4% to 51.2% masking contrast.

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 

 

 

widths and are more broadly tuned than the pedestaleffect.
The high contrast tuning functions are asymmetric, being
lightly broader above their peaks than below. This asym-

metry in masking tuning functions has been noted else-
where.78:38,39

Some studies have found that masking contrasts that in-
crease signal threshold when they are close in frequency to the
imal act to reduce signal threshold when masking frequency
about ¥, the signal frequency.*-2948. This phenomenon,has

“been called “remotefacilitation.” In our experiments, no
t -masker frequency is one-third the signal frequency. However,

acilitation is apparent at and nearthe signal frequency when
the masker has a contrast of 0.8% or less. These observations
uggest that facilitation is proximalat low contrasts, but be-

“ comes remote at high contrasts.

 

‘ Cana single empirical measure be used to characterize the
bandwidth of spatial frequency masking? To the extent that

'. the high contrast portions of the masking functions in Fig. 2
". are sealed versions of one another, estimates of the half-

maximum bandwidth frequenciesin Fig. 3 will be invariant
over a range of high masking contrasts. The half-maximum
freqiiencies so obtained lie roughly one octave(orslightly less)
above the signal frequency, and about 4, of an octave below
it,

However, such an empirical bandwidth estimate is certainly
i inadequate for description of the frequency selectivity of the

"pedestal effect. Its half-minimum frequencies lie roughly +
. octave from the signal frequency. This very narrow tuning
’ of the pedestal effect in contrast masking has been noted

earlier.26

Certainly no single empirical measure can characterize the
* frequency selectivity of masking over the full range of con-
’ trasts used in this study. Nevertheless, the masking model,

to be presented below, postulates the existenceofa linearfilter
whose (channel) bandwidthis invariant with contrast.
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Narrow field masking
In the narrow field masking experiment, sinusoidal lumi-

nance modulation was confined to a horizontal extent of 0.75°.
The remainderof the screen was maintained at a mean lu-
minancelevel of 200 cd/m2.

Figure 4 presents 2.0 cpd signal thresholds as a function of
masker contrast, for seven masking frequencies. The con-
ventions for plotting the data are like those for Fig. 2. The
signals and maskers were always truncated sine-wavegratings
in cosine phase with a centralfixation mark.

Once again, there is a range of high masking contrasts for .-
which thesets of data are well approximated by straight lines
in the double logarithmic coordinates. The lines are ap-
proximately parallel and have slopes well below 1.0. (See
Table I.) The mean slopeis 0.627, very close to the value of
0.620 for wide field masking.

_ Fora range of low masking contrasts, the pedestaleffectis
evident at all masking frequencies.

In Fig. 5, data points frorn Fig. 4 are replotted as signal
thresholds versus masking frequency. The conventions for
plotting the data are like those in Fig. 3. The nine symbols
represent masked thresholds obtained with nine masking
contrasts. Values for. 1.6% masking contrast have been -
omitted for the sake of clarity. Smooth curves have been
diawn through the data at each masking frequency. For
masking contrasts below aliéut 2 to 3%, there is a generalfa-
cilitation effect that appears to extend across the range of
masking frequencies used.<“Phis broad tuning of the pedestal
effect isvery different. from the extremely narrow tuning of
the pedestal effect in wide field masking (see Fig. 3). At
higher masking contrasts, the tuning functions turn inside out
so.that the presence of masking elevates signal thresholds. At
high masking contrasts, these tuning functions become more
broadly tuned than those in Fig. 3 for wide field masking.
There appears to be a tendency for the peak threshold ele-
vation to occur for masking frequencies above thesignal fre-
quency.. Analogous effects have been observed underrather

20F 0.75° Field Masking
Contrast

51.2

RELATIVETHRESHOLDELEVATION
  

1.0 1.41.7 2.02.4 2.8 4.0
SPATIAL FREQUENCY(cpd)

FIG. 5. Masking tuning functions for different masking contrasts: narrow
fields. Signals and maskers subtended 0.75° horizontally by 6° vertically.
Other details asin Fig. 3. Data at 1.6% masking contrast have been
omitted for clarity.*
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different spatial frequency masking conditions. Legge® ob-
served that masking tuning functionsforsignals at 0.375 an
0.75 epd were broader than those at higher signal frequencies,
and tended to havetheir peaks shifted to masking frequencies
abovethe signal frequency. The tuning functions were ob- .
tained with gratings subtending 10°. Legge! observed sim-
ilar effects for monocular masking tuning functions at 0.125
and 0.25 cpd, using a 13° field. Legge® hypothesized that
characteristics of masking tuning functions at low signal
frequencies might reflect properties of a transient mechanism,
having low-pass spatial frequency sensitivity, coexisting with
a set of band-pass sustained mechanisms. Theresults of the
present study, however, suggest that the broadening of
masking tuning functions may notbe confined to low signal
frequencies below 1.0 cpd. Instead, it may be that broadening
is related to a reduced numberofcyclesin the stimulusgrat-
ings. The numberof cycles and the spatial frequencyofsig-
nals covary for stimuli of fixed angular subtense. Further
research will be required to unravel the separate dependences
of the spread of masking upon signal frequency and field
subtense.

Implicit in the data of Figs. 2 and 4 is an importantdiffer-
ence between widefield and narrow field masking. In Fig. 6,
contrast discrimination thresholds (both signal and masker
at 2.0 cpd) have been replotted as.a function of masker con-
trast for the wide field condition (@) and for the narrowfield

condition (+). The twa theoretical curves are discussed below.
For masking contrasts above about 6.4%, thereis. very little
difference between wide field and narrow field thresholds.

For low masking contrasts, below about 0.8%, wide field
thresholds fall well below narrowfield thresholds. Similarly,
contrast detection thresholds (see Individual data) are lower
in the widefield condition than in the narrow field condition. |
A notable peculiarity is that for a narrow range of intermediate
contrasts, the narrowfield thresholds actually drop below the
widefield thresholds.

é

100,

 

 
 

——— NO SPATIAL POOLING
sm SPATIAL. POOLING

* NARAOW FIELD
@ WIDE FIELD

=o
So

THRESHOLDCONTRAST(9 2

Qo
005 016 O5 15 50 150 500

MASKING CONTRAST (9

FIG. 6. Contrast discrimination: data and model. Contrast discrimination
thresholds,forwhich both signal and masker are 2.0 cpd sine-wavegratings,
have been replotted from Figs. 2 and 4 as.a function of contrast. (@) wide
flald; (*) narrow field. The two curves are derived from the masking model.
~—prediction based on output of a single detector, no spatial pooling.

-~-model predictions include spatial pooling over 6°.
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unction R”'(fJ,anonlinear transducerF_andadditive, 21 1

The decrease in contrast detection threshold with an in-
crease in the numberof grating cycles has been well docu F-
mented.%640-43 The new observation here is that a similar
improvementin sensitivity occurs for contrast discrimination :

‘at very low contrasts as field size is increased, but that contrast
discrimination is relatively insensitive to field size at high BE
contrasts.

CONTRAST MASKING MODEL

There exists no quantitative model of spatial frequency Bt
masking. The model proposed here is an extensionof te $F
nonlinear transducer model of contrast detection and dir BF.
crimination of Foley and Legge. The masking models
comprehensive insofar as it treats processes of detection,
discrimination, and masking within a single theoretical §-
framework. The development owes much to theearlier work He
of Nachmias and Sansbury,? and Stromeyerand Klein.’ Th §&
model bears similarities to detection and discriminatios §&
models in audition (see, e.g., McGill and Goldberg‘ and Hall $i
and Sondhi.4®) The modelis presented in thespirit of a fint ¥
effort to account for a broad and complex body of maskin #
data. It accounts for most of the diverse results of thi Be

paper. :

The masking model postulates that detection of a 2.0 cpd :
sine-wavegratingsignalisaccomplishedby£plishedbyanensemble
“spatially[oéalize|detectors,differingonlyintheirpositions 4
“Bachdetector’sresponseisdetermined bythree processes—4

inear filter characterized by a spatialfrequency sensitint

 
 i           
 
 

 

 

 

mean, constant-variance Gaussian yoise, The modelwill be
“fullycharacterizedby specifying: ‘(i) the function &(/); (i3the*ranetional F; and (iii) the “decision rules” by which de%
tector outputs are combined to determine a responsein the
forced-choice procedure. Figure 7 is a schematic represea- 4
tation of the model. In the following subsections, k’(/) #3
identified with the sensitivity function plotted in Fig. 8(a), and
the nonlinear transducer F is shown to have the form gives
in Fig. 8(b). The model's decision rules incorporate a form
of spatial pooling at low contrasts, but not at high coo
trasts.

Linearfilter
Recent theoretical treatments have attributed phenomees

of spatial frequency selectivityiin vision to hypothetical spathd
weighting functions or “receptive fields” associated with
spatially localized detectors.3364648 Legge? has modeled)
grating detection by an ensembleof such detectors, distribe
uted across the visual field. The ensemble,all members 4:
which have the samespatial weighting function,Was
a spatial frequency channel. The spatial frequency s
tivity associated with the channel is characterized by
Fourier transform of the spatial weighting function. For
detector centered at position xo in visual coordinates, h

spatial weighting function S(x), the outputro, associated
stimulus waveform L(x), is

ro[L(x)] & f- L(x)S(x — xo)dz.
This convolutionis linear, and constitutes thelinearfiler
‘the masking model. For a sine-wave grating of frequeaql[4
in cosine phase with the origin of coordinates, the stis
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 vhere Lo is mean luminanceandC is the grating contrast. If
‘the detector is assumedto be insensitive to mean luminance,“?
itsdependence onthegrating frequency f is found from Eqs.
(2) and (3) to be ’

roff}« C Sf cos2arfxS(x — x9)dx. (4)

 
 
 

‘@Assuming that S(x) is center symmetric andof finite extent,>?
" @@ we obtain

ro(f) = C cos2irfxo [f cos2rfxS(x)dx (5)

 

 
- = Ccos2rfxok'(f)
@: where the bracketed quantity has been rewritten as k’(f) and
@is the Fourier transform of the symmetric function S(x).
@,Equation (5) indicates that the outputof the linearfilter, re-

sulting from a stimulusgrating of frequency f, is proportional
tothe productof three factors—grating contrast C,the value
of the sensitivity furiction k’(f) at f, and a phase-sensitive

Ae: factor cos2afxo that depends on the position xo of the de-
i, tector.

The filter output for a detectorlocatedat the fixation point,
e' 1)=0,is simply Ck’(f). The contrast discrimination data in

Fig. 6 suggest that the effects of spatial pooling are largely
absent at high contrasts. Frequency selectivity of masking
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oe

at high contrast may, therefore, predominantly reflect the
filtering characteristics of detectors located at or very near the
fixation point. It has.already been shown that, for a range of
high contrasts, the masking functions of Fig. 2 may be ap-
proximated by scaled versions of one another. This fre-
quency-dependentscaling is characterized in a contrast-in-
variant manner by the sensitivity function of Fig. 8(a). Inthe  
context of the masking model, this spatial frequency sensi-tivity function can be identified as the function k’(f) associ- ieee a
ated with thelinearfilter. Thefilter attenuates signal inputs - oR
to the detectors in accordance with Eq.(5). 7

100

 
TRANSDUCERFUNCTIONF

01 
 

001
005 015 O58 15 5 15 50

CONTRAST(%)

10

SENSITIVITY.FUNCTIONkif)
oa 1014 17 2027 BH 40

: SPATIAL FREQUENCY(ced)
FIG. 8. (a) Spatial frequency sensitivity function used In the masking
model. The scale factors K(f) (Table I) obtained from tilgh contrast masking
are plotted In normalized form as a function of fréquency.  Stralghtlines
have beenfit through the points to the left and right of 2.0 epd for purposes
of Interpolation and extrapolation. (b) Nonlinear transducer used tn the
masking model. Fis the nonlinear transducer of tha masking model: Air)
= (ai|r|24)(| |? + 222) where ay = 45 and a2 = 0.0075. F's plotted for ,
the case in which r= C—detector tocated at xo responding to a 2.0 cpd
sine-wave grating.
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Moregenerally, the spectral representations ofstimuli of
finite width will be continuous functions of frequency. The
outputof the linearfilter for a detector centered at xo gener-
alizes from Eq. (5) to5!

ro« f. CAR" (f) cos2afxodf, (6)
where C(/) is the contrast spectrum of the stimulus. The
spectral spread of the stimulus becomes important when
modeling the narrow field results for which gratings were
truncated to widths of 0.75°. Thefitted straight lines to the
points of Fig. 8(a) approximate k’(f). This approximation is
used in the numerical evaluation of the integral in Eq.(6).

It is known that contrast sensitivity decreases with in-
_creasing retinal eccentricity.52-4 Effects of retinal inhomo-
"geneity were probably slight in the current experiments. The
wide field gratings extended only 3° on either side of the

. fixation point. Nevertheless, in the masking model,thefilter
output of each detector was multiplied by the factor
exp(—0.116|xo]). This function, taken from Wilson and
Giese,*4 describes the decline in sensitivity with retinal ec-
centricity for 2.0 cpd gratings. Inclusion of this factor in the
masking model-had only slight effects upon its perfor-
mance.

Nonlinear transducer

In the masking model, the outputof the linearfilter asso-
ciated with a detector is subjected to a nonlinear transfor-
mation, denoted F. If the outputof the linearfilter for a de-
tector at position xo is ro, the corresponding output of the
nonlinear transduceris F(ro):

Foley and Legge*used contrast detection data to infer a
nonlinear transducer of the form

_ F EGC, (7)

where a and n are constants, andCis the grating contrast.
They foundvalues of the exponent n that ranged from 2.11
to 3.04, depending on observer and spatial frequency. A
positively accelerating nonlinear transducerof this type ac-
counts for contrast detection and discrimination data over a
range of low contrasts. With increasing contrast C, fixed
increments in transducer output are associated with ever
decreasing increments in transducerinputs. This property
of the nonlinear transducer can be used to modelthe facili-
tation that occurs with low contrast discrimination. However,
the nonlinear transducer of Eq. (7) will not work at high
contrasts, because it predicts that threshold will continue to
decrease with increasing masking contrast. The choice of

' nonlinear transducerto use in the masking model is55

F=ay|r|2-4/(\r|2 + 022), (8).
’ wherer is the input to the nonlinear transducer, and a, and

a2 are constants. This equation is plotted in Fig. 8(b) in
log-log coordinates, with values of the constants computed as
discussed below. For small inputs |r| < ao, the transducer
function reduces to F = (a,/a2”)|r|24. This form of the
transduceris compatible with the transducerinferred by Foley
and Legge,4 Kg. (7). For large inputs |r| > ao, the transducer
has the form F = a,|r{%4. At high contrasts, the transducer
is compressive, but nonsaturating. In the compressive region,
greater and greater input increments are required to achieve

1466=J. Opt. Soc. Am., Vol. 70, No. 12, December 1980

equal output increments. In the case of contrast discriz

nation, the empirical consequence is that signal threshol
increase with increasing contrast.

Notice that the constant ain Eq.(8) determines the rang
of inputs r that lie in the positively accelerating and con
pressive regions of the nonlinearity. Ifa2 were 0, there wou
be no positively accelerated portionof the nonlinearity an
consequently, no dip in the masking functionsof Figs. 2 an
4. a) is simply a constant of proportionality.

Nolse process
Observers do not always give the same responsein identia

forced-choice trials. T’o accountforthis fact, it is assume
that noise is added to the output of the nonlinear transduce
The noise is Gaussian, zero-mean, with constant, unit vari
ance,®7 andis uncorrelated with the noise in otherdetecton
The inclusion of noise means that the output ofa detecto
mustbe regarded as arandom variable. Let the output of
detector, associated with a linearfilter response r, be E(r}:

E(r) = F(r) +e. (9

F is the nonlinear transducer; ¢ is the additive, zero-mean
unit-variance Gaussian noise; the mean of the random variab)
E(r) is F(r), and its constant standard deviationis 1.0,

Decision process

Anobserver's responsein a forced-choice trial depends o:
adecision rule, The decision rule may apply to the output a
‘a.single detector or may be based on the outputs ofa set d
independentdetectors. The way in which outputs from dif
ferent detectors are combined:to produce a decision will nowbe discussed.

In a forced-choicetrial, the observer is presented with ons
interval containing the signal-plus-masker and anotherin-
terval containing the masker alone. Consider a detector
centered at x;, If its linear filter responses to signal and

‘maskerare r,, andr,,,, respectively, its outputs in the two in:

tervals of the trial are E(r,, + rm,) and E(rm;). For every de
tector,it is assumed that each observation intervalis associ-

ated with only one value of the output variable £. Theat
values are stochastically independent.

First, consider the case in which an observer's decisionii
based upon the outputof a single detector. Let the obse
choice be governed by thefollowingdecisionrule: z

DECISION RULE: Whenthedecision in a forced-
choicetrial is based upon the outputofa single detector,
choosethe interval in which the value ofthe output 4

aR,edhed.

variable & is greater. (10),
This rule implies that the observer computes the difference’
E(rs + rm) — E(rm) for the detector. If the signal-plus!
maskerinterval produces the larger output,his choicewill be
correct. Ifthe interval containing the masker alone produces}
the larger valueofE, his choice will be incorrect. RS

Now,consider the case of many detectors. Data ofFig. é:
suggest that field size is much more important to contrast}
discrimination at low contrasts than at high contrasts. Ap:
parently, at low contrasts, observers can base decisions ons
information collected over a wide portionof thevisual field. 4

3
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have been several investigations of spatial pooling
els associated with contrast detection. !6-17:36,58-62 The

popular model has been termed probability summation.
bability summation has been well developed for contraste :

d ion, However, it is not applicable, without considerable
re wo ent, to contrast discrimination or masking.

* analternative modelofspatial pooling that is applicable
zontrast detection, discrimination, and masking,the deci-
arule for one detector may be extended to manydetectors,
follows:

DECISION RULE: Whenthe decision in a forced-

dice trial is based upon the outputs of many detectors,
‘Mentify the detector whose outputs in the twointervals
have the greatest difference. Choose theinterval in
which this detector’s outputis greater. (11)

jf“rule implies that the observer computes the differencetlm) — E(rm,) for each detector, and then bases hision upon the detector for which this difference has the
t magnitude.

Many decision rules are possible that include versions of
ial pooling. Several decision rules, including linear and

udratic summation across detector outputs, were studied

 
0. wattempts to model the masking data ofthis paper. None

sere found to be as adequate as the decision rule given here,
sthough the differences were often small.

nds Ong, Thecontrast discrimination data ofFig. 6 suggest that the
ut 'dfects of spatial pooling are primarily confiried to low con-
ee ‘tasts.©3 For purposes of modeling, the following decision
illnow tes were adopted: (i) At low masking contrasts, the

brced-choice decision is-based upon the output of many de-
tetors, according to the Yecision rule in Eq.(11); (ii) at high

 

‘dasingle detector, located at the fixation point. The switch
L ndecision rules occurs at a contrast of about 1%.

In the case of spatial pooling, the following simplification
was made for purposes of calculation. Only detectors cen-

‘ax tered on peaks andvalleys of the 2.0 cpd signal grating were
Mm eluded in the decision process.& '

| The properties of the masking model were studied with a
 ¢mputer program simulation. For a given signal and masker,
F aforced-choice trial was simulated by the followingsteps: (i)
: Aset ofdetectors was chosen by specifying their center posi-
- Hons x; in the visual field; (ii) the linear filter response of each

9 tetector was calculated for the masker and signal-plus-masker
“@ from Eq. (6), and weighted by the retinal inhomogeneity

@ (actor; (iii) for each detector, the linear filter outputs were
; subjected to the nonlinear transformation of Eq.(8); (iv) a
- silue drawn from a zero-mean,unit-variance Gaussian ran-

lom process was added to the output of each nonlinear
transformation, Eq. (9); (v) for each detector, the difference

48. insignal-plus-masker and masker outputs was computed, and
a: the forced-choice was determined bythe decisionrule given
wm ineither (10) or (11). For agivenmaskerand signal, 250 trials

_.‘i were simulated, and the percent correct calculated. The
ig. 6 im tuaircase procedure used in the experiments ofthis paperes-
rast “@f {imated the signal contrast that yielded 79% correct. Ac-
Ap- ‘cordingly, the computersimulation repeated its computations
‘On @forsignal contrasts until the correspondingvalues of percent
eld. @ ‘wrrect ranged from 60% to 90%. From these simulated :

466 J 1467 J. Opt. Soc. Am., Vol. 70, No. 12, December 1980

' entrasts, the forced-choice decision is based uponthe:qutput.

“frequency-of-seeing” curves, the 79% signal contrast was
obtairied. Although the Gaussian noise component of the
simulation means that the model's predictions have some
variability, repetitions indicated that its threshold estimates
are good to better than 5%.

_ The masking model has now beenfully specified, except for
evaluation of the constants a; and a2 in Eq. (8). As noted
earlier, at high contrasts, the nonlinear transducer reduces to
@;|r[°4 andis independentof az. The value ofa; was chosen
by simulating contrast discrimination at 51.2% contrast. A |
value of a, = 45 was chosen becauseityielded a threshold of
about 4.5% in agreement with observation. Similarly, a2
= 0.0075 was chosen so that the model's predictions for con-
trast detection thresholds for wide fields would approximate
closely the observed threshold of 0.3%.

The model may now be used to predict signal thresholds for
contrast detection, discrimination, and masking. The model
is characterized bya linear spatial frequencyfilter [Fig. 8(a)],
a nonlinear transducer(Fig. 8(b)], separate decision rules for
low and high contrast masking, and the constants a; and
ao.

PREDICTIONS OF THE MASKING MODEL

Contrast discrimination 5

Two theoretical curves ‘accompany the contrast discrimi-
nation data in Fig.6. The solid curve, laheled’NO SPATIAL
POOLING,was derived-fiom the masking model by applying
the single detector decision rule, Eq. (10), across.the full range
of contrasts. The brokenline, labeled SPATIAL POOLING,
is the masking model’s prediction based upon the decision
tule, Eq. (11), that incorporates spatial pooling over the 6°
field. A third theoretical curve, not shown, incorporatesef-
fects of spatial pooling in the narrow field case. It lies very
close to the NO SPATIAL POOLINGcurveat low contrasts,
and drops well belowit at high contrasts. The two theoretical
curves in Fig. 6 indicate that the NO SPATIAL POOLING
predictionsfit the narrow field data at all contrasts, and the
widefield data at high contrasts. On the other hand,spatial
pooling leads to predictions that provide a reasonably good
fit to the wide field data at low contrasts. Apparently, low
contrast discrimination at 2.0 cpd involves some form of
spatial pooling, but high contrast discrimination doesnot.

Whenthespatial pooling decisionrule is used, the masking
model predicts contrast detection thresholds of 0.81% and

‘0.55% for wide and narrow field gratings, respectively, com-
pared with measured values (meansacross three observers)
of 0.29% and 0.50%. The predicted psychometric functions

for detection have the shape found experimentally by Foley
and Legge.4

Masking tuning functions at high contrast
Figure 9 presents the masking model’s tuning functions

(solid curves) for masking contrasts of 51.2% and 25.6%.
Panel (a) presents wide field results and panel (b) narrow field
results. Data points are replotted from Figs. 3 and 5.

The model’s predictionsfit the wide field data quite well,
reflecting the broad and asymmetric form of the tuning
functions. The model's predictions for all masking contrasts

in the range 3.2% to 51.2% are similar in shape, and give
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FIG. 9. Masking tuning functions at high contrast: data and model..Solid
curves ara predictions of the masking model for 2.0 cpd signal threshold
elevation plotted as a function of the spatial frequency of masking gratings
of 51.2% and 25.6% contrast. (a) Widefield: 6° by 6°, data replotted

_ from Fig. 3. (0) Narrow field: 0.75° by 6°, data replotted from Fig. 5.

comparably good approximations to the data. It is interesting
to note that the channel sensitivity function, Fig. 8(a), is
considerably narrowerthan the spread of masking predicted
by the model. This difference can be traced to the form of the
nonlinearity that follows the stage of linear filtering.©
Clearly, the relation between the theoretical channelsensi-
tivity and the empirical frequency selectivity of masking de-
pendscrucially on themodel adopted to relate them.

The model’s predicted tuning functions are: broader for
narrow field ‘masking than forwide field masking,in con-
formitywith the data. The broadeningcan betraced to the
spectral broadening of gratiiig stimuli that are truncated to
0.75°. The model gives a good account of the data at the
masking contrast of 51.2%, except for the rightmost point. A
possible source for the discrepancy between modeland data
is the estimate of the channel sensitivity function,Fig. 8{a).
If the channel were to have a broad, high frequencytail, be-
yond 4.0 cpd, modelpredictions based on extrapolation of the
straight lines in Fig. 8(a) would lead to low threshold estimates
at high masking frequencies. Notice how peak maskingshifts
to frequencies above the signal frequency for high contrast,
narrow field masking. The model predicts a slight peak shift
of this sort, arising because the spectrum of the truncated 2.4
cpd masking stimulus actually exhibits slightly greater overlap
with the channelsensitivity function than does the spectrum

of the truncated 2.0 cpd stimulusgrating.

Masking tuning functions at low contrast
Figure 10 presents the masking model’s tuning functions

(solid curves) for low masking contrasts. Panel (a) presents
wide field predictions for masking contrasts of 0.2% and 0.4%.
Panel (b) presents narrowfield results for masking contrasts
of0.2% and 0.4%. Data points have been replotted from Figs.
3 and 5.

For the wide field, the mode! predicts the very narrow
tuningofthefacilitation effect. In part, the narrow tuning
is a reflection of a form of phase sensitivity inherent in the
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FIG, 10. Masking tuning functions at iow contrast: data and model. Sold -
curves are pradictions of the masking model for 2.0 cpd signal threshad «
reduction plotted as a function of the spatial fraquency of masking gratings ]
(a) Wide field: 6° by 6°, data replotted from Fig. 3. (b) Narrow fie:
0.75° by 6°, data replotted from Fig. 5. |

: a

model. Whensignal and masker are both in cosine phase with |
the fixation mark at the centerof the display, but havedif. |
ferent spatial frequencies, their relative phases will differ :
everywhereexceptat points separated by distances equal w :
the period of the beat frequency. Detectors that are optimally :
stimulated by the signal grating are centered at the peaks and’
troughsof the signal grating. These detectors will be stimu-"
lated by maskers whoserelative phase is often nonoptimal for
stimulating the detector, When the masker andthesignal :

ve nearly the samespatial frequency, the maskeracts to }
lowersignal threshold. In the context of the model,this fa-
cilitation is a consequence of the positively accelerated form
of the nonlinear transducer at low contrasts. ie3

For narrowfield masking at low contrasts, the modelpre-j
dicts very broad tuning of the facilitation effect. The’
broadening occurs because the phase selective narrowing due |
to spatial pooling has been removed and because stimulus +
spectra have been broadened. Note that both the data and

}1

f
|

the model’s predictions are so broadly tuned that frequency‘
sensitivity is hardly apparent. Comparison of the upper and 4
lower panels of Fig. 10 shows the very large influence that field’|
size has upon the frequencyselectivity of the facilitation ef-1
fect. For wide fields, upper panel, the frequency tuningis}
extremely narrow. For narrow fields, lower panel, the tuningJ
is extremely broad. The masking modelalso possesses these,
properties. 4

 
 

A rather strong assumption of the masking modelis thatdecisions concerning the presence or absenceof the 2.0 c :
signal always result from decision rules that are based on the!5
outputs of detectors that are optimally semSitive at 2.0 cpdj
This is an assumption of parsimony. Instead, it may be
observers refer their decisions to different sets of detector
for different masking conditions. Limitations of the maskingmodelin describing the data mayresult from a violation of
assumption.

Both the data and modelexhibit different properties at log
and high contrast. In terms of the model, low contrast prov!cessing is characterized byalinearfilter, followed by an ach
celerating nonlinear transducer, followed by spatial pooling:
across detectors. Empirical consequencesare that masking,
facilitates signal detection,isnarrowlytunedinTrequency,:
but sensitivetofield'ssize. “High contrastprocessingischar~Pi
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rized by the same linear filter, followed by a compressive
linearity, and the relative absence of spatial pooling.

‘bits meditim to broad tuning,andis relatively insensitive
ield size. Thestriking differences between masking at low

high coritrasts may reflect the properties of separate,
erlying mechanisms. Accelerating and compressive
ions of the nonlinear transducer may be descriptive of

arate mechanisms. Foley and Legge* have suggested that
accelerating portion of the transducer may be the result

a threshold process followed by the addition of Gaussian
ise, By comparison, the compressive portion of the non-
tar transducer mayreflect the operation of signal com-

jon in the transmission of high amplitude signals along
a:
fat
\ tid Why is spatial pooling less prominent at high contrasts?

e possiblereason involves the properties of the Gaussian
‘ge that is added to the transducer outputof each detector.

| as assumed in the masking model, the additive noise is
crelated across detectors, the decision rule in (11) results

spatial pooling. If, however, the Gaussian noise were per-
ly correlated across detectors, no spatial pooling would be

resent. This account has some phenomenological plausi-
ility. Observers sometimes report that for very low con-
asts, grating detection involves “seeing something”at dif-
rent. places in the stimulus field on different trials, as if local

esponse fluctuations were occurring. At high contrasts,
owever, observers do not seem to report seeing patchesof a

 
cise become correlated at high contrast? Although we have

' umed constant-variance additive noise in ‘the current
™ Imodel, further study may, indicate that the noise is signal
re{dependent, in which case some correlation might not be sur-
haprising. .,

An important feature of the masking modelis the ordering
of its elements. The linearfilter precedes the nonlinear

idl pansducer. Burton® attributed visual “beats” to a frequency
CY| fiter that followed a nonlinearity. The possibility exists that
id spatial frequencyfiltering occurs both before and after the
Id} nonlinearity. However, there are two compelling reasons for

placing a stage of linear filtering before the nonlinearity.
First,itwould be difficult to account for the fact that the high
contrast portions of the masking functions in Figs. 2 and 4 are
approximately parallel without assuming that the scaling
operation (linearfiltering) occurs prior to the nonlinearity.
Second, evidence that pattern detection thresholds can be
predicted from a knowledge of pattern Fourier spectraS?-®9
requires that a stage of linear filtering precedes the nonlin-
earity.
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Equations for chromaticdiscrimination models
Robert M. Boynton and John J. Wisowaty

Department ofPsychology,University ofCalifornia at San Diego, La Jolla, California 92093
(Received 1 February 1980)

Equations are derived to fit the cone sensitivity values of Smith and Pokorny, which are based
mainly upon Judd’s modified color matching functions and the spectral sensitivities of normal and
dichromatic observers. The equations, which fit Smith and Pokorny’s values to within 1 to 3%, are
smooth anddifferentiable. Derivatives of cone sensitivities for an equal luminance spectrum, which
are of particular importance for models of chromatic discrimination, have been calculated and are
shown graphically.

‘esumptions are made about the subsequent processing of
p risual signals, any reasonable model of chromatic discrimi-

#sation must begin by considering these receptordifferentials.
BeTodoso correctly requires’‘precise information aboutthe ac-
; ‘ton spectra of the R, G, and B cones.

By the end ofthe nineteenth century, Konig and Dieterici?
had already proposed a set of cone fundamentals consistent. .

F: both with color mixture data andcertain facts about red-green
{ dichromacies considered as loss systems. Twosimilarsets,
:- based on modern data, have appeared within thelast decade.

The first was published in 1971 by Vos and Walraven?; the
cfz, wcond,iin 1975, by Smith and Pokorny.3 For reasonsthatwill

Fi4ation implies that only signals in the opponent-color channels
i be allowed to vary, while those in the achromatic visual
F. channels are held constant. Widespread agreementexists
&that the B cones contributelittle to luminance. Recent ex-

i, perimental data‘ strongly support the limiting version ofthis
Fconcept which states that B cones do not contribute to lumi-

i.‘, tion.5

& =A limitation of the Smith-Pokorny fundamentals is that
E: they are specified only at 10-nm intervals, having been derived

§ from Judd’s modified CIE color mixture data, which were
f. similarly given. These then are not really functions, but
é rather tabled values, from which interpolations are required

to obtain sensitivities at intermediate wavelengths. - Since _
wavelength differencesofas little as 1 nm may he perceptible,
the use of such tables is awward for constructing models of
chromatic discrimination. **

Simple interpolations are not satisfactory. For example,
if a curveis fit to.a plot of the SmitH-Pokornyvalues, using a
cubic spline routine that constrains-the fitted curve to pass
exactly through the plotted points, the resulting curve looks
smoothif seen at the usualscale. But this smoothness is de-
ceptive: a detailed analysis shows a discontinuity at each
plotted point and‘no smoothly differentiable function can pass.
exactly through these points. The sameis true for the Vos-
Walravenset, the 1931 CIE color mixture data, and Judd’s
modification of the CIE values.

The major purposeof this paperis to present mathematical
expressions to represent the Smith-Pokorny fundamentals,
which they called Sp, Sg, and Sg. We will use 2, G, and B to
stand for the calculated sensitivities of the three cohe types
whose action spectra are specified. Because discrimination .
modelsare concerned with differentials, we have added the
requirementthat the equationsbe differentiable. We know
in advarice that the equations for R; G, and B cannot meetthis
requirement and exactly fit the tabled values; therefore, we
have realistically aspired only to come close.

The functions are presented as equations, as graphs, and
in tabular form, thelatter to allow exact comparison with the
Smith-Pokorny values. A comparisonis then made between
the sum of the R and G functions and Judd’s modification of
the CIE spectral luminous efficiency function V). Because
chromatic discrimination requires that R + G be held con-
stant, the calculated functions for R/(R + G), G/(R + G), and
B/(R + G) (to be called R, G, and 8) are shown graphically.
Finally, the first derivatives of these functions (R’, G’, and B’),
which are of key importance for modeling chromatic dis-
crimination, are presented. All plots are of energy-based
sensitivity versus wavelength. An appendix elaborates upon

the method used for obtaining the equations.
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Experience with the new color facsimile standard

G.B. Beretta, E.F. Chan, K. Konstantinides, D.T. Lee, H.J. Lee,
A.H. Mutz

Hewlett-Packard Laboratories, 1501 Page Mill Road, Palo Alto, CA 943804

Abstract

In 1994 the International Telecommunications Union — Telecommunications Sector

(ITU-T, formerly known as CCITT) has approved annexesto the Group 3 and Group 4
facsimile standards that allow for the exchange of continuous-tone color and gray-
scale images. After reviewing the highlights of the new capabilities, we report on our
experience in implementing this standard andtesting the protocol. We believe the
quality of images transmitted with color facsimile is sufficient for many communica-
tion tasks of people working in the variouscolor areas.

1 Overview of the color-facsimile standard

Research and developmentof color facsimile can be dated back to before World War
II [4]. This effort has resulted in expensive and proprietary systemsfor special appli-
cations, such as the transmission of color photographs by newsdelivery services.
Three breakthroughs have occurredthat will soon makecolor facsimile as ubiquitous
as plain paper facsimile is now.

Thefirst break-through has occurred in electronic imaging. New lossy data compres-
sion algorithms that discard image data that cannot be perceived allow considerable
reduction of the image size in bytes. This size reduction makesit viable to transmit
the image over the public-switched telephone network (PSTN)using ordinary mo-
dems.

The second breakthroughis in the cost of hardware. High performance processors,
color scanners, and color printers have become so cheap that they can be assembled
to a color facsimile machine with a very accessible purchase price.

Last but not least, an international standard has been sanctioned [2, 3]. This means
that users can universally exchange color images with remote users without bother-
ing about the manufactureror type of the facsimile stations.
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1.1 Selection of a color space

In a study proposalintroduced 1990 by the Nippon Telegraph and Telephone Compa-
ny of Japan (NTT), business color images have beenclassified into four categories:

full color (color photographs)

multi-color (color charts and graphs)

bi-color (documents marked up with red ink)

mixed color (combinations of above documents, such as color pages ofmagazines)

Seventeen color spaces have been considered. They have included device spaceslikes
CMYK andYIQ,colorimetric spaces like the CIE color spaces, and color order systems
such as the Munsell Renotation System.

These color space candidates have been evaluated using criteria relevant for the in-
tendeduseofcolor facsimile mentioned above. Examples are quantization error, com-
patibility with compression algorithms, and color stability with white point change.

This evaluation has resulted in the selection of the CIE 1976 (L*a*b*) color space
(CIELAB)as the mandatory color space for color facsimile. The standard also speci-
fies CIE Standard Illuminant Dsas the default and basic values for the white point/
iWluminant.

Special care has been necessary for the selection of an appropriate gamut range. Be-
cause the standardprescribesthe allocation of8 bits/pel/component(or optionally 12),
a trade-off is necessary between the gamutsize and the artifacts introduced by quan-
tization into a limited data volume.It has been determined experimentally that with
a gamut rangeofa* = [-80, 80], b* = [-80, 120], quantization artifacts under aggres-
sive compression are relatively unobjectionable[6].

The standard prescribes a default gamut range ofa* = [-85, 85], 6* = [-75, 125]. For
those cases in which a priori knowledge about the gamut rangeis available and high
color fidelity is necessary, the standard allows the specification of a custom gamut
range. This custom gamut range can be changed on a per page basis.

1.2 Selection of a data compression method

For the image compression method, baseline JPEG (Joint Photographic Experts
Group) [1] has been adopted. As shownin Fig. 1, this methodconsists of three stages.
First, a sequential discrete cosine transform (DCT)is applied, which is an orthogonal
and separable transform that allows near-optimum energy compaction and for which
a numberoffast algorithms with low computational complexity have been developed.
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Source Entropy Compressed
Image data Encoder Image Data

   
 

 DQTTable . HT Table

Specifications Specifications

Figure 1. DCT-based encoder, simplified diagram. The lightness channels and the two
chromatic channels are each run through the encoder. Typically, the tables are different for the
various channels.(After reference 1, Fig. 4.)

In a second stage the data is quantized based on the discrete quantization table
(DQT). This stage is lossy and implementors design the DQT so thatnovisiblearti-
facts are introduced in the image. The compressionratio of a file can be increased by
setting a so-called q-factor or scaling factor, which is essentially a uniform multipli-
cative parameterthat is applied to the quantization tables. Even whenthetables are
carefully designed to be perceptually lossless, a large q-factor will introduce artifacts,
such as blockiness in areas of constant color or ringing on text characters.

Thefinal step is a lossless Huffman encoder, which eliminates the entropy in the im-
age file. The Huffman table (HT) controls the effectiveness of the lossless compres-
sion. At the receiving end, the inverse transforms are applied in reverse order,
creating a rendition of the original image.

 
It has been established [5] that the luminance acuity is 32 to 33 cycles/degree, the
red-green chromatic acuity is 11 to 12 cycles/degree, and the blue—yellow chromatic
acuity is around 11 cycles/degree. Therefore, by default the color facsimile standards
prescribes subsampling the image by 4:1:1 in the CIELAB space. Forcritical applica-
tions, it is possible to override this spatial subsampling in the chrominance channels.

1.3 The color processing pipeline

A Group 3 color facsimile machine essentially consists of an RGB scanner, a JPEG
coder, a module performing the facsimile protocol, a modem, and a CMYK printer.
Fig. 2 illustrates the color pipeline.

 
The process begins with the translation of a color, 24-bits per pixel, RGB image into

| the CIELAB color space. At the baseline resolution of 200 dpi, an A size color image
requires approximately 11.22M bytes of storage. Next, thechrominance components
of the image are subsampledby a factor of two on both the horizontal andvertical co-
ordinates. Subsampling decreasesthesize of the original image by a factor of two. Be-
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\ ey
A size, 200dpi 4:1:1 ~226K bytes
11.22M bytes 5.6M bytes (unoptimized)
24 bits / pixel 12 bits / pixel 0.48 bits / pixe

 
Figure 2. Color facsimile pipeline. The RGB bitmap from a scanner is converted to the
CIELAB color space and the chrominance channels are spatially subsampled. The imageis
then compressed using the JPEG method and encapsulated for the conventional Group 3 fac-
simile protocol and transmitted over an ordinary phoneline. At the receiving end, the inverse
operations are applied.

fore transmission, the image is compressed using the baseline lossy JPEG algorithm.
The compressed imageis finally transmitted using the Group 3 facsimile protocol. On
the receiver side, after Group 3 decoding, the image is decompressed and printed on
a color or gray-scale printer.

The use of a device independentcolor space, a well defined gamut andthespecifica-
tion of the viewing conditions allow for a colorimetrically correct rendition of the im-
age at the receiving color facsimile station. For artists, scientists, industrialists,
educators, and the manyothers using color professionally, the characterization of the
process is important also to know the limits of the system. This knowledge is impor-
tant because the image is received remotely and by the very nature of the facsimile
madium the sender can not comparevisually the reproduction with the original.

2 Extensionsto the facsimile protocol

To explore the issues for a practical realization we have assembled a system from a
numberexisting components. This approach hasallowed usto focus on the system is-
sues and to ignore implementation details. After a short implementation time we
were able to successfully verify the protocol with an external independent implemen-
tation.
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The first step in augmenting an existing facsimile implementation for continuous-
tone and gray-scale imagesis to provide for the new bits in the handshaking frames
during the pre-message procedure.In this phase the receiving machine advertisesits
capabilities to the sending machine, which compares them with its own capabilities
andselects the best commonset.

The pre-message procedure allows users to communicate through a wide variety of
facsimile machines. Ifthe senderis a color facsimile system, the following receiverca-
pabilities have to be evaluated:

1. Is the error correction mode (ECM)enabled?
2. Is the resolution at least 200 x 200 pels/25.4 mm?

3. Is JPEG coding, gray-scale mode supported?

4, Is JPEG coding, full color mode supported?

Any Group 3 facsimile machine supports the conventional modified Huffman coding
that is used in all existing machines.If any of the above questions is negative, the
senderfalls back to this mode, ensuring full backwards compatibility with existing
equipment. As the third test suggests, the new color facsimile protocol also supports
a high quality black & white continuous tone mode.

If necessary, this negotiation can be repeated for each page, allowing for the trans-
mission ofmixed documents. For example, ifa multi-page documentcontains only one
color page and one gray-scale page, while the other pages are binary (e.g., black text)
only the two continuous-tone pages will be JPEG encoded and only the color page will
be sent in color mode.

The other components required to assemble a color facsimile system are readily avail-
able: scanner & printer drivers, and a JPEG coder. The JPEG coders available in the
public domain usually require the image to be represented either in RGB or in YUV
coordinates. Adding the conversion to and from the CIELAB color spaceis straight-
forward.

3 Transmission experiments

For error free communication using a 9600 baud modem, experimental and simula-
tion results showed that the effective facsimile transmission rate is approximately
64K bytes per minute. This includes negotiation start-up time andtypical retransmis-
sion overhead. Using lossy JPEG and the default quantization tables, we have
achieved perceptually lossless compression with compression ratios close to 20:1.
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For such a compression ratio, and a transmission rate of 64K bytes per minute. color
facsimile of an A size color image will require at least 8.6 minutes of communication
time. This is certainly neither cost-efficient or practical. Therefore, higher compres-
sion ratios, at acceptable printing quality, are required for efficient color facsimile.
For example, for a transmission time of less than three minutes, the minimum re-
quired compressionratio is 60:1.

In the JPEG standard, the compression ratio is controlled by two sets of tables: the
quantization and the Huffman tables. The quantization tables affect the lossy-com-
pression part. A commonpractice is to use the default JPEG quantization tables, but
scaled with an appropriate q-factor as mentioned above. The Huffmantables control
the lossless compression part. Most applications use the default tables. For high com-
pression ratios and acceptable output, both of these tables will have to be optimized.

Prior work related to JPEG optimization addresses only the YUV or the RGB color
spaces and focuses on perceptually lossless compression. Scanning or printing aresel-
dom taken into consideration. By taking into consideration the complete color facsim-
ile pipeline (scanning, color transformation, compression-decompression, and
printing), we are able to improvesignificantly both the compressibility and the print-
ing quality of color images. Using custom quantization tables we are able to improve
the compression ratio by at least 20%, for similar visual quality.

Table 1 shows compression ratios for three color images using both the default (uni-
formly scaled) and custom quantization tables. All images were scanned at 200 dpi.
The 4CPO01 imageis the color facsimile test image recommended by the ITU.

Image Default table Custom table

Real estate flier with photo 82:1

Book page with photos and text 63:1

4CP01 test chart 47:1 63:1

Table 1. Typical compression ratios. We compare the compression ratios obtained with
the default tables used in most JPEG implementations and the custom tables we tweaked by
handfor color facsimile. The latter allow for viable transmission times.

4 An open problem

The design of good quantization tables is more an art than a science. Authors that
have studied the problem have done so in the optical domain,1.e., for images encoded
in device coordinates. Because the color facsimile standard prescribes the CIELAB
color space, the images are represented in the perceptual domain.

nD
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Muchof the literature on color perception deals with aperture colors. There is only
limited discussion of the spatial perception ofcolor other than the study of visual acu-
ity and contrast sensitivity. Knowledge about spatial color perception would allow the
design of better quantization tables, which would shorten the transmission times for
color facsimile communication.

5 Conclusions

We have shown that the new amendmentsto the Group 3 standard to provide for color
and gray-scale facsimile are sound and do not present any particularly difficult to
solve system issues. We havetested our implementation of the protocol with an inde-
pendent realization and successfully exercised all aspects of the protocol.

With the default JPEG quantization and Huffman tables the transmission time are
not practical for commercial applications. We were able to improve the transmission
times with customtables, but more work is necessary in this area.
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ABSTRACT

A model is developed to approximate visibility thresholds for discrete cosine transform (DCT)coefficient
quantization error based on the peak-to-peak luminance of the error image. Experimentally measured visibility
thresholds for R, G, and B DCT basis functions can be predicted by a simple luminance-based detection
model. This model allows DCT coefficient quantization matrices to be designed for display conditions other

‘than those of the experimental measurements: other display luminances, other veiling luminances, and other
spatial frequencies (different pixel spacings, viewing distances, and aspect ratios). 

 
 

1. INTRODUCTION

1.1 Discrete cosine transform-based image compression

The discrete cosine transform (DCT) has becomeastandard method of image compression}. Frequently
' the image is divided into 8x8-pixel blocks that are each transformed into 64 coefficients for reconstruction from

_ the DCT basis functions. The DCTtransform coefficients Jinn of an NXN block of image pixels i; 4, aregiven by

N-1 N-1 .
Inn = > » ie Cjim Ckyn > min =0,...,N-1, (l)

j=0 k=0

1cin = Ve, m=Q,
= we cos2 (2/419), m>0.

The block of imagepixels is reconstructed by the inverse transform, which is the same as the forward transformfor this normalization,

where

bik = D> » Inn Cj,m Chins Tk = 1, wae ,N-I, (2)

Quantization of the DCT coefficients la.n Tesults in image compression. Typically, compression standards
allow the user to set the level of quantization for each coefficient. A quantization matrix Qn. n Specifies the
quantization of the DCT coefficients, where the m , “th entry in the matrix is the Step size of the uniform
quantizer for the m, nth DCT coefficient.

1.2 Threshold-based DCTcoefficient quantization
Last year at this meeting Peterson, Peng, Morgan, and Pennebaker? presented experimental measurements

of the detection thresholds for individual DCT basis functions in each of the R, G, and B color dimensions.

°8194.0820-4/92/$4.00 SPIE Vol. 1666 Human Vision, Visual Processing, and Digital Display 11! (1992) / 365
— —_ HUAWEI EX. 1016 - 167/714



HUAWEI EX. 1016 - 168/714

Visibility thresholds were measured for purely R, G, or B basis functions on a black background, masked by a
pedestal containing the samecolor at the luminance that resulted from the mid-rangedigital value 128 (plus a
small veiling luminance), From these measurements, Peterson et al. > derived DCT coefficient quantization
matrices for separate compression of R , G', and B images. Their quantization matrices produced reasonable
compression with barely visible artifacts. However, the viewing conditions in many applications may not be
similar enough to the viewing conditions of their experiments to yield good compression without visible artifacts
using their specific quantization matrices. The goal is to develop a formula to generate appropriate quantization
matrices for different viewing conditions. In particular, we would like to interpolate and extrapolate the
experimental results to other display luminances, other veiling luminances, and other spatial frequencies
(different pixel spacings, viewing distances, and aspectratios).

2. THEORY

The theoretical basis of the model developed here is the assumption that the detectability of distortion in
the decoded RGB imagecan be predicted based on the luminance error caused by quantization of an individual
DCTcoefficient. Although quantization of DCT coefficients causes both luminance and chrominance errors, we
assume that for all the coefficients other than the DC coefficient, the spatial frequency is high enough that the
luminance error dominates. The model only takes into account the luminance ofthe error; it ignores the
chrominance.

The display parameters are characterized as follows:

Lg is the background or veiling luminance on the screen,
L; is the luminance contributed by the image,
Lis the total luminance, Ly) + L;,
W, is the horizontal width of a pixel in degrees of visual angle,x

W, is the vertical height of a pixel in degrees of visual angle.y

Assuming ideal interpolation ofa spatially sampled signal displayed on a linear monitor, the image of the error
Em,n®,y), due to quantization of the m, th DCTbasis function coefficient Jin, Can be written

cm un

En n®sy¥) =L, COS Nw [2x+1]) 8yw, PY*ID, Osx <Nw,, OS y <Nwy, (3)€

=0, elsewhere,

where L, is the luminance amplitude of the error image. We assumethat the luminanceerror due to
quantization of a particular DCT coefficientis not visible if L, is less than a threshold Tin,n» which is a
function only of the coefficient indexes, 77, , and the above display parameters.

2.1 Single-Orientation Case

For either m orn equal to zero (but not both), and ignoring windowing(thatis, the limited spatial extent
of the test pattern in the experiment), the problem becomes oneof predicting Tn, n for a vertical grating with
spatial frequency

m

= ——— (4a)Sm 10 a Wy

or a horizontal grating with spatial frequency

n
=—7_ (4b)Fon 2N wy
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In our model we approximate the log of Tn, n by a parabolain log spatial frequency,

log Tn = 108 (Tinin) + K (logfj.p — 10gFf min)?, m=0 or n=O, (5)

where the parameters Tnin, K, and f min are functions of the total luminance L. Tmin is the luminance
threshold at f j,i, the frequency where the threshold is smallest; and K’ determines the steepness of the
parabola.

Figure I illustrates that contrast sensitivity (luminance divided by threshold luminance) for luminance-only
sine wave gratings can be fit by parabolic functions of log spatial frequency over a range of luminances, when
only the fit to high (> 1 cycle per degree) spatial frequencies is considered. The data are from the work of van
Nes and Bouman’, as reported by Olzak and Thomas”. The parabolas are least-squarederrorfits to the
individual sets of luminance data. The parabola modelis not valid for low spatial frequencies, since the
decrease in sensitivity at low frequencies is slow for imagery that is not stabilized on the retina’. This model is
not applicable for T'99. The results presented in Peterson et. al. indicate a conservative estimate for Tg9 is
the smaller of T 1.0 and To, 1:

contrastsensitivity,L/T 
frequency, cycles / deg

Figure 1. Contrast sensitivity data from van Nes and Bouman‘. The data were measured at luminances spaced
one decade apart from 2.9x10~ cd/m? to 2.9x10~cd/ m?, Parabolas werefit by least squares to the log data
with spatial frequencies of 1 cycle/degree or greater.
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2.2 Two-Orientation Case

When neither ym nor 7 are equalto zero, the trigonometric identity

2cos(a)cos(b) = cos(a +b)+cos(a -b) (6)

shows that the DCT basis functions are the sum of two frequency components with the samespatial frequency

f aNthy’, 7)

but different orientations. The angle @ between the two components is
2Fxfy

8 = arcsin fp? (8)

There are two extreme cases. If either f, or fy is zero, the result is the single orientation case discussed
above. If f, equals fy» the components are orthogonal, and detection can be predicted either by probability
summation, or more simply, by summing the fourth powers of the amplitudes and taking the fourth root. The
latter leads to the threshold being increased by the factor 20-75 = 1.68. This prediction for the effect of the
summation of the two Fourier components follows the work of Phillips and Wilson’ and that of Watson”. The
effect of intermediate positions of the two Fourier components can be approximatedas a multiplicative threshold
factor

1
—_—_,_OT 9r+(1-r)cos?@

where b represents the orientation tuning of the visual system in grating detection. We assume b =2. In
addition, when f, and fy are equal, the two Fourier components are in the oblique direction, which usually
results in a further increase in threshold. The oblique effect can be included by decreasing the value of r.
Incorporating the factor of Equation (9) in the model of Equation (5), the complete model for predicting the log
visibility thresholds becomes

PTmin 2
log Tin,n = log(—--,-) +K Qogfj., —logf min; mn =0,... ,N-1. (10)

r+(1-r)cos*@

3. PARAMETER ESTIMATION AND GOODNESS OF FIT

A luminance-only model for DCT basis function visibility thresholds requires the model parameters Tmin
Ft min» 2nd K each be expressed as a function of luminance. The van Nes and Bouman’ data were collected
over a wide range of luminances. The experiments of Peterson et alhad a narrow luminance range, but were
shown to lead to good quantization matrices. Therefore, our strategy for estimating the functionsis first to use
the van Nes and Bouman data to determine the form of these functions, and then to fit these form templates to
the Peterson ef al. data. Each function is assumed to be a power law (linear in log-log coordinates), clipped at
some maximal value. The exponent of the power law is found by a least squares fit to the van Nes and Bouman
parabola parameters in the log domain, The maximal value for each function is also based on that data. The
resulting templates are the dashed lines in Figure 2. The van Nes and Bouman peak contrast sensitivities have
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 been shifted downwards by approximately 0.3 log units relative to those in Figure 1. This shift attempts to
accountfor the difference in test pattern size for the two experiments, and corresponds to the log of the fourth
root ofthe ratio of the two areas, the same summation rule discussed above /*8. (Peterson et al. used 50x50
pixel test patterns that occupied 1.47 degrees horizontally and 1.27 degrees vertically, while van Nes and
Bouman used a 8.25 by 4.5 degree signal.)

 
> 300
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"A &q

5 30oN

gy (10
@ 3oO

° 1
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log luminance, cd/m”
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oaa)oa

8 .é

quadraticfactor K 
log luminance, cd/m

Figure 2. Tin (top), f min (middle), and K are shown as a function of L. Open circles, X's, and squares
Tepresent parameter values of the predictions for the Peterson ef al. data in Figure 2 for R,G,andB,
respectively. Solid circles represent parameter values for the curves fit to the van Nes and Bouman data in
Figure 1. The solid lines show Equations (12), (13), and (14), developed to extrapolate the measured DCT basis
function thresholds.
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These templates are then used to extrapolate the data of Peterson et. al. by finding the best vertical shift
forfitting the templates to the Peterson et. al. data. The quality of the modelfit to the data is evaluated by the
chi-square measure

: N (log Tops —108 Trea)”

where N is the number of subjects (15), Tpred is the threshold predicted by the model (Equation (10)), and
T»ps is the experimental threshold. The standard deviation was estimated from the between-subjects standard
deviations, excluding thresholds whose value was limited by the range of available stimulus levels. The
standard deviations of the log thresholds do not appear to vary with basis function, but a different standard
deviation was used for the B (0 =0.31) thresholds than for the R and G (6=0.21). The sum is over the 58
non-DC basis functions (18 R , 22 G, 18 B) included in the experiment.

3.1 Template fitting procedure

Figure 2 shows model parameters estimated directly from the Peterson et al. data along with the templates
fit to that data. To assess quantitatively the fit of the templates a sequence of nested hypotheses was formed that
successively added constraints to the model parameters. Then Tin» F min: X and r were estimated by
finding the values minimizing the chi-square measure offit, subject to their constraints. Initially, all four model
parameters were allowed to vary arbitrarily with luminance (Ze. color). The results appear in the first column of
Table 1. Next all parameters were re-estimated with r assumed constant. These results appear in the second
column of Table 1 and are also thepoints in Figure 2 representing the estimates unconstrained by the templates.
Then all parameters were re-estimated with constant and K assumedto follow its template (with a vertical
shift allowed). In this case the model has eight parameters: r, a vertical shift for the K template, three f min’s
(one for each luminance), and three T’,,3,’s (one for each luminance). In turn, F min 89d S ray =LITpyri, were
additionally constrained, so that the rightmost column in Table 1 gives estimates of the model parameters
consistent with all the templates. Table 1 also gives the minimum x? fit of the model of Equation (10) for this
series of nested constraints on the parameters. Differences between successive fits would be distributed
approximately as YX“ if the constraints were valid (and other assumptions held).

| next parameter modelled
. K f min Smax

fit ¥ 107.80 108.14 112.02 133.58 233.11
test x 107.80 0.34 3.88 21.56 99.53

df 46 2 2 2 2

signif. level 0.85 . 9.15 <0.001 <0.001
B

r R
G

B

K R
G

B
‘ R

G

62.6 61.1 52.0 74.5
91.3 89.2 93.4 94.7

101.3 101.3 103.7 108.6 94.7Qws
 

Table 1. Parameter estimates and goodnessoffit.
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These test x? values indicate that parameters 7 and X are wellfit by their templates, but SF min and Tmin are
not wellfit statistically. The luminances for B, R and G are 6.8, 17.4, and 53.9 cd/m?, Tespectively.
3.2 Train» fin» and K luminance functions

The relation between T,;, and luminance with all model parameters constrained to their templates is

Lo phar
Tmin =0 L<Ly, (12)

L
=, L>Ly,So br

where Lp = 13.45 cd/m, Sy=94.7, and ar =0.649. Figure 2 showsthis relation in contrast sensitivity
Snax =L/Tmin Despite the adjustmentfor area, thereis still a difference of about 0.25 log units between the
two data sets.

The two data sets agree very closely on the relation offmi; to L. Figure 2 shows that both sets of data
are fit well by the power function

F min = fol% Lp, LSLy, (13)
=fo, L>Ly,

where f 9 = 6.78 cycles deg , a, =0.182, and Ly =300 cd/m. This functionis clipped at high
luminances because van Nes and Bouman‘ found no difference between the contrast sensitivity functions for
luminances of 290 and 1880 cd/m.

Although x? tests could not reject the hypothesis that the same value of K could be used for R ,G, and
B,, the van Nes and Bouman data suggest that K’ is also approximately a power function of L, as shown in
Figure 2. Accordingly, we approximate K by the power function

K=KoL*Lp“*, LSLy, (14)
=Ko, L >Lr,

where Kg=3.125 , ax =0.0706, and Ly =300cd/m*. This function is clipped at high luminances for
the same reason as the f ,,;, function.

Equations (12), (13), and (14) give Tnin. fmin» and K as functions of L. When they are substituted
into Equation (10), the result is a luminance-only model for DCT basis function visibility thresholds that
extrapolates the Peterson et al. data.

3.3 Orientation correction

Figure 3 showsthreshold predictions using the templates described above in the model of Equation(10)
(dashed curves from the rightmost column in Table 1). These curves appear to fit the experimental thresholds
nearly as well as those estimated directly from the data (solid curves from the second columnin Table 1). The
mm or nm equal zero experimental data of Peterson et al, are indicated by small symbols in Figure 3. The two-
orientation data, indicated by large symbols in Figure 3, are shown divided by the correction factor of Equation
(9). The need for this correction factor is demonstrated in Figure 4. Figure 4 plots the ratio of the
experimentally measured thresholds for two-orientation basis functions (m,n #0) to the uncorrected model
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predictions (Equation (5)) as a function of 6, the angle between the orientation components. These ratios show
that the experimentally measured two-orientation thresholds are consistently higher than those predicted from
just the spatial frequency of the basis function (that is, the model of Equation (5)). The solid line in Figure 4
shows Equation (9) with r = 0.70. This value was used to correct the two-orientation data points in Figure 3.
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frequency, cycles / deg

Figure 3. Visibility thresholds T for DCT basis functions measured by Peterson et al? are represented as
contrast sensitivities S =/T , as a function of their spatial frequency f. Circles, X’s, and squares correspond
to R,G,and B experimentalthresholds, respectively. Small symbols indicate single-orientation basis function
thresholds. Large symbols indicate two-orientation basis function thresholds, after correction by Equation (9).
Solid lines show the model predictions using the parameters Tnin : F min , and K’ estimated directly from the
data by minimum x2 (the second column of Table 1). Dashed curves show model predictions using Equations
(12), (13), and (14). The top, middle, and bottom (at the right edge of the graph) curves are fit to the G,R,
and B , respectively.
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 threshold/single-orientationpred 
> wo

0 45 90

angle between orientations, deg

Figure 4, Ratios of uncorrected basis function visibility thresholds to their single-orientation model predictions
are shown as a function of 0,the angle between the orientation components. The solid line shows the the graphof Equation (9) with r = 0.70. Points are labeled as in Figure 3.

by a change of one quantization unit for gun g, at luminance 1. For a linear display this is the difference

AL. = (Le max ~ Ly min )
& M (15)

The second factor accounts for the normalization constants of the DCT,

1

=f, m>dQ,
The quantization matrix elements for that gun are then

2Tin a
= ———__., 17Qn.n On O, AL, ( )
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5. DISCUSSION

There remains the question of why the shape and the peak of the contrast sensitivity functionsof this data
are so different from the van Nes and Bouman* data. Two factors that would force the results in this direction
are the spatial frequency transfer functions of the displays and of the observers, No attempt was made by
Peterson ef al. to check the optical correction of the observers. In Figure 3 the small symbols corresponding to
horizontal and vertical gratings appear in pairs, with the horizontal grating frequency just to right of the vertical
grating frequency. At high spatial frequencies the sensitivity for vertical gratings is much less than that for
horizontal gratings, a result consistent in direction with cone spacing”, but also with some low pass filtering by
the display electronics. Other possible factors include the experience and selection of the observers. The above
factors seem generally in the direction of making the results more practical, but if one wants to insure that
artifacts are not visible, one could use the templates as fit to the van Nes and Boumandata, at the cost of less
compression. One major difference between the two studies was that the small area signals of Peterson er al.
were on a dark surround instead of an adapting field of the same mean luminance. It is well knownthat
adaptation near the masking level is optimal for brightness discrimination!®. This raises the interesting question
of how the luminance term of the model should be computed from the image luminance distribution on the
display to optimize compression.

A luminance-based model appears to adequately account for the variations between the R,G, and B
sensitivities found by Peterson ef al.”, There seems to be no need to introduce chromatic mechanisms to
accountfor their data. An advantage of separate compression for R , G, and B images is that only the
luminance of the output guns is needed to generate the quantization matrices, Transformation to luminance and
two iso-luminant color coordinates will give better compression, butthenit maybe critical that the
reconstruction be done sothatthe iso-luminant color planes are accurately reconstructed at the display.
Whatever color transformation is used,at least one dimension will be luminance dominated at high spatial
frequencies. Our model provides an experimentally based method for generating quantization matrices for such
dimensionsfor a range of display parameters and viewing conditions. .
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To investigate the spatial-frequency components that govern letter identification we compared contrast thresh-
olds for three typesofvisual stimulus (1) standard Sloan letters, (2) Sloan letters that were spatially bandpass
filtered by cosine log filters, and (3) D6 patterns (sixth spatial derivatives of Gaussians). Stimuli were pre-
sented on a gray-scale display screen of a Macintosh computer-based testing system at temporal frequencies
primarily of 2 and 16 Hz. Contrast thresholds were measured in two subjects with normalvisual acuity with
use of forced-choice staircases. Contrast sensitivity functions for standard Sloan letters and D6 patterns were
comparable at a temporal frequency of 16 Hz but differed systematically at a temporal frequency of 2 Hz. The
measurementof contrast sensitivity for cosine log filtered letters presented at a temporal frequency of 2 Hz
indicated that the object spatial frequency of maximum sensitivity shifted to lower frequencies as letter size
decreased, whereasthe retinal spatial frequency of maximum sensitivity remainedrelatively constant. When
letters were spatially bandpassfiltered at a peak object spatial frequency of 2.5 cycles/letter, then contrast
sensitivity functions for letter identification were equivalent to those for D6 patterns at both temporalfre-
quencies. These results suggest that spatially filtered letters may provide a more appropriate test of visual
function than do standard letter optotypes.

1. INTRODUCTION

The loss of visual acuity in visual disorders has tradi-
tionally been assessed with the use of letter optotypes.
Letters have also been suggested as an alternative or
supplement to the use of sinusoidal grating stimuli in
the measurementof contrast sensitivity.-? As discussed
previously,” letters have certain advantages over sinu-
soidal grating patterns in that they contain components
with multiple orientations, are more familiar to patients,
and are used in everyday life. Moreover, given the im-
portanceofletter identification to the performance of com-
mon visual tasks, it is relevant to determine the ability
of patients to identify letters of low contrast and small
size. However, letters contain a broad range of spatial
frequencies,* which potentially complicates the theoreti-
cal interpretation of test results in terms of underlying
visual mechanisms.

Nevertheless, evidence’ suggests that, despite their
broad spatial-frequency content, letters can provide a
reasonable test of visual function, because only a lim-
ited range of object spatial frequencies* appears to be
important for letter identification. However, there is
some uncertainty as to the specific object spatial fre-
quencies that are involved in letter identification. Some
reports have suggested that relatively low object spa-
tial frequencies [approximately 1-2 cycles per letter
width (cycles/letter)] are the most important for letter
identification and reading.*>78 However, these studies
used either low-pass filters®”* or filters with relatively
broad bandpass characteristics,‘ so that the exact range
of object. spatial frequencies that is most relevant for
letter identification is uncertain. Other investigators
have suggested that these lower object spatial frequen-
cies do not contribute significantly to letter identification
and on this basis have designed visual acuity charts
that use letter optotypes containing only high object
spatial frequencies.>°

0740-3232/94/092375-08$06.00

The goal of the present study wastoclarify the spatial-
frequency components that govern letter identification.
Thefirst issue examined wasthe degree of similarity be-
tween contrast sensitivity functions obtained with stan-
dard letter stimuli and those obtained with stimuli that

are more delimited in spatial-frequency content andori-
entation. Previous studies!!-! have suggested that both
types of stimulus produce similar contrast sensitivity
functions, but explicit comparisons between these two
types of test stimulus have not been made under equiva-
lent testing conditions. Therefore we compared contrast
sensitivity functions for Sloan letter optotypes!* with
those for D6 patterns (sixth spatial derivatives of Gauss-
ians), a type of stimulus that is both spatially localized
and delimited in spatial-frequency content, with a band-
width at half-height of 1 octave. D6 patterns are simi-
lar in spatial-frequency content to a Gaussian-windowed
sinusoidal grating or Gabor patch.'® We compared con-
trast sensitivity functions for letters and D6 patterns at
two different temporal frequencies. Evidence indicates
that the spatial characteristics of visual mechanisms can
vary with temporal frequency such that spatial band-
widths become broader at higher temporal frequencies.*”
Therefore a comparison of contrast sensitivity at two dis-
parate temporal frequencies provides a more stringent
test of the similarity between letters and D6 patterns than
does testing at a single temporal frequency.

The second issue addressed in this study was whether
the sameobject-spatial-frequency components governlet-
ter identification across letter sizes. This has been an

implicit assumption in the use of letters as test stimuli
but has been questioned recently in a study of the effect
of refractive error onletter identification.’’ To test this
assumption we measured contrast thresholds for the iden-
tification of spatially bandpassfiltered letters at a range
of letter sizes. Letters were filtered with a set of cosine

log filters’? that have the following properties: (1) the
bandwidth at half-height is 1 octave, (2) the peaks of the

© 1994 Optical Society of America
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Fig. 1. Tlustration of a one-dimensional D6 (sixth spatial
derivative of a Gaussian) test stimulus.

filters differ by 1 octave, and (3) the filters are symmetri-
cal on a log spatial-frequency axis. The two-dimensional
cosine log filters were radially symmetric (torus shaped)
in the frequency domain. Contrast thresholdsfor filtered
letters were measured as a function offilter peak object
frequency at a rangeof letter sizes.

The third issue addressed was whetherrestricting the
object-spatial-frequency content of letters increases the
degreeofsimilarity between contrast sensitivity functions
for letters and D6 patterns. Specifically, we compared
contrast sensitivity functions for letters that were band-
pass filtered at a fixed object spatial frequency with con-
trast sensitivity functions for D6 patterns. Comparisons
were made at two different temporal frequencies, as in
the first part of the study.

2. SUBJECTS AND METHODS

Subjects
Two of the authors, ages 30 and 46, with normal visual
acuity and practice in psychophysical experiments, served
as subjects.

Test Stimuli

Contrast sensitivity was measured for three types of
target: D6 patterns, standard Sloan letters, and Sloan
letters that were spatially bandpass filtered with two-
dimensional cosine log filters. D6 patterns were defined
by a sixth spatial derivative of a Gaussian in one direc-
tion and by a Gaussian in the orthogonal direction. The
space constant of the Gaussian was 0.8 times the peak
frequency of the D6 pattern, so that the patterns were
approximately circular”? An illustration of a D6 pat-
tern is presented in Fig. 1. A set of ten Sloan letters
(C, D, H, K, N, O, R, 8, V, Z) was constructed according
to published guidelines.4 These Sloan letters were then
spatially bandpass filtered with a set of five cosine log
filters’? with peak object spatial frequencies of 0.63, 1.25,
2.5, 5, and 10 cycles/letter. Illustrations ofan unfiltered
Sloan letter and thecosine log filtered versions are pre-
sented in Fig. 2. Object spatial frequencies lower than
0.63 cycle/letter were not used because, as described by
Parish and Sperling* and confirmed byourpilot testing,
these low object spatial frequencies containedlittle useful
information about letter identity. Object spatial frequen-
cies higher than 10 cycles/letter were not used, because
the letter spectra contained little amplitude at these ob-
ject spatial frequencies.

Alexander ef al.

Test stimuli were generated by an Apple Macintosh
IIfx microcomputer and were displayed on an Apple high-
resolution gray-scale monitor that had a P4 phosphor and
a vertical scan rate of 66.67 Hz. Stimuli were presented
in the center of a rectangular adapting field that was
displayed continuously throughout the session. The
stimulus display was viewed monocularly through a
phorometer with a best refractive correction, and a 2-mm
artificial pupil was used to control theretinal illuminance
of the stimuli. The display monitor, which was the only
sourceof illumination in the test area, was placed behind
the subjects, with stray light shielded by black cloth, and
the letters were viewed in a front-surface mirror. Ex-
cept where indicated, the viewing distance was 7.2 m, at
which distance the adapting field subtended 1.7° hori-
zontally and 1.3° vertically. Stimulus luminances were
controlled by an ISR video attenuator and VideoToolbox
software, as described by Pelli and Zhang.2!_ Linearized
color lookup tables that were loaded during the video re-
trace periods defined the pixel Juminances for each video
frame.

The peak retinal spatial frequency (w,) of the D6 pat-
terns was defined as in previous studies!5:

op, = V3/To., (1)

where a, is the space constant of the D6 pattern. As in
previous studies,the contrast of the D6 patterns was
defined by a Weber-type formulation:

Coe = (Lpeak _ cemean)/Lmean ’ (2)

where Dyes, refers to the maximum luminance (or, for
patterns of negative contrast, minimum luminance) and
Lean refers to the space-average luminance, which was
1.9 log troland (Td) as measured with a Spectra Spot-
meter and an EG&G model 550 photometer. Sloan let-
ter size was specified in log minimum angle of resolution
(MAR) units, and letter contrast was defined according to
the Weber definition:

Cy = (Lr — Lr)/Le, (3)

 
Fig. 2. Illustration of an unfiltered Sloan letter H and spa-
tially bandpass filtered versions, with use of cosine logfilters
with peak object spatial frequencies of 0.68, 1.25, 2.5, 5.0, and
10.0 cycles/letter.
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Fig. 3. Temporal waveform used to modulate the stimulus con-
trast. When plotted as luminance versus spatial position, this
function also represents the horizontal spatial luminanceprofile
of the D6 pattern shown in Fig. 1.

where Ly and Ly were the luminancesof the target and
background, respectively, and Lz = 1.9 log Td.

The spatial properties of the filtered letters were
defined in terms of object spatial frequencies, which
were also converted to retinal spatial frequencies on the
basis of viewing distance. Because the contrast of com-
plex images, such as bandpass-filtered letters, is difficult
to define satisfactorily,)°?? we defined the contrast of the
filtered images relative to the contrast of the unfiltered
letters from which they were derived. That is, when the
contrast of the original unfiltered letter was 1.0, each
of the filtered images was assigned a relative contrast
of 1.0, regardless of the actual spatial distribution of
luminance values. For example, each of the filtered im-
ages in Fig. 2 was considered to have a relative contrast
of 1.0, since the original letter had a contrast of 1.0.
When the contrast of the unfiltered letter was reduced
by some proportion, then the relative contrast of the fil-
tered images was considered to have been reduced by an
equal proportion.

To restrict the temporal-frequency content of the test
stimuli and to limit stimulus duration, we modulated
the stimulus contrast temporally by a D6 waveform, as
illustrated in Fig. 3. The peak temporal frequency was
defined as in Eq. (1), with o; (time constant) substituted
for o,. At the point of maximum contrast during stimu-
lus presentation, all stimuli had negative contrast (i.e.,
Lpeak < Lmean and Lr < Lg), as illustrated in Figs. 1
and 2. The temporal characteristics of the stimuli were
confirmed by a photocell and an oscilloscope.

Procedure

Before each of the testing sessions the subjects were given
a series of practice trials in which the test stimuli were
presented at a variety of sizes and contrasts. During the
experimental sessions thresholds were measured with a
forced-choice staircase procedure. The starting contrast
(or size, when appropriate) was chosen by the experi-
menter, typically at a presumed suprathreshold level. A
brief warning tone preceded each stimulus presentation.
For D6 patterns, subjects judged whether the target was
vertical or horizontal on each trial (i.e., two-alternative

Vol. 11, No. 9/September 1994/J. Opt. Soc. Am. A 2377

forced-choice), with the orientation determined by a
Fellows sequence.”* Theinitial staircase reversal point
was approached with a one-down, one-up decision rule.
Subsequently a three-down, one-up staircase decision
rule was used,” according to which contrast (or size, as
appropriate) was reduced by one step following three
consecutive correct responses and was increased by
one step following an incorrect response. This rule
provides an estimate of the 79% correct point on a psy-
chometric function.“ For letter stimuli (both unfiltered
and filtered versions), one of the ten Sloan letters was
randomly presented on each trial, and subjects were
required to identify the letter verbally (i. ten-
alternative forced-choice). The initial staircase re-

versal point was approached with a one-down, one-up
decision rule. Then, a two-down, one-up staircase
decision rule was used, which provides a measure of
the 71% correct point on a psychometric function.”
Different decision rules were used for D6 patterns

and letters, because the number ofalternatives was
different; in each case the decision rule provided a
point on the psychometric function that was slightly
greater than halfway between chance and 100%
performance. The interstimulus interval was typi-
cally 2 to 3s, during which time the subject’s response
was entered into the computer by the examiner and the
next stimulus was generated. No feedback was given.
Each condition was tested twice, and contrast thresholds
were defined as the meansof 12 staircase reversals, with
sensitivity defined as the reciprocal of threshold.

In the first experiment, contrast thresholds were mea-
sured for D6 patterns and Sloan letters at temporal
frequencies of 2 and 16 Hz for a range of retinal
spatial frequencies (D6 patterns) or log MAR values
(letters). For the two largest stimulus sizes the view-
ing distance was 2.7 m; for all other sizes the viewing
distance was 7.2m. Pilot studies confirmed that vary-

ing the test distance over this range (and consequently
changing the adapting field subtense) had no effect on
contrast thresholds for a target of a fixed angular sub-
tense. We also measuredsize thresholds for letters and

D6patterns, presented at maximum contrast, at temporal
frequencies of0.5, 1, 2, 4, 8, and 16 Hz at a test distance
of 7.2m. We used a forced-choice staircase procedure
in which log retinal spatial frequency (D6) or log MAR
(letters) was varied in 0.1-log-unit steps.

In the second experiment, we measured contrast
thresholds for spatially filtered Sloan letters presented
at a temporal frequency of 2 Hz. First, an intermediate
size of Sloan letter wasfiltered with the set offive cosine
log filters. Then the resulting set of filtered letters was
presented at each of three test distances: 13.2, 7.2, and
2.7m. Atthese test distances the unfiltered Sloan letter
from which the filtered letters were derived had log MAR
values of 0.0, 0.3, and 0.7 (Snellen equivalents of 20/20,
20/40, and 20/100, respectively).

In the third experiment we measured contrast thresh-
olds for cosine log filtered letters that had a peak object
spatial frequency of 2.5 cycles/letter. As in the first ex-
periment, the test distance was 2.7 m for the two largest
targets and 7.2 m forall other sizes. The unfiltered let-
ters from which thefiltered letters were derived ranged
in size from 0.1 to 1.3 log MAR (20/25—20/400 Snellen
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Fig. 4. Mean contrast sensitivity functions for D6 patterns and
for unfiltered Sloan letters presented at temporal frequencies of 2
and 16 Hz. Data for the D6 patterns are plotted relative to the
lower x axis; data for letters are plotted relative to the upper x
axis, which represents the log of the reciprocal of MAR. The two
x axes are equated such that a spatial frequency of 30 cycles/deg
corresponds to a log MAR value of 0. Data points represent the
means for two subjects; the error bars represent +1 SEM. The
curves represent the least-squares best fits of Eq. (4) to each
data set.

equivalent). The correspondingfiltered letters had peak
retinal spatial frequencies ranging from 1.4 to 0.2 log
cycles/deg.

3. RESULTS

Contrast Sensitivity Functions for Dé
Patterns and Sloan Letters

Contrast sensitivity functions for Sloan letters and D6
patterns presented at temporal frequencies of 2 and 16 Hz
are shown in Fig. 4. The data points in this and sub-
sequent figures represent the mean results for the two
subjects, and the error bars indicate standard errors of
the means (SEM’s). In this figure both data sets have
been plotted in the format of contrast sensitivity func-
tions. Contrast sensitivity values for the D6 patterns
have been plotted in termsoflog retinal spatial frequency.
To permit direct comparison with these results, we have
plotted the contrast sensitivity values for Sloan letters in
terms of the log of the reciprocal of MAR (—log MAR).
The datasets for the two types of test stimulus have been
equated such that a log MAR value of 0 (20/20 Snellen
equivalent) corresponded to a retinal spatial frequency of
30 cycles/deg, as per convention.’ The curves in Fig. 4
represent least-squaresbestfits ofthe log form of an equa-
tion that has been used previously to describe contrast
sensitivity functions?*:

s =a exp(-pf), (4)

where s represents sensitivity, f represents either the
peak retinal spatial frequency (D6 patterns) or the re-
ciprocal of MAR (letters), and a and p are scaling pa-
rameters representing vertical and horizontal positions,

Alexander ef al.

respectively, on log—log coordinates. The data sets for
both letters and D6 patterns are reasonably well fitted by
this equation.

There was a considerable degree of similarity between
the contrast sensitivity functions for D6 patterns and for
letters, particularly at a temporal frequency of 16 Hz. At
that temporal frequency the parameter estimates (and
standarderrorsofthe estimates) for log a were 1.18 (0.05)
and 1.16 (0.01) and for (linear) p were 0.40 (0.04) and
0.38 (0.01), for D6 patterns and for letters, respectively
(the value of pfor letters was corrected for the scaling
difference between the horizontal axes). Thestatistically
similar values of the parameter estimates for D6 patterns
and letters indicate that the data were comparable at a
temporal frequency of 16 Hz.

However, at a temporal frequency of 2 Hz there were
systematic differences between the results for D6 patterns
and for letters. Contrast sensitivity was lowerfor letters
than for D6 patterns at low spatial frequencies (large log
MAR values) and higher for letters than for D6 patterns
at high spatial frequencies (small log MAR values). In
addition, the curve for letters extended to smaller stimu-
lus sizes. The parameter estimates (and standard errors
of the estimates) for log a were 1.87 (0.04) and 1.71 (0.04)
and for p were 0.18 (0.01) and 0.15 (0.01), for D6 patterns
andfor letters, respectively (the value of p for letters was
corrected for the scaling difference between the horizontal
axes). The differences between the parameter estimates
in units of the common standard error were 4.00 and 3.00

for log a and p, respectively, which indicates that data for
D6 patterns andletters were significantly different at a
temporal frequency of 2 Hz.

To confirm this differential effect of temporal frequency
on contrast sensitivity for the two types of test stimulus,
we measured size thresholds for D6 patterns and letters
at a range of temporal frequencies with test stimuli at
maximum contrast. This procedure is equivalent to mea-
suring visual acuity. The results are shown in Fig. 5.
As in Fig. 4, the data sets for D6 patterns and letters were
equated such that a log MAR value of 0 corresponded to
a retinal spatial frequency of 30 cycles/deg. At tempo-
ral frequencies of 2 Hz and below there was a difference
of approximately 0.2 log unit between the two data sets,
consistent with the data shown in Fig. 4. The difference
between the data sets decreased at higher temporal fre-
quencies. These results confirm that temporal frequency
had a systematic effect on the relationship between the
contrast sensitivity values for D6 patterns andfor letters.

Contrast Sensitivity for Cosine Log Filtered Letters
Theeffect of restricting the object-spatial-frequency con-
tent of letters on contrast sensitivity for letter identifi-
cation is illustrated in Fig. 6. We have normalized the
data in Fig. 6 by plotting contrast sensitivities for the
cosine log filtered letters relative to the contrast sensi-
tivities of the unfiltered letters from which the filtered

images were derived. We adopted this procedure to per-
mit comparisons among the shapes of the functions for
the different object spatial frequencies without regard to
the actual contrast sensitivity values for the unfiltered
letters. In fact, as shownin Fig. 4, the contrast sensitiv-
ities for the unfiltered letters changed by approximately 1
log unit over this range of letter sizes (0.7—0.0 log MAR).
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Fig. 5. Mean values of log peak spatial frequency (D6 patterns)
and log reciprocal of MAR (letters) as a function of temporal
frequency. Data for D6 patterns are plotted relative to the
left-hand y axis; data for letters are plotted relative to the
right-hand y axis. The two y axes are equated such that a
spatial frequency of30 cycles/deg corresponds to a log MAR value
of. Data points represent the mean for two subjects; error bars
represent +1 SEM.
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Fig. 6. Mean log relative contrast sensitivities for cosine log
filtered letters with five peak object spatial frequencies, pre-
sented at a temporal frequency of 2 Hz. Data are plotted on
an object-spatial-frequency axis, and contrast sensitivities for
filtered letters are plotted relative to the contrast sensitivities for
the unfiltered letters from which thefiltered letters were derived.
Error bars represent + SEM.

The data shown in Fig. 6 represent the means for the
two subjects; the individual subjects showed identical pat-
terns of results. The object spatial frequency of great-
est sensitivity differed depending on the log MAR value
of the unfiltered letter. For the largest letter size (0.7
log MAR;20/100 equivalent), the maximum contrast sen-
sitivity occurred at a peak object spatial frequency of
2.5 cycles/letter. For a letter size of 0.3 log MAR (20/40
equivalent), the maximum contrast sensitivity occurred
at a peak object spatial frequency of 1.25 cycles/letter.

Vol. 11, No. 9/September 1994/J. Opt. Soc. Am. A 2379

However, for the smallest letter (0.6 log MAR; 20/20
equivalent), threshold measurements could be made only
at an object spatial frequency of 0.63 cycle/letter. At
higher object spatial frequencies the contrast threshold
exceeded the maximum available contrast.

Figure 7 shows the same contrast sensitivities plot-
ted in terms of retinal rather than object spatial fre-
quencies. The maximum contrast sensitivity occurred
at nearly the sameretinal spatial frequency (approxi-
mately 7 cycles/deg) regardless of letter size. Conse-
quently, even though letter log MAR changed by a factor
of 5 (0.7 log unit), the retinal spatial frequency of max-
imum sensitivity remained relatively constant over this
range.

Contrast Sensitivity Functions for D6
Patterns and Filtered Letters

The effect of restricting the object-spatial-frequency
content of letters is shown in Fig. 8. This figure
presents a comparison between contrast sensitivity func-
tions obtained with D6 patterns and with letters that
were filtered at a peak object spatial frequency of 2.5
cycles/letter, which is the object spatial frequency ofmaxi-
mal sensitivity for large letters (see Fig. 6). Measure-
ments were madeat temporal frequencies of 2 and 16 Hz.
The data points for D6 patterns andthesolid curvesfitted
to these data have been replotted from Fig. 4. The sym-
bols fitted by the dashed curves represent the measured
contrast sensitivities for the cosine log filtered letters.
The parameter estimates (and standard errors of the es-
timates) for log a and p for the dashed curves were 1.51
(0.02) and 0.22 (0.01) at 2 Hz and 0.78 (0.02) and 0.48
(0.02) at 16 Hz, respectively.

To facilitate a comparison with the data for Dé. pat-
terns, the data points for filtered letters were also all
shifted vertically by 0.4 log unit (squares falling along
the solid curves), which represents the mean difference
between the parameter estimates for log a for D6 pat-
terns and filtered letters. When normalized in this way,
the data for the spatially filtered letters corresponded

0.0

||°9ouwLogRelativeSensitivity t
° io

Letter Size

© 0.0 log MAR
m 0.3 log MAR
@ 0.7 log MAR

'
S) 

1 2 4 8 16 32

Retinal Spatial Frequency (cycles /deg)

Fig. 7. Mean log relative contrast sensitivities for cosine logfil-
tered letters, replotted from Fig. 6 on a retinal-spatial-frequency
axis. Data points represent the means for two subjects; error
bars represent +1 SEM.
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Fig. 8. Mean contrast sensitivity functions for D6 patterns and
letters filtered with a cosine log filter that had a peak object
spatial frequency of 2.5 cycles/letter. Test stimuli were pre-
sented at temporal frequencies of 2 and 16 Hz. The curves
represent the least-squares best fits of Eq. (4) to the data sets.
The solid curves were fitted to the contrast sensitivities for D6
patterns, replotted from Fig. 4. The dashed curves werefitted to
the contrast sensitivities for filtered letters. The squares along
the solid curves represent the data for filtered letters displaced
vertically by 0.4 log unit, which was the mean difference between
the values of log a for the filtered letters and for D6 patterns.
Data points represent the means for two subjects; error bars
represent +1 SEM.

well to those for the D6 patterns at both temporal fre-
quencies. This result is in contrast to the findings for
unfiltered letters (Fig. 4), where the degree of correspon-
dence between the results for Sloan letters and the D6
patterns differed systematically with temporal frequency.
Consequently, restricting the spatial-frequency content of
letters by spatial-bandpass filtering results in contrast
sensitivity functions that are quite similar in shape to
those for D6 patterns at both temporal frequencies.

4. DISCUSSION

Stimuli that are restricted in spatial-frequency content,
such as D6 patterns and Gabor patches, are advanta-
geous for studying the properties of spatiotemporal visual
mechanisms in visually normal individuals. However,
such stimuli may not be sensitive to visual pathology in
persons with disorders of the visual system. For exam-
ple, becauseof spuriousresolution, the useofperiodic test
stimuli such as gratings may underestimate the extent
of uncorrected refractive error.1#8 Moreover, because of
spatial aliasing, the use of periodic test stimuli may mis-
represent the extent of visual abnormality in diseases
in which there is considerable spatial undersampling.!227
Since letters are nonperiodic stimuli, they are less sub-
ject to these factors and thus appear to have an advan-
tage in probing the extent of visual loss in disorders of
the visual system.!218 For example, uncorrected refrac-

Alexanderet ai.

tive error has a greatereffect on letter identification than
on grating resolution; this phenomenonis most likely due
to the greater importanceof spatial-phase information to
letter identification.’21%25 Nevertheless, as discussed in
Section 1, letters contain a broad rangeof object spatial
frequencies, which can potentially complicate the theo-
retical interpretation of test results when such stimuli
are used.

Ourfirst experiment showed that, despite the broad
spatial-frequency content of letters, contrast sensitivity
functions for letter identification were quite similar in
shape to those for stimuli that were more restricted in
spatial-frequency content. In fact, contrast sensitivities
for Sloan letters and for D6 patterns were essentially
equivalent at a temporal frequency of 16 Hz (Fig. 4).
Nevertheless, at lower temporal frequencies there were
small but systematic differences between the contrast sen-
sitivity values for the two types of stimulus. At a tem-
poral frequency of 2 Hz, contrast sensitivity was higher
for D6 patterns than for letters at low spatial frequen-
cies (large log MAR values), whereas contrast sensitivity
washigherfor letters than for D6 patterns at high spatial
frequencies (small log MAR values).

For D6 patterns the effect of temporal frequency on con-
trast. sensitivity (Fig. 4) was as expected. At low spa-
tial frequencies the difference between the log contrast
sensitivity values for D6 patterns at the two temporal
frequencies was approximately equal to the log of the
ratio of the temporal frequencies (0.9 log unit), a relation-
ship that represents temporal summation. As the spatial
frequency of the D6 patterns increased, the difference be-
tween thecontrast sensitivity functions at the two tempo-
ral frequencies increased, indicating a selective sensitivity
loss at high spatial frequencies, consistent with previous
studies.” For Sloan letters the difference in log sensi-
tivity values at large letter sizes was not so great as for
D6 patterns, and there was a proportionally greater loss
of sensitivity with increasing temporal frequency at small
letter sizes than there was for D6 patterns.

The fact that the differences between the contrast
sensitivity functions for letters and D6 patterns varied
systematically with temporal frequency indicates that
these differences were not due to methodological factors,
such as the use of different staircase decision rules or
different definitions of stimulus contrast. Instead, our
second experiment suggested that the mostlikely expla-
nation for the systematic differences between the contrast
sensitivity functions at low temporal frequencies is that
different object-spatial-frequency ranges were involved in
letter identification as log MAR varied. At intermedi-
ate and largeletter sizes the object spatial frequency of
greatest sensitivity was approximately 2.5 cycles/letter
(Fig. 6), which is in general agreement with the results
of previous studies.**’® If this were the object spatial
frequency that is most relevant for letter identification at
all letter sizes, then a letter size of 0.0 log MAR (20/20
Snellen equivalent) would correspond to a retinal spa-
tial frequency of 30 cycles/deg, which is the conventional
methodfor specifying the relationship betweenletter log
MAR andretinal spatial frequency® and wasthe basis for
equating the log MAR valueofletters with the log spatial
frequency of D6 patterns in Figs. 3 and 4.

However, our results showed that the object spatial
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frequency of maximum sensitivity was not constant but
varied systematically with letter size. For example, at
a letter size of 0.0 log MAR the object spatial frequency
of greatest sensitivity was displaced to 0.63 cycle/letter
(Fig. 6), as might be expected becauseof the attenuation
of the higher object spatial frequencies by the optical and
neural properties of the visual system. This result is in
agreement with the hypothesis of Thorn and Schwartz!®
but is in contrast to the findings of Parish and Sperling,’
whoreported that the highest efficiency in discriminating |
letters in noise occurred at a constant object spatial fre-
quency despite changes in viewing distance(letter size).
The mostlikely explanationfor this apparent difference in
findings is that their range of retinal spatial frequencies
was not so high as ours, extending only to 2.3 cycles/deg,
whereasour spatially filtered letters had peak retinal spa-
tial frequencies extending te approximately 15 cycles/deg
(Figs. 7 and 8). Other possible reasons for the differ-
ences between the findings are thattheir filter width was
generally 2 octaves and was high pass for the highest ob-
ject spatial frequency, whereas our spatial filters were 1
octave wide at half-height; and their images were nor-
malized, so that their filtered images at high object fre-
quencies wereeffectively contrast enhanced, whereas our
images were not normalized.

As a result of the shift in peak object spatial fre-
quency with letter size (Fig. 6), the peak retinal spatial
frequency remained relatively constant at approximately
7 cycles/deg over the rangeofletter sizes that were tested
(20/100—20/20; Fig. 7). This finding implies that the
retinal spatial frequency that is tested by a conventional
visual acuity chart also remains fairly constant as let-
ter size decreases. As a result, the reduction in perfor-
mancethat typically occurs with decreasing size of Sloan
letters must be due to factors other than a changeinreti-
nal spatial frequency, such as the fact that lower object
spatial frequencies contain less information about letter
identity* (cf. Fig. 2). Consequently, although log MAR is
a reasonable metric for specifying letter size, it is some-
what misleading for one to equate letter size measured
in units of log MAR with spatial frequency measured in
cycles per degree ofvisual angle in order to derive contrast
sensitivity functions based on letter identification. This
difference between log MAR andretinal spatial frequency
is likely to account for the fact that the data points for let-
ters and Dé patterns in Fig. 4 do not lie along the same
curve at high spatial frequencies (small log MAR values).

When letters were bandpassfiltered at a peak object
spatial frequency of 2.5 cycles/letter, then contrast sen-
sitivity functions were quite similar in shapeforfiltered
letters and D6 patterns at both temporal frequencies of
presentation (Fig. 8). This finding is consistent with the
hypothesis that letter identification can be predicted on
the basis of the spatial-frequency components of letters
in combination with the contrast response properties of
the visual system.*! The fact that the data for filtered
letters in Fig. 8 were displaced downward from the data
for the D6 patterns implies that more than this single
l-octave band of object spatial frequencies is involved
in the identification of standard Sloan letters. That is,
since we defined the contrastofthe filtered letters relative

to the contrast of the unfiltered letters, then the contrast
sensitivity values for the filtered letters in Fig. 8 would

Vol. 11, No. 9/September 1994/J. Opt. Soc. Am. A 2381

have corresponded to the contrast sensitivity values for
unfiltered letters shown in Fig. 4 if letter identification
were based solely on a single object-frequency band cen-
tered at 2.5 cycles/letter. The overall lower contrast sen-
sitivity for filtered letters than for unfiltered letters (and
for D6 patterns) indicates that more than this restricted
band of object spatial frequencies is involved in the iden-
tification of unfiltered letters. A similar conclusion can

be drawn from the data in Figs. 6 and 7, in which the log
relative sensitivities for filtered letters were all less than

0.0. This means that a higher contrast was required fot
the identification of the filtered letters than was present
at that object-spatial-frequency bandin the original unfil-
tered letters. Therefore, identification of unfiltered let-
ters could not be based on that object-spatial-frequency
band alone.

Although contrast sensitivity functions for spatially fil-
tered letters are similar to those for D6 patterns when
letters are filtered at an object spatial frequency of
2.5 cycles/letter, it is not apparent whetherthis is the
optimal filter peak frequency for all letters. For ex-
ample, our examination of the object-spatial-frequency
spectrum of Sloan letters indicated that the Sloan let-
ter S has higher object-spatial-frequency components
than the Sloan letter Z. A cosine log filter centered
on 2.5 cycles/letter might pass a higher proportion of the
spectrum of the letter S than of the letter Z, whereas a
different relationship would ebtain at other object-spatial-
frequency bands. This could account for the observation
that letter confusions can change systematically as a
function ofletter size.*!_ In addition, font characteristics
have an important influence on letter confusions,*2 and
it is likely that results obtained with Sloan letters may
not be representative of letter identification with other
letter sets.

In conclusion, restricting the spatial-frequency content
of letters increases the similarity between contrast sensi-
tivity functionsfor letters and for patterns that are inher-
ently more delimited in spatial-frequency content, such
as D6 patterns. This result suggests that it is necessary
to limit the object-spatial-frequency content of letters for
adequate testing of the contrast sensitivity of specific vi-
sual mechanisms. Whether spatially filtered letters will
prove useful in testing disorders of the visual system re-
mains to be determined.

ACKNOWLEDGMENTS

This research was supported in part by researck-grant
EY08301 and core grant EY01792 from the National Eye
Institute, Bethesda, Maryland; by grants from the Illinois
Eye Fund and Campus Research Board, University of
Illinois at Chicago, Chicago, Illinois; and by a center
grant from the National Retinitis Pigmentosa Foundation
Fighting Blindness, Baltimore, Maryland. We thank
Marlos A. G. Viana for statistical advice.

REFERENCES AND NOTES

1. D. Regan and D. Neima, “Low-contrast letter charts as a test
of visual function,” Ophthalmology 90, 1192-1200 (1983).

2. D. G, Pelli, J. G. Robson, and A. J. Wilkins, “The design of
a new letter chart for measuring contrast sensitivity,” Clin.
Vis. Sci. 2, 187-199 (1988).

HUAWEI EX.1016 - 183/714



HUAWEI EX. 1016 - 184/714

 
2382 d. Opt. Soc. Am. A/Vol. 11, No. 9/September 1994

3.

4.

10.

11.

12.

13.

14.

15.

16.

17.

D. Regan, “Do letter charts measure contrast sensitivity?”Clin. Vis. Sci. 6, 401-408 (1991).
D. H. Parish and G. Sperling, “Object spatial frequencies,
retinal spatial frequencies, noise, and theefficiency of letter
discrimination,” Vision Res. 31, 1399-1415 (1991).

. D. Regan, J. Raymond, A. Ginsburg, and T. J. Murray,
“Contrast sensitivity, visual acuity and the discrimination
of Snellen letters in multiple sclerosis,” Brain 104, 333-350
(1981).

. As discussed by Parish and Sperling,’ object spatial fre-
quency refers to the spatial properties of a stimulus without
regard to viewing distance and is usually specified in cycles
per stimulus dimension, such as letter width (cycles/letter).
In comparison,retinal spatial frequency is governed by view-
ing distance and is specified in units such as cycles per de-
gree (cycles/deg) of visual angle.

. A. P. Ginsburg, “Visual information processing based upon
spatial filters constrained by biological data.” Ph.D. disserta-
tion (Cambridge University, Cambridge, UK, 1978; reprinted
as AFAMRL Tech. Rep. 78-129, Library of Congress 79-
600156).

. G. E. Legge, D. G. Pelli, G. 8. Rubin, and M. M. Schleske,
“Psychophysics of reading—I. Normalvision,” Vision Res.
25, 239-252 (1985).

. B. Howland, A. Ginsburg, and F. Campbell, “High-pass spa-
tial frequency letters as clinical optotypes,” Vision Res. 18,
1063-1066 (1978).
A. Medina and B. Howland, “A novel high-frequency visual
acuity chart,” Ophthalmol. Physiol. Opt. 8, 14~18 (1988).
G. E. Legge, G. 8. Rubin, and A. Luebker, “Psychophysics of
reading—V. The role of contrast in normal vision,” Vision
Res. 27, 1165-1177 (1987).
P. R. Herse and H. E. Bedell, “Contrast sensitivity for let-
ter and grating targets under various stimulus conditions,”
Optom. Vis. Sci. 66, 774-781 (1989).
K. R. Alexander, D. J. Derlacki, and G. A. Fishman, “Con-
trast thresholds for letter identification in retinitis pigmen-
tosa,” Invest. Ophthalmol. Vis. Sci. 33, 1846-1852 (1992),
National Academy of Sciences—National Research Council,
“Recommended standard procedures for the clinical mea-
surement and specification ofvisual acuity: report of work-
ing group 39,” Adv. Ophthalmol. 41, 103-148 (1980).
W. H. Swanson, H. R. Wilson, and S. C. Giese, “Contrast
matching data predicted from contrast increment thresh-
olds,” Vision Res. 24, 68-75 (1984).
The Fourier transform and spatial frequency properties of
D6 patterns are given in H. R. Wilson, D. K. McFarlane,
and G. C. Phillips, “Spatial frequency tuning of orientation
selective units estimated by oblique masking,” Vision Res.
28, 873-882 (1983).
A. B. Watson and J. G. Robson, “Discrimination at thresh-

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29,

30.

31.

32.

Alexander e? al.

old: labelled detectors in human viston,” Vision Res. 21,1115-1122 (1981).
F. Thorn and F. Schwartz,“Effects ofdioptric blur on Snellen
and grating acuity,” Optom. Vis. Sci. 67, 3-7 (1990).
E. Peli, “Contrast in complex images,” J. Opt. Soc. Am. A 7,
2032-2040 (1990).
W. H. Swanson and E.E. Birch, “Infant spatiotemporal vi-
sion: dependenceofspatial contrast sensitivity on temporal
frequency,” Vision Res. 30, 1033-1048 (1990).
D. G. Pelli and L. Zhang, “Accurate control of contrast on
microcomputer displays,” Vision Res. 31, 1837-1350 (1991).
A problem with the use of standard contrast definitions
such as the Weber, Michelson, or rms formulation for spa-
tially filtered letters is that the individual letters within
a set have quite different luminance profiles and therefore
have markedly different contrast values by these definitions.
Equatingthefiltered letters in terms of these standard con-
trast definitions then results in stimuli with very differ-
ent degreesofvisibility, Since a major goal of the present
study was to compare contrast sensitivity for spatially fil-
tered letters with contrast sensitivity for unfiltered letters,
we adopted the procedure for specifying relative contrast
that is described in the text.
B. J. Fellows, “Chance stimulus sequencesfor discrimination
tasks,” Psychol. Bull. 67, 87-92 (1967).
R. 8. Schlauch and R. M. Rose, “Two-, three-, and four-
interval forced-choice staircase procedures: estimator bias
and efficiency,” J. Acoust. Soc. Am. 88, 732—740 (1990).
H.Levitt, “Transformed up-down methods in psychoacous-
tics,” J. Acoust. Soc. Am. 49, 467—477 (1970).
H. R. Wilson and 8S. C. Giese, “Threshold visibility of
frequency gradient patterns,” Vision Res. 17, 1177-1190
(1977).
A. M. Geller, P. A. Sieving, and D. G. Green, “Effect on
grating identification of sampling with degenerate arrays,”
J. Opt. Soc. Am. A 9, 472-477 (1992).
R. S. Anderson, Y.-2. Wang, and L. N. Thibos, “Factors
affecting letter discrimination in the fovea and periphery,”
Invest. Ophthalmol. Vis. Sci. Suppl. 38, 1344 (1992).
R, F. Hess and R. J. Snowden, “Temporal properties of hu-
man visual filters: number, shapes, and spatial covaria-
tion,” Vision Res. 32, 47-59 (1992).
M. S. Banks, W. S. Geisler, and P. J. Bennett, “The physi-
cal limits of grating visibility,” Vision Res. 27, 1915-1924
(1987).
M. J. Gervais, L. O. Harvey, and J. O. Roberts, “Identifica-
tion confusions amongletters of the alphabet,” J. Exp. Psy-
.chol. 10, 655-666 (1984).
H. Bouma,“Visual recognition of isolated lower-case letters,”
Vision Res. 11, 459-474 (1971).

HUAWEI EX. 1016 - 184/714



HUAWEI EX. 1016 - 185/714

 
nique
ation
11 to.

IEEE

Asyn-
muni-

ng of

sptive
-ech,”
*-787,

ismis-
>. 22.

Dual-
1S. on
smber

‘oding
tcture

'e Co-
to. 6,

t Ten-
‘18. On
ember

sion,”
. 198,

srithm
stems,

ion of
RTS,”

-ession
igs of

im for
sol of
Tech.

Mullti-
August

ins. on
1973.

1 Tech-
NASS-

em for

ap. 70-

ing for
* JEEE
39-897,

ahy see

Pagptaaetemsnesarrroenar

 
IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. COM-25, NO. 11, NOVEMBER 1977

Adaptive Codingof Monochromeand Color Images
WEN-HSIUNG CHEN ANnp C. HARRISON SMITH, MEMBER,IEEE

Abstract~ An efficient adaptive encoding technique using a new im-
plementation of the Fast Discrete Cosine Transform (FDCT)for band-
width compression of monochromeand color images is described. Prac-.
tical system application is attained by maintaining a balance between
complexity of implementation and performance. FDCT sub-blocks are
sorted into four classes according to level of image activity, measured
by the total ac energy within each sub-block. Adaptivity is provided by
distributing bits between classes, favoring higherlevels of activity over
lower levels, Excellent performance is demonstrated in terms of mean
square error and direct comparison oforiginal and reconstructed images.
Results are presented for both noiseless and noisy transmission at a
total rate of 1 bit and 0.5 bit per pixel for a monochrome image and for
a total rate of 2 bits and I bit per pixel for a color image. In every case
the total bit rate includes all overhead required for image reconstruc-
tion and bit protection.

I. INTRODUCTION

UMEROUSbandwidth compression techniques have been
proposed in response to the continually increasing re-

quirements for transmission and storage of high resolution
imagery. Adaptive transform encoding based uponthestatistics
of imagerydata has proved to be very effective but introduces
system complexity. The key toa practical system implementa-
tion lies in selecting an efficient coding scheme which achieves
a successful;compromise between complexity and performance.
This paper-describes an efficient adaptive coding technique
using the fast discrete cosine transform. Transform blocks are
sorted into‘classes by the level of image activity present. Within
each activity-(ac energy) level, coding bits are allocated to
individual transform elements accordingto the variance matrix
of the transformed data. Bits are then distributed between

“busy” and “quiet” image areas to provide the desired adap-
tivity—more bits being assigned to the areas of high image
activity and fewer bits to those of low activity. Use of the fast
discrete cosine transform (FDCT) provides high energy com-
paction and helps to simplify implementation. Transform
elements are nonuniformly quantized and coded as prescribed
by the bit allocation matrices of the various energy levels.
Overhead is held to a minimum consistent with performance.

Mean square error between original and reconstructed images
is used as the primary performance criterion although subjec-
tive performance is exercisable by visual inspection of the
monochromeand color image coding examples presented.

The discrete cosine transform representation and its prop-
erties are briefly described in Section Il. In Section III the

Manuscript received December 7, 1976; revised April 22, 1977. This
Paper was presented at the International Conference on Communica-
tions, Philadelphia, PA, June 14-16, 1976.

W. Chen was with the Western Development Laboratories Division,
Ford Aerospace and Communications Corporation, Palo Alto, CA
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statistical properties of cosine transform samples are reviewed.
Section IV contains a detailed description of the FDCT adap-
tive image coding system for monochrome images. Section V
describes the extension of the adaptive schemeto color images.
Simulated examples of monochrome and color images are
presented and discussed in Section VI.

1]. COSINE TRANSFORM

The one dimensional cosine transform of a discrete function

£0), 7 =0,1,--,N — 1, is defined as [1]

 Flu) = = = {(i) cos |e|
u=0,1,7,N-1 (1)

where

e(u) “Ta foru=0
=1, foru=1,2,°,,N—1

=0, elsewhere

and the inverse transform is

f=> c(u)F(u) cos |eve ;
f=0,1,-,N-1. (2)

In the class of transforms with a known fast computational
algorithm the cosine transform has a superior energy compac-
tion property.

Figure 1 contains a plot of the mean square error of af
image with a Markov process covariance as a function of block
size for various transformations [2]. In this plot the 25% of
the coefficients containing the largest variances were selected
and the remainder discarded.It is seen from the figure that the
cosine transform results in virtually the same energy compac-
tion performance as the Karhunen-Loeve transform, known
to be the best in the mean square error sense. The transform
possesses a circular convolution-multiplication relationship
which can readily be used in linear system theory [3]. The
transform can also be calculated using a computational algo-
rithm which is different from the conventional approach. The
conventional approach of implementing the discrete cosine
transform involves computation of a double size fast Fourier
transform (FFT) of 2N coefficients employing complex
arithmetic [1]. An alternative algorithm, known as a Fast
Discrete Cosine Transform (FDCT), requiring only real opera-
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Figure 1. Mean square error performance of image transform as afunction of block size.

tions on a set of N points is also possible. A general method
for derivation of the FDCTfor any desired value of N =2™,
m 3 2 has recently been found [4]. The method requires
(3N/2)(loge N — 1) + 2 real additions and NV loge N—(3N/2)+
4 real multiplications and is six times faster than the conven-
tional approach. An example ofthis faster algorithm for N =
16 is shown in flowchart form in Figure 2.

IH. STATISTICAL PROPERTIES OF COSINE
TRANSFORM SAMPLES

Statistical image information plays an important role in
developing an efficient coder. This section presents some of
the statistical properties which are useful in devising the
adaptive coder.

A, Mean and Variance

The one dimensional cosine transform discussed in the
previous section can easily be extended to two dimensions.
Suppose that the image pixel f(/, k) is a sample of a random
process with mean m. Then £{f(/, k)} can be replaced by m
and the expected value of the cosine transform samples can
be expressed as

4me(uy(v) NOP NS) (7 + Dur
E{F(u, v)} =——>—— 08Ne % k=0 2N

(2k + l)ur
cosWY (3)

or
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Figure 2. Fast cosine transform flowchart, V = 16, Ci = cos(ni/32),
Si = sin(ai/32). ,

E{F(O, 0)} = 2m (42)

and

E{F(u, v)} =0;

With the mean denoted as above the variance of the transform
samples can be computed from

02(0, 0) = Ef [F(0, 0)] 2} — 4m? (5a)

(u, v) #0. (4b)

and

o2(u, y= El [Ft v)}7}; (u,v) 0. (5b)

B. Probability Model 7 7
Sizice each cosine transform-domain sample is formed from

the cosine weighted sum ofall the pixels in the original image,
the central limit theorem [5] tells us that the probability
density functions can be modeled approximately by Gaussian
densities, i.e.,

1 (x — 2m)?eea (6a)
and !

1 x2 _Pou, vy) ~Fino,0exp|
(u, v) #0. (6b)

IV. COSINE TRANSFORM ADAPTIVE CODING OF
MONOCHROMEIMAGES

The activity levels of images are proportional to the trans-
form domain ac energy within the images. AC energy can be
associated with image detail—each dc sample in the transform
domain is excluded since it determines only the brightness
level. All transform sub-blocks can then be classifed into
various groups accordingto the ac energy inside the sub-blocks.
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Figure 3.

Adaptivity is provided by assigning more bits to the higher
energy levels and fewer bits to the lower energy levels. This
not only provides good quality reconstruction for the high
activity regions but also achieves an efficient coding for the
low activity regions. For adaptivity to be successful the span
‘of adaptivity must be sufficiently large to draw Statistically
significant parameters from the image data. Coding in small
sub-blocks meets this requirement andis also computationally

‘efficient. In the system. to be described, the entire digitized
image is divided intoa number of 16 X 16 pixel sub-blocks

d a two dimensional“FDCT performed on each sub-block.
Figure 3 contains::a block diagram of the adaptive

oding system for monochrome images. The sum_of the
ac_energy of the transform samples within each sub-block

first calculated and accepted as the measure of the level of
ctivity of that sub-block. Next, a histogram is constructed

and the transform blocks are classified into four groups
according to this measure ofactivity. The normalized trans-
form samples within each class are then nonuniformly quan-
tized and adaptively coded. The quantization method used
here is Max’s optimal quantization-scheme [6] with probability
lensity of the transform sample modeled as equation (6).
| For real time applications it is necessary to make two

passes: the first pass to generate the sub-block classification
maps, set up the bit assignment matrices, and calculate the
normalization factor; the second pass to multiply by the
normalization factor, quantize the transform coefficients, code
the data, add the overhead information and transmit the
resulting data over a channel. This is accomplished by a one-
frame delay in which the first pass data are processed and
stored while the previous second pass data are coded andtrans-
titted. This is practicable if the framesizeis restricted to a
value compatible with storage capability and first pass pro-
“essing time. At the receiver, the received data are decoded,
ind an inverse cosine transform is performed to reconstruct
he image.
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Figure 4. Probability distribution of sub-block ac energy.

A, Transform Sub-block Classification

After the FDCT is performed the transform sub-blocks are
classified bylevelof activity (ac energy).

The ac energy in the (m, /)th sub-block can be defined as
1 16

Dy [Fim a4, U))? — [Fen (0, 0)) 2;v=0sMsEnt = u

m,1=1,2,--,M/16* (7)

Figure 4 showsa typical cumulative probability distribution of
ac energy within sub-blocks. The energy has been classified
into four levels, nonuniformly separated by the 25, .50, and
-75 of the cumulative probability distribution, such that each
class contains $(M/16)? sub-blocks. The classification of the

*Uniess otherwise specified, the image is represented by MX Mpixels,
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transform sub-blocks into equally populated levels provides a
simple way to ensure that the average coding rate over the
entire image is maintained. The numberofclassification levels
is generally dependent upon the image size, the relative
population of the activity levels, the degree of change of
activity within an image and the average bits required to code
the compressed data. While not necessarily optimum, four
equally populated levels of classification are sufficient to code
images with an average code rate of 0.5 bits per pixel or more.

The classification maps serve as an index or reference to the
properbit allocation matrices and become a part of the over-
head information needed bythe receiver to decodethereceived
data. Figure 5 illustrates a typical classification map for the
central 20 X 20 transform sub-blocks for the monochrome
image shown in Fig. 8a. The classification of sub-blocks by the
levels of activity is clearly demonstrated.

B. Adaptive Coding
The ensemble average of the variance of each of the trans-

form samples within each class is next computed. From
equation (5) we have

 M M

256K 16/E 16
2(0, 0) =—- (Fm,1(0,0)]? — 4m? (8a)o?0,0=F 2 dy

and

_M_ _M_

256K oy Seoy 2(u, Vv) = —- [Fin 14, ¥)]?,* M2 oti fet ™ |

(u, Vv) #0 (8b)

where kK = 1,2, “*, K and K is the numberof sub-block classi-
fications. Once the variances for each class are computed,the
bit allocation matrix for that class then can be determined.
The bit assignment, Ng, (u, ¥), for each bit allocation matrix
is based upon a relationship from rate distortion theory.[7,
8] The number of bits is given by

1

Ng,=3 loge (a, 2(u. v)] — loge [D];
uy#0,0) ©)

where 0,2(u, v) is the variance of a transform sample as
defined in equation (8) and Disa parameter. Bits are assigned
by initializing D and iteratively calculating the summation of
Ng, (us v) in equation (9) until the desired total number of
bits is achieved.If the exact total numberofbits desired is not
reached after a fixed number of iterations, bits are arbitrarily
adjusted. Figure6illustrates typical bit allocation matrices for
the monochrome image with an average codebit of1 bit/pixel.

Referring to the block diagram of Figure 3, the incoming
transform samples are now normalized by a normalization
coefficient 0, (u,v):

(10)Np, (4h,
a, (tu, v) =c*2 (u, v) # (0, Q)
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Figure 5. Classification of the central 20 X 20 transform sub-blocks

for the monochrome image. 1 specifies the highest activity sub-
blocks; 4 specifies the lowest activity sub-blocks.

AVERAGE CODE BITS PER PIXEL = 0.976
B765433221110000 9654432221110050
76654332221110000 6554432221112 72000
6554433221110000 554443322111060000
554449393 22211000 4443333222110 000
4443333 222111000 3333333222111 06000
3333322222111100 2333222222112 1200
4393933222211111060 2222222221111 0090
22237222211111000 22233211111111060
2222322111111100 222343 2112111009006
2222221L111211000 LT21Ll2321L1112b1itraildsoo
TLiliri~Ltriiriogoaad Lilriirilrbilriooodosa
T1liriztilririitiogoacad TLLAILi1rviirtredaooodda
Yizriri1ririirir1io0d0ddd Y1LTILLIALIGO OOD
Ti11lizririiiii‘soo000d TiLiirvirirlirreodaod
Y1TL1Livirviriioaoddds LTlLlizriizi1rricoeaddsd
TiLLiliriirooooad LTibLi1rvi1lirz22100009

Class 1 Class 2

9543322111100000 a@zs33211¢e¢00000 Q5§44332211000000 SEPCCCCCEEEEEST:
4433332211L00000 2221L111100000009
333393 222111L000090 rIl1MLTELLIOCOGOGOODS
3332222111100000 llLiltiooaoocovo000nd
222222111121000a0 TlLiogooogoanoo00000
2222211111100000 looovo00n00cagn009
2l1ILZELELLLCoOGCoOoOOSO oo00000vTv00G00000
TLli2z22i1ligooaccaea ooo0o000cvagnvHvaoGC DE
TLILLiLiirtogdogdaoodda ooo0oov0a00ngogaagnt
TLETLLricacooooaaddd gqogcoooeoo00000g08
1110111100000000 ooo0000g000009000
loooociocoooo0oaods ooon0acneoogaa0oaacnnd
aoovoo000l11T00000000 oooovcga0vnvnv0000000
cooo0o000r00050000 onpo000cov00G000 004
LTooogacogiiaocdoaaod qnogoo0o0000000c009

Class 3 Class 4

Figure 6. Bit allocation matrices for the monochrome image.

where Ng, (u, u) is as defined in equation (9) (see bit tablesin
Figure 6) and c is the normalization factor. In equation (10)
if Ne,@, v) is assigned to onebit the normalization factor c
will equal o,'(u, v). Since ox ‘(u,v) is simply the estimation of
o,(u, v), ¢_can_be determined during the bit asstgnment pro-
cess by setting it equal to the maximum standard deviation of
those elements in the variance matrix which were assigned to
one bit. The maximum value is selected rather than the average

foavoid excessive clipping. As for the dc samples, eight bits
are assigned to avoid brightness differences at sub-block
boundaries.

For an image of Np bits dynamic range the maximum
possible value for the dc coefficients for a 2D cosine transform
can be determined from equation (11) as 2(2N — 1). There-
fore, if the de coefficient is assigned at eight bits the de

eight bit decision level with anit variance. This guaranteesthat
“Hone of the dc samples are clipped. The de normalization

factor need not be transmitted as long as the dc bit assignment
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is fixed. A normalization factor assigned to each transform
sample might yield slightly increased performance but would
lead to excessive overhead. Next, the normalized samples are

optimally quantized with the number of quantization levels
(bits) set according to the bit allocation matrices. The Max’s
quantization scheme (6] is used here sinceit gives the optimal
result for a given probability density function. The probability
density model used in finding decision and reconstruction
levels in the Max’s scheme is defined in equation (6). The
optimally quantized samples are then coded intoastring of
binary data. These data incorporated with their overhead
information are then transmitted over a channel.

€ Overhead

| Overhead is the information necessary to decode the.com-
pressed image data at the receiving end of the channel. In the
adaptive’ coding system just described, the total overhead
information consists of one classification map, one normaliza-
tion factor, and fourbit tables. This can be written as

(11)

where B,, B,, and By, represent the average overhead code bits
required to code the classification map, the normalization
factor and the bit allocation tables, respectively. They are
represented by the following set of equations:

B=B, +B, +23;

, Be = Fa = Fg bits (12)

| B,=<= bits (13)iB,=~ bits

"M2 hie :

A(16)2 +4 ==
(=F bits. (14)

here c’ is the number ofbits used to represent the normaliza-
on factor c. The factor A is a function of the compression
ratio. Utilizing an efficient coder such as the Huffman code,
i equal to 1.62 for the I bit case and 1.41 for the 0.5 bit case,
based upon the fact that the majority of bit assignments equal
zero for large compressionratios.

It is known that the inherent “error averaging” property of
transform coding provides image coding superior to conven-
tional spatial coding. However, any adaptive transform coding
technique suchas the one used here tends to propagate channel
atrors and some form ofbit protection is desirable. Sincelittle
degradation in the imageitself results at channel bit error rates
af 10-4 or less, only the overhead part of the data requires
etror correction to avoid catastrophic errors and produce
‘eliable data transmission. In each of the subsequent examples
he allowance for overhead has been doubled for BER = 1074

ind tripled for BER = 107? for bit protection.
It can be computed that for the errorless case less than

| 9.034 bits of overhead information is needed to code a one bit

monochrome image of 256 X 256 pixels. For a one bit mono-
| chrome image of 1024 X 1024 pixels, the overhead information

5 lass than 0.01 bit.
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Cosine transform color image coding system.Figure 7.

V. COSINE TRANSFORM ADAPTIVE CODING OF
COLOR IMAGES

Figure 7 contains a block diagram of a cosine transform
color image coding system. In the system, the color image
represented by three sourcetristimulussignals R(/, k), GU, k),
BG, k) at coordinate (j, k) are first converted to a new three
dimensional space, Y(j, k), /G/, k), @(j, &) according to

0.587

—0.274

0.114

—0.322

0.312

0.299

0.596

0.211

RG, *)

Gi, kK) |. (15)

BG, kK)

YG, k)

10,%) |=

og, k) —0.253

The conversion compacts most of the color energy into the Y
plane such that a more efficient design of the adaptive coder
can be accomplished. The converted Y/Q signals then individ-
ually undergo a two dimensional cosine transform in 16 X 16
pixel sub-blocks to form three transform planes Fy(u, v),
Fu, v), and Fg(u, v). The adaptive coding process as described
in coding the monochrome images is then applied to each
color plane andthe resulting code bits are transmitted serially
over the channel. At the receiver, the receiver code bits are
decoded, and inverse cosine transform and inverse coordinate
conversions are performed to reconstruct the sourcetristimulus
signals. The inverse coordinate conversionis described by

0.621

—0.647

1.000 0.956 Yuk)

IG, k)

QU, *)

RG, k)

GG, k)|=

BG. k)

1.000 -0.272 . (16)

1.000  -—1.106 1.703

VI. EXPERIMENTAL RESULTS

A series of computer simulations has been conducted to
evaluate the performance of the cosine transform adaptive
coder. All images were generated with the DICOMED, Model
D47, Image Recorder manufactured by Dicomed Corp..
Minneapolis, MN. It is worthwhile to mention that there is no
trial and error process involved in simulating the coder. Every
result to be presented hereis based on a “‘one shot” experiment.

Each set of simulation results have been grouped into a
single figure consisting of four quadrants, a, b,c, and d, for
ease of comparison. The original image in all cases is at the

NoePRRgM,
1bane

Atteee

Leto

Sut

oo
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 Figure 8. Simulation resuits for com

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. COM.-25, NO,

Pression of monochrome image
at one bit per pixel (see text). (a Original. (b) Reconstructed
image with BER = 0. (c) BER = 107+. (d) BER = 10-2,

 
Figure 10.

bits per pixel (see text). (a) Original. (b) Reconstructed image withBER =). (c) BER = 1074

4pper left in quadrant a. The reconstructed image without
channel error is at upper right in quadrant 6. The recon-
tructed images for channel errors of 10-4 and 10-2 are at

Simulation results for compression of color image at 2

ower left, quadrant c, and lower right, quadrantd, respectively.
The original monochrome image shown in Figure 3(a)

‘ntains 1024 X 1024 pixels with each inte
nly quantized to 256 levels (3 bits per

nsity value uni-

pixel). Figure 8 is

 
Figure 9. Simulation results for compression of monochrome image

at 0.5 bit per pixel (see text). (a) Original. (b) Reconstructed image
with BER = 0. (c) BER = 10-4. (d) BER = 1072,

(b)

. (4) BER = 10-2,

the set of simulation results for illustrating the performance
for compression at one bit per pixel. Figure 9 shows perform-
ance at one-half bit per pixel.

The original color image shown in Figure 10(a) contained
256 * 258 nixels with each red. Z and blue tristimulus

iormly quantized to 296 “sveis (24 bits per pixei)
Figure 10 is the set ofsimulation results for adaptive compres:
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CHEN AND SMITH: ADAPTIVE CODING OF IMAGES-

Poled ‘<

BER =0. (c) BER = 1074

sion at 2 bits per pixel. Figure 10(b).shows the high quality
reconstruction without channel error. Figure “LL. is the
corresponding set of results for compression at 1 bit per pixel.
In both’ sets of images, quadrants (c).and (a) show the effect
of channel BERof10-4 and 10~?, respectively.

For simplicity'im simulation each Fy, Frand#’g component
jur classes, even thoughthe classifications. of 

ponents. The bi -distributions among -the Fy, Fy, and Fg
" components aredetermined empirically from reference 8..

Figure 12 shows a plot of normalized. mean: square: ertor
versus average code bits for these images. Excellent. mean
square error performance of the schemeis demonstrated. Mean
square errorhas been normalized to the maximum reference
input value of 256levels. for both monochrome: and ‘color
images. The apparent superior performance ofthe color image..
is due to ‘the much greater level of detail in the monochrome
image. oe

VII. SUMMARY.

The adaptive coding technique described herein requires
minimal. overhead information yet performs extremely well.
The classification of: image sub-blocks by activity level pro-
vides efficient ‘coding for the transform domain elements.
Adaptivity in coding provides code bits to individual samples
tather than to specific zones. As.can be seen from Figure 6,
more bits are sometimes assigned to higher frequency samples
than. to: nearby lower frequency samples. This feature: helps. in
protecting high frequency information, and in reducing errors
by better reconstruction of large transform samples. The
devised scheme is based upon analytical optimization of the

1291

 
 

bale

Figure11: ‘Simulationresults for compression of color image at.
bit per pixel (see text): (a) Original: (b): Reconstructed image with,

. (4) BER = 1077. :
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0.06F
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Image (¥ Component)%NormalizedMeanSquareError
0.01
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. Average Code Bit/ Pixel

Figure 12. Mean squareerror performance of adaptive cosine
transform coder.

mean ‘square quantization error where the deleted samples are
treated as part of the quantization noise. Further optimization
may be possible “by iteration of. parameters such as the nor-
malization factor ¢. but might not be acceptable in a practical
application. The low meah square error (MSE)achieved, €.g.,
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MSE = 0.049% for the 1. bit monochrome image-and MSE =
0.019% forthe. 1 bit color image (Y component) and the
excellent. subjective: performance would imply that further
optimization may not be rewarding.
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Effects of Round-Off Noise on Hadamard

‘Transformed Imagery
JOHN'J. KNAB, MEMBER,[EEE

Abstract~-The effects of hardware round-off error when using the
two-dimensional Hadamard transform to code 8 by 8 pixel subpicture
blocks of imagery are presented. The simulations show that at least 8 .
bits of precision are desirable.

INTRODUCTION

N RECENTyears, the two-dimensional Hadamard trans-
form has been quite successfully employedin reducing the

Manuscript received September 10, 1976; revised January 7,.1977.
This paper represents the results of research carried out-at'the Air Force
Avionics Laboratory, Wright-Patterson Air Force Base under:Work Unit
76620704. Portions of this paper were presentedat the 1976 Picture
Coding Symposium, Asilomar; CA,January 1976.

The author was with-the Air:Force Avionics Laboratory, Wright-
Patterson Air Force Base, OH 45433. He ‘is now with ‘the Electronic
Systems Division, Harris Corporation, Melbourne, FL.32901.

amount of digital data needed to adequately represent atwo-
dimensional image [1]. Simulations [1] as well as hardware
implementation [2] have demonstrated that data compression
for TV imagery is practical using real-time Hadamard trans-
form coding ‘techniques.

In: this paper we’ observe. the detrimental effects of hard-
ware round-off error “when calculating. the Hadamard trans-
form coefficients. An image comprised of 512.by 512 pixels,
quantizedlinearly to 6 bits (0 to 63), will be considered. The
imageis.divided into 8 by 8 pixel sub-blocks before the two-
dimensional Hadamard transform-is applied. Round-off errors
aré. then introduced during the computation of the Hadamard
transform.When the inverse Hadamard transform is computed
to obtain the original image,.10 round-offerror is introduced.
The effects of round-off errors. are also examined when anon-

University of Southern California, Los Angeles,
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Foreword

ITU (international Telecommunication Union) is the United Nations Specialized Agency in the field of
telecommunications. The CCITT (the International Telegraph and Telephone Consultative Committee) is a permanent
organ of the ITU. Some 166 member countries, 68 telecom operating entities, 163 scientific and industrial organizations
and 39 international organizations participate in CCITT which is the body which sets world telecommunications
standards (Recommendations).

The approval of Recommendations by the members of CCITT is covered by the procedure laid down in CCITT Resolution
No. 2 (Melbourne, 1988). In addition, the Plenary Assembly of CCITT, which meets every four years, approves
Recommendations submitted to it and establishes the study programmefor the following period.

In someareas of information technology, which fall within CCITT’s purview, the necessary standards are prepared on a
collaborative basis with ISO and IEC. Thetext of CCITT Recommendation T.81 was approved on 18th September 1992.
The identical text is also published as ISO/IEC International Standard 10918-1.

CCITT NOTE

In this Recommendation, the expression “Administration”is used for conciseness to indicate both a telecommunication
administration and a recognized private operating agency.

© ITU 1993

All rights reserved. No part of this publication may be reproduced or utilized in any form or by any means,electronic or
mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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Introduction

This CCITT Recommendation | ISO/IEC International Standard was prepared by CCITT Study Group VIII andthe Joint
Photographic Experts Group (JPEG) of ISO/IEC JTC 1/SC 29/WG 10. This Experts Group was formed in 1986 to
establish a standard for the sequential progressive encoding of continuous tone grayscale and colour images.

Digital Compression and Coding of Continuous-tone Still images, is published in twoparts:
— Requirements and guidelines;

— Compliancetesting.

This part, Part 1, sets out requirements and implementation guidelines for continuous-tone still image encoding and
decoding processes, and for the coded representation of compressed image data for interchange between applications.
These processes and representations are intended to be generic,thatis, to be applicable to a broad range of applications for
colour and grayscale still images within communications and computer systems. Part 2, sets out tests for determining
whether implementations comply with the requirments for the various encoding and decoding processes specified in Part
1.

The user’s attention is called to the possibility that — for some of the coding processes specified herein — compliance with
this Recommendation| International Standard may require use of an invention covered by patentrights. See Annex L for
further information.

The requirements which these processes must satisfy to be useful for specific image communications applications such as
facsimile, Videotex and audiographic conferencing are defined in CCITT Recommendation T.80. The intent is that the
generic processes of Recommendation T.80 will be incorporated into the various CCITT Recommendations for terminal
equipmentfor these applications.

In addition to the applications addressed by the CCITT and ISO/IEC, the JPEG committee has developped a compression
standard to meet the needs of other applications as well, including desktop publishing, graphic arts, medical imaging and
scientific imaging.

Annexes A, B, C, D, E, F, G, H and J are normative, and thus form an integral part of this Specification. Annexes K, L
and M areinformative and thus do not form anintegral part of this Specification.

This Specification aims to follow the guidelines of CCITT and ISOMIEC ITC 1 on Rules for presentation of CCITT |
ISOAEC commontext.  
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 f°MYEC 10918-1 : 1993(E) 
INTERNATIONAL STANDARD

CCITT RECOMMENDATION

1 Scope

INFORMATION TECHNOLOGY-DIGITAL COMPRESSION

AND CODING OF CONTINUOUS-TONE STILL IMAGES-

REQUIREMENTS AND GUIDELINES

This CCITT Recommendation| International Standard is applicable to continuous-tone ~ grayscale or colour — digital still
imagedata.It is applicable to a wide range of applications which require use of compressed images. It is not applicable to
bi-level image data.

This Specification

specifies processes for converting source image data to compressed image data;

specifies processes for converting compressed image data to reconstructed image data;

gives guidance on how to implementthese processesin practice;

specifies coded representations for compressed image data.
NOTE — This Specification does not specify a complete coded image representation. Such representations may include

certain parameters, such as aspect ratio, component sample registration, and colour space designation, which are application-
dependent..

2 Normative references

The following CCITT Recommendations andInternational Standards contain provisions which, through reference in this
text, constitute provisions of this CCITT Recommendation | International Standard. At the time of publication, the
editions indicated were valid. All Recommendations and Standards are subject to revision, and parties to agreements
based on this CCITT Recommendation | International Standard are encouraged to investigate the possibility of applying
the most recent edition of the Recommendations and Standardslisted below. Members of IEC and ISO maintain registers
of currently valid International Standards. The CCITT Secretariat maintains a list of currently valid CCITT
Recommendations.

— CCITT Recommendation T.80 (1992), Common componentsfor image compression and communication —
Basic principles.

3 Definitions, abbreviations and symbols

3.1 Definitions and abbreviations

Forthe purposes ofthis Specification, the following definitions apply.

3.1.1 abbreviated format: A representation of compressed image data which is missing someor all of the table
specifications required for decoding, or a representation of table-specification data without frame headers, scan headers,
and entropy-coded segments.

3.1.2 AC coefficient: Any DCTcoefficient for which the frequency is not zero in at least one dimension.

3.1.3 (adaptive) (binary) arithmetic decoding: An entropy decoding procedure which recovers the sequence of
symbols from the sequenceof bits produced by the arithmetic encoder.

3.1.4 (adaptive) (binary) arithmetic encoding: An entropy encoding procedure which codes by meansof a recursive
subdivision of the probability of the sequence of symbols coded upto that point.

3.1.5 application environment: The standards for data representation, communication, or storage which have been
established for a particular application.

CCITT Ree. T.81 (1992 E) 1
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3.1.6 arithmetic decoder: An embodimentof arithmetic decoding procedure.

3.1.7 arithmetic encoder: An embodimentofarithmetic encoding procedure.

3.1.8 baseline (sequential): A particular sequential DCT-based encoding and decoding process specified in this
Specification, and which is required for all DCT-based decoding processes.

3.1.9 binary decision: Choice between two alternatives.

3.1.10 bit stream: Partially encoded or decoded sequenceof bits comprising an entropy-coded segment.

3.1.11 block: An 8 x 8 array of samples or an 8 x 8 array of DCT coefficient values of one component.

3.1.12 block-row: A sequence of eight contiguous componentlines which are partitioned into 8 x 8 blocks.

3.1.13 byte: A group of8 bits.

3.1.14 byte stuffing: A procedure in which either the Huffman coder or the arithmetic coder inserts a zero byte into
the entropy-coded segment following the generation of an encoded hexadecimal X’FF’byte.

3.1.15 carry bit: A bit in the arithmetic encodercode register which is set if a carry-over in the code register overflows
the eight bits reserved for the output byte.

3.1.16 ceiling function: The mathematical procedure in which the greatest integer value of a real numberis obtained
by selecting the smallest integer value which is greater than or equal to the real number.

3.1.17 class (of coding process): Lossy or lossless coding processes.

3.1.18 code register: The arithmetic encoder register containing the least significant bits of the partially completed
entropy-coded segment. Alternatively, the arithmetic decoder register containing the most significant bits of a partially
decoded entropy-coded segment.

3.1.19 coder: An embodimentof a coding process.

3.1.20 coding: Encoding or decoding.

3.1.21 coding model: A procedure used to convert input data into symbols to be coded.

3.1.22 (coding) process: A general term forreferring to an encoding process, a decoding process, or both.

3.1.23 colour image: A continuous-tone imagethat has more than one component.

3.1.24 columns: Samples perline in a component.

3.1.25 component: Oneof the two-dimensional arrays which comprise an image.

3.1.26 compressed data: Either compressed image data or table specification data or both.

3.1.27 compressed image data: A coded representation of an image, as specified in this Specification.

3.1.28 compression: Reduction in the numberofbits used to represent source image data.

3.1.29 conditional exchange: The interchange of MPS and LPS probability intervals whenever the size of the LPS
interval is greater than the size of the MPSinterval(in arithmetic coding).

3.1.30 (conditional) probability estimate: The probability value assigned to the LPS by the probability estimation
state machine (in arithmetic coding).

3.1.31 conditioning table: The set of parameters which select one of the defined relationships between prior coding
decisions and the conditional probability estimates used in arithmetic coding.

3.1.32 context: The set of previously coded binary decisions which is used to create the index to the probability
estimation state machine (in arithmetic coding).

3.1.33  continuous-tone image: An image whose components have more than onebit per sample.

3.1.34 data unit: An 8 x 8 block of samples of one component in DCT-based processes; a sample in lossless processes.
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3.1.35 DC coefficient: The DCT coefficient for which the frequency is zero in both dimensions.

3.1.36 DC prediction: The procedure used by DCT-based encoders whereby the quantized DC coefficient from the
previously encoded 8 x 8 block of the same component is subtracted from the current quantized DC coefficient.

3.1.37 (DCT)coefficient: The amplitude of a specific cosine basis function — may refer to an original DCT coefficient,
to a quantized DCTcoefficient, or to a dequantized DCTcoefficient.

3.1.38 decoder: An embodimentof a decoding process.

3.1.39 decoding process: A process which takes as its input compressed image data and outputs a continuous-tone
image.

3.1.40 default conditioning: The values defined for the arithmetic coding conditioning tables at the beginning of
coding of an image.

3.1.41 dequantization: The inverse procedure to quantization by which the decoder recovers a representation of the
DCT coefficients.

3.1.42 differential component: The difference between an input componentderived from the source image and the
corresponding reference componentderived from the preceding framefor that component(in hierarchical mode coding).

3.1.43 differential frame: A frame in a hierarchical process in which differential components are cither encoded or
decoded.

3.1.44 (digital) reconstructed image (data): A continuous-tone image which is the output of any decoder defined in
this Specification.

3.1.45 (digital) source image (data): A continuous-tone image used as input to any encoder defined in this
Specification.

3.1.46 (digital) (still) image: A set of two-dimensional arrays of integer data.

3.1.47 discrete cosine transform; DCT: Either the forward discrete cosine transform or the inverse discrete cosine
transform.

3.1.48 downsampling(filter): A procedure by which the spatial resolution of an image is reduced (in hierarchical
mode coding).

3.1.49 encoder: An embodimentof an encoding process.

3.1.50 encoding process: A process which takes as its input a continuous-tone image and outputs compressed image
data.

3.1.51 entropy-coded (data) segment: An independently decodable sequence of entropy encoded bytes of compressed
imagedata.

3.1.52  (entropy-coded segment) pointer: The variable which points to the most recently placed (or fetched) byte in
the entropy encoded segment.

3.1.53 entropy decoder: An embodimentof an entropy decoding procedure.

3.1.54 entropy decoding: A lossless procedure which recovers the sequence of symbols from the sequence of bits
produced by the entropy encoder.

3.1.55 entropy encoder: An embodimentof an entropy encoding procedure.

3.1.56 entropy encoding: A lossless procedure which converts a sequence of input symbols into a sequenceof bits
such that the average number of bits per symbol approachesthe entropyofthe input symbols.

3.1.57 extended (DCT-based) process: A descriptive term for DCT-based encoding and decoding processes in which
additional capabilities are added to the baseline sequential process.

3.1.58 forward discrete cosine transform; FDCT: A mathematical transformation using cosine basis functions which
converts a block of samples into a corresponding block of original DCT coefficients.

CCITT Rec. T.81 (1992 E) 3
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3.1.59 frame: A group of one or more scans(all using the same DCT-basedorlossless process) through the data of one
or more of the components in an image.

3.1.60 frame header: A marker segmentthat containsa start-of-frame marker and associated frame parameters that are
codedat the beginning of a frame.

3.1.61 frequency: A two-dimensional index into the two-dimensional array of DCT coefficients.

3.1.62 (frequency) band: A contiguous groupof coefficients from the zig-zag sequence (in progressive mode coding).

3.1.63 full progression: A process which uses both spectral selection and successive approximation (in progressive
mode coding).

3.1.64 grayscale image: A continuous-tone image that has only one component.

3.1.65 hierarchical: A mode of operation for coding an image in which the first frame for a given componentis
followed by frames which code the differences between the source data and the reconstructed data from the previous
frame for that component. Resolution changes are allowed between frames.

3.1.66 hierarchical decoder: A sequence of decoder processes in which the first frame for each componentis followed
by frames which decode an array of differences for each component and addsit to the reconstructed data from the
preceding frame for that component.

3.1.67 hierarchical encoder: The mode ofoperation in which the first frame for each componentis followed by frames
which encode the array of differences between the source data and the reconstructed data from the preceding frame for
that component.

3.1.68 horizontal sampling factor: The relative numberof horizontal data units of a particular componentwith respect
to the numberof horizontal data units in the other components.

3.1.69 Huffman decoder: An embodiment of a Huffman decoding procedure.

3.1.70 Huffman decoding: An entropy decoding procedure which recovers the symbolfrom each variable length code
produced by the Huffman encoder.

3.1.71 Huffman encoder: An embodimentof a Huffman encoding procedure.

3.1.72 Huffman encoding: Anentropy encoding procedure which assignsa variable length code to each input symbol.

3.1.73 Huffman table: Theset of variable length codes required in a Huffman encoder and Huffman decoder.

3.1.74 image data: Either source imagedata or reconstructed imagedata.

3.1.75 interchange format: The representation of compressed image data for exchange between application
environments.

3.1.76 interleaved: The descriptive term applied to the repetitive multiplexing of small groups of data units from each
componentin a scan in a specific order.

3.1.77 inverse discrete cosine transform; IDCT: A mathematical transformation using cosine basis functions which _.
converts a block of dequantized DCTcoefficients into a corresponding block of samples.

3.1.78 Joint Photographic Experts Group; JPEG: The informal name of the committee which created this
Specification. The “joint” comes from the CCITT and ISO/IEC collaboration.

3.1.79 latent output: Output of the arithmetic encoder which is held, pending resolution of carry-over (in arithmetic
coding).

3.1.80 less probable symbol; LPS: Fora binary decision, the decision value which has the smaller probability.

3.1.81 level shift: A procedure used by DCT-based encoders and decoders whereby each input sample is either
converted from an unsigned representation to a two’s complementrepresentation or from a two's complement
representation to an unsigned representation.
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3.1.82 lossless: A descriptive term for encoding and decoding processes and procedures in which the output of the
decoding procedure(s) is identical to the inputto the encoding procedure(s).

3.1.83 lossless coding: The mode of operation which refers to any one of the coding processes defined in this
Specification in which all of the proceduresare lossless (see Annex H).

3.1.84 lossy: A descriptive term for encoding and decoding processes whichare notlossless.

3.1.85 marker: A two-byte code in which the first byte is hexadecimal FF (X’FF’) and the second byte is a value
between 1 and hexadecimal FE (X’FE’).

3.1.86 marker segment: A marker and associated set of parameters.

3.1.87 MCU-row: The smallest sequence of MCU which containsat least one line of samples or one block-row from
every componentin the scan.

3.1.88 minimumcoded unit; MCU:The smallest group of data units that is coded.

3.1.89 modes (of operation): The four main categories of image coding processes defined in this Specification.

3.1.90 more probable symbol; MPS: Fora binary decision, the decision value which has the larger probability.

3.1.91 non-differential frame: The first frame for any components in a hierarchical encoder or decoder. The
components are encoded or decoded without subtraction from reference components. The term refers also to any frame in
modesother than the hierarchical mode.

3.1.92 non-interleaved: The descriptive term applied to the data unit processing sequence when the scan has only one
component.

3.1.93 parameters: Fixed length integers 4, 8 or 16 bits in length, used in the compressed data formats.

3.1.94 point transform: Scaling of a sample or DCT coefficient.
3.1.95 precision: Numberofbits allocated to a particular sample or DCT coefficient.

3.1.96 predictor: A linear combination of previously reconstructed values(in lossless mode coding).

3.1.97 probability estimation state machine: An interlinked table of probability values and indices which is used to
estimate the probability of the LPS (in arithmetic coding).

3.1.98 probability interval: The probability of a particular sequence of binary decisions within the ordered set ofall
possible sequences (in arithmetic coding).

3.1.99 (probability) sub-interval: A portion of a probability interval allocated to either of the two possible binary
decision values(in arithmetic coding).

3.1.100 procedure: A set of steps which accomplishes one of the tasks which comprise an encoding or decoding
process.

3.1.101 process: See coding process.

3.1.102 progressive (coding): One of the DCT-based processes defined in this Specification in which each scan
typically improvesthe quality of the reconstructed image.

3.1.103 progressive DCT-based: The mode of operation which refers to any one of the processes defined in Annex G.

3.1.104 quantization table: The set of 64 quantization values used to quantize the DCT coefficients.

3.1.105 quantization value: An integer value used in the quantization procedure.

3.1.106 quantize: The act of performingthe quantization procedure for a DCT coefficient.

31.107 reference (reconstructed) component: Reconstructed component data which is used in a subsequent frame of a
hierarchical encoder or decoderprocess(in hierarchical mode coding).
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3,1.108 renormalization: The doubling of the probability interval and the code register value until the probability
interval exceeds a fixed minimum value(in arithmetic coding).

3.1.109 restart interval: The integer number of MCUsprocessedas an independent sequence within a scan.

3.1.110 restart marker: The marker that separates two restart intervals in a scan.

3.1.111 run (length): Numberof consecutive symbols of the same value.

3.1.112 sample: One element in the two-dimensional array which comprises a component.

3.1.113 sample-interleaved: The descriptive term applied to the repetitive multiplexing of small groups of samples from
each componentin a scan in a specific order.

3.1.114 scan: A single pass through the data for one or more of the components in an image.

3.1.115 scan header: A marker segmentthat contains a start-of-scan marker and associated scan parameters that are
coded atthe beginning of a scan.

3.1.116 sequential (coding): One ofthe lossless or DCT-based coding processes definedin this Specification in which
each componentofthe image is encoded within a single scan.

3.1.117 sequential DCT-based: The mode of operation which refers to any one of the processes defined in AnnexF.

3.1.118 spectral selection: A progressive coding process in which the zig-zag sequence is divided into bands of one or
more contiguous coefficients, and each band is coded in one scan.

3.1.119 stack counter: The count of X’FF’ bytes which are held, pending resolution of carry-over in the arithmetic
encoder.

3.1.120 statistical conditioning: The selection, based on prior coding decisions, of one estimate out of a set of
conditional probability estimates (in arithmetic coding).

3.1.121 statistical model: The assignment of a particular conditional probability estimate to each of the binary
arithmetic coding decisions. .

3.1.122 statistics area: The array ofstatistics bins required for a coding process which uses arithmetic coding.

3.1.123 statistics bin: The storage location where an index is stored which identifies the value of the conditional
probability estimate used for a particular arithmetic coding binary decision.

3.1.124 successive approximation: A progressive coding process in which the coefficients are coded with reduced
precision in the first scan, and precision is increased by one bit with each succeeding scan.

3.1.125 table specification data: The coded representation from which the tables used in the encoder and decoder are
generated and their destinations specified.

3.1.126 transcoder: A procedure for converting compressed image data of one encoder process to compressed image
data of another encoder process.

3.1.127 (uniform) quantization: The procedure by which DCT coefficients are linearly scaled in order to achieve
compression.

3.1.128 upsampling(filter): A procedure by which the spatial resolution of an image is increased (in hierarchical mode
coding).

3.1.129 vertical sampling factor: The relative numberof vertical data units of a particular component with respect to
the numberofvertical data units in the other components in the frame.

3.1.130 zero byte: The X’00’ byte.

3.1.131 zig-zag sequence: A specific sequential ordering of the DCT coefficients from (approximately) lowestspatial
frequency to highest.

3.1.132 3-sample predictor: A linear combination of the three nearest neighbor reconstructed samples to the left and
above(in lossless mode coding).
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The symbols used in this Specification are listed below.

A

AC

ACh

Ah

Al

APi

APP,

B2

BE

BITS

BP

BPST

BR

Bx

Cc

C

Cu

Cy

CE

C-low

‘Cm;

CNT

CODE

CODESIZE(V)

COM

Cs

Cs;

CT

probability interval

AC DCTcoefficient

AC coefficient predicted from DC values

successive approximation bit position, high

successive approximationbit position, low

ith 8-bit parameter in APP, segment

marker reserved for application segments

current byte in compressed data

next byte in compressed data when B = X°FF’

counter for buffered correction bits for Huffman coding in the successive approximation
process

16-byte list containing number of Huffman codes of each length

pointer to compressed data

pointer to byte before start of entropy-coded segment

counter for buffered correction bits for Huffman coding in the successive approximation
process

byte modified by a carry-over

value of bit stream in code register

componentidentifier for frame

horizontal frequency dependent scaling factor in DCT

vertical frequency dependentscaling factor in DCT

conditional exchange

low order16 bits of the arithmetic decoder code register

ith 8-bit parameter in COM segment

bit counter in NEXTBYTEprocedure

Huffman code value

code size for symbol V

comment marker

conditioning table value

componentidentifier for scan

renormalization shift counter

high order 16 bits of arithmetic decoder coderegister

conditional exchange

data unit from horizontal position i, vertical position j

dji for component k

decision decoded
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Da

DAC

Db

DC

DC;

DC

DHP

DIFF

DNL

DOT

DRI

E

EC

ECS

ECS;

Eh

EHUFCO

EHUFSI

EOB

EOBn

EOBx

EOBO, EOBI, ..., EOB14

 
in DC coding, the DC difference coded for the previous block from the same component:
in lossless coding, the difference coded for the sample immediately to theleft

define-arithmetic-coding-conditioning marker

the difference coded for the sample immediately above

DC DCTcoefficient

DCcoefficientfor ith block in component

kth DC value usedin prediction of AC coefficients

define hierarchical progression marker

define-Huffman-tables marker

difference between quantized DC andprediction

define-number-of-lines marker

define-quantization-tables marker

define restart interval marker

exponent in magnitude category upper bound

event counter

entropy-coded segment

ith entropy-coded segment

horizontal expansion parameter in EXP segment

Huffman code table for encoder

encodertable of Huffman code sizes

end-of-block for sequential; end-of-band for progressive

run length category for EOB runs

position of EOB in previous successive approximation scan

run length categories for EOB runs

EOI end-of-image marker

Ev vertical expansion parameter in EXP segment

EXP expand reference components marker

FREQ(V) frequency of occurrence of symbol V

Hj horizontal sampling factorfor ith component

Hmax Jargest horizontal sampling factor _

HUFFCODE list of Huffman codes corresponding to lengths in HUFFSIZE

HUFFSIZE list of code lengths

HUFFVAL list of values assigned to each Huffman code

i subscript index

I integer variable

Index(S) index to probability estimation state machine table for context index S

j subscript index

J integer variable

8 CCITTRec.T.81 (1992 E)
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JPG

JPGp

LPS

MAXCODE

MCU

MCU;

MCUR

MINCODE

MPS

MPS(S)

MSB

M2, M3, M4, ..., M15

N/A

  DIEC 10918-1 : 1993(E)

marker reserved for JPEG extensions

marker reserved for JPEG extensions

subscript index

integer variable

index of 1st AC coefficient in band (1 for sequential DCT)

conditioning parameter for AC arithmetic coding model

DC andlossless coding conditioning lower bound parameter

element in BITSlist in DHT segment

element in BITSlist in the DHT segment for Huffman table t

length of parameters in APP, segment

largest value of K

length of parameters in COM segment

length of parameters in DNL segment

length of parameters in EXP segment

length of frame header parameters

length of parameters in DHT segment

length of parameters in DAC segment

less probable symbol(in arithmetic coding)

length of parameters in DQT segment

length of parameters in DRI segment

length of scan header parameters

least significant bit

modulo 8 counter for RST marker

numberof Vj; parameters for Huffman table t

bit mask used in coding magnitude of V

nth statistics bin for coding magnitudebit pattern category

table with maximum value of Huffman code for each code length

minimum coded unit

ith MCU

number of MCU required to make up one MCU-row

table with minimum value of Huffman code for each code length

more probable symbol(in arithmetic coding)

more probable symbol for context-index S

most significant bit

designation of context-indices for coding of magnitude bits in the arithmetic coding
models

integer variable

data unit counter for MCU coding

not applicable

CCITT Ree. T.81 (1992 E) 9

HUAWEI EX. 1016 - 205/714.



HUAWEI EX. 1016 - 206/714

ISO/IEC 10918-1 : 1993(E)

Nb

Next_Index_LPS

Next_Index_MPS

Nf numberof components in frame

NL numberoflines defined in DNL segment

Ns number of components in scan

OTHERS(V) index to next symbol in chain

P sample precision

Pq quantizer precision parameter in DQT segment

Pq(t) quantizer precision parameter in DQT segmentfor quantization table t

PRED quantized DC coefficient from the most recently coded block of the component

Pt point transform parameter

Px calculated value of sample

Qi quantizer value for coefficient AC;

Qvu quantization value for DCT coefficient Syy

Qoo quantizer value for DC coefficient

QACii quantized AC coefficient predicted from DC values

QDC, kth quantized DC value used in prediction of AC coefficients

Qe LPS probability estimate

Qe(S) LPS probability estimate for context index S

Qk kth element of 64 quantization elements in DQT segment

Tvu reconstructed image sample

R length of run of zero amplitude AC coefficients

Rv dequantized DCTcoefficient

Ra reconstructed sample value

Rb reconstructed sample value

Re reconstructed sample value

Rd rounding in prediction calculation

RES reserved markers ~

Ri restart interval in DRI segment

RRRR 4-bit value of run length of zero AC coefficients

RS composite value used in Huffman coding of AC coefficients

RST restart marker number m

Syx reconstructed value from IDCT

S context index

Syvu DCTcoefficient at horizontal frequencyu, vertical frequency v

10 CCITT Rec. T.81 (1992 E)

  
numberof data units in MCU

new value of Index(S) after a LPS renormalization

new value of Index(S) after a MPS renormalization
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SC context-index for coding of correctionbit in successive approximation coding

Se end ofspectral selection band in zig-zag sequence

SE context-index for coding of end-of-block or end-of-band

SI Huffman code size

SIGN 1 if decodedsense ofsign is negative and 0 if decoded sense ofsign is positive

SIZE length of a Huffman code

SLL shift left logical operation

SLL a B logical shift left of a by B bits

SN context-index for codingoffirst magnitude category when V is negative

SOFo baseline DCT process frame marker

SOF; extended sequential DCT frame marker, Huffman coding

SOF2 progressive DCT frame marker, Huffman coding

SOF3 lossless process frame marker, Huffman coding

SOFs differential sequential DCT frame marker, Huffman coding

SOF¢ differential progressive DCT frame marker, Huffman coding

SOF7 differential lossless process frame marker, Huffman coding

SOF9 sequential DCT frame marker, arithmetic coding

SOFio progressive DCT frame marker, arithmetic coding

SOFi1 lossless process frame marker,arithmetic coding

SOF}3 differential sequential DCT frame marker, arithmetic coding

SOFi4 differential progressive DCT frame marker,arithmetic coding

SOF15 differential lossless process frame marker, arithmetic coding

Sol start-of-image marker

SOS start-of-scan marker

SP context-index for coding offirst magnitude category whenV is positive

Sqvu quantized DCTcoefficient

SRL shift right logical operation

SRL af logical shift right of o by B bits

Ss start of spectral selection band in zig-zag sequence

SS context-index for coding of sign decision ~
SSSS 4-bit size category of DC difference or AC coefficient amplitude

ST stack counter

Switch_MPS parameter controlling inversion of sense of MPS

Sz parameterused in coding magnitude of V

So context-index for coding of V =0 decision

t summation index for parameter limits computation

T temporary variable

CCITT Rec. T.81 (1992 E) 11
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Taj

Tb

Te

Td;

TEM

Th

Tq

Tqi

Venax

Vt

VALPTR

vi

V2

Xi

x

Xj

M1, X2, X3,..., X15

XHUFCO

XHUFSI

X’values’

Yi

Y

ZRL

ZZ(K)

ZZ(0)

4 General

  
ACentropytable destination selector for jth component in scan

arithmetic conditioning table destination identifier

Huffman coding or arithmetic coding table class

DCentropy table destination selector for jth componentin scan

temporary marker

Huffman table destination identifier in DHT segment

quantization table destination identifier in DOT segment

quantization table destination selector for ith componentin frame

DCandlossless coding conditioning upper bound parameter

symbolor value being either encoded or decoded

vertical sampling factor for ith component

jth value for length jin HUFFVAL

largest vertical sampling factor

temporary variable

list of indices for first value in HUFFVALfor each code length

symbol value

symbol value

numberof columnsin ith component

number of samples perline in component with largest horizontal dimension

ith statistics bin for coding magnitude category decision

designation of context-indices for coding of magnitude categories in the arithmetic coding
models

extended Huffman code table

table of sizes of extended Huffman codes

values within the quotes are hexadecimal

numberoflines in ith component

numberoflines in componentwith largest vertical dimension

value in HUFFVALassignedto run of 16 zero coefficients -_

Kth elementin zig-zag sequence of quantized DCT coefficients

quantized DC coefficient in zig-zag sequence order

The purpose of this clause is to give an informative overview of the elements specified in this Specification. Another
purposeis to introduce manyof the terms whichare defined in clause 3. These termsare printed in italics uponfirst usage
in this clause.
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4.1 Elements specified in this Specification

There are three elements specified in this Specification:

a)

b)

c)

An encoder is an embodiment of an encoding process. As shown in Figure 1, an encoder takes as input
digital source image data and table specifications, and by meansof a specified set of procedures generates
as output compressed image data.

A decoder is an embodiment of a decoding process. As shown in Figure 2, a decoder takes as input
compressed image data and table specifications, and by meansof a specified set of procedures generates as
output digital reconstructed image data.

The interchange format, shownin Figure 3, is a compressed image data representation which includesall
table specifications used in the encoding process. The interchange format is for exchange between
application environments.

 TISO0650-93/d001 
  

Source Table Compressed
image data specifications image data

 

Figure 1 — Encoder

TISOD660-93/d002
 

  Compressed Table Reconstructed
image data specifications image data 

Figure 2 — Decoder

Figures 1 and2illustrate the general case for which the continuous-tone source and reconstructed image data consist of
multiple components. (A colour image consists of multiple components; a grayscale image consists only of a single
component.) A significant portion of this Specification is concerned with how to handle multiple-component images in a
flexible, application-independent way.
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Application environmentA

 
  
 
 

Application environmentB

71S00670-93/d003

Figure 3 - Interchange formatfor compressed image data

These figures are also meant to show that the same tables specified for an encoder to use to compress a particular image
must be provided to a decoderto reconstruct that image. However, this Specification does not specify how applications
should associate tables with compressed image data, nor how they should represent source image data generally within
their specific environments.

Consequently, this Specification also specifies the interchange format shownin Figure 3, in which table specifications are
included within compressed image data. An image compressed with a specified encoding process within
one application environment, A, is passed to a different environment, B, by means of the interchange format.
The interchange format does not specify a complete coded image representation. Application-dependent information,
e.g. colour space, is outside the scope of this Specification.

4.2 Lossy and lossless compression

This Specification specifies two classes of encoding and decoding processes, lossy and lossless processes. Those based on
the discrete cosine transform (DCT)are lossy, thereby allowing substantial compression to be achieved while producing a
reconstructed image with high visual fidelity to the encoder’s source image.

The simplest DCT-based coding process is referred to as the baseline sequential process.It provides a capability whichis
sufficient for many applications. There are additional DCT-based processes which extend the baseline sequential process
to a broader range ofapplications. In any decoder using extended DCT-based decoding processes, the baseline decoding
process is required to be presentin order to provide a default decoding capability.

The second class of coding processes is not based upon the DCT and is provided to meet the needs of applications
requiring lossless compression. These lossless encoding and decoding processes are used independently of any of the
DCT-based processes.

A table summarizing the relationship among these lossy and lossless coding processes is included in 4.11.

The amount of compression provided by any of the various processes is dependent on the characteristics of the particular
image being compressed,as well as on the picture quality desired by the application and the desired speed of compression
and decompression.
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4.3 DCT-based coding

Figure 4 shows the main procedures for all encoding processes based on the DCT.It illustrates the special case ofa single-
component image; this is an appropriate simplification for overview purposes, because all processes specified in this
Specification operate on each image componentindependently.

DCT-based encoder

Quantizer

Table

specifications

Figure 4 — DCT-based encoder simplified diagram

8 x 8 blocks
  

 
 

 
 
  
 

  
 

Entropy
encoder 

 

 
 

Compressed
image data

Table
specifications

Source

image data TISO0880-93/d004

In the encoding process the input component’s samples are grouped into 8 x 8 blocks, and each block is transformed by
the forward DCT (FDCT) into a set of 64 values referred to as DCTcoefficients. One of these values is referred to as the
DCcoefficient and the other 63 as the AC coefficients.

Each ofthe 64 coefficients is then quantized using one of 64 corresponding values from a quantization table (determined
by one of the table specifications shown in Figure 4). No default values for quantization tables are specified in this
Specification; applications may specify values which customize picture quality for their particular image characteristics,
display devices, and viewing conditions.

After quantization, the DC coefficient and the 63 AC coefficients are prepared for entropy encoding, as shown in Figure
5. The previous quantized DC coefficient is used to predict the current quantized DC coefficient, and the difference is
encoded. The 63 quantized AC coefficients undergo no such differential encoding, but are converted into a one-
dimensional zig-zag sequence, as shown in Figure 5.

The quantized coefficients are then passed to an entropy encoding procedure which compresses the data further. One of
two entropy coding procedures can be used, as described in 4.6. If Huffman encoding is used, Huffman table
specifications must be provided to the encoder. If arithmetic encoding is used, arithmetic coding conditioning table
specifications may be provided, otherwise the default conditioning table specifications shall be used.

Figure 6 shows the main procedures for all DCT-based decoding processes. Each step shown performs essentially the
inverse of its corresponding main procedure within the encoder. The entropy decoder decodes the zig-zag sequence of
quantized DCT coefficients. After dequantization the DCTcoefficients are transformed to an 8 x 8 block of samples by
the inverse DCT (DCT).

4.4 Lossless coding

Figure 7 shows the main procedures for the lossless encoding processes. A predictor combines the reconstructed values of
up to three neighbourhood samples at positions a, b, and c to form a prediction of the sample at position x as shown in
Figure 8. This prediction is then subtracted from the actual value of the sample at position x, and the difference is
losslessly entropy-codedby either Huffman or arithmetic coding.
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ACay ACy

Differential DC encoding Zig-zag order

Figure 5 - Preparation of quantized coefficients for entropy encoding

DCT-based decoder

 
 

71S00700-93/d006

Reconstructed
Compressed image dataimage data

Figure 6 — DCT-based decoder simplified diagram

Lossless encoder

 
 
   

 
 

 

  Entropy
encoder

TISO0710-93/d007

Source Faple Compressed
image data specifications image data

Figure 7 — Lossless encodersimplified diagram
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TIS00720-99/d008

Figure 8 - 3-sample prediction neighbourhood

This encoding process mayalso be usedin a slightly modified way, whereby the precision of the input samples is reduced
by one or more bits prior to the lossless coding. This achieves higher compression than the lossless process (but lower
compression than the DCT-based processes for equivalent visual fidelity), and limits the reconstructed image’s worst-case
sample error to the amount of input precision reduction.

4.5 Modesofoperation

There are four distinct modes of operation under which the various coding processes are defined: sequential
DCT-based, progressive DCT-based, lossless, and hierarchical. (Implementations are not required to provide all of
these.) The lossless mode of operation was described in 4.4, The other modes of operation are comparedas follows.

For the sequential DCT-based mode, 8 x 8 sample blocks are typically input block by block from left to right, and block-
row by block-row from top to bottom. After a block has been transformed by the forward DCT, quantized and prepared for
entropy encoding,all 64 of its quantized DCT coefficients can be immediately entropy encoded and outputas part of the
compressed image data (as was describedin 4.3), thereby minimizing coefficient storage requirements.

For the progressive DCT-based mode, 8 x 8 blocks are also typically encoded in the same order, but in multiple scans
through the image. This is accomplished by adding an image-sized coefficient memory buffer (not shown in Figure 4)
between the quantizer and the entropy encoder. As each block is transformed by the forward DCT and quantized, its
coefficients are stored in the buffer. The DCT coefficients in the buffer are then partially encoded in each of multiple
scans. The typical sequence of image presentation at the outputof the decoder for sequential versus progressive modes of
operation is shownin Figure 9.

There are two procedures by which the quantized coefficients in the buffer may be partially encoded within a scan.First,
only a specified band of coefficients from the zig-zag sequence need be encoded. This procedure is called spectral
selection, because each band typically contains coefficients which occupy a lower or higher part of thefrequency spectrum
for that 8 X 8 block. Secondly, the coefficients within the current band need not be encoded to their full (quantized)
accuracy within each scan. Upona coefficient’s first encoding,a specified number of mostsignificant bits is encodedfirst.
In subsequentscans,the less significant bits are then encoded. This procedure is called successive approximation. Either
procedure may be used separately, or they may be mixedin flexible combinations.

In hierarchical mode, an image is encoded as a sequence of frames. These frames provide reference reconstructed
components which are usually needed for prediction in subsequent frames. Except for the first frame for a given
component, differential frames encode the difference between source components and reference reconstructed
components. The coding of the differences may be done using only DCT-based processes, only lossless processes, or
DCT-based processes with a final lossless process for each component. Downsampling and upsampling filters may be
used to provide a pyramid of spatial resolutions as shown in Figure 10. Alternatively, the hierarchical mode can be used to
improvethe quality of the reconstructed components at a given spatial resolution.

Hierarchical mode offers a progressive presentation similar to the progressive DCT-based mode but is useful in
environments which have multi-resolution requirements. Hierarchical mode also offers the capability of progressive
coding to a final lossless stage.

CCITT Ree. T.81 (1992 E) 17
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Sequential

Figure 9 — Progressive versus sequential presentation

TISO0740-93/d0 10

Figure 10 — Hierarchical multi-resolution encoding

4.6 Entropy coding alternatives

Two alternative entropy coding procedures are specified: Huffman coding and arithmetic coding. Huffman coding
procedures use Huffman tables, determined by oneof the table specifications shownin Figures 1 and 2. Arithmetic coding
procedures use arithmetic coding conditioning tables, which may also be determined by a table specification. No default
values for Huffman tables are specified, so that applications may choose tables appropriate for their own environments.
Default tables are defined for the arithmetic coding conditioning.
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The baseline sequential process uses Huffman coding, while the extended DCT-based and lossless processes may use
either Huffman orarithmetic coding.

4.7 Sample precision

For DCT-based processes, two alternative sample precisions are specified: either 8 bits or 12 bits per sample. Applications
which use samples with other precisions can use either 8-bit or 12-bit precision by shifting their source image samples
appropriately. The baseline process uses only 8-bit precision. DCT-based implementations which handle 12-bit source
image samples are likely to need greater computational resources than those which handle only
8-bit source images. Consequently in this Specification separate normative requirements are defined for 8-bit and
12-bit DCT-based processes.

Forlossless processes the sample precision is specified to be from 2 to 16 bits.

4.8 Multiple-component control

Subclauses 4.3 and 4.4 give an overview of one majorpart of the encoding and decoding processes — those which operate
on the sample values in order to achieve compression. There is another major part as well — the procedures whichcontrol
the order in which the image data from multiple components are processed to create the compressed data, and which
ensurethat the properset of table data is applied to the proper data units in the image. (A data unit is a sample forlossless
processes and an 8 x 8 block of samples for DCT-based processes.)

4.8.1 Interleaying multiple components

Figure 11 shows an example of how an encoding process selects between multiple source image components as well as
multiple sets of table data, when performingits encoding procedures. The source image in this example consists of the
three components A, B andC, and there are twosets of table specifications. (This simplified view does not distinguish
between the quantization tables and entropy coding tables.)

  

 

 

 

Encoding
process

    _ Source Compressed
image data Table speci-| |Table speci- image data

fication 1 fication 2
TIS0750-94/d011

Figure 11 ~ Component-interleave and table-switching control

In sequential mode, encoding is non-interleaved if the encoder compresses all image data units in component A before
beginning componentB,and then in turn all of B before C. Encodingis interleaved if the encoder compresses a data unit
from A, a data unit from B,a data unit from C, then back to A, etc. These alternatives are illustrated in Figure 12, which
shows a case in whichall three image components have identical dimensions: X columns by Y lines, for a total of n data
units each.
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Ay Ag mnAg, By, BoyerBy, Cy, Cg, Cy

Scan 1 Scan 2 Scan 3

Data unit encoding order, non-interleaved

Ay, By, Cy, Aa, Bo, Co,An: Bas Cn

Scan 1

Data unit encoding order, interleaved

Figure 12 — Interleaved versus non-interleaved encoding order

These control procedures are also able to handle cases in which the source image components have different dimensions.
Figure 13 shows a case in which two of the components, B and C, have half the numberof horizontal samplesrelative to
componentA.In this case, two data units from A are interleaved with one each from B and C. Cases in which components
of an image have more complex relationships, such as different horizontal and vertical dimensions, can be handled as
well. (See Annex A.)

  
T1S00770-93/d013

Ay, Az, By, Cy, Ag, Ag, Ba, C2,Ants Ans Byes Cryp

Scan 1

Data unit encoding order, interleaved

Figure 13 — Interleaved order for components with different dimensions
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4.8.2 Minimam coded unit

Related to the concepts of multipie-componentinterleave is the minimum coded unit (MCU). If the compressed image
data is non-interleaved, the MCU is defined to be one data unit. For example, in Figure 12 the MCU for the non-
interleaved case is a single data unit. If the compressed datais interleaved, the MCU contains one or more data units from
each component. Forthe interleaved case in Figure 12,the (first) MCU consists of the three interleaved data units Ai, By,
C1. In the exampleof Figure 13,the (first) MCU consists of the four data units Ay, A2 , Bi, C1.

4.9 Structure of compressed data

Figures 1, 2, and 3 all illustrate slightly different views of compressed image data. Figure 1 showsthis data as the output
of an encoding process, Figure 2 showsit as the input to a decoding process, and Figure 3 shows compressed image data
in the interchange format, at the interface between applications.

Compressed imagedata are described by a uniform structure andset ofparameters for both classes of encoding processes
(lossy orlossless), and for all modes of operation (sequential, progressive, lossless, and hierarchical). The various parts of
the compressed image data are identified by special two-byte codes called markers. Some markers are followed by
particular sequences of parameters, as in the case of table specifications, frame header, or scan header. Others are used
without parameters for functions such as marking the start-of-image and end-of-image. When a marker is associated with a
particular sequence of parameters, the marker andits parameters comprise a marker segment. —

The data created by the entropy encoder are also segmented, and one particular marker — the restart marker — is used to
isolate entropy-coded data segments. The encoder outputs the restart markers, intermixed with the entropy-coded data,at
regular restart intervals of the source image data. Restart markers can be identified without having to decode the
compressed data to find them. Because they can be independently decoded, they have application-specific uses, such as
parallel encoding or decoding, isolation of data corruptions, and semi-random access of entropy-coded segments.

There are three compressed data formats:

a) the interchange format;

b) the abbreviatedformatfor compressed image data;

c) the abbreviated formatfor table-specification data.

4.9.1 Interchange format

In addition to certain required marker segments and the entropy-coded segments,the interchange format shall include the
marker segments for all quantization and entropy-coding table specifications needed by the decoding process. This
guarantees that a compressed image can cross the boundary between application environments, regardless of how each
environment intemally associates tables with compressed image data.

4.9.2 Abbreviated format for compressed image data

The abbreviated format for compressed imagedatais identical to the interchange format, exceptthat it does not include all
tables required for decoding.(It may include some of them.) This formatis intended for use within applications where
alternative mechanismsare available for supplying someorall of the table-specification data needed for decoding.

4.9.3 Abbreviated formatfor table-specification data

This format contains only table-specification data. It is a means by which the application mayinstall in the decoder the
tables required to subsequently reconstruct one or more images.

4.10 Image, frame, and scan

Compressed image data consists of only one image. An image contains only one frame in the cases of sequential and
progressive coding processes; an image contains multiple framesfor the hierarchical mode.

A framecontains one or more scans. For sequential processes, a scan contains a complete encoding of one or more image
components. In Figures 12 and 13, the frame consists of three scans when non-interleaved, and one scan if all three
components are interleaved together. The frame could also consist of two scans: one with a non-interleaved component,
the other with two components interleaved.
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For progressive processes, a scan contains a partial encoding of all data units from one or more image components.
Components shall not be interleaved in progressive mode, except for the DC coefficients in the first scan for each

 

componentof a progressive frame.

4.11 Summary of coding processes

Table 1 provides a summary ofthe essential characteristics of the various coding processes specified in this Specification.
Thefull specification of these processes is contained in Annexes F, G, H,and J.

22

Table 1- Summary: Essential characteristics of coding processes

Baseline process (required for all DCT-based decoders)

DCT-based process
Source image: 8-bit samples within each component
Sequential
Huffman coding: 2 AC and 2 DCtables
Decodersshall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans

  
  
  
 

  
    
  
 

Extended DCT-based processes

DCT-based process
Source image: 8-bit or 12-bit samples
Sequential or progressive
Huffman or arithmetic coding: 4 AC and 4 DC tables
Decoders shal! process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans

Lossless processes

Predictive process (not DCT-based)
Source image: P-bit samples (2 < P = 16)
Sequential
Huffman orarithmetic coding: 4 DC tables
Decoders shall process scans with 1, 2, 3, and 4 components

e
e
e
e
e

© Interleaved and non-interleaved scans
 

  
  
 

Hierarchical processes

Multiple frames (non-differential and differential)
Uses extended DCT-basedorlossless processes
Decoders shall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans
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5 Interchange format requirements

The interchange format is the coded representation of compressed image data for exchange between application
environments.

The interchange format requirements are that any compressed image data represented in interchange format shall comply
with the syntax and code assignments appropriate for the decoding process selected, as specified in Annex B.

Tests for whether compressed image data comply with these requirements are specified in Part 2 of this Specification.

6 Encoder requirements

An encoding process converts source image data to compressed image data. Each of Annexes F,G, H, and J specifies a
numberofdistinct encoding processes for its particular mode of operation.

An encoder is an embodiment of one (or more) of the encoding processes specified in Annexes F, G, H,or J. In order to
comply with this Specification, an encodershall satisfy at least one of the following two requirements.

An encodershall

a) with appropriate accuracy, convert source image data to compressed image data which comply with the
interchange format syntax specified in Annex B for the encoding process(es) embodiedby the encoder,

b) with appropriate accuracy, convert source image data to compressed image data which comply with the
abbreviated format for compressed image data syntax specified in Annex B for the encoding process(es)
embodied by the encoder.

For each of the encoding processes specified in Annexes F, G, H, and J, the compliance tests for the above requirements
are specified in Part 2 of this Specification.

NOTE — There is no requirement in this Specification that any encoder which embodies one of the encoding processes
specified in Annexes F, G, H, or J shall be able to operate for all ranges of the parameters which are allowed for that process. An
encoderis only required to meet the compliance tests specified in Part 2, and to generate the compressed data format according to
Annex B for those parameter values which it does use.

7 Decoder requirements

A decoding process converts compressed image data to reconstructed image data. Each of Annexes F, G, H, and J
specifies a numberofdistinct decoding processesforits particular mode of operation.

A decoder is an embodiment of one (or more) of the decoding processes specified in Annexes F, G, H, or J. In order to
comply with this Specification, a decodershall satisfy all three of the following requirements.

A decodershall

a) with appropriate accuracy, convert to reconstructed image data any compressed image data with parameters
within the range supported by the application, and which comply with the interchange format syntax
specified in Annex B for the decoding process(es) embodied by the decoder;

b) accept and properly store any table-specification data which comply with the abbreviated format for table-
specification data syntax specified in Annex B for the decoding process(es) embodied by the decoder;

c) with appropriate accuracy, convert to reconstructed image data any compressed image data which comply
with the abbreviated format for compressed image data syntax specified in Annex B for the decoding
process(es) embodied by the decoder, provided that the table-specification data required for decoding the
compressed image data has previously been installed into the decoder.

Additionally, any DCT-based decoder, if it embodies any DCT-based decoding process other than baseline sequential,
shall also embody the baseline sequential decoding process.

For each of the decoding processes specified in AnnexesF, G, H,and J, the compliancetests for the above requirements
are specified in Part 2 of this Specification.
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Annex A

Mathematicaldefinitions

(This annex forms an integral part of this Recommendation| International Standard)

A.l Source image

Source images to which the encoding processesspecified in this Specification can be applied are defined in this annex.

A.1.1 Dimensions and sampling factors

As shown in Figure A.1, a source image is defined to consist of Nf components. Each component, with unique identifier
C;,, is defined to consist of a rectangular array of samplesofx; columnsby y; lines. The component dimensions are derived
from two parameters, X and Y, where X is the maximum of the x; values and Y is the maximum of the y; values for all
components in the frame. For each component, sampling factors H; and V; are defined relating component dimensions %;
and y; to maximum dimensions X andY, accordingto the following expressions:

=|Xx Fi d Y Yi
“eS Anox ame * Vinax ,

  

where Hynax and V max are the maximum sampling factors for all componentsin the frame, and [ lis the ceiling function.

As an example, consider an image having 3 components with maximum dimensions of 512 lines and 512 samplesperline,
and with the following samplingfactors:

Component 0 Hy = 4, Vo =1
Component 1 H, =2, Vv, =2
Component 2 H, =1, WV, =1

Then X= $12, Y= 512, Bnax=4, Vinax = 2, and x; and y; for each component are

Component 0 xg = 512, yo = 256
Component 1 x, = 256, y, = 512
Component 2 Xq = 128, yo = 256

NOTE — The X, Y, H;, and V; parameters are contained in the frame header of the compressed image data (see B.2.2),
whereas the individual component dimensionsx; and y; are derived by the decoder. Source images with x; and y; dimensions which do
notsatisfy the expressions above cannotbe properly reconstructed.

A.1.2 Sample precision

A sample is an integer with precision P bits, with any value in the range 0 through 2? -!. All samples of all components
within an image shall have the same precision P. Restrictions on the value of P depend on the mode of operation, as
specified in B.2 to B.7.

A.13 Data unit

A data unit is a sample in lossless processes and an 8 x 8 block of contiguous samples in DCT-based processes. Theleft-
most 8 samples of each of the top-most 8 rows in the component shall always be the top-left-most block. With this top-left-
most block as the reference, the componentis partitioned into contiguous data units to the right and to the bottom (as
shownin Figure A.4).

A.1.4 Orientation

Figure A.1 indicates the orientation of an image component by the terms top, bottom,left, and right. The order by which
the data units of.an image componentare input to the compression encoding procedures is defined to beleft-to-right and
top-to-bottom within the component. (This ordering is precisely defined in A.2.) Applications determine which edgesof a
source image are defined as top, bottom,left, and right.
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a) Source image with multiple components b) Characteristics ofan image component

Figure A.1 — Source image characteristics

A.2 Orderof source image data encoding

The scan header (see B.2.3) specifies the order by which source image data units shall be encoded and placed within the
compressed image data. For a given scan,if the scan header parameter Ns = 1, then data from only one source component
— the componentspecified by parameter Cs) — shall be present within the scan. This data is non-interleaved by definition.
If Ns > 1, then data from the Ns components Cs, through Csns shall be present within the scan. This data shall always be
interleaved. The order of components in a scan shall be accordingto the order specified in the frame header.

The ordering of data units and the construction of minimum coded units (MCU)is defined as follows.

A.2.1 Minimum coded unit MCU)

For non-interleaved data the MCUis one data unit. For interleaved data the MCUis the sequenceof data units defined by
the sampling factors of the components in the scan.

A.2.2 +Non-interleaved order (Ns = 1)

When Ns = 1 (where Nsis the number of componentsin a scan), the order of data units within a scan shall be left-to-right
and top-to-bottom, as shown in Figure A.2, This ordering applies whenever Ns = 1, regardless of the values of
Hy and Vj.

  
Bottom —__71800790-94d015

Figure A.2 — Non-interleaved data ordering
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A.2.3 Interleaved order (Ns > 1)

When Ns > 1, each scan component Cs; is partitioned into small rectangular arrays of Hy horizontal data units by V_
vertical data units. The subscripts k indicate that H, and V, are from the position in the frame header component-
specification for which Cy = Csj. Within each Hy by Vx array, data units are ordered from left-to-right and top-to-bottom.
The arrays in turn are ordered from left-to-right and top-to-bottom within each component.

As shownin the example of Figure A.3, Ns = 4, and MCU; consists of data units taken first from the top-left-most region
of Cs;, followed by data units from the corresponding region of Cs2, then from Cs3 and then from Csq4. MCU?followsthe
same ordering for data taken from the next region to the right for the four components.

Cs1:H, =2,V, =2 Cso: Ho =2,Vp=1 CsgtHg=1,V3=2 Csy:Hyg=1,V4 =1
0 12

TISO0800-93/d016 
MCU, = dg day dig at do di “d& d3y ago.
MGUg = Gop dog Go Hy G03 dor Ot dor,
MCU, = doa dos aha ahs Io ds dea a doo
MCU, = dag day ho 3 Fin dy day 3g io»

A
Gs, data units Cs» Cs3 Cs,

Figure A.3 — Interleaved data ordering example

A.2.4 Completion of partial MCU

For DCT-basedprocesses the data unit is a block.If x; is not a multiple of 8, the encoding process shal] extend the number
of columnsto complete the right-most sample blocks.If the componentis to be interleaved, the encoding process shall also
extend the numberof samples by one or more additional blocks, if necessary, so that the number of blocks is an integer
multiple of Hj. Similarly, if y; is not a multiple of 8, the encoding process shall extend the numberof lines to complete the
bottom-most block-row.If the componentis to be interleaved, the encoding process shall also extend the numberoflines
by one or moreadditional block-rows,if necessary, so that the number of block-rowsis an integer multiple of Vi.

NOTE-It is recommendedthat any incomplete MCUs be completed by replication of the right-most column and the bottom
line of each component.

Forlossiess processes the data unit is a sample. If the componentis to be interleaved, the encoding process shall extend
the number of samples,if necessary, so that the number is a multiple of Hj. Similarly, the encoding process shall extend
the numberoflines, if necessary, so that the numberoflines is a multiple of V3.

Any sample added by an encoding process to complete partial MCUsshall be removed by the decoding process.

A3 DCT compression

A311 Level shift

Before a non-differential frame encoding process computes the FDCT for a block of source image samples, the samples
shall be level shifted to a signed representation by subtracting 2P ~!, where P is the precision parameterspecified in B.2.2.
Thus, when P = 8,the level shift is by 128; when P = 12, the tevel shift is by 2048.
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After a non-differential frame decoding process computes the IDCT and produces a block of reconstructed image samples,
an inverse level shift shall restore the samples to theunsigned representation by adding 2? ~ ' and clamping the results to
the range 0 to 2P-!,

A.3.2._ Orientation of samples for FDCT computation

Figure A.4 shows an image componentwhich has beenpartitioned into 8 x 8 blocks for the FDCT computations. Figure
A.4 also defines the orientation of the samples within a block by showing the indices used in the FDCT equation of A.3.3.

The definitions of block partitioning and sample orientation also apply to any DCT decoding process and the output
reconstructed image. Any sample added by an encoding process to complete partial MCUs shail be removed by the
decoding process,

Soi

S44 ° e $17
e e

s .

e ®

57° . ° $77
TISO0810-93/d017

 
Figure A.4 — Partition and orientation of 8 x 8 sample blocks

A.3.3 FDCTand IDCT(informative)

The following equations specify the ideal functional definition of the FDCT and the IDCT.

NOTE ~ These equations contain terms which cannot be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification. The accuracy
requirements for the combined dequantization and IDCT procedures are also specified in Part 2 of this Specification.

7 7
2 2y+l

FDCT: Sy = 4 Cc, C, & LT sy, cos ¢ xe cos ( yb
x=0 yrO ~

7 7 2 1 2 1

DCT: Sox =4 rT C,C, Sy, cos § ze Jur og § yetonu=0 v=0

where

1/V2 for u,v = 0

1 otherwise

C,,C¢Hey
ul

Cys Cy

otherwise.

A3.4 DCTcoefficient quantization (informative) and dequantization (normative)

After the FDCT is computedfor a block, each of the 64 resulting DCT coefficients is quantized by a uniform quantizer.
The quantizer step size for each coefficient Sy, is the value of the corresponding element Q,, from the quantization table
specified by the frame parameter Tq; (see B.2.2).
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The uniform quantizer is defined by the following equation. Roundingis to the nearest integer:

 Ss.
Sq,, = round|—*vu on Qy }

S@yy is the quantized DCT coefficient, normalized by the quantizer step size.

NOTE -~ This equation contains a term which may not be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT andquantization procedures are specified in Part 2 of this Specification.

Atthe decoder, this normalization is removed by the following equation, which defines dequantization:

Ry = Sdyy * Qvu

NOTE— Depending on the rounding used in quantization,it is possible that the dequantized coefficient may be outside the
expected range.

The relationship among samples, DCTcoefficients, and quantization is illustrated in Figure A.5.

A.3.5 Differential DC encoding

After quantization, and in preparation for entropy encoding, the quantized DC coefficient Sqoo is treated separately from
the 63 quantized AC coefficients. The value that shall be encodedis the difference (DIFF) between the quantized DC
coefficient of the current block (DC; which is also designated as Sqoo) and that of the previous block of the same
component (PRED):

DIFF = DC, — PRED

A3.6  Zig-zag sequence

After quantization, and in preparation for entropy encoding, the quantized AC coefficients are converted to the zig-zag
sequence. The quantized DC coefficient (coefficient zero in the array) is treated separately, as defined in A.3.5. The zig-
zag sequenceis specified in Figure A.6.

A4 Point transform

For various procedures data may be optionally divided by a power of 2 by a point transform prior to coding. There are
three processes which require a point transform: lossless coding, lossless differential frame coding in the hierarchical
mode, and successive approximation coding in the progressive DCT mode. —_

In the lossless mode of operation the point transform is applied to the input samples. In the difference coding of the
hierarchical mode of operation the point transform is applied to the difference between the input component samples and
the reference component samples. In both cases the point transform is an integer divide by 2Pt, where Pt is the value of the
point transform parameter (see B.2.3).

In successive approximation coding the point transform for the AC coefficients is an integer divide by 24], where Alis the
successive approximation bit position, low (see B.2.3). The pointtransform for the DC coefficients is an arithmetic-shift-
right by Albits. This is equivalentto dividing by 2Pt before the level shift (see A.3.1).

The output of the decoderis rescaled by multiplying by 2Pt, An example of the point transform is given in K.10.
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Figure A.6 - Zig-zag sequence of quantized DCTcoefficients

AS Arithmetic proceduresin lossless and hierarchical modesof operation

In the lossless mode ofoperation predictions are calculated with full precision and without clamping ofeither overflow or
underflow beyond the range of values allowed by the precision of the input. However, the division by two whichis part of
some ofthe prediction calculations shall be approximatedby an arithmetic-shift-right by onebit.

The two’s complementdifferences which are coded in either the lossless mode of operation orthe differential frame
coding in the hierarchical mode ofoperation are calculated modulo 65 536, therebyrestricting the precision of these
differences to a maximum of 16 bits. The modulo values are calculated by performing the logical AND operation of the
two’s complement difference with X’FFFF’. For purposes of coding, the result is still interpreted as a 16 bit two’s
complementdifference. Modulo 65 536 arithmetic is also used in the decoder in calculating the output from the sum of
the prediction and this two’s complementdifference.
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Annex B

Compressed data formats

(This annex forms an integral part of this Recommendation| International Standard)

This annex specifies three compressed data formats:

a) the interchange format, specified in B.2 and B.3;
b) the abbreviated format for compressed image data, specified in B.4;
c) the abbreviated formatfor table-specification data, specified in B.5.

B.1 describes the constituent parts of these formats. B.1.3 and B.1.4 give the conventions for symbols and figures used in
the format specifications.

B.1 General aspects of the compressed data format specifications

Structurally, the compressed data formats consist of an ordered collection of parameters, markers, and entropy-coded data
segments. Parameters and markers in turn are often organized into marker segments. Becauseall of these constituent parts
are represented with byte-aligned codes, each compressed data format consists of an ordered sequence of 8-bit bytes. For
each byte, a most significant bit (MSB) andaleast significant bit (LSB) are defined.

B.1.1 Constituent parts

This subclause gives a general description of each of the constituentparts of the compressed data format.

B.1.1.1 Parameters

Parameters are integers, with values specific to the encoding process, source image characteristics, and other features
selectable by the application. Parameters are assigned either 4-bit, 1-byte, or 2-byte codes. Except for certain optional
groups of parameters, parameters encode critical information without which the decoding process cannot properly
reconstruct the image.

The code assignment for a parameter shall be an unsigned integer of the specified length in bits with the particular value
of the parameter.

For parameters which are 2 bytes (16 bits) in length, the mostsignificant byte shall comefirst in the compressed data’s
ordered sequence of bytes. Parameters which are 4 bits in length always come in pairs, and the pair shall always be
encoded in a single byte. The first 4-bit parameter of the pair shall occupy the most significant 4 bits of the byte. Within
any 16-, 8-, or 4-bit parameter, the MSB shall comefirst and LSB shall comelast.

B.1.1.2. Markers

Markers serveto identify the various structural parts of the compressed data formats. Most markers start marker segments
containing a related group of parameters; some markers stand alone. All markers are assigned two-byte codes: an X’FF’
byte followed by a byte which is not equal to 0 or X’FF’ (see Table B.1). Any marker may optionally be preceded by any
numberoffill bytes, which are bytes assigned code X’FF’.

NOTE — Because ofthis special code-assignmentstructure, markers makeit possible for a decoder to parse the compressed
data and locate its various parts without having to decode other segmentsof image data.

B.1.1.3 Marker assignments

All markers shall be assigned two-byte codes: a X’FF’ byte followed by a second byte which is not equal to 0 or X’FF’.
The second byte is specified in Table B.1 for each defined marker. An asterisk (*) indicates a marker which stands alone,
that is, which is not the start of a marker segment.
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Table B.1 — Marker code assignments

Start Of Frame markers, non-differential, Huffman coding

Baseline DCT

Extended sequential DCT
Progressive DCT
Lossless (sequential) 

Start Of Frame markers, differential, Huffman coding

Differential sequential DCT
Differential progressive DCT
Differential lossless (sequential)

  
Start Of Frame markers, non-differential, arithmetic coding

X’FFC8’ Reserved for JPEG extensions
X’FFC9’ Extended sequential DCT
X’FFCA’ Progressive DCT
X’FFCB’ Lossless (sequential) 

Start Of Frame markers, differential, arithmetic coding

X’FFCD’ Differential sequential DCT
X?FFCB’ Differential progressive DCT
X?FFCP” Differential lossless (sequential) 

Huffmantable specification

X°FFCY?’ DHT Define Huffmantable(s)

Arithmetic coding conditioning specification

X’FFCC’ DAC Define arithmetic coding conditioning(s)

Restart interval termination

X’FFDO’ through X’FFD7’ RSTn* Restart with modulo 8 count “m”
Other markers  

  
  
  
  
  
  
  
  
  
  

  

  

 
X’FFD8’ Start of image
X’FFD9”’ EOI* End of image
X’FFDA’ sOS Start of scan
X’FFDB’ DQT Define quantization table(s)
X’FFDC’ DNL Define numberof lines
X’ FFDD” DRI Definerestart interval
X’FFDE’ DHP Define hierarchical progression
X’FFDF’ EXP Expand reference component(s)
X’FFEO’ through X’FFEF” APP, Reserved for application segments
X’FFFO’ through X’ FFFD’ JPG, Reserved for JPEG extensions
X’FFFE’ COM Comment

Reserved markers

X’FFO1’ TEM* For temporary private use in arithmetic coding
X’FFO2’ through X’FFBF’ RES Reserved
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B.1.1.4 Marker segments

A marker segment consists of a marker followed by a sequenceofrelated parameters. The first parameter in a marker
segment is the two-byte length parameter. This length parameter encodes the number of bytes in the marker segment,
including the length parameter and excluding the two-byte marker. The marker segments identified by the SOF and SOS
marker codes are referred to as headers: the frame header and the scan headerrespectively.

B.1.1.5 Entropy-coded data segments

An entropy-coded data segment contains the output of an entropy-coding procedure. Jt consists of an integer number of
bytes, whether the entropy-coding procedure used is Huffman or arithmetic. ,

NOTES

1 Making entropy-coded segments an integer numberof bytes is performed as follows: for Huffman coding, 1-bits are
used,if necessary, to pad the end of the compressed data to complete the final byte of a segment. For arithmetic coding, byte alignment
is performedin the procedure which terminates the entropy-coded segment(see D.1.8).

2 Imorderto ensure that a marker does not occur within an entropy-coded segment, any X’FF’ byte generated by either a
Huffmanor arithmetic encoder, or an X’FF’byte that was generated by the paddingof 1-bits described in NOTE | above,is followed
by a “stuffed” zero byte (see D.1.6 and F.1.2.3).

B.1.2 Syntax

In B.2 and B.3 the interchange formatsyntax is specified. For the purposesofthis Specification, the syntax specification
consists of:

— the required ordering of markers, parameters, and entropy-coded segments;
— identification of optional or conditional constituent parts;
— the name, symbol, and definition of each marker and parameter;
- the allowed values of each parameter;
- anyrestrictions on the above whichare specific to the various coding processes.

The ordering of constituent patts and the identification of which are optional or conditional is specified by the syntax
figures in B.2 and B.3. Names, symbols, definitions, allowed values, conditions, andrestrictions are specified immediately
below each syntax figure.

B.1.3. Conventions for syntax figures

The syntax figures in B.2 and B.3 are a part ofthe interchange format specification. The following conventions,illustrated
in Figure B.1, apply to these figures:

—  parameter/markerindicator: A thin-lined box encloses either a markeror a single parameter;

— segmentindicator: A thick-lined box encloses either a marker segment, an entropy-coded data segment,
or combinations of these;

— parameterlength indicator: The width of a thin-lined box is proportional to the parameter length (4, 8,
or 16 bits, shown as E, B, and D respectively in Figure B.1) of the marker or parameter it encloses; the
width of thick-lined boxesis not meaningful,

- optional/conditional indicator: Square brackets indicate that a marker or marker segment is only
optionally or conditionally present in the compressed image data;

~— ordering: In the interchange format a parameter or marker shownin a figure precedes all of those shown
to its right, and followsall of those showntoits left;

—  entropy-coded data indicator: Angled brackets indicate that the entity enclosed has been entropy
encoded.

Optional

TISO0830-93/d01o

Figure B.1 — Syntax notation conventions
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B.1.4 Conventions for symbols, code lengths, and values

Following each syntax figure in B.2 and B.3, the symbol, name, and definition for each marker and parameter shownin
the figure are specified. For each parameter, the length and allowed values are also specified in tabular form.

The following conventions apply to symbols for markers and parameters:

— all marker symbols have three upper-caseletters, and somealso have a subscript. Examples: SOI, SOF);

— all parameter symbols have one upper-case letter; some also have one lower-case letter and some have
subscripts. Examples: Y, Nf, Hi, Tai.

B.2 General sequential and progressive syntax

This clause specifies the interchange format syntax which applies to all coding processes for sequential DCT-based,
progressive DCT-based, and lossless modesof operation.

B.2.1 High-level syntax

Figure B.2 specifies the order of the high-level constituent parts of the interchange format for all non-hierarchical
encoding processes specified in this Specification.

Compressed image data

| pe
-7 Frame

NL
ra te

-7 Scan ye

Ci. eee ‘ oS Ast a]

  
    

af . Entropy-coded segment 9 ~ . er -- Entropy-coded segment ast

<MCU >, <MCU >, oe <MCU a <MCU,>, <MCU,, +>, tee <MCU iz
71S00840-93/d020

Figure B.2 — Syntax for sequential DCT-based,progressive DCT-based,
andlossless modes of operation

The three markers shown in Figure B.2 are defined as follows:

SOI: Start of image marker — Marks the start of a compressed image represented in the interchange format or
abbreviated format.

EOI: End of image marker — Marks the end of a compressed image represented in the interchange format or
abbreviated format.

RST,:: Restart marker ~ A conditional marker which is placed between entropy-coded segments only if restart
is enabled. There are 8 unique restart markers (m = 0 - 7) which repeat in sequence from 0 to 7, starting with
zero for each scan, to provide a modulo 8 restart interval count.

Thetop level of Figure B.2 specifies that the non-hierarchical interchange format shall begin with an SOI marker, shall
contain one frame, and shall end with an EOI marker.
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The secondlevel of Figure B.2 specifies that a frame shall begin with a frame header and shall contain one or more scans.
A frame header may be preceded by one or more table-specification or miscellaneous marker segments as specified in
B.2.4. Ifa DNL segment(see B.2.5) is present, it shall immediately follow the first scan.

© AEC 10918-1 : 1993(E) 

For sequential DCT-based and lossless processes each scan shall contain from one to four image components.If two to
four components are contained within a scan, they shall be interleaved within the scan. For progressive DCT-based
processes each image component is only partially contained within any one scan. Only thefirst scan(s) for the components
(which contain only DC coefficient data) may be interleaved.

The third Jevel of Figure B:2 specifies that a scan shall begin with a scan header and shall contain one or more entropy-
coded data segments. Each scan header may be preceded by one or more table-specification or miscellaneous marker
segments. If restart is not enabled, there shall be only one entropy-coded segment(the one labeled “last’), and no restart
markers shall be present. If restart is enabled, the numberof entropy-coded segments is defined by the size of the image
and the defined restart interval. In this case, a restart marker shall follow each entropy-coded segment exceptthe last one.

The fourth level of Figure B.2 specifies that each entropy-coded segment is comprised of a sequence of entropy-
coded MCUs.If restart is enabled and the restart interval is defined to be Ri, each entropy-coded segment except the last
one shall contain Ri MCUs. Thelast one shall contain whatever number of MCUs completes the scan.

Figure B.2 specifies the locations where table-specification segments may be present. However, this Specification hereby
specifies that the interchange format shall contain all table-specification data necessary for decoding the compressed
image. Consequently, the required table-specification data shall be present at one or more of the allowed locations.

B.2.2 Frame headersyntax

Figure B.3 specifies the frame header whichshall be presentat the start of a frame. This header specifies the source image
characteristics (see A.1), the components in the frame, and the sampling factors for each component, and specifies the
destinations from whichthe quantized tables to be used with each componentare retrieved.

Frame header

 

 

Component-specification
parameters

- .‘

_ +77 7” Frame component-specification parameters
oe .

TISO0850-99/d021

Figure B.3 —- Frame header syntax

The markers and parameters shown in Figure B.3 are defined below. The size and allowed values of each parameter are _,
given in Table B.2. In Table B.2 (and similar tables which follow), value choices are separated by commas (e.g. 8, 12) and
inclusive bounds are separated by dashes(e.g. 0 - 3).

SOF,: Start of frame marker - Marksthe beginning of the frame parameters. The subscript n identifies whether
the encoding process is baseline sequential, extended sequential, progressive, or lossless, as well as which
entropy encoding procedureis used.

SOFo: Baseline DCT

SOF,: Extended sequential DCT, Huffman coding

SOF;: Progressive DCT, Huffman coding
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SOF3: Lossless (sequential), Huffman coding

SOF»: Extended sequential DCT, arithmetic coding

SOF9: Progressive DCT,arithmetic coding

SOF14: Lossless (sequential), arithmetic coding

Lf: Frame headerlength — Specifies the length of the frame header shown in Figure B.3 (see B.1.1.4).

P: Sample precision — Specifies the precision in bits for the samples of the components in the frame.
Y: Numberoflines - Specifies the maximum numberoflines in the source image. This shall be equal to the
numberoflines in the component with the maximum number of vertical samples (see A.1.1). Value 0 indicates
that the numberoflines shall be defined by the DNL marker and parameters at the end of the first scan (see
B.2.5).

X: Numberof samples perline — Specifies the maximum numberof samples perline in the source image. This
shall be equal to the number of samples per line in the component with the maximum number of horizontal
samples (see A.1.1).

Nf: Numberof image components in frame — Specifies the number of source image components in the frame.
The value of Nf shall be equal to the numberof sets of frame component specification parameters (Cj, Hi, Vi.
and Tqj) presentin the frame header.

Cj: Componentidentifier - Assigns a unique label to the ith component in the sequence of frame component
specification parameters. These values shall be used in the scan headers to identify the components in the scan.
Thevalueof C; shall be different from the values of C; through Cj-1.

Hj: Horizontal sampling factor — Specifies the relationship between the component horizontal dimension
and maximum image dimension X (see A.1.1); also specifies the number of horizontal data units of component
Cj in each MCU, when more than one componentis encoded in a scan.

Vit Vertical sampling factor —Specifies the relationship between the component vertical dimension and
maximum image dimension Y (see A.1.1); also specifies the numberof vertical data units of component Cj in
each MCU, when more than one componentis encoded in a scan.

Tqi: Quantization table destination selector — Specifies one of four possible quantization table destinations
from whichthe quantization table to use for dequantization of DCT coefficients of componentC;is retrieved.If
the decoding process uses the dequantization procedure, this table shall have been installed in this destination
by the time the decoderis ready to decode the scan(s) containing componentC;. The destination shall not be re-
specified,or its contents changed, until all scans containing C; have been completed.

Table B.2 — Frame header parametersizes and values
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B.2.3 Scan header syntax

Figure B.4 specifies the scan header which shall be present at the start of a scan. This header specifies which
component(s) are contained in the scan, specifies the destinations from which the entropy tables to be used with each
componentare retrieved, and (for the progressive DCT) which part of the DCT quantized coefficient data is contained in
the scan. For lossless processes the scan parameters specify the predictor and the point transform.

NOTE-If there is only one image componentpresent in a scan, that componentis, by definition, non-interleaved.If there is
more than one image componentpresentin a scan, the components presentare, by definition, interleaved.

Scan header

Scan component-specification parameters

TISO0860-93/d022
Td Ns Ta Ns

Figure B.4 — Scan header syntax

The marker and parameters shownin Figure B.4 are defined below. The size and allowed values of each parameter are
given in Table B.3.

SOS: Start of scan marker — Marksthe beginning of the scan parameters.

Ls: Scan headerlength — Specifies the length of the scan header shown in Figure B.4 (see B.1.1.4).

Ns: Numberof image components in scan — Specifies the number of source image components in the scan. The
value of Ns shall be equal to the numberof sets of scan componentspecification parameters (Cs;, Tdj, and Taj)
presentin the scan header.

- Cs;: Scan componentselector — Selects which of the Nf image components specified in the frame parameters
shall be the jth componentin the scan. Each Cs; shall match one of the Cj values specified in the frame header,
and the ordering in the scan header shall follow the ordering in the frame header. If Ns > 1, the order of
interleaved components in the MCU is Cs; first, Csz second, etc. If Ns > 1, the following restriction shall be
placed on the image components contained in the scan:

N,;

y H,; x Vy, < 10,
jst

where Hj and Vj are the horizontal and vertical sampling factors for scan component j. These sampling factors
are specified in the frame header for component i, wherei is the frame component specification index for which
frame componentidentifier Cj matches scan component selector Csj. _

As an example, consider an image having 3 components with maximum dimensions of 512 lines and
512 samplesperline, and with the following samplingfactors:

Component 0 Hy =4, Vo = 1
Component 1 Hy, =1, Vj =2

Component 2 H, =2 Vy =2

Then the summation of Hj x Vj is (4x 1) + (1 x 2) + (2x 2) = 10.

The value of Cs; shall be different from the values of Cs to Cs; _ 1.
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Td;: DC entropy coding table destination selector — Specifies one of four possible DC entropy coding table
destinations from which the entropy table needed for decoding of the DC coefficients of component Cs; is
retrieved. The DC entropy table shall have been installed in this destination (see B.2.4.2 and B.2.4.3) by the
time the decoder is ready to decode the current scan. This parameter specifies the entropy coding table
destination for the lossless processes.

Taj: AC entropy coding table destination selector — Specifies one of four possible AC entropy coding table
destinations from which the entropy table needed for decoding of the AC coefficients of component Cs; is
retrieved. The AC entropy table selected shall have been installed in this destination (see B.2.4.2 and B.2.4.3)
by the time the decoderis ready to decodethe current scan. This parameteris zero forthe lossless processes.
Ss: Start of spectral or predictor selection — In the DCT modesof operation, this parameter specifies the first
DCTcoefficient in each block in zig-zag order which shall be codedin the scan. This parameter shall be set to
zero for the sequential DCT processes. In the lossless mode of operations this parameter is used to select the
predictor.

Se: Endof spectral selection — Specifies the last DCT coefficient in each block in zig-zag order whichshall be
coded in the scan. This parameter shall be set to 63 for the sequential DCTprocesses. In the lossless mode of
operations this parameter has no meaning.It shall be set to zero.

Ah: Successive approximation bit position high -This parameter specifies the point transform used in the
preceding scan (i.e. successive approximation bit position low in the preceding scan) for the band of coefficients
specified by Ss and Se. This parameter shall be set to zero for the first scan of each bandofcoefficients. In the
lossless mode of operations this parameter has no meaning.It shall be setto zero.

Al: Successive approximation bit position low or point transform —In the DCT modes of operation this
parameter specifies the point transform, i.e. bit position low, used before coding the band of coefficients
specified by Ss and Se. This parameter shall be set to zero for the sequential DCT processes. In the lossless
modeofoperations, this parameter specifies the point transform,Pt.

The entropy coding table destination selectors, Tdj and Taj, specify either Huffman tables (in frames using Huffman
coding) or arithmetic coding tables (in frames using arithmetic coding). In the latter case the entropy coding table
destination selector specifies both an arithmetic coding conditioning table destination and an associated statistics area.

Table B.3 — Scan header parametersize and values

Parameter Size(bits) Sequential DCT Progressive DCT Lossless 

  
a) Csj_ shall be a member of the set of C; specified in the frame header.
b) © for lossless differential framesin the hierarchical mode (see B.3).

 
c) Q if Ss equals zero. 
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B.2.4 Table-specification and miscellaneous marker segment syntax

Figure B.5 specifies that, at the places indicated in Figure B.2, any of the table-specification segments or miscellaneous
marker segments specified in B.2.4.1 through B.2.4.6 may be present in any order and with no limit on the number of
segments.

If any table specification for a particular destination occurs in the compressed image data, it shall replace any previous
table specified for this destination, and shall be used wheneverthis destination is specified in the remaining scans in the
frame or subsequentimages represented in the abbreviated format for compressed image data.If a table specification for a
given destination occurs more than once in the compressed image data, each specification shall replace the previous
specification. The quantization table specification shall not be altered between progressive DCT scans of a given
component.

Tables or miscellaneous marker segment

Marker ] Marker 1 te . j Marker 1
segment, segment 5 segment jast.-

TISO0870-923/d023 -

Quantization table-specificationor

Huffman table-specificationor

Arithmetic conditioning table-specification
Marker segment or .Restart interval definitionor

Comment
or

Application data

- Figure B.5 - Tables/miscellaneous marker segment syntax

B.2.4.1 Quantizationtable-specification syntax

Figure B.6 specifies the marker segment which defines one or more quantization tables.

Define quantization table segment

qpar 3 "4 fo,|9 : oo
Tisoosse-savd024

Multiple (t= 1, ...,n)

Figure B.6 — Quantization table syntax

The marker and parameters shown in Figure B.6 are defined below. The size and allowed values of each parameter are
given in Table B.4.

DOT: Define quantization table marker — Marks the beginning of quantization table-specification parameters.

Lq: Quantization table definition length ~ Specifies the length of all quantization table parameters shown in
Figure B.6 (see B.1.1.4).
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Pq: Quantization table element precision — Specifies the precision of the Qy values. Value 0 indicates 8-bit Qk
values; value 1 indicates 16-bit Q, values. Pq shall be zero for 8 bit sample precision P (see B.2.2).

Tq: Quantization table destination identifier — Specifies one of four possible destinations at the decoder into
which the quantization table shall be installed.

Qk: Quantization table element — Specifies the kth element out of 64 elements, where & is the index in the zig-
zag ordering of the DCT coefficients. The quantization elements shall be specified in zig-zag scan order.

Table B.4 — Quantization table-specification parameter sizes and values

  
 
 

Size (bits) Sequential DCT

A

eTpepe

Progressive DCT

 
 

 
  
 
  
   

Lossless

Undefined

Undefined

 

 
Undefined

Undefined

The value n in Table B.4 is the number of quantization tables specified in the DQT marker segment.

Once a quantization table has been defined for a particular destination, it replaces the previous tables stored in that
destination and shall be used, when referenced, in the remaining scans of the current image and in subsequent images
represented in the abbreviated format for compressed image data. If a table has never been defined for a particular
destination, then whenthis destination is specified in a frame header, the results are unpredictable.

An 8-bit DCT-based process shall not use a 16-bit precision quantization table.

B.2.4.2 Huffman table-specification syntax

Figure B.7 specifies the marker segment which defines one or more Huffman table specifications.
Define Huffman table segment!

' ae Symbol-length

ee Multiple (t = 1,..., 0)
ee Symbol-length assignment parameters

 

Figure 8.7 - Huffman table syntax
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The marker and parameters shown in Figure B.7 are defined below. The size and allowed values of each parameter are
given in Table B.5.

DHT: Define Huffman table marker — Marks the beginning of Huffman table definition parameters.

Lh: Huffman table definition length — Specifies the length of all Huffman table parameters shown in Figure B.7
(see B.1.1.4).

Tec: Table class — 0 = DCtable orlossless table, 1 = AC table.

Th: Huffman table destination identifier — Specifies one of four possible destinations at the decoder into which
the Huffman table shall be installed.

Lj: Numberof Huffman codesof length i — Specifies the number of Huffman codes for each of the 16 possible
lengths allowed by this Specification. Lj’s are the elements of the list BITS.

Vij: Value associated with each Huffman code — Specifies, for each i, the value associated with each Huffman
code of length i. The meaning of each value is determined by the Huffman coding model. The Vji,j’s are the
elements of the list HUFFVAL.

Table B.5 — Huffman table specification parameter sizes and values

Parameter Size(bits) Sequential DCT Progressive DCT Lossless

=

    
  

 
0-3

16

4

 

The value n in Table B.5 is the number of Huffman tables specified in the DHT marker segment. The value m;,is the
numberof parameters which follow the 16 Li(t) parameters for Huffman tablet, and is given by:

In general, m; is different for each table.

Once a Huffman table has been defined for a particular destination, it replaces the previous tables stored in that
destination and shall be used when referenced, in the remaining scans of the current image and in subsequent images
represented in the abbreviated format for compressed image data. If a table has never been defined for a particular
destination, then when this destination is specified in a scan header,the results are unpredictable.
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B.2.4.3 Arithmetic conditioning table-specification syntax

 

Figure B.8 specifies the marker segment which defines one or more arithmetic coding conditioning table specifications.
These replace the default arithmetic coding conditioning tables established by the SOJ marker for arithmetic coding
processes. (See F.1.4.4.1.4 and F.1.4.4.2.1.)

Define arithmetic conditioning segmentT

1 TISO0900-93/d026
Se

Multiple (t = 4, ..., n)

Figure B.8 — Arithmetic conditioning table-specification syntax

The marker and parameters shown in Figure B.8 are defined below. The size and allowed values of each parameter are
given in Table B.6.

DAC: Define arithmetic coding conditioning marker — Marks the beginning of the definition of arithmetic
coding conditioning parameters.

La: Arithmetic coding conditioning definition length—Specifies the length of all arithmetic coding
conditioning parameters shown in Figure B.8 (see B.1.1.4).

Tc: Table class — 0 = DCtableorlossless table, 1 = AC table.

Tb: Arithmetic coding conditioning table destination identifier — Specifies one of four possible destinations at
the decoderinto which the arithmetic coding conditioning table shall be installed.

Cs: Conditioning table value — Value in either the AC or the DC (and lossless) conditioning table. A single
value of Cs shall follow each value of Tb. For AC conditioning tables Tc shall be one and Cs shall contain a
value of Kx in the range 1 < Kx < 63. For DC (andlossless) conditioning tables Tc shall be zero and Cs shall
contain two 4-bit parameters, U and L. U and L shall be in the range OS LSU $15 and the value of Cs shall be
L+16xU.

The value n in Table B.6 is the numberofarithmetic coding conditioning tables specified in the DAC marker segment.
The parameters L and U are the lower and upper conditioning bounds used in the arithmetic coding procedures defined
for DC coefficient coding and lossless coding. The separate value range 1-63 listed for DCTcoding is the Kx conditioning
used in AC coefficient coding.

Table B.6 — Arithmetic coding conditioning table-specification parameter sizes and values

Parameter   
 
 
 
 

  
Size (bits) Sequential DCT Progressive DCT Lossless  a
fs Undefined 0-255 (Tc = 0), 1-63 (Tc = 1) , 0-255  
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B.2.4.4 Restart interval definition syntax
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Figure B.9 specifies the marker segment which defines the restart interval.

Define restart interval segment

oomfoe|om
TiSO0910-93/d027

Figure B.9 — Restart interval definition syntax

The marker and parameters shown in Figure B.9 are defined below. The size and allowed values of each parameter are
given in Table B.7.

DRI: Definerestart interval marker - Marks the beginning of the parameters which define therestart interval.

Lr: Define restart interval segmentlength — Specifies the length of the parameters in the DRI segment shown in
Figure B.9 (see B.1.1.4).

Ri: Restart interval — Specifies the number of MCUinthe restart interval.

In Table B.7 the value n is the number of rows of MCUin therestart interval. The value MCURis the number of MCU
required to make up one line of samples of each componentin the scan. The SOI marker disables the restart intervals. A
DRI marker segment with Ri nonzero shall be present to enablerestart interval processing for the following scans. A DRI
marker segment with Ri equalto zero shall disable restart intervals for the following scans.

Table B.7 — Define restart interval segment parameter sizes and values

Size(bits) Sequential DCT Progressive DCT Lossless  
B.2.4.5 Comment syntax

Figure B.10 specifies the marker segment structure for a comment segment.

Comment segment

om _ cme|
TISO00920-93/d028

Figure B.10 — Comment segment syntax
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The marker and parameters shown in Figure B.10 are defined below. The size and allowed values of each parameter are
givenin Table B.8.

COM: Comment marker - Marks the beginning of a comment.

Le: Comment segment length—Specifies the length of the comment segment shown in Figure B.10
(see B.1.1.4).

Cm;: Commentbyte — Theinterpretation is left to the application.

Table B.8 — Comment segment parametersizes and values

Parameter Size (bits) Sequential DCT Progressive DCT Lossless

eees

 

  
 

 
 

 
 

 

B.2.4.6 Application data syntax

Figure B.11 specifies the marker segmentstructure for an application data segment.
Application data segment

“Pr soos|
Tis00930-93/4029

Figure 8.11 — Application data syntax

The marker and parameters shown in Figure B.11 are defined below. The size and allowed values of each parameter are
given in Table B.9.

APP,;: Application data marker — Marks the beginningof an application data segment.
Lp: Application data segment length — Specifies the length of the application data segment shown in
Figure B.11 (see B.1.1.4).

Ap;: Application data byte — The interpretationis left to the application.

The APP, (Application) segments are reserved for application use. Since these segments may be defined differently for
different applications, they should be removed when the data are exchanged between application environments.

Table B.9 — Application data segment parameter sizes and values

Size (bits) Sequential DCTParameter

eees

 
 
 
 

 
Progressive DCT Lossless 
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B.2.5 Define numberoflines syntax

Figure B.12 specifies the marker segment for defining the number of lines. The DNL (Define Number of Lines) segment
provides a mechanism for defining or redefining the numberoflines in the frame (the Y parameter in the frame header) at
the endof the first scan. The value specified shall be consistent with the number of MCU-rows encodedin thefirst scan.
This segment, if used, shall only occurat the end ofthefirst scan, and only after coding of an integer number of MCU-
rows. This marker segment is mandatory if the numberoflines (Y) specified in the frame headerhas the value zero.

Define numberoflines segment

TIS00940-93/d030

Figure B.12 — Define numberoflines syntax

The marker and parameters shown in Figure B.12 are defined below. The size and allowed values of each parameter are
given in Table B.10.

DNL: Define numberof lines marker — Marksthe beginning ofthe define numberof lines segment.

Ld: Define numberoflines segment length — Specifies the length of the define number of lines segment shown
in Figure B.12 (see B.1.1.4).

NL: Numberoflines — Specifies the numberoflinesin the frame(see definition of Y in B.2.2).

Table B.10 — Define numberof lines segment parametersizes and values

Size(bits)

 

 

 

 

 
 

 Parameter LosslessSequential DCT Progressive DCT

 

 
 
 1-65 535” 
 

a) The value specified shall be consistent with the number oflines coded at the point where the DNL segment
terminates the compressed data segment.

  
B.3 Hierarchical syntax

B.3.1 High level hierarchical mode syntax

Figure B.13 specifies the order of the high level constituent parts of the interchange format for hierarchical encoding
processes.
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Compressed image data

so|ater ee _ [ro|=|
TISON950-93/d031t

Figure B.13 — Syntax for the hierarchical mode of operation

Hierarchical mode syntax requires a DHP marker segment that appears before the non-differential frame or frames. The
hierarchical mode compressed image data may include EXP marker segments and differential frames which shall follow
the initial non-differential frame. The frame structure in hierarchical mode is identical to the frame structure in non-
hierarchical mode.

The non-differential frames in the hierarchical sequenceshall use oneof the coding processes specified for SOF, markers:
SOFo, SOF}, SOF2, SOF3, SOF», SOF 19 and SOF,. The differential frames shall use one of the processes specified for
SOFs, SOFs, SOF7, SOF;3, SOF,4 and SOF,5. The allowed combinations of SOF markers within one hierarchical
sequenceare specified in Annex J.

The sample precision (P) shall be constant forall frames and have the identical value as that coded in the DHP marker
segment. The number of samples per line CX) for all frames shall not exceed the value coded in the DHP marker segment.
If the numberof lines (Y) is non-zero in the DHP marker segment, then the numberoflines forall frames shall not exceed
the value in the DHP marker segment.

B.3.2. DHP segment syntax

The DHP segmentdefines the image components, size, and sampling factors for the completed hierarchical sequence of
frames. The DHP segmentshall precedethefirst frame; a single DHP segmentshall occurin the compressed image data.

The DHP segment structure is identical to the frame header syntax, except that the DHP marker is used instead of the
SOF, marker. The figures and description of B.2.2 then apply, except that the quantization table destination selector
parameter shall be set to zero in the DHP segment.

B.3.3 EXP segment syntax

Figure B.14 specifies the marker segmentstructure for the EXP segment. The EXP segmentshall be present if (and only
if) expansion ofthe reference components is required either horizontally orvertically. The EXP segment parameters apply
only to the next frame (which shall be a differential frame) in the image. If required, the EXP segmentshall be one of the
table-specification segments or miscellaneous marker segments preceding the frame header; the EXP segment shall not be
one of the table-specification segments or miscellaneous marker segments preceding a scan header or a DHP marker
segment. _

Expand segment 1

1
TISGN960-93/d032

Figure B.14 — Syntax of the expand segment
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The marker and parameters shown in Figure B.14 are defined below. The size and allowed values of each parameter are
given in Table B.11.

EXP: Expand reference components marker — Marks the beginning of the expand reference components
segment.

Le: Expand reference components segment length — Specifies the length of the expand reference components
segment (see B.1.1.4).

Eh: Expand horizontally —If one, the reference components shall be expanded horizontally by a factor of two.
If horizontal expansion is not required, the value shall be zero.

Ey: Expand vertically —If one, the reference components shall be expanded vertically by a factor of two.
If vertical expansion is not required, the value shall be zero.

Both Eh and Ev shall be one if expansion is required both horizontally and vertically.

Table B.11 — Expand segment parameter sizes and values

Sequential DCT Progressive DCT Lossless
Baseline Extended

 

3 
 

B.4 Abbreviated format for compressed image data

Figure B.2 shows the high-level constituent parts of the interchange format. This format includesall table specifications
required for decoding.If an application environment provides methods for table specification other than by meansof the
compressed image data, someorall of the table specifications may be omitted. Compressed image data which is missing
any table specification data required for decoding has the abbreviated format.

B.5 Abbreviated formatfor table-specification data

Figure B.2 shows the high-level constituent parts of the interchange format. If no frames are present in the compressed
image data, the only purpose of the compressed image data is to convey table specifications or miscellaneous marker
segments defined in B.2.4.1, B.2.4.2, B.2.4.5, and B.2.4.6. In this case the compressed image data has the abbreviated
formatfor table specification data (see Figure B.15).

Compressed image data

sol [Tables/misc.]|eo|
TISO0970-93/d033 —_

Figure B.15 — Abbreviated formatfor table-specification data syntax

B.6 Summary

The order of the constituent parts of interchange format and all marker segment structures is summarized in Figures B.16
and B.17. Note that in Figure B.16 double-lined boxes enclose marker segments. In Figures B.16 and B.17 thick-lined
boxes enclose only markers.

The EXP segment can be mixed with the other tables/miscellancous marker segments preceding the frame header but not
with the tables/miscellaneous marker segments preceding the DHP segmentor the scan header.
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Annex C

Huffman table specification

(This annex formsan integral part ofthis Recommendation| International Standard)

A Huffman coding procedure may be used. for entropy coding in any of the coding processes. Coding models for
Huffman encoding are defined in Annexes F, G, and H. In this Annex, the Huffmantable specification is defined.

Huffman tables are specified in terms of a 16-byte list (BITS) giving the number of codes for each code length from
1 to 16. This is followed bya list of the 8-bit symbolvalues (HUFFVAL), each of which is assigned a Huffman code. The
symbolvalues are placed in thelist in order of increasing code length. Code lengths greater than 16 bits are not allowed.
In addition, the codes shall be generated such that the all-1-bits code word of any length is reserved as a prefix for longer
code words.

NOTE — Theorder of the symbol values within HUFFVALis determined only by code length. Within a given code length
the ordering of the symbolvaluesis arbitrary.

This annex specifies the procedure by which the Huffman tables (of Huffman code words and their corresponding 8-bit
symbol values) are derived from the two lists (BITS and HUFFVAL)in the interchange format. However, the way in
which these lists are generated is not specified. The lists should be generated in a manner whichis consistent with the
rules for Huffman coding, andit shall observe the constraints discussed in the previous paragraph. Annex K contains an
example of a procedure for generating lists of Huffman code lengths and values which are in accord with theserules.

NOTE — There is no requirement in this Specification that any encoder or decoder shall implement the procedures in
precisely the mannerspecified by the flow charts in this annex. It is necessary only that an encoder or decoder implementthe function
specified in this annex. The sole criterion for an encoder or decoder to be considered in compliance with this Specification is that it
satisfy the requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliancetests specified in
Part 2.

C.1 Marker segments for Huffman table specification

The DHT marker identifies the start of Huffman table definitions within the compressed image data. B.2.4.2 specifies the
syntax for Huffman table specification.

C.2 Conversion of Huffman table specifications to tables of codes and code lengths

Conversion of Huffman table specifications to tables of codes and code lengths uses three procedures. Thefirst procedure
(Figure C.1) generates a table of Huffman code sizes. The second procedure (Figure C.2) generates the Huffman codes
from the table built in Figure C.1. The third procedure (Figure C.3) generates the Huffman codes in symbol value order.

Given a list BITS (1 to 16) containing the number of codes of each size, and a list HUFFVAL containing the symbol
values to be associated with those codes as described above,twotables are generated. The HUFFSIZE table contains a list
of code lengths; the HUFFCODEtable contains the Huffman codes corresponding to those lengths.

Note that the variable LASTKis set to the index ofthe last entry in the table.
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Generate_size_table

 
 

HUFFSIZE(K) =!K=K+1
JaJd4+1
 

 
 HUFFSIZE(K) = 0

LASTK=K  

T1S01000-93/d036

Figure C.1 — Generation of table of Huffman code sizes

 (TEC 10918-1 : 1993(E)ed
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A Huffman code table, HUFFCODE,containing a code for each size in HUFFSIZE is generated by the procedure in
Figure C.2. The notation “SLL CODE1”in Figure C.2 indicates a shift-left-logical of CODE byonebit position.

 

 
Generate_code_table

 
 

K=0
GODE=0
SI = HUFFSIZE(0)

  
  HUFFCODE(K) = CODE

CODE = CODE +1  

  
  CODE = SLL CODE1

Sl=Sl+1 
 

 
TISO1010-93/d037

Figure C.2 —- Generation of table of Huffman codes

—_

Two tables, HUFFCODE and HUFFSIZE, have now been generated. The entries in the tables are ordered according to
increasing Huffman code numeric value and length.

The encoding procedure code tables, EHUFCO and EHUFSI, are created by reordering the codes specified by
HUFFCODEand HUFFSIZEaccording to the symbol values assigned to each code in HUFFVAL.
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| = HUFFVAL(K)
EHUFCO(!) = HUFFCODE(K)
EHUFSI(I) = HUFFSIZE(K)
K=K+1 

TISO1020-92/d038

Figure C.3 — Ordering procedurefor encoding procedure code tables

C3 Bit ordering within bytes

The root of a Huffman code is placed toward the MSB (most-significant-bit) of the byte, and successivebits are placed in
the direction MSB to LSB (least-significant-bit) of the byte. Remaining bits, if any, go into the next byte following the
samerules.

Integers associated with Huffman codesare appended with the MSB adjacent to the LSB of the preceding Huffman code.
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Annex D

Arithmetic coding

(This annex forms an integral part of this Recommendation| International Standard)

An adaptive binary arithmetic coding procedure may be used for entropy coding in any of the coding processes except
the baseline sequential process. Coding models for adaptive binary arithmetic coding are defined in Annexes F, G,
and H.In this annex the arithmetic encoding and decoding procedures used in those models are defined.

In K.4a simple test example is given which should be helpful in determining if a given implementationis correct.
NOTE — There is no requirementin this Specification that any encoder or decoder shali implement the procedures in

precisely the manner specified by the flow charts in this annex. It is necessary only that an encoderor decoder implementthe function
specified in this annex. The sole criterion for an encoder or decoder to be considered in compliance with this Specification is that it
satisfy the requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests specified in
Part2.

D.1 Arithmetic encoding procedures

Fourarithmetic encoding procedures are required in a system with arithmetic coding (see Table D.1).

Table D.1 — Procedures for binary arithmetic encoding

Procedure

Code_0(S) Code a “0” binary decision with context-index S

Code_I(S) Code a “1” binary decision with context-index S

Initenc Initialize the encoder

Flush Terminate entropy-coded segment
 

The “Code_O(S)’and “Code_1(S)” procedures code the 0-decision and 1-decision respectively; S is a context-index
which identifies a particular conditional probability estimate used in coding the binary decision. The “Initenc” procedure
initializes the arithmetic coding entropy encoder. The “Flush” procedure terminates the entropy-coded segment in
preparation for the marker which follows.

D.1.1 Binary arithmetic encoding principles

Thearithmetic coder encodesa series of binary symbols, zeros and ones, each symbolrepresenting one possible result of a
binary decision.

Each “binary decision” provides a choice between twoalternatives. The binary decision might be between positive and
negative signs, a magnitude being zero or nonzero,or a particular bit in a sequenceof binary digits being zero or one.

The output bit stream (entropy-coded data segment) represents a binary fraction which increases in precision as bytes are
appended by the encoding process.

D.1.1.1 Recursive interval subdivision

Recursive probability interval subdivision is the basis for the binary arithmetic encoding procedures. With each binary
decision the current probability interval is subdivided into two sub-intervals, and the bit stream is modified (if necessary)
so thatit points to the base (the lower bound) of the probability sub-interval assigned to the symbol which occurred.

In the partitioning of the current probability interval into two sub-intervals, the sub-interval for the less probable symbol
(LPS)and the sub-interval for the more probable symbol (MPS)are ordered such that usually the MPS sub-interval is
closer to zero. Therefore, when the LPS is coded, the MPS sub-interval size is added to the bit stream. This coding
convention requires that symbols be recognized as either MPS or LPSrather than 0 or 1. Consequently, the size of the
LPS sub-interval and the sense of the MPS for each decision must be knownin order to encode that decision.
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