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1. Rtctaims L * 3 G are pending in the application.
Of the above,claims are withdrawn from consideration.

i 2. oO Claims have been cancelled.
‘ a. claims | are allowed.
. 4, ETciaime (-3 6 are rejected.

5. | Claims are objectedto.

6. Oo Claims. ™ are subject to restriction or election requirement.

7: CT This-application has beenfiled with informal drawings under 37 C.F.R. 1.85 which are acceptable for examination purposes.
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3. Ci Formal! drawings are required in responseto this Office action. ?
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are [) acceptable; 0 not acceptable (see explanation or Notice of Draftsman's Patent Drawing Review, PTO-948).

10. C The proposed ‘additional or substitute sheet(s) of drawings, filed on , has (have) been Clapproved by the
examiner; [].disapproved by the examiner (see explanation).
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. Claims 25-36 are rejected under 35 U.S.C. 112, second paragraph, as being indefinite for

failing to particularlypoint out and distinctly claim the subject matter which applicant regards as

the invention. The claimsrefer to the JPEG compression standard. However, the specification

does not indicate which JPEG compression standard is being referenced. Unless the date and

citation number of the standard are provided the claims will remain indefinite due to the indefinite

reference.

Claim Rejections - 35 USC§ 103

2. The following is a quotation of 35 U.S.C. 103(a) which formsthe basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 ofthis title, if the differences between the subject matter soughtto be patented andthe prior art are
such that the subject matter as a whole would have been obvious at the time the invention was madeto a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in whichthe invention was made.

3. Claims 1-3, 5-9, 14-17, 20-24, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being
unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

Asto representative claims 14 and 15, and claims 1-3, 5-9, 29 and 34-36, Sugiura teaches

a method of compressing and transmitting images which produces decompressed images having

improved text and image quality, the method comprising:
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compressing a source image into compressed image data usingafirst quantization table

(Qe) (Quantization Table 105 offig. 1);

forming a second quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 offig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 offig. 1).

Sugiura does not explicitly teach that the second quantization table is related to thefirst

quantization table scaled in accordance with a predetermined function of the energyin a reference

image and the energy in a scanned image. Agarwal teaches decompressing (decoding) a second

video frame by relating (comparing) the energy of the scanned image (block of the encoded

second video frame) to the energy of a reference image (corresponding to the scaled quantization

level for the block where the energy for the quantization level is selected in accordance with

training video frames) (col. 1, lines 35-60). It would have been obviousto a person of ordinary

skill in the art at the time of the invention for Sugiura to decompress using a quantization table
scaled in accordance with a predetermined function of the energy in a reference image and the

energy in a scanned imageas taught by Agarwal in order to decrease quantizationerrors.

As to claims 16 and 17, Sugiura teaches that the second quantization table (Inverse

Quantization Table) is determined independent of the order of transmission(fig. 1). It would

Oo HUAWEI EX.1016 - 459/714
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have been obvious to a person of ordinary skill in the art at the time ofthe invention to scale prior

or subsequent to the transmission step since the second quantization table is determined

independent ofthe order of transmission.
AS to claims 20-23, selecting a target image; rendering the target image into an imagefile:

the target image having elementscritical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which havetext including

text with a serif font are well known in theart (official notice).

Asto claim 24, in using a reference image to control the quality of the compression

process of a scanned image it would have been obviousto a person of ordinary skill in the art at

the time of the invention that scanned image could be the reference image since the reference

imageis readily available to be a scanned image and would serve as a check of the quality

assurance steps.

4. Claims 4, 10-13, 18, 25-28, and 30-33 are rejected under 35 U.S.C. 103(a)as being

unpatentable over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in view

of Tzou (4,776,030).

As to representative claim 18, and claims 4, 10-13, 25-28, and 30-33, Sugiura does not

explicitly teach use of the variance in the scaling factor to reduce the quantization error. Tzou

teaches that in an adaptive system the quantization of an image is ordered according to the

variance of the image coefficients to reduce quantization error(col. 2, lines 21-42). It would have

been obvious to a person of ordinary skill in the art at the time of invention to use the image
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variances as taught by Tzou with the reference and scanned imageto arrive at the scaling factor of

Sugiura and Agarwalin order to reduce quantization error.

5, | Claim 19 is rejected under 35 U.S.C. 103(a) as being unpatentable over Sugiura
(5,465,164) and Agarwal (5,488,570), further in view of Applicant’s admissionsofthe priorart.

Asto claim 19, Sugiura and Agarwaldo not explicitly teach encapsulating the second

quantization table Qd with the compressed image data to form an encapsulated datafile; and

transmitting the data file. Applicant admits that the prior art teaches that the data includes the

quantization tables for use in the decompression process(p. 5, lines 1-6). It would have been

obviousto a personofordinary skill in the art to include the quantization table which will be used

in the decompression processin the transmitted datafile as taught by the prior art for the datafile

of Sugiura and Agarwal where the second quantization table would be used to decompress.

Conclusion

6. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone numberis (703) 305-3865.
The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Leo H. Boudreau, can be reached on (703) 305-4706.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone numberis (703) 305-4700.

Brian L. Johnson

May 12, 1997

HUAWEI EX. 1016 - 461/714



HUAWEI EX. 1016 - 462/714

 Mn nateated teeta Oe haart eet

TO SEPARATE, HOLD TOP ANDO BOTTOM EDGES, SNAP—APART AND DISCARDCARBON

SERIAL NO. RO ay UNIT) ATTACHMENT ./ , TooF/4 1; 364|ae) ose,|3
APPLICANT(S)    

 

  [Ronk PTOG92. (REV.2-92)  
 

 
U.S. OEPARTMENT OF COMMERCE
PATENT ANO TRADEMARK OFFICE

 

 
  

NOTICE OF REFERENCES CITED

 

SUB. PERTINENT
DATE COUNTRY NAME SHTS.1PP,

CLASS|Bwé’ spec.

 
 

 
 

* A copy ofthis reference is not being furnished with this office action.
(See Manual of Patent Examining Procedure, section 707.05 (a).)

HUAWEI EX.1016 - 462/714



HUAWEI EX. 1016 - 463/714

 United StatesPatent (19)
Sugiuraet al.

 

: IMAGE PROCESSING METHOD AND

 
 

 

 

[54]
DEVICE FOR THE SAME

(75], “Inventors: Susumu Sugiura, Atsugi;. Yoshinobu
: Mita, Kawasaki, both of Japan

[73] Assignee: Canon: Kabushiki Kaisha, Tokyo,
~ Japan

[21] Appl. No;: 868,103

[22] Filed: Apr. 14, 1992

(30} Foreign Application. Priority Data

Apr. 15, 1991. [JP]. Japan ..i.. sees, 3-0B2403
Apr. 81992. [JP] Japan Fess ssi4-087 114

(51) Unt. CLS eeeesewnceceseneinsene HOAN 1/41
[52] U.S.C. oes 358/448: 358/432: 358/458:

: “348/384
(58] Field of Search tensatasegenesisestoncesssaciicnseerse GOOI448, 458,

358/433, 56,-80, 133,135,136, 500, 528,
434, 527, 138; 56, 426, 261.3,:261.4, 432,

-479, 909, 13, 85, 209

[56] References Cited

U.S. PATENT DOCUMENTS
4,780,761 “1O/19B8. Daly et al. encecesessseseceeees> 358/133
4,782,398 11/1988 Mita ...... Q 358/2804,905,294. -2/1990 ‘Sugiura’. . 382/9
4,974,078 Y1/1990 Tsai sevsssseees 358/133
4,984,076... 1/1991 Watanabe: étal. 358/133
5,060,280 10/1991 Mita et.al. ........ 382/33
5,073,820. 12/1991 Nakagawaet al. 358/133
5,079,621. 1/1992. Dalyet al. . 358/13
5,142,380 8/1992 Sakagamii etal.cscisenecnecn "358/432

101
Ret

INPUT
UNIT

t

i

1
!

116.

ouTput7_] La — INVERSEUNIT) Eo.|ace | DCT
116

{VOU TEN 1) ANYCRYY
~*.US005465164A

 
 

 QUANTIZATION

 

 

 
 

[11] Patent Number: 5,465,164

(45) Date of Patent: Nov. 7, 1995

5,189,530 2/1993. BUfii. cacvscsstricsnssemererersrsne 358/458
5.216516 6/1993 Tanaka etal... 358/426
5,216,712 6/1993. Shimadaet al. 358/133 X
5,223,926. 6/1993 Stoneet al. 358/133
5,251,020 10/1993 Sugiyama ,...... 358/500
5,253,055 10/1993 Civanlar et al. 358/133

5,260,808 11/1993 Fjii ecceenmncroornnronee 358/458
FOREIGN PATENT DOCUMENTS

416918 3/1991. Buropean Pat. Off. ......... HO4N 7/13
OTHER PUBLICATIONS

Legeretal., “Still- Picture Compression Algorithms Evalu-
ated for International Standardisation”, IEEE Global Tele-
communications Conference. vol. 2, pp: 1028-1032 (Nov.
1988). :
Groll et al.,. “Using the 8 bit CCIR Recommendation 601
Digital: Interface”, IBC. Int’), Broad. Jayant et al., Digital
Coding of Waveforms, Prentice Hall, pp. 351-371 (1984).
Primary Examiner—Paul Ip

Altorney, Agent, or Firm—Fitzpatick, Cella, Harper &Scinto

[57] ABSTRACT

Disclosed is an image processing device which comprises a
conversion means: for converting an image data to. a space
frequency component, a quantization means for quantizing
‘the space frequency component converted by the conversion
means, and a control means: for controlling the quantization
means. ‘so: that. a quantization error produced when’ the
converted space frequency component is quantized by the
quantization means is diffused to nearby space frequency
components.

 
9 Claims, 10 Drawing Sheets

ADCT ‘UNIT

109

: HUFFMAN

QUANTIZATION CODING I/F

QUANTIZATION OORTTABLE & ALTABLE 110

INVERSE. HUFFMAN 113
QUANTIZATION DECODING

TABLE TABLE

INVERSE - HUFFMAN VFDECODING

114 112 11

HUAWEI EX.1016 - 463/714



HUAWEI EX. 1016 - 464/714

Saer7Ke se AuTatt: 2A

CCCe2c ke Bret ord

cetenwe one /vs.eT AND TRADEMARKOFFICE
CERTIFICATE OF CORRECTION

PATENTNO. : °5,465,164 Page 1 of 2

DATED : November .7, 1995

INVENTOR(S).:° Susumu SUGIURA, et al.

It is certified that error appearsin the above-indentified patent and that said Letters Patentis hereby
correctedas shown below:

IN THE DRAWINGS

Sheet. 7

Figure 8A, "ERRER" should read --ERROR--
(both occurrences).

Column1

Line 43, “an" should be déleted.

Column2

Line 67, "main" should read --the main--.

Column 3

Line 8, "reminder" should read .--remainder--.
Line 40, ."reminder" should: read

--remainder--.

Line 49, "reminder" should read
--remainder--.

Column4

Line 13, "dominator" should read
--denominator--.
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UNITED STATES PATENT AND: TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENTNO. : 5,465,164 . Page 2 of 2

DATED > November 7, 1995

INVENTOR(S): susumu: SUGIURA, et al.

it is certified that errot appears in the above-indentified patent and that said Letters Patent is hereby
corrected as shown below:

Column 5

Line 53, "corresponds" should read. --corresponds
to--.

Column 7

Line 7, "values" should. read --value--.

Column .8

Line 54, "step" should read --steps--.

Signed and Sealed this

Fourteenth Day of May, 1996

Attest:Wsnce 7
BRUCE LEHMAN

 Commissioner of Patents and Trademarks Attesting Officer
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IMAGE PROCESSING METHOD AND
DEVICE FOR THE SAME

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an image processing
method and device for the same by which image data is
quantized.

2. Related Background Art
Al present, an Adaptive Discrete Cosine Transform

ADCT (Adaptivraphic Expert Group) system is intended to
be standardized as a compression system of a multi-value
image data by JPEG (Joint Photographic Expert Group).

Also, it is contemplated to use the ADCT system in the
field of a color image communication, in particular, in the
field of a color facsimile.

Nevertheless, the above ADCT system has been studied to
be applied to an image having the relatively small number of
pixels such as an image on a CRT.

‘Therefore, the application of the ADCT system,as it is, to
a field such as the color facsimile requiring a high resolution
gives rise to a new problem. More specifically, when the
ADCT system is employed for the color facsimile, as it is,
a deterioration of image quality such as shade off, disloca-
tion and spread of color is caused in thefield offine lines of
characters, graphics and the like.

Further, when data compressed by the ADCT system is
compared with data prior to compression, density is not
preserved and thus image quality is deteriorated,

SUMMARY OF THE INVENTION

Taking the above problems into consideration, a first
object of the present invention is to provide an image
processing method and a device for the same by which
image quality can be improved.

Another object of the present invention is to provide an
image processing method and a device for the same by
which a quantized error produced in quantization is reduced.

To achieve the abave objects, according to a preferred
embodiment of the present invention, there is disclosed an
image processing device which comprises a conversion
means for converting an image data to a space frequency
component, a quantization means for quantizing the space
frequency component converted by the conversion means,
and a control means for controlling the quantization means
so that a quantization error produced when the converted
space frequency componentis quantized by the quantization
means is diffused to nearby space frequency components.

Further, the present invention has another object for
further improving an image compression method referred to
as ADCT.

Furthermore,the present invention hasa further object for
providing an image processing method and device for the
same by which a compression ratio as well as image quality
are improved.

Other objects and advantagesofthe present invention will
become apparent from the following embodiments when
taken in conjunction with the description of the accompa-
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing the arrangementof an
embodiment according 1o the present invention;

FIGS. 2A and 2B are diagrams showing a zig-zag scan-
ning;

3
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FIGS. 3A~3C are diagrams showing a conventional quan-
tization method;

FIGS. 4A—4E are diagrams showing a quantization
method according to the present invention;

FIG. § is a block diagram showing a characteristic portion
of the present invention;

FIG.6 is a diagram showing a second embodimentof the
present invention;

FIGS. 7A and 7B are diagrams showing an embodiment
embodying an error diffusion unit 601,

FIGS. 8A~SE are diagrams showing another embodiment
embodying the error diffusion unit 601;

FIGS. 9A and 9B are diagrams explaining the content of
a bit diminution unit; and

FIG. 10 is a diagram showing the arrangementof a third
embodimentaccording to the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 is a block diagram showing an embodimentof an
image processing device according to the present invemion,
wherein 101 designates an image input unit composed, for
example, of a color scanner arranged as CCD line sensors
for R, G, B; 102 designates a color component conversion
unit for converting R, G, B signals of each pixel produced
in the image input unit 101 to YUV (lightness, chromatic-
ness and hue) componentsignals; and 103 designates a DCT
cireuit for causing each component signal of YUV to be
subjected to a discrete cosine conversion to thereby perform
an orthogonal conversion from a tue space componcnt to a
frequency space component, 104 designates a quantization
unit for quantizing the orthogonally converted space fre-
quency component by a quantization coefficient stored in a
quantization table 105; 107 designates a line through which
two-dimensional block data, which is quantized and made to
linear data by zig-zag scanning, is transmined; 108 desig-
naies a Huffman coding circuit having a DC component
composed of category information and a data value obtained
from a difference signal and an AC componentclassified to
categories based on the continuity of zero and thereafier
provided with a data valuc; 106 designates a Huffman
coding table wherein a documentappearing mere frequently
is set to a shorter code length; and 109 designates an
interface with a communication line through which a com-
pressed image data is transmitted to a circuit 110.

On the other hand, data is received by an I/F Hi on a
receiving side through a process completely opposite to that
when the compressed data is transmitted, More specifically,
the data is Huffman decoded by a Huffman decoding unit
112 in accordance with a coefficient set from a Hulfman
decoding table 113 arranged in the same way as thal of the
Huffman coding table 106 and then inverse quantized by an
inverse quaniizing unit 114 in accordance with a coefficient
sei from an inverse quantizing table 115. Next, the thus
obtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and converted from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer, ink jet primer
and the like.

Although the above deterioration of image quality is
caused by various factors, one of main factors is contem-
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plated to be that an error (remainder) produced in quanti-
zation performed by a quantization table following to a
processing performed by DCTis cut off.

The present invention is devised to preserve the error
amount as effectively as possible to thereby prevent the
deterioration of image quality as much as possible.

Thus, according 19 embodiments of the present invention,
a reminder or error produced when quantization is per-
formed by a quantization table is multi-dimensionally dif-
fused to nearby frequency components to keep the frequency
components of an original image as much as possible so that
an image with less deteriorated quality can be reproduced.

A DCT portion as a main ponion of the present invention
will be further described here prior to the description of the
characteristic portion of the embodiments of the presentinvention.

FIG. 2A shows an arrangement of frequency component
values subjected to a discrete cosine conversion of 8x8
which is a base of the DCT portion. Although this arrange-
ment is basically a two-dimensional frequency structure,it
cant be madeto a linear frequency arrangementby a zig-zag
scanning, as shown in FIG. 2B. In FIG, 2B, a DC compo-
nent, and linear frequency component up to n-dimensional
frequency componentare arranged from theleft side thereof.
Each numeral in FIG. 2B is obtained by adding an address
in a vertical direction and an addressin a horizontal direction
in FIG. 2A, and thus these numerals in FIG. 2B show an

address and do not show a value of a frequency component.
FIGS. 3A-3C show a conventional quantization system,

and FIG. 3A shows a value of a frequency component just
after DCT and FIG. 3B shows a quantization table. FIG. 3C
shows a result of quantization performed by using FIGS. 3A
and 3B, wherein the values shown in FIG. 3A are simply
divided by the values shown FIG. 3B and portions other than
an integer portion are cutoff, from which it is assumed that
a considerable error is caused by the cutting off.

FIG. 4A-4E show a portion of an embodiment of the
present invention.

FIGS. 4A, 4B and 4C correspond to FIGS. 3A, 3B and 3C,
respectively, and FIG. 4D shows a reminder value after
quantization has been performed. For example, since the
data value of a first frequency component is 35 and a
corresponding table value is 10, a value 3 is obtained after
quantization and thus a remainder is 5. This remainder 5 is
shownin the second box in FIG, 4D, Therefore, a second
frequency component 45 is made to 50 by being added with
the remainder 5 in the previous frequency. Since this value
50 is divided by a table value 10, a quantized value of 5 is
obtained with a rerninder of 0. An image of good quality can
be repreduced on a receiving side in such a mannerthat a
frequency component loss caused by cutting off is reduced
by diffusing a remaining error component to a nearby
frequency component, as described above.

FIG. 5 shows a specific arrangement for performing the
processing shown in FIG. 4, wherein 501 designates color
decomposition data of three colors YUV input from the
color component conversion unit 192; 502 designates a
buffer memory composed, for example, of an FIFO for a
plurality of lincs for extracting data fer each block of 8x8
pixel from the color decomposition data of the three colors:
503 designates a DCT conversion circuit, 504 designates a
zig-zag memory for storing a space frequency component
produced by being subjected to the discrete cosine conver-
sion and further subjected to the zig-zag scanning conver-
ston as described above: and 505 designatcs an adder for
adding data from the zig-zag memory 504 with dala delayed
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by a clock and supplied from a register 508 and outputting
resultant data, This addition operation of the adder 505
corresponds to an addition operation of the remainder value
and next data in FIG. 4. The data from the adder 505 is
divided by a divider 506 and only the integer portion of
resultant data is output as 513. Designated at 507 is a
subtracter for subtracting a value obtained by multiplying
data of 513 made to integer by a quantization coefficient (an
output from 4 multiplier 514) from data supplied from the
adder 505 to thereby create remainder data. The remainder
data calculated by the subtracter 507 is stored in the register
508 after delayed by a clock. On the other hand, a value of
the dominator in the divider 506 is a memory portion in
which quantization data stored in 509 is stored, Designated
at 510 and 511 are address counters for extracting data from
509. These address counters 510 and 511 are operated in
synchronism with a clack from a clock generator 512
together with the buffer memory 502, DCT conversion
circuit 503, memory 504, and register 508.

Note, although a system based on a linear error diffusion
is described in the above example, it is apparent that the
same effect can be obtained in such a mannerthat errors are
two-dimensionally diffused about the line connecting the
point 80, 00 to the point 70, 07 in FIG. 2A,and this is also
included in the present invention.

According to this embodiment, since a frequency com-
ponent conventionally cut off by the DCT quantization
portion is accumulated to a nearby frequency component
and corrected, a reproduced image is less deteriorated and
thus a reproduced image of good quality can be obtained.
Moreover, since the basic requirements of the ADCT are
observed, a special extension circuit is not required on a
receiving side and thusthis invention is expected to greatly
contribute to a communication of a color image hereinafter.

Next, FIG.6 is a block diagram showing another embodi-
Ment according ta the present invention, wherein 101 des-
ignates an image input unit composed, for example, of a
color scanner arranged as CCD line sensors for R, G, B.

An output from the image input unit 10] is processed in
an error diffusion unit 601 such that the bit number of the
image data in the input unit 101 is diminished and an error
produced in the process of diminishing the bit number is
diffused to same nearby pixels of a subject pixel. Therefore,
an output from the error diffusion unit 601 is obtained in
such a manner that a result obtained by diffusing the errors
of the nearby pixels is addedto the value ofthe subject pixel
and the number ofbits of the subject pixe! is diminished,
This output is processed such that the RGB signals thereof
are converted to YUV (lightness, chromatieness, hue) com-
ponent signals by a color component conversion unit 102,
next each component signal of the YUV is subjected to a
discrete cosine conversion by a DCT circuit 103 and thus a
true space component is orthogonally converted to a fre-
quency space camponent. Designated at 164 is a quantiza-
lion unit for quantizing the orthogonally converted space
frequency component by a quantization cocflicient stored in
a quantization table 105; 107 designates a line through
which two-dimensional block data, which is quantized and
made to linear data by zig-zag scanning. is transmitted:
designated at 108 is a Huffman coding circuit having a DC
component composed of category information and a data
value obtained from a difference signal and an AC compo-
nent classified to categories based on the continuity of zero
and thereafter provided with a data value designated at 106
is a Huffman coding table wherein a document appearing
more frequently is set to a shorter code length: and desig.
nated at 109 is an interface with a communication line
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through which a compressed image data is wansmitted to a
circuit 110,

On the other hand, data is received by an I/F 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Huffman decoded by a Huffman decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coefiicient
set from an inverse quantizing table 115. Next, the thus
obtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and converted from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer, ink jet printer
and the like.

Therefore, in this embodiment, an input image of high
quality can be compressed by an ADCT conversion circuit
without being affected by the numberof bits of the input
image in such a manner that the input image is read by the
input unit 101, the number ofbits thercof is diminished
without deteriorating the quality of the image by using an
error diffusion method even if the number of quantized bits
per pixel is increased and further the input image is sub-
jected to an ADCT conversion.In addition,it is possible that
the number of bits processed by the ADCT conversion
circuit is made smaller than a usual number by diminishing
the number of bils of an image data at the input wnit to
thereby make the scale of the ADCT conversion circuit
smaller.

Further, the deterioration of image quality may be further
restricted by using an improved ADCT shownin FIG.5 in
place of the ADCT unit shown in FIG. 6 and a quantization
error produced after a DCT conversion is not cut off but
effectively preserved by an error diffusion.

FIG. 7A shows a first embodimentof the error diffusion
unit 601. Image data of 10 bits input to the error diffusion
unit 601are first input to adders 701, 702 and 703 and added
with diffusion errors of three color components output from
a D-fipflop 706. Therefore, the data outputs from the adders
701, 702 and 703 have the numberofbits up to 11 bits. The
lower3 bits of each of the outputs are cut off by a lowerbit
diminution unit 704 for cutting off bits and thus the output
becomesa signal of 8 bits and supplied to a color component
conversion unit 102. Further, a lowerbit extracting unit 705
extracts 3 bits having the same value as that cut off by the
lower bit diminution unit 704 from each of the outputs of 11
bits supplied from the adders 701, 702 and 703 and supplies
the same to a D-flipflep 706. Each of outputs from the lower
bit extracting unit 705 corresponds the diminution of bits
performed at the lower bit diminution unit 704 or an error
itself produced in the quamtization. A pixel clock CLK in
synchronism with the outputs from the input unit 101 is
supplied to the D-flipflop 706 and thus a delay ofa pixel is
performed. Therefore, respective color component quanti-
zation errors RE, GE, BE outputfrom the D-flipflop 706 are
inputto the adders 701, 702 and 703 together with pixel data
spaced therefrom by a pixel and added therewith, Therefore,
as shown in FIG. 7B, since a subject pixel (pixel being
processed) is added with a quantization error positioned in
frontofit by a pixel, it can preserve a gradation correspond-
ing to 10 bits regardless of the subject pixel being quantized
to 8 bits by the lowerbit diminution unit 704. To supplement
the above description, an error produced by the cutting off
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process in the lower bit diminution unit 704 has a positive
value. As a result, outputs from the adders have 1] bits
without @ sign.

FIG. 8A shows a second embodimentof the error diffu-
sion unit 601. Image data of respective color components R,
G, B each having 8 bits and input from the input unit 101 to
the error diffusion unit 601 are first input to adders 801, 802
and 803 and added with diffusion errors of three color
components output from error operation units 820, 817 and
818, Therefore, the data outputs from the adders 801, 802
and 803 have the numberofbits up to 9 bits. The bits of
these outputs are diminished by bit diminution units 804,
805 and 806 and thus cach of the outputs becomes a signal
of 4 bits and is supplied to a color component conversion
unit 102.

Further, the outputs from the adders 801, 802 and 803 are
subtracted from the outputs from the bit diminution units
804, 805 and 806 by subtraciers 807, 808 and 809 and thus
data Re, Ge and Be can be obtained from errors 807, 808 and
809. Note that data from the bit diminution units 804, 805
and 806 are added with “0” and are normalized to corre-
spond to 9 bits. As shown in FIG, 8C, these errors are
divided to the circurnference of the position of a subject
pixelat division ratios of A, B and C, wherein (A, B, C) may
be set, for example, to (0.4, 0.2, 0.4). Therefore, when errors
producedin the circumference of the position of the subject
pixel are assumed a, b and c as shownin FIG.8B, the errors
of A-a, B-b and C.c are added to the position of the subject
pixel around the circumference thercof by the adders 801,
802 and 803, as shown in FIG, 8E. To supplementthe above
description, the error Re of the position of the subject pixel
shown in FIG. §C is divided as A-Re, B-Re and C-Reto the
positions in the circumference af the subject pixel as shown
in FIG. 8D.

Since the error operation units 820, 817 and 818 for
calculating the total of divided errors RE, GE, BE have the
same arrangement, the error operation unit 820 will be
described here. The error Re inputto the error operation unit
§20 is delayed by a pixel and by a horizontal line through a
D-flipflop DFF 814 and one line width FIFO memory 810,
respectively and an output from the one line width FIFO
memory 810 is further delayed by a pixel by a D-ffipflop
DFF 812. Therefore, errors a, b and c in the circumferential
positions of the subject error position are obtained from the
D-flipGops DFF 811 and DFF 812 and oneline width FIFO
memory 810 and these errors a, b and ¢ are multiplied by a
division ratios A, B and C, respectively, by multiplicrs 814,
915 and 813 and the total amount thereof A-a+B-b+C-c are
calculated by an adder 816 to determine RE which is added
with the value of the subject pixel by the adder 801.

Next, operation of the bit diminution units 804, 805 and
806 will be described. As shown in FIG, 9A,a first example
is a method of cutting off the lower 5 bits of an input signal
of 9 bits and remains only the upper 4 bits thereof.

In a second example, the bit diminution unit is composed
of a table using 2 ROM and RAM.FIG. 9B shows an
exampleof the contentof the table, which nonlinearly shows
the relationship between an input of 9 bits and an output of
4 bits, In this second example, data exceeding 255 repre-
sented by an inputof8 bits are rounded to a maximum valuc
of 4 bits and thus an output of 4 bits can be effectively used
without adversely affecting the process of the color compo-
nent conversion unit 102 and the processes followingto it,
In the system shown in FIG. 9A, however, the numberofbits
used is actually in the range of from 3 to 4 bits and thusthis
system is a little disadvantageous. Further, in FIG. 9B, it is
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preferable that data converted to data of 4 bits docs not
exceed the value of input data when it is added with a bit "0"
as it is and converted to 8 bits by normalization. With this
arrangement, all the errors produced in the subtracters 807,
808 and 809 have a positive value and the values output
from the adders 801, 802 and 803 also surcly have a positive
values accordingly, and thus no problem is caused. If a value
obtained oy normalizing an output shown in FIG, 9B
excecds an output valuc, the following cases will result.

First, an output from the subtracters 807, 808 and 809 may
produce a negative error and thus an output from the adders
801, 802 and 803 may have a negative value. In this case, the
output becomes 10 bits as an output by being added with a
sign bit. Accordingly, the bit diminution units 804, 805 and
806 are composed ofa table for an input of 10 bits. In this
case, if an arrangementis such that when a negative value
is input, an output from the table becomes 0 by roundingthe
value, data can be supplied to the color component conver-
sion unit 102 without producing a negative output in the bit
diminution units 804, 805 and 806, and thus such a disad-
vantage that values of R, G and B are negative is not caused.

Therefore, in the systern shown in FIG, 8A in which bit
diminution units 804, 805 and 806 are composedofa table,
respectively, when an inpat value to the table exceeds the
number of bits of R, G, B to an input unit 101, an output
from the table is rounded within the numberofbits input to
the input unit 104 (255 types of representations in the case
of 8 bits) and a negative input value is rounded to 0, As a
result, the number of bits supplied to a color component
conversion unit 102 is effectively used in a full range and an
error diffusion processing is performed without causing a
disadvantage that a negative value is produced, and thus a
gradation corresponding to the gradation at the input unit
101 can be provided.

To supplementthe above description, when an input value
to the table exceeds the numberofbits of R, G, B to the input
unit 101, one bit of the output bits (4 bits in this embodi-
ment) from the table is needed for an error diffusion and thus
these bits cannot be effectively uscd. Further, a negative
value less than 0 is output with respect to a positive or
negative input value to the table, one more bit is used as a
sign bit. In this case, a bit using efficiency is further lowered
as well as the color component conversion unit 102 must
process a not existing negative value of R, G, B, which is not
theoretically correct and sometimes calculation cannot be
performed.

As described above, according to this embodiment, the
numberofbits of image data can be diminished prior to the
ADCT image compression process, and thus a circuit scale
of the ADCT circuit can be diminished and input data having
bits larger than those which can be processed by the ADCT
circuit can be received.

Moreover, even if the number of bits of input image data
is diminished, the errors caused by the diminution are
divided to circumferential pixels, and thus luminance data or
density or gradation data can be preserved, whereby the
number of gradations achieved by the numberof bits of the
inpui image data can be preserved as it is.

Next, a further embodiment of the present invention will
be described. This embodiment is characterized in that the

diffusion of errors is also applied to the DC component
obtained as a result of quantization in the ADCT. As
described above, a difference between a quantized value of
a usual DC component and a quantized value of a DC
component in an 8x8 block positioned in front of the usual
BC component by a pixel in the ADCT and coded. However,
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an error caused when the DC componentis quantized is cnt
off as it is. Therefore, the density or gradation of an image
is not preserved unless the frequency of occurrence or the
size of positive errors and negative errors is normally
distributed or the total of positive errors coincides with the
total of negative errors over the entire image screen.

According to the embodiment of the present invention
described above, errors produced when the DC component
of an 8x8 biock is quantized are diffused to nearby blocks or
a circumferential 8x8 pixel block and the blocks diffused
with the errors are quantized after the errors are added to the
DC component. The DC component showsan average value
of image data in the 8x8 block, and thus when this average
value is preserved by the diffusion of the errors, a density or
gradation of the image is preserved as a whole and a
decrease in the reproduced number of gradations can be
prevented.

FIG, 10 is a diagram showing the arrangementof this
embodiment.

All the errors of the DC component of this embodiment
can be contained in a quantization unit 104. Since an error
diffusion process for an AC componentis described above,
only an error diffusion process for a DC component will be
described here. First, only a DC component as the head
portion of data output from a zig-zag memory 504 as a result
of an 8x8 DCT processing is latched by a DC component
extraction unit 1001 and added with a quantization error of
a DC component of an 8x8 pixel of a previous block by an
adder 1002. An output from the adder 1002 is quantized by
being divided by a DC coefficientof a quantization table 105
by a divider 1003 and rounded. A value obtained as a result
of the division is multiplied by a DC quantization coefficient
by a multiplier 1004 and a difference between a thus
obtained value and an output from the divider 1003 is
determined by a subtracter 1006 and serves as a quantization
error. The quantization error is delayed by a block by being
latched once by a latch unit 1007 and then added by the
adder 1002 with an output from the DC component extrac-
Uon unit LOL which is a DC componentof the next block.

On the other hand, the quantization data as the output
from the divider 1003 is delayed by a block by being latched
by a latch unit 1005 and supplied to a subtracter 1008, which
subtracts the one-block-delayed data as an output from the
Jatch 1005 from the quantization data as the output from the
divider 1003 and outputs a thus obtained difference.

A switching unit 1009 switchingly and sequentially out-
puts the difference value of the DC component and the
quantized value of the AC component.

Note that the description of the same elements in FIG. 10
as those in FIG. 5 is omitted,

What is claimed is:

1. An image processing method for processing image data
arranged in image blocks, comprising the step of:

converting image data to a space frequency component
for each image block; and

diffusing a quantization error produced by quantizing a
space frequency component of an image block to
another space frequency component of the same image
block.

2. An image processing device for processing image data
arranged in image blocks, comprising:

conversion means for converting image data to a space
frequency component for each image block;

quantization means for quantizing said space frequency
component converted by said conversion means: and
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control means for controlling said quantization means so
that a quantization error produced by quantizing the
space frequency component of an image block is dif-
fused to another space frequency component of the
same image block.

3. An image processing method according to claim 1,
wherein said quantization error is multi-dimensionally dif-
fused to said other space frequency components.

4. An image processing method according to claim 1,
further comprising the step of quantizing said space fre-
quency component.

5. An image processing method according to claim 1,
further comprising the step of assigning a Huffman code to
said quantized space frequency component.

6. An image proceosing method according to claim 1,
further comprising the step of transmitting said Huffman
code,

7, An image processing method, comprising the steps of:
converting image data having a first number of bits to

10

image data having a lesser numberofbits; and
diffusing an error produced in said conversion process to

nearby image data and then converting the error-dil-
fused image data into frequency component image
data.

8. An image processing method according to claim 7,
wherein the first converting step is an ADCT image com-
pression/extension processing.

9, An imageprocessing method for processing image data
arranged in blocks, wherein the method is used in an ADCT
image compression/extension processing, comprising the
steps of converting image data to a space frequency com-
ponent for each image block, quantizing a converted space
frequency component and diffusing a quantized error pro-
duced by quantizing a space frequency component of a
block to another frequency componentof the image block.

* we ae a *®
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BLOCK QUANTIZER FOR TRANSFORM CODING

BACKGROUND

Due to the advantages ofdigital transmission in tele-
communications and the flexibility of signal processing
by digital circuitry, digital images are preferred in vari-
ous applications. However, the transmission of images
in digital format needs much more bandwidth than
transmission of analog waveforms. In order to reduce
the transmission rate for digital images, various image
compression techniques have been developed. Among
them, transform coding has been proven to be an effi-
cient means of image compression.

In a typical transform image coding system, an image
is segmented into Slocks of equal size as illustrated in
FIG.1. In the Hlustration of FIG. 1, an image frameis
divided into 3x5 blocks, each of which includes
4x4=N? picture elements (pixels). Within each block,
the coefficients can be identified by the rectangular
coordinates i,j. A small number of blocks and picture
elements are used for purposes of illustration, but a
more typical system would include 8x8 or 16x 16 pixel
blocks to complete a frame of 512512 pixels.

A two-dimensional transform is applied to cach
block, and a block coder is then used to encode the
transform coefficients. The decoding system is just a
reverse procedure corresponding to the encoding. Vari-
ous transforms have been studied for image coding
applications. Among them, the Discrete Cosine Trans-
form (DCT) is found to be the best from the combined
standpoint of performance and computational effi-ciency.

With a discrete cosine transform an NXN array of
coefficients reaults from the transform of an NXN
block of pixels, With a discrete Fourier transform a
lesser number of complex coefficients would be ob-
tained. Because natural images tend to have smooth
transitions, the coefficients tend tobe greater in magni-
tude toward the lower frequencies, that is toward i, 49
j=0, 0. For that reason, more efficient use of bits is
made by aliccating a greater numberofbits to the lower
frequency coefficients during quantization. A typical
allocation ofbits bj; is shown in FIG. 1.

The most cructal task in designing a transform image
coding system is in designing a block quantizer to en-
code the two-dimensional transform coefficients. For

nonadaptive types of coding, a zonal coding strategy
that uses a fixed block quantizer might allocate the bits
as, for example, shown in FIG. 1. Basically, this type of
block quantizer is designed according to the rate de-
rived from the rate-distortion theory. For Gaussian
sources with the mean squared error (MSE) distortion
measure, the optimal rate or number ofbits, RD), for
the (i,p)th transform coefficient is found to be

(i)
log of /D of, >Dnan -{ oy i>of, aD

where oj, is the variance ofthe (i,j)th transform cceffi-
cient through the frame and D is the desired average
mean squared error. For most non-Gaussian sources,
the optimal rate could not be found from the rate-distar-
tion theory. Actually, there have been no knownpracti-
cal methods to achieve the minimum mean squared
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error, even for Gaussian sources. Instead, the rate
RiAD) in equation (1) is rounded to its closest integer
[Ri(D)], and an [Ri,{1D)]-bit optimal quantizeris used to
encode the transform coefficient. The optimality of the
rate-distortion block quantizer is lost by this rounding.
Further, a study recently showed that the distribution
of AC coefficients of the DCT is not Gaussian. Instead,
it is closer to a Laplacian distribution.

In another approach the allocation of bits is deter-
mined for each frame by computing, for each bit to be
assigned to a block of coefficients, the change in quanti-
zation error which would result by assignment of that
bit to each of the coefficients. Each bit is then assigned
to the coefficient which provides for the greatest reduc-
tion in quantization error. A. K. Jain, “Image Data
Compression: A Review” Proceedings ofthe IEEE, Vol-
ume 69, Number 3, March, 1981, Pages 349-388,at 365.
The Jain approach requires extensive computations.

SUMMARY OF THE INVENTION

in an adaptive system, discrete coefficients in a block
of coefficients are quantized with different numbers of
quantization bits per coefficient. Corresponding coeffi-
cients in each block are quantizedwithalikenumberof
bits.To allocate thebits, the coefficients are ordered
according to the variance of the coefficients through a
frame of a plurality of blocks. (Because variance is the
square of standard deviation, ordering by standard devi-
ation would also order by variance.) Each quantization
bit is then assigned to a coefficient and the coefficients
are grouped according to the number ofthus assigned
bits. The bits are assigned by determining, for each of
the plurality ‘of quantization bits per block, the reduc-
tion in the quantization errorofthe frame ofblocks with
assignment of the quantization bit to the coefficient of
each bit group having the largest variance. The deter-
mined quantization errors are then compared andthebit
is asaigned to the coefficient for which the largest re-
duction in quantization error is obtained. The coeffici-
ents of each block throughout the frame are then quan-
tized with the assigned number ofbits,

The system bas been developed for quantizing the
coefficients resulting from a two dimensional transform
ofblocks of image data. Preferably, the change in quan-
tization error is computed for each coefficient from the
variance of that coefficient through the frame and a
normalized change in quantizationerror for the particu-
lar bit being added. The normalized change in quantiza-
tion error can typically be defined for each bit group

based on the distribution of the incoming signal and the
nature of ‘‘1e quantizer to be used. ‘The normalized
reductions in quantization error can be stored in tables
for known distributions suchas the Gaussian and Lapla-

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects, features, and advan-
tages ofthe invention will be apparent from the fallow-
ing more particular description of a preferred embodi-
ment of the invention, as illustrated in the accompany-
ing drawings in which like reference characters refer to
the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead
being placed uponillustrating the principles ofthe in-vention.

FIG.1 is an illustration of an image display organized
in 5X5 blocks, each of 4x4 pixels;
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FIG. 2 is a black diagram of an encoder embodying
the present invetion;

FIG. 3 is a flow chart of the comparison and logic
control of FIG. 2;

FIG. 4 illustrates the use of pointers to group vari-
ances in the system of FIGS. 2 and 3;

FIG. 5 is a block diagram of a decoder embodying
the present invention.

DESCRIPTION OF A PREFERRED
EMBODIMENT

The present invention is based on the concept that
eachbit to be allocated to a block of coefficients is best

allocated to that coefficient which provides for the
greatest reduction in quantization crror with the addi-
tion of that bit. For example, once three bits have been
allocated in a block, the fourth bit should be allocated to
that coefficient for which there will be the greatest
reduction in quantization error. If the two dimensional
array of NXN coefficients are mapped into a one di-
mensional array of N? coefficients, the mean square
error E which must be minimized is given as:

2 @

Ea Re op Eby
within a fixed total bit number constraint

NtB =. &,
” ee k

where ois the variance of each coefficient through the
frame, by is the numberofbits assigned to each coeffici-
ent k within each block and E(b,) is the normalized
quantization error for each particular by-bit quantizer,
E(b,) is directly and explicitly related tm the distribution
of the coefficients being encoded and the type of quan-
fizer used, and the quantizer can be either uniform or
nonuniform. In the case of DCT image coding, the AC
terms of the transform coefficients have a distribution

close to the Laplacian and the DC term has a distribu-
tion close to the Gaussian.

The reduction AE, in mean square error by allocating
another bit for coefficient k is

AEpaoEh)~Ebe+ =oZAEy Q)

‘The design rule is to assign an available bit to the coeffi-
cient k that provides the largest AE;. Nevertheless, the
computation of AE; and the comparison for choosing
the largest AEx does not have to be carried out over all
coefficients k. With a given number of bits previously
allocated to several coefficients, [E(b,}—Etbi.+1)] is
equal for all coefficients. ‘Therefore, the greatest reduc-
tion in mean square error AE, will result by allocating
the bit to the coefficient having the greatest variance.

Identification of the coefficient having the greatest
variance is facilitated by initially listing the coefficient
variance by order of magnitude. Initially, a single bit is
allocated to the coefficient having the greatest variance.
Thereafter, the coefficients are grouped according to
the number of bits allocated thereto and within each

group the variances are ordered according to the mag-
nitude thereof. To allocate each additional bit, a compu-
tation is made according to equation 3 of the change in
mean square error which would occur if the bit were
allocated to the coefficient having the largest variance
in each group. The computed mean square error reduc-
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tion from each group then determines the coefficient to
which the bit is to be allocated, and that coefficientis
moved to the group of one additional bit.

Therefore,if an extra bt were allocated to Group Gz,
where 6 is the number of bits previously allocated, the
bit shouid be assigned to the group’s first element, that
is, that having the largest variance. The comparisons
that have to be carried out become those of comparing
the AEs corresponding to the first elements of each of
these groups. The design procedure of the bit map for
an N XN transform with b bits assigned to each coeffici-
ent of each group can be summarized as follows:
Step 1. Initialize variables. Set Go=-{ory2,0727..., 744.

~- ONXN
Ge=Empty for b= 1. Set counter Nent=0,

Step 2. If Nent=total bits allocated to the NN block,
then go to END.

Step 3. Calculate AE corresponding to the first element
of each group.

Step 4. Assign a bit to the first element of Group
Gs with the largest AE, and movethat
element to Group Gs+1.

Step 5. Increment counter; i.e. Nent=Nent-+1.
Go to Step 2.
A system for implementing the above approach is

illustrated in FIG. 2. A sequence of pixels for an image
frame are- applied to a two dimensional transform 12
such as a DCT. in the transform the imageis divided
into blocks as illustrated in FIG. 1, and a two dimen-
sional transform is computed for each block to generate
a set of coefficients U(i,j) for each block. ‘The thus gen-
erated coefficients are stored in a RAM 14. The coeffi-
cients are used to determine an allocation ofbits within

each block which is applied across the entire frame.5
Once that allocation of bits is obtained, the coefficients
are applied through a block quantizer 16 and quantized
to the assigned number ofbits. The block quantizer 16

.taay use scalar quantizers of any available type. For
40
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example, the optimal uniform and nonuniform quantiz-
ers proposed by J. Max may be used. J. Max, “Quantiz-
ing for Minimum Distortion”, IRZ Traas. Information
Theory, 6, 7-12, (1960), .

To determirie the allocation of bits for the frame, the
variance ois computed at 18 for all coefficients i, j of
the frame. In the system illustrated in FIG. 1, for exam-
ple, 16 variances would be computed. Those variances
are then ordered according to magnitude in a one di-
mensional mapping unit 20 and stored in a RAM 21, In
a comiparison and logic control 24, pointers are gener-
ated and stored for grouping the variances according to
the number of bits assigned thereto. Initially all vari-
ances are assigned to a first group Go.

In order to compute the reduction in mean square
error with the allocation of each bit, the nature of the
distribution of the incoming signal must be determined.
For example, the DCT of a natural image has a distribu-
tion closer to the Gaussian distribution at DC and a

distribution closer to the Laplacian distribution at AC.
When the logic control determines that the ox? corre-
sponding to o1;2= 079,07 is being considered, a AB based
on a Gaussian distribution would be obtained. Other-
wise, a AE(b) based on a Laplacian distribution would
be required.

E is also dependent on the group Gs»being consid-
ered.

A precalculated table of AE(b) based on the type of
qualtizers in the block quantizer 16 being used can be
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provided in a ROM 26 for each type of distribution.
Different tables may also be stored for different types of
quantizers in the block quantizer 16 which may be used
in the system. Each table would include a different
value of AE(b) for each group G,. A particular table of
AE(b)is selected by a signal 28 based on the known type
ofquantizer and the known distributionof the incoming
signal. Alternatively, in a more complex system, the
AE(b) might be calculated for each sequence offrames.
Typically, the distribution is constant throughout an
image sequence.

The system further includes a set of multipliers 30,
each of which is associated with a bit group Gy. The
multipliers are used to calculate the product ofthe larg-
est variance of each bit group with the normalized
change in quantization error AE of that bit group. The
variances are addressed from the RAM 21 and latched
into buffers 32 by the comparison and jogic control 24.
The changes in quantization error from the table 26
selected by the select signal 28 are latched into buffers
34, Alternative tables can be selected by the comparison
andlogic control 24 by means of signal 36 when, for
exampie, the variance being multiplied is associated
with the DC term which has a Gaussian distribution.

The logic control 24 selects the appropriate AE(b)for
multiplication with each largest o¢ obtained from each
group Ga. The products obtained from multipliers 30
are compared to determine the largest reduction in
mean square error. The oy¢ which provides the largest
reduction in erroris shifted to the next larger group and
held as the smallest o2 of that group. All other vari-
ances are retained in their respective groups. The sys-
tem has & maximum number ofbits bmax into which a

coefficient may be quantized and the variances ofcorre-
sponding groups Gamax may not be used in thecompari-
son. The multiplications and comparisons continue untilall bits designated for a block have been allocated.
Thereafter, the bits by are mappedto the two dimen-
sionsi,j of the coefficients in 2-1 map 37 and cach
coefficient of each block is quantized according to the
assigned bit allocation. °

Operation of the comparison and logic controller 24
is illustrated by the flow chart ofFIG.3 and the illustra-
tions ofFIG. 4, Throughout the sequence, the variances
are stored in addresses 0 to N2-~ |. with thelargest vari-
ance stored at address 0 and the smallest at address
N2-~ 1. The variances are grouped by two pointers Ag
and B,for cach group. A, indicates the largest variance
of the group and Byindicates the smallest variance of
the group. The addresses are stored in registers in the
comparison logic and control 24. Initially, all variances
are assigned zero bits and are thus included in group Go.
This is indicated by Ap equal to 0 Bo equal to N2—1 as
illustrated in FIG.4A, and those variables are initialized
in Block 38 of FIG. 3. The other Stoups are initially
empty and this is indicated by setting A, and By each
equal to —1.

Eachbit to a total number of bits Ntotal is then as-
signed to a respective group Gyin a loop which includes
the return line 40. Within that loop, the Buffers 32 are
first loaded in a DO loop 42. Then, the changes in quan-
tization error are calculated through the multipliers 30,
and the maximum change in error is determined in
Block 44 (FIG.3, Sheet 2). Then, the pointers are modi-
fied to effectively transfer the variance which provides
the largest change in error to the next bit group Gp.

A possibie grouping of the variances by the pointers
Aj, and Bpis illustrated in FIG. 4. In this illustration, a
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group of variances including ;? is included in group
Gimax. This groupis defined by addresses Bymax=q and
Admae=1. Group Gq is defined by address painters
Ba=s and As=r, Note that group G3 is empty so B3 and
Aj would both equal —1. Group G3 incldes a single
element, so Bz and Az both equal t. Group 1 is defined
by By=N2—1 and Ai=u. Group Go is now empty, so

Bog and Ag bath equal —!.
As the system proceeds through the DO toop 42, it

first checks at 46 whether the address of the largest
variance of the group being considered is equal to 0. If
it is, the AE(b) corresponding to a Gaussian distribution
is selected by signal 36 (FIG. 2) at block 48 (FIG. 3,
Sheet 1). That AE(b) is then applied to the buffer 34
associated with ,7, Then, at 50 the variance |? at the
address Asis latched into the associated buffer 32. For
any other variance, the AE(b) from the usual Icok-up
table selected by signal 28 is used. For each A,not equal
to zero, it is determined whether the address is greater
than 0 at 51. If it is less than 0 an empty group is indi-
cated, and a zerois latched into the buffer 32 associated
with the group ofbbits at 52. If the address is positive,
the group includes at least one element, and the largest
element is that in the address Ay. The variance at Ag,is
loaded into the associated buffer 32 at 54.

‘The DO loop 42is continued until b=bmax—1. The
variances included in group bmax are no longer consid-
ered in the comparison because no further bits can be
assigned to the coefficients in that group. With the
variances and the E(b)’s thus loaded in the buffers 32
and 34, the changes in quantization error resulting from
assignment of the next bit to the several bit groups are
available at Do to Domax —1- The largest of those inputs
is selected at 44 to identify the bit group b* having the
variance to which thatbit should be assigned.

Selected variances are shifted to next larger bit
groups by shifting the addressesByand A, from Fight to
deft. The simplest case is where the selected varianceis

~ taken from a group which had more than the one vari-40

45

50

55

60

ance thereinand is moved to a group which already has
a variance therein. In that case, as illustrated in a move
of a variance from group Gy to group Gy, the pointer
A need only be shifted one element to the left by add-
ing one to its address, and the pointer Bz need only be
shifted one to the left by making its address equal to the
previous address of Ay. These functions are performed
in Blocks 56 and 58, respectively.

When the next larger group into which the variance
is shifted is empty, a3 is group G3 in FIG. 4B, the
pointer A,*+1 is —1, so it can not simply be left as it
was; rather, it is given the previous address of As* as
indicated in Block 60. By thus defining the new Ag* +1
and B;*.,.in Blocks 60 and 58, a new group having the
single element taken from the address A,* is created.
Thereafter, Ag* may be shifted in block 56 as before.

Another special case is where the selected variance
comes from a group having only that variance as 2
single element. An example is where the variance is
taken from group G2of FIG. 4B. In that case, the group
G;* is eliminated by setting both As* and By*=—I in
block 62.

Once NCNT=NTOTAL, the assignment ofbits to
each coefficient is determined from the group pointers
at 63. That assignment is converted to a ZD map at 37
(FIG. 2) to select the appropriate b-bit quantizer 16 for
each ceefficient. Before transmission of the quantized
coefficients, the variances and the signal 28 indicating
the type of quantizer and the distribution are transmit-
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ted. The signal 28 need only be transmitted once for a
sequence of frames and the variances need only be
transmitted once for each frame. At the decoder, jllus+
trated in FIG. 5, the quantized coefficients are stored in
a fandom access memory 64 and the bit variances. The
computation may be by a system whichis identical to
that of the coder in that it includes a one dimensional

mapping unit 20’, an reduction look-up table 26’, a
RAM 21’, buffers 32’ and 34’, comparison and logic
control 24' and 2 2-D mapping unit 37°. With the alloca-
tion of bits known, the quantized coefficients stored in
buffer RAM 64 are applied to an inverse block quan-
tizer 78 to recreate the two dimensional transform coef-

ficients, and those coefficients are then applied to an
inverse transform 80 to generate the original image.

While the invention has been particularly shown and
described with reference to a preferred embodiment
thereof, it is understood by those skilled in the art that
various changes in form and details may be made
therein without departing from the spirit and scope of
the invention as defined by the appended claims.

I claim:

1. A coding system in which discrete coefficients in a
+ frame ofblocks of coefficients are quantized with differ-
ent numbers ofquantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocka of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;

means for ordering the coefficients according to the
variance of the coefficients through the frame;

means for grouping the coefficients in bit groups
according to the number of bits, if any, already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned:

means for determining, for each of a plurality of
quantization bits per block, the reduction in quanti-
zation errorfor the frame ofblocks with the assign-
ment of a quantization bit to the coefficient ofeach __-
bit group having the largest variance; and

means for comparing the determined reductions in
quantization errors and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantization erroris associated.

2. A coding system as claimed in claim 1 further
comprising means for performing a two dimensional
transform to provide the discrete coefficients.

3. A coding system as claimed in claim 1 wherein the
means for determining the reduction in quantization
error computes the product ofthe variance ofa coeffici-
ent and a normalized change in quantization error.

4. A coding system as claimed in claim 3 further
comprising a lookuptable for storing the, normalized
changes in quantization error.

5. A coding system as claimed in claim 4 further
comprising means to select a table of the normalized
changes in quantization error based on the type ofdistri-
bution of the coefficients.

6. A coding system as claimed in claim 3 further
comprising means to identify the type of distribution of
the coefficients and for then determining the normal-
ized change in quantization error based.on that type of
distribution.

7. A coding system as claimed in claim 1 further
comprising means for transmitting signals indicative of
the variances and the type ofdistribution with the quan-
tized data.

8. A coding system for transform image coding in
which discrete coefficients in a frame of two dimen-
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sional blocks of coefficients are quantized with different
numbers of quantization bits per coefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;

means for performing a two dimensional transform to
provide the discrete coefficients;

means for ordering the coefficients according to the
variance of the coefficients through the frame:

means for grouping the coefficients in bit groups
according to the number of bits, if any, already
assigned thereto and for regrouping the coeffici-
ents as each bit is assigned;

means for providing normalized changes in quantiza-
tion error as a function of signal distribution;

means for determining, for each of a plurality of
quantization bits per block, the reduction in quanti-
zation error for the frame ofblocks with the assign-
ment of a quantizationbit to the coefficient of cach
bit group having the largest variance by computing
the product of the variance ofthe coefficient and
the normalized change in quantization error;

means for comparing the determined reductions in
quantization error and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantization error is associated; and

means for quantizing the coefficient of each block of
coefficients with the assigned numberof bits.

9. A method of quantizing discrete coefficients in
blocks of coefficients with different numbers of quanti-
zation bits per coefficient and like numbers of bits per
corresponding coefficients in the blocks, the method
comprising:

for a frame of a plurality of coefficients, ordering the
coefficients according to the variance ofthe coeffi-

___cletita through the frame; aa
assigning a nimber of quantization bits to each of a

plurality ofcoefficients in each block and grouping
the coéfficients in bit groups according to the num-
ber of thus assigned bits, the bits being assigned by
determining, for each of a plurality of quantization
bits per block, the reduction in quantization error
for the frame of blocks with assignment of the
quantization bit to the coefficient of each bit group
having the largest variance, comparing the deter-
mined reductions in quantization errors and assign-
ing the next quantization bit to the coefficient for
which the largest reduction in quantization error is
associated; and

quantizing the coefficients of each block of coeffici-
ants with the assigned number ofbits.

10. A method as claimed in claim 9 further compris-
ing the step of performing a two-dimensional transform
to provide the discrete coefficients.

11. A method as claimed in claim 9 wherein the re-

duction in quantization error is determined by comput-
ing the product of the variance of a coefficient and a
normalized change in quantization error.

12. A methed as claimed in claim 11 wherein the
normalized change in quantization error is retrieved
from a lookup table.

13. A method as claim 12 further comprising the step
of providing the type of distribution for selecting the
normalized change in quantization error from the
lookup table.

14, A method as claimed in claim 11 further compris-
ing the step of identifying the type of distribution of the
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coefficients in order to determine the normalized
change in quantization error.

18. A method as claimed in claim 9 further compris-
ing the step of transmitting with the quantized coeffici-
ents signals indicative of the variances and type of dis-
tribution of the coefficients.

16, A method ofassigning a number of quantization
bits to each of a plurality of discrete coefficients in
blocks of coefficients, the method comprising sequen-
tially assigning the available quantization bits to appro-
priate coefficients and grouping and regrouping the
coefficients in bit groups according to the number of
thus assigned bits, the bits being assigned by determin-
ing, for each assigned quantization bit, the maxinsum
reduction in quantization error for a frame of blocks of
coefficients with assignment of the bit to a predeter-
mined one of the coefficients of each bit group, and
assigning the bit to the coefficient, throughout the
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frame of blocks of coefficients, which provides the
greatest reduction in quantization error.

17, A methos as claimed in claim 16 further compris-
ing determining the reduction in quantization error
from a normalized change in quantization error whichis
a function of the numberofbits already assigned to each
coefficient.

18. A method as claimed in claim 17 wherein the
normalized change in quantization error is determined
as a function of the type of distribution of the coeffici-
ents.

49. A, method as claimed in 18 wherein the changein
quantization errer is computed as the product of the
variance and the normalized change in quantization
error for the coefficient having the largest variance
within each group of coefficients having a particular
numberof bits already assigned thereto.

20. A method as claimed in claim 16 wherein the
predetermined one of the coefficients of each bit group
is the coefficient having the largest variance.s * © & »
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ENCODING AND. DECODING VIDEO
SIGNALS USING ADAPTIVE FILTER

SWITCHING CRITERIA

This.is a continuation of copending application Ser. No,08/158,855 filed on Nov. 24, 1993.

BACKGROUND OF THE INVENTION
1. Field of the Invention’
Thepresent invention relates.to image processing, and, in

particular, to computer-implemented processes and systems
for.decompressing compressed images.

2. Description of the Related Art
It is desirable to provide real-time audio, video, and data

conferencing between. ‘personal ‘computer (PC) systems

10

15

communicating over. an integrated services digital. network :-
(SDN). In particular, it is desirable to’ provide.a. video
compression/decompression process that allows (1). real-
time compression of video images for transmission over an

- ISDN and (2)real-time. decompression and playback.on the
host processor of a PC conferencing system.

It'is accordingly an object.of this invention to. overcome
the disadvantages and drawbacks of the known art and to
provide a video decompression processthat allowsreal-time
audio,, video, and data conferencing between PC systems

_ operating in non-real-time windowed environments.
Further objects and advantages. of this invention will

becomeapparent from the detailed description ofapreferred
embodiment which ‘follows.

SUMMARY OF THE INVENTION

"The presentinvention is a computer-implemented process
and. apparatus for. encoding video. signals. According toa

preferred. embodiment, one or more training video frames
are encoded using’ a selected quantization level to generate
one or more encoded training video frames. The encoded
training video:frames are decoded to generate: one or more
decoded training video frames and one or more. energy
measire values are generated corresponding to the decoded
training video frames. This training processing is performed
fora'plurality of quantization levels and an energy measure
threshold value is selected for each of the quantization levels
in accordance with the decoded training video frames. Afirst
reference frame is generated corresponding to a first video
frame. A block of a second video frame is encodedusing the
first reference. frame and a selected’ quantizationlevel to
generate a block of an encoded second video frame. The
block of the encoded second video frame is decoded to
generate ‘a block: of a second: reference: frame, by: (1)
generating an energy measure ‘value corresponding to the
block of the encoded second video frame; (2) comparing the
energy measurevalue with the energy. measure. threshold
value correspondingto the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame.in accordance with the comparison.
A third video frame is encoded using the second reference
frame.

According to another preferred embodiment, a first ref-
erence frame is generated corresponding to. a: first. video
frame. A block of.a second video frame is encoded using the
first reference ftame and a selected quantization level to
generate a block of an encoded. second video frame.. The

2

' generating an energy: measure value. corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with an energy measurethreshold
value corresponding to the selected quantization level for the
block; and (3) applyinga filter to generate the block of the
second reference frame in accordance with the comparison.
A third video. frame is encodéd using the second reference
frame, The energy measure threshold value corresponding to
the selected quantization: level.for the block having been
determined by: encoding. one or more training video frames
using each of a plurality of quantization-levels to generate a
plurality ‘of encoded trainingvideo. frames; decoding the

encoded training. video. frames to generate a plurality of
decoded training’ video frames; generating: a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measurethreshold
value for each of the quantization levels in accordance with
the decoded training video frames.

The -present invention is also a computer-implemiented
process and apparatus for decoding videosignals. According
to a preferred embodiment, an encodedfirst video frameis
decoded to generate a first reference frame.A block of an
encoded second video frame is decoded to generate a block
of a'second reference frame, by: (1) generating an energy
measurevaluc corresponding to the block of the encoded
second video frame; (2) comparing the energy measure
value with an energy measure threshold value corresponding

‘. to.a. selected quantization level for the block;. and (3)

55

60

65

block-of the encoded second video frame is decoded to -
generate a block of a second reference frame, by: (1)

applyinga filter to: generate the block of the second reference
frame in accordance with the comparison. An encoded. third
video frame is decoded using the second reference frame.
The energy measure threshold value corresponding to the
selected quantization level for the block having been deter-

mined by: encoding one or more training video frames using
each of a plurality of quantization levels to generate a
plurality of encoded training video’ frames; decoding the
encoded. training video frames to.generate a plurality of
decoded training video frames; generating a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting anu energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

BRIEF DESCRIPTION OF THE DRAWINGS
Other objects, features, and advantages of the present

invention will become more fully apparent from the follow-
ing detailed description of the preferred embodiment, the

- appended claims, and the'accompanying drawings in which:

FIG. 1 is a block diagram representing real-time point--
to-point audio, video, and data conferencing ‘between two
PC systems, according to a preferred embodiment of the
present invention: :

FIG..2 is a block diagram of the hardware configuration
of thé conferencing system of each PC system of FIG. 1;

FIG. 3 is a block diagram of the hardware configuration
of the video board of the conferencing system of FIG. 2;

FIG. 4 is a block diagram of the hardware configuration
of. the audio/comm board of the conferencing: system of
FiG..2;

FIG.5 is a block diagram of the software-configuration of
the conferencingsystem of each PC system of FIG: 1;

FIG. 6 is a block diagram of a. preferred: embodiment of
the hardware configuration of the audio/comm board of
FIG.4;

HUAWEI EX.1016 - 526/714
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FIG.7 is a-block. diagram of the conferencing interface
layer between the conferencing: applications of FIG. 5, on
oneside, and the comm,video, and audio managers of FIG.
5,.on the other side;

IG. 8 is a representation of. the conferencing call finite
state machine (FSM) fora conferencing session between a
local conferencing system (i.c,, caller) and a remote confer-
encing system (ie., callee);

FIG: 9 is a representation of the conferencing stream FSM
for each conferencing system participating in a conferencing- session;

FIG.10 is a representation of the video FSMfor thelocal
video stream and the remote.video stream of a conferencing
system during-a conferencing session; ,

FIG. 11 is a block diagram of the software componentsof
the video manager of the conferencing system ofFIG. 5;

FIG: 12 isa representation of a sequence ofN walking key
frames;

FIG. 13 is arepresentation of the audioFSM forthe local
audio stream and the. remote audio stream of a conferencing
system during a ‘conferencing session;

FIG, .14 is a block diagram ofthearchitecture ofthe audio
subsystem ofthe conferencing system of FIG. 5;

FIG. 15 is a block diagram ofthe interface between the
audio task of FIG. 5 and the audio hardware of audio/comm
board of FIG. 2;

FIG. 16 is:a block diagram. of the interface between the
audio task and the comm task of FIG: 5;

FIG. 17 is a block diagram of the comm. subsystem: ofthe
conferencirig system of FIG. 5; -

FIG. 18 is-a block diagrni ofthe comm subsystem
architecture for two conferencing systems ofFIG, 5 partici-
pating in a conferencing session;

FIG. 19 is a representation of the comm subsystem
application FSM for.a conferencingsession between a local
site and a.remote site;

FIG. 20.is a representation. of the comm subsystem
connection FSM for a conferencing session between a local
site and a remote site;

FIG. 21is a representation of the-c¢comm subsystem control
chanel handshake FSM for a conferencing session between
a local site and a remotesite;

FIG. 22 is a representation of the comm subsystem
charinel establishment FSM for a conferencingsessionbetween ‘a local site and a ‘remotesite;

FIG. 23 is a representation of the comm subsystem
processing fora typical. conferencing session between a
caller and a callee;

FIG. 24 is a representation of the stricture of a video
packet as sent to or received from the comm subsystem of

_the conferencing system of FIG. 5;
FIG. 25 is a representation of the compressed video

bitstream for the conferencing system of FIG. 5;
FIG. 26.is a representation of a compressed audio packet

for the conferencing system of FIG. 5;
FIG, 27is a representation of the reliable transport comm

packet structure;

FIG. 28 is a representation of the unreliable transport
comm packet stiicture;

FIG. 29 are diagrams indicating typical connection. setup
and teardown sequences;

FIGS. 30 and-31 are. diagrams of the architecture of the
audio/comm board; and

4

FIG. 32 is a diagram of the audio/comm board environ-
ment.

DESCRIPTION OF THE PREFERRED
EMBODIMENT(S)

Point-To-Point Conferencing Network

Referring now to FIG. 1, there is shown a block diagram
representing real-time point-to-point audio, video, and data
conferencing between two PC systems, according to a
preferred embodiment ofthe. present invention. Each PC
system has a conferencing system 100, 2 camera 102, a
microphone 104, a monitor 106; anda sp aker 108. The
conferencing systems: communicate via.an integrated ser-
vices digital network (ISDN) 110. Each conferencing system
100 receives, digitizes, arid compresses the analog video
signals generated by. camera 102:.and the analog: audio
signals generated by microphone 104.. The ‘compressed
digital video and audio signals are transmittedto the other

20 conferencing system via ISDN 110, where they are decom-

25

35.

40

50

65

pressed and convened for play on monitor 106 and speaker
108,respectively.Inaddition, cach conferencing system 100
may generate and transmit data signals to the other confer-
encing system 100 for play on monitor 106, In a preferred
embodiment, the video. and data: signals are displayed in
different windows on- monitor 106. Each conferencing sys-
tem 100 mayalso display the locally generated video signals
in a separate window.. .

_- Camera 102 may be any suitable camera for generating
NSTC or PAL analog video signals. Microphone 104 may be
any suitable: microphone for generating analog audio sig-
nals: Monitor 106 may be any suitable monitor for display-
ing video and graphics images and is preferably 2 VGA
monitor. Speaker 108 may be anysuitable device for playing
analog audio signals and is preferably a headset.
Conferencing System Hardware Configuration

Referring now to FIG.2, there is shown-a block diagram
of the hardware configuration of each conferencing system
100 of FIG. 1,:according to.a preferred embodimentof the
presentinvention. Each conferencing system 100 comprises
host processor 202, video board 204, audio/comm board
206, and ISA bus 208.

Referring now to FIG.3,there.is shown a block diagram
of the hardware configuration of video.board 204 of FIG. 2,
according to a preferred embodiment of the present inven-
tion. Video board 204 comprises industry. standard architec-
ture (ISA) bus interface 310; video bus 312, pixel processor
302, video. random access memory (VRAM) device 304, ©
video: capture:: module. 306,. and video analog-to-digital
(A/D) converter 308.

Referring now to FIG. 4, there is shown a block diagram
of the hardware configuration of audio/comm board 206 of
FIG.2, according to a preferred embodimentof the present
invention. Audio/comm: board 206 comprises ISDN inter-
face 402, memory 404,digital signal. processor (DSP). 406,
and ISA bus interface 408, audio input/output (1/O) hard-
ware 410.

Conferencing System Software Configuration :
Referring now to FIG, §, there is shown a block diagram

ofthe software configuration each conferencing system 100
of FIG. 1, according: to'a preferred embodiment of the
present invention.Video microcode 530 resides and runs on
pixel processor 302 of video board 204 of FIG. 3. Comm
task 540 and audio task:538 reside and run on DSP 406 of
audio/comm, board :206 of FIG. 4. All of the other software

modulesdepicted in FIG. 5 reside and run on hostprocessor
202 of FIG. 2.
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Nideo, Audio, and Data Processing’

Referring now to-FIGS: 3, 4, and 5, audio/video confer-
encing application 502 running on host processor 202 pro-
vides the top-leve] local contral of audio and video confer-
encing between a local conferencingsystem (i.e., local site
or endpoint) and a remote conferencing system (i.e., remote
site or endpoint). Audio/video conferencing application 502
controls local audio and video processing and establishes
Jinks with’ the remote site for transmitting and: receiving
audio andvideo over the ISDN.Similarly, data conferencing
application 504, also running on host processor 202, pro-
vides the top-level local. control of data. conferencing
between the local ‘and remote sites. Conferencing applica-
tions 502 and-504 communicate with thé audio, video, and
comun subsystems using conferencing application program-
ming interface (API) 506, video API.508,comm API 510,
and audio API 512: The functions of conferencing applica-
tions 502 and 504 :and ‘the APIs: they use are described in
further detail later ‘in this specification.” -

" During conferencing, audio 1/O hardware 410 of andio/
comm board.206 digitizes analog audio: signals ‘received
from microphone 104 and stores the resulting uncompressed
digital. andio: to“ memory 404 via ISA: bus interface 408.
Audio task 538, running on DSP 406, controls the compres-
sion of the uncomipressed audio and stores the resulting
conipressed audio. back: to.memory. 404, Comm task 540,
also running on DSP 406, then formats the compressed
audio format for ISDN transmissionand transmits the com-

pressed ISDN-formatied audio to ISDN interface 402 for
transmission to the remote site: over ISDN 110.

ISDNinterface 402‘also ‘receives. from ISDN 110 com-

pressed ISDN-formatted audio generated by the remote site
and stores the compressed ISDN-formatted audio to memory
404. Comm task 540 then reconstructs the compressed audio...
format and: stores the compressed audio back to memory
404. Audio: task 538 controls the decompression of the

m5

y0
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compressed audio and stores the resulting decompressed :
audio back to memory 404. ISA bus interface then transmits
the decompiessed' andio to audio /O hardware 410, which
digital-to-analog (D/A) converts’ the. decompressed. audio
and transmits the resulting ‘analog audio signals to speaker
108 forplay.

‘Thus, audio capture/compression and decompression/
playback’ are preferably performed entirely within audio/
comm board 206 without going through the host. processor.
‘As a result, audio-is: preferably continuously played during
a conferencing session regardless of what other applications
are running on host processor 202,°"

Concurrent with the audio: processing,: video A/D con-
verter 308 of video board 204 digitizes analog video signals
received from camera 102.and transmits the resulting: digi-
tized video to. video capture module 306. Video capture

40
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cation programming. interface (API).510. Comm. manager
518. passes the compressed video through digital-signal
processing(DSP) interface 528 to ISA bus interface 408 of
audio/comm board 206, which stores the compressed video
to memory 404. Comm task. 540 then formats. the com-
pressed video for ISDN: transmission and transmits the
ISDN-formatted compressed video to ISDN interface 402
for transmission to: the remote-site over ISDN 110.

ISDNinterface 402 also receives from ISDN 110 ISDN-

formatted compressed video generated by the remote site
system and stores the ISDN-formatted compressed video to
‘memory 404. Comm task 540 reconstructs the compressed
video format.and stores the resulting compressed video back
to memory 404, ISA bus interface then transmits the com-
pressed video to Comm manager 518 via ISA bus 208 and
DSP interface 528. Commi ‘manager 518 passes the com-
pressed video to'video manager 516 using comm API 510.
Video manager 516 decompresses the compressed video and
transmits the decompressed video to the graphics device
interface (GDI) (not shown) of Microsoft® Windows for
eventual display in a video window on monitor 106.

For data conferencing, concurrent with audio and video
conferencing, data conferencing application 504 generates
and passes data. to comm. manager 518 using conferencing
API 506 and comm API 510. Comm manager518 passesthe
data through board DSPinterface 532 to ISA bus interface
408, which stores the data.to memory 404. Comm task 540
formats the data. for ISDN transmission and ‘stores ‘the

ISDN-formatted data back to memory 404. ISDN interface
402 then transmits the ISDN-formatted data to the remote
site over ISDN 110. :

ISDNinterface 402 also receives from ISDN 110 ISDN-

formatted data generated by ‘the remote site.and stores the
ISDN-formatted: data. to memory 404. Comm task 540
reconstructs the. data format and stores the resulting data
back to memory 404. ISA bus.interface 408 then transmits
the data to comm manager 518, via ISA bus 208 and DSP
interface 528: Comm manager 518 passes the data to data
conferencing: application 504 using comm API 510 and
conferencing API 506. Data conferencing application 504
processes the data and transmits the processed data to
Microsoft® Windows GDI(not shown)for display in a data
window on monitor 106.

Preferred Hardware Configuration for Conferencing System
Referring again to FIG. 2, host processor 202 may be any

suitable. general-purpose processor and is preferably an
Intel® processor such as an Intel® 486 microprocessor. Host
processor 202 pr..erably has at least 8 megabytes of host
memory. Bus 208 may be. any suitable digital communica-
tionsbus andis preferably.an Industry Standard Architecture

’ GSA) PC bus. Referring again to FIG. 3, video A/D con-

module 306 decodes the digitized video into YUV color .
components and delivers uncompressed digital. video bit-
maps to VRAM 304. via video bus 312. Video microcode
4530, running on pixel processor 302, compresses the uncom-
pressed video. bitmaps and stores the resulting compressed _
video back to VRAM 304. ISA bus interface 310: then
transmits via ISA bus 208 the compressed video tohost
interface 526 running on host‘processor 202."

Hostinterface 526 passes the compressed video to video
manager 516 via video capture driver 522, Video manager.
516 calls audio manager 520 using audio API.512 for
synchronization.information: Video manager 516 then time-
stamps the video for synchronization with the audio. Video
manager 516 passes the time-stamped compressed. video to
communications (comm) manager 518 using comm appli-

60
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verter 308 of video board 204 may be any standard hardware
for digitizing and decoding analog video signals that are
preferably NTSC: or PALstandard video signals. Video
capture module 306 may be any suitable device for captur-
ing digital video color component bitmaps and is preferably
an Intel® ActionMedia® II Capture Module. Video capture
module 306 preferably captures video as subsampled 4:1:1
YUV. bitmaps (i.e, YUV9 or YVU9), Memory 304 may be
any suitable: computer memory device for storing data
during video processing such as a random access memory.
(RAM) device and is preferably a video. RAM (VRAM)
device. with at least. 1 megabyte of data storage capacity.
Pixel. processor 302 may be any suitable’ processor for
compressing video data-and is preferably an Intel® pixel
processor such as.an Intel® i750® Pixel Processor. Video
bus 312 may be any suitable digital communications bus and
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is preferably an Intel® DVI@ bus. ISA.bus interface: 310
may be any suitable: interface. between ISA :bus 208 and
video bus .312,° and preferably..comprises: three Intel®
ActionMedia® Gate Arrays and ISA configuration jumpers.

Referring now to FIG:6, there is: shown:a block diagram
of a preferred.embodimentof the hardware-configuration.of
audio/comm board 206 of FIG: 4. This preferred embodi-
ment comprises:

Two 4-wire S-bus RJ-45 ISDN interface connectors, one
for output to ISDN 110 and’ one for input from ISDN
110: Pan of ISDN interface 402 of FIG.:4.

Standard bypass relay allowing. incoming .calls to be
redirected to a down-line ISDN phone(not shown) in
case conferencing system poweris off or conferencing
software is not loaded. Part of ISDN interface 402.

Twostandard analog isolation and filter circuits for inter-
facing with ISDN 110. Part of ISDNinterface 402.

Two Siemens 8-bit D-channel PEB2085 ISDNinterface

chips. Part of ISDN interface 402...
Texas Instruments (TI) 32-bit. 33 MHz. 320c31 Digital

Signal Processor. Equivalent to DSP. 406.
Custom. ISDN/DSPinterface’ application specified inte-

grated circuit (ASIC)to provide interface between 8-bit
Siemens chip set and 32-bit TI DSP. Part of ISDN

_ interface 402, :
256 Kw Dynamic RAM (DRAM) memory device. Patt of

memory 404,
32 Kw. Static RAM (SRAM) memory device. Part: of

memory 404,
Custom. DSP/ISA. interface ASIC to provide. interface

between 32-bit ‘TI DSP and ISA bus 208. Part of ISA
bus interface 408.

Serial: EEPROM to provide software jumpers for DSP/
ISA interface. Part of ISA‘bus interface 408.

Audio Codec: 4215 by Analog Devices, Inc, for sampling
audio'in format such as. ADPCM,.DPCM, or PCM
format: Pan of audio /O hardware 410.

Analogcircuitry to ‘drive audio I/O with internal speaker
for playback. and audio jacks for input of analog ‘audio
from microphone. 104and for. output of analog audioto
speaker 108. Part of audio I/O hardware 410.

Referring now to FIGS. 30: and 31,: there are shown
diagrams ‘of the architecture of the audio/comm board. The
audio/comm board consists basically of a slave [SA inter-

face, a'TMS320C31 DSP core, an ISDN BRIS interface,
and a high quality audio interface.

The C31 Interface is 2 32-bitnon-multiplexed data port to.
the VC ASIC.It is designed to operate. with. a‘ 27-33 Mhz
C31. The, C31. address. is: decoded for: the: ASIC to: live
between 400 000H and 44F FFFH.All accesses to local

ASIC registers. (including the FIFO’s) are..0- wait-state.
Accesses to the I/O bus (locations 440 OOOH through 44F
FFFH) have 3: wait states. inserted. Some of the registers in
the ASIC are 8 and’ 16 bits wide. In these cases, the data is
aligned to the botiom (bit 0 andup) of the C31 data word.:
The remainder of the. bits will be read as a-“O”. All
non-existent or reserved register locations will read as a “0”.

5
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The B-channel interfaces provide a 32-bit data path to and
from the Bl and B2 ISDN data channels. They are FIFO
buffered:to reduce interrupt overhead ‘and latency require-
ments, The Line-side and Phone-side interfaces both support
transparent data transfer—used for normal phone-call,1
FAX; modem and H.221 formatted data. Both interfaces also

support HDLC formatting of the B data per channel to
support: V.120 “data data” transfer.

The receive and transmit FIFO’s are 2 words deep, a word
being 32 bits wide. (C31 native data width). Full, half and

empty indications for-all FIFO's are provided in the B-chan-
nel status registers. Note that thepolarity of these indications
vary between_receive and transmit. This is to provide: the
correct interrupt signaling for interrupt. synchronized data
transfer.

The transparent mode sends data received in the B-chan-
nel transmit FIFO's to the SSI interface of the ISACs. The
transmitted data is.not. formatted in. any way other than
maintaining byte alignment (-e., bits 0, 8, 16, 24 of the FIFO
data are always transmitted in bit 0 of the B-channel data).
The written FIFO data is tcansmitted. byte 0 first, byte 3
last—wherebyte 0 is bits 0 through 7, and bit O is sent first.

Transparent mode receiveddata is also byte aligned to the
incoming B-charinel. data stream. and assembled as byte 0,
byte 1, byte 2, byte 3. Reccive datais written into the receive
FIFO after all four types have arrived.

The ISAC.I/O Interface provides an 8 bit multiplexed data
bus used to access the. Siemens PEB2085s (ISAC). The 8
bits of 1/O-addtess come from bits 0 through 7 of the C31
address. Reads and writes to this interface acid 3 wait-states

to the C31 access cycle. Buffered writes are not supported in
this version of the ASIC.

Each: ISAC.is mapped directly into its own 64. byte
address space(6 valid bits of address). Accesses to the ISAC
are 8 bits wide and are ‘locatedat bit positions 0 to 7 in the
C31 32 bit word. Bits 8 through 23 are returned as “0’s on
reads.

The PB2085s provide”‘the D-channel access using thisinterface.

The. Accelerator Module Interface is a high bandwidth
serial communication path between the C31 and another
ptocessor which will be-used to add MIPs to the board.
Cértain future requirements such as g.728 audio compres-
sion will require the extra processing power.

The. data transfers are.32.bit words sentserially at about
1.5 Mbits/s. The VC ASIC. buffers: these. transfers with

FICOs which are'2 words deep to reduce interrupt overhead
and response tinie requirements. The status register provide
flags for FIFO full, balf; empty. and over/under-run (you
should never get an’under-run). Anyof these can be used as
interrupt sources as selected in the Serial Port Mask register.

The following paragraphs describe the ISA interface of
the audio/comm board. The ISA interface. is the gate ‘array
that providesan interface between the multi-function board
and the ISA bus. Further, the ASIC will control background

’ tasks between a DSP, SAC, and Analog Phone line inter-
faces..The technology chosenfor' the ASIC is the 1 micron
CMOS-6 family from:.NEC.

.. Referring now toFIG.32,there is shown a diagram ofthe
audio/comm board environment. The followingis a descrip-
tion of the: signal groups.

 

ISA Bus Signals

AEN The. address enable signal is used 'to de-gated the CPU and other
devices from the bus.during DMA cycles. Whenthis signal is active
(high) the DMA controller has control of the bus. The ASIC doesnot,

HUAWEI EX.1016 - 529/714



HUAWEI EX. 1016 - 530/714

5,488,570
10

-continued 

IOCS16#

JOWw#

TOR#

IRQ3, IRQ4, ERQS, IRQY, ERQLG, IRAN, ERQIS

RESET
SBHE#

SAG@:0)

SD(15:0)
DSP Signals

HICLK

D(31:0)

C3l_RST#
A23-A0

RAH

STRER

RDY#
HOLD#

HOLDA#

INT2#

INTEL#
INTO#
Memory Signals

MEMWRI# aod MEMWR2#
BiOE#, B20E#
SR_CS#
CAS#
RAS#
HID12, H1D24
MUX

EEPROM Signals

EESK

EEDI

EEDO

EECS

Sterea Audio Codec (SAC)

SP_DC

SP_SCLK

‘respond to bus cycles when AENis active,
The J/O 16-bit chip select is‘used by 16-bit IAD devices to indicate that
it.can accommodate a 16-bit transfer. This sigual is decoded off of
address only,
This is an active low signal indicating the an I/O write cycle is
being performed.This isan active low signal indicating the an V0 read cycle iis beingperformed.
These signals are interrupt requests, An intermpt request is generated
when an IRQ is raised from a low to a high. The IRQ must remain
high until the interrupt service routine acknowledges the interrupt.
This signal is used to initialize system logic upon power oa.
The system bus high enable signal indicates that data should be driven
onte the upper byte of the 16-bit data bus.
These are the system addresslines used to decode I/O address space
used. by the board. This scheme is compatible with the ISA bus.
These addresses are valid during the entire command cycle,
These are the system data bus lines.

HICLK ts the DSP primary bus clock. All events in the primary bus
are referenced. to this clock. The frequency ofthis clock is half the
frequency’ of the clock driving the DSP. See the TMS320C31 data
mamual chapter 13, ;
These are the DSP 32-bit data bus. Data lines 16, 17, and 18 also
interface to the EEPROM. Note that the DSP must be in reset and.the
data bustristated before: access to the EEPROM.This date bus also

supplies the board ID when the read while the DSPis reset (seeHAUTOD register).
This isthe DSP active low reset signal.
These DSP address lines are used to decode the address space by theASIC.

This signal indicates whetherthe current DSP external access is.a read(high) or a write (low)
This is an active Yow signal form the DSP indicating that the current -
cycle iis to the primary. bus.
This signal indicates. that the current cycle being performed on theprimarybus of the DSP can be completed.

: The. Hold signal is an active low signal used to request the DSP
relinquish control of the primary bus. Once the hold has been
acknowledge ‘all address, data and status lines are tristated uatil Hold
is released. This signal will be used to implement the DMA andDRAM Refresh. .
This is the Hold Acknowledge signal: which is the active low indication
that the DSP bas relinquished control of the bus.
This C31 interruptis used by:the ASIC for DMA and Command
interrupts....
Interrupt the C31 on COM Port events.
Analog PhoneInterrupts.

Thesesignals are active low writestrobes for memory banks | and 2.
Thesesignals are’ active low. output cnables for memory banks 1 and.2.
This is a active low. chip selected:for the SRAM that makes up bank2,
This the active low column:address strobe to the DRAM.This ‘the active low row address strobe to the DRAM.
These signals are a 12 and 24 nS delay of the HICLK.
Mux is the signal that controls the external DRAM address mux.
‘Whenthis signal ig low the CAS addresses are selected and when it is
high the RAS addresses are selected. .

This is the EEPROM. clock signal. This. signal is multiplexed with the
DSP data signal 1D16. This signal can only bé valid while the DSPisin reset.
This is the input data signal to the EEPROM.This signal is
multiplexed with the DSP data signal D7. This signal can only bevalid while the DSP is in reset.
This is the data output. of the EEPROM.This signal is
multiplexed with the DSP data signal DL8. This signal can only
be valid while the DSP is in reset.
This is the chip select signal for the EEPROM.This signal is NOT
multiplexed and can only be drive active (HIGH) during DSPreset.

This signal controls.the SAC mode of operation. Whenthis signal is
high the SACis in data or master mode, Whenthis signal is lw theSACis in contra! or slave mode-,
This is the Soundport clock input’signal: This clock will either
originate from the Soundport or the ASIC,
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--continued
 SP_SDIN

SP_SDOUT.

SP_FSYNC

CODEC Signals

24.576MHZ

COD_FS1, COD_FS2, DOC_FS3, COD_FS4

cop_SpouTCOD_SDIN
COD_SCLK

Analog Phone Signals

This serial data input from the Soundport. The data here is shifted inon the falling edge of the SP_CLK.
This is the serial data output signal for the Soundport. The data is
shifted out on the rising edge of the SP_CLK.
This is the frame: synchronization signal fer the Soundport. This signal
will originate from the ASIC when the Soundport is in slave made or
the Soundport is: being programed in:control mode. When the
Soundport is in master mode the frame sync will originate from the
Soundport and will have a frequency equal to the samplerate.

This clock signal is used to derive clocks used within the ASIC and the
2.048MHz CODEC clock.

These signals are the CODEC frame aynes, each sigual correspond toone. of the four CODECS.
This signal is the serial data output signal of the CODES.
This signal is the serial data input signal to.the CODECs.
This a 2.048MHz clock used to clock data ii.and out of the four
CODECS, The serial data is clocked out on the rising edge and in on
the falling edge.

Line. 1. off hook loop current sense. If this signal is low and
BYPSRLY]is high it indicates the Set I has gone off hock, If the
signal is low and the BYPSRLY1-is low it indicates that the board has

gone off hook. This signal is not latched and therefore is a Real-time-
Set 1 off hook loop current ‘sense, If this signal is low it indicates the
Set 1 has gotie off hook. This can only take place when BYPSRLY1is
low. This signal.is not latched and therefore is a Real-time-signal.Line2 off hook loop current sense. If this signalis low and
BYPSRLY2 is high it.indicates the Set-1 has gone off hook.If the
signal-is low and the BYPSRLY2is low it indicatesthat the board has
gone.off hook. .This signal is not latched and therefore is a Real-time-
signal, : :
Set 2.0f hook loop current sense.If this signal is.low it indicates the
Set I.has gone off hook. This can only take place when BYPSRLY2is
Tow. ‘This signals is not latched and therefore is a Real-time-signal.Line | Ring Detéct. IF this input signal is low the Lineis
ringing. : ;
Line:2 Ring Detect. If this input signal is tow the Line is

Call Detect forLine 1, This signal is cleared low by. software
to detect 1200: baud FSK data between the first and second.
Call Detect for. Line 2.. This signal is cleared low by: softwareto detect1200 baud FSK data between the first and second

Pulse Dial Ofbook for Line 1. This signal iis pulsed to dial phone
numbers on pulse dial systems. It is:also used to take the line off hook

Pulse Dial Of hook for Line 2. This signal is pulsed to dial phone
numbers on pulse dial systems.It is also used to take the line off hook

LPSENSLI

signal,
LPSENSPH1

LPSENSL2

LPSENSPH2

RINIGDETL

RINGDETL2
ringing.

CALLDETL2

rings.
CALLDETL2

rings.PDOHLI

whenlow.
PDOHL2

when low.
BYPSRLYI and 2

Miscellaneous Signals

6.144MHZ

TESTL, TEST2, TESTS, TEST4

VDD, VSS

This is an active low output signal controlling the Bypass Relay output.When high the board is by-passed and the Line (1 or 2) is connected
the desk Set (1-or 2).

This a.6:144 MHz clock signal used to drive the module that can
_attached to the board: The module will then use this signal to
syathesizeany frequencyit-requires.
These are four testpins used by the ASIC. designers two decrease ASIC
manufacturing test vectors. The TEST2 pin is the outpot of the nand-tree used by ATE.
 

audio, and comm, as.well as the encode method for videoThose skilled.in the an will'understand that the present
invention may’ comprise configuiations of audio/comm
board 206 other than the preferred configuration of FIG: 6. ¢
Software Architecture for Conferencing System

The’ software architecture of conferencing system ’:100
shown. in FIGS. 2.and 5 has three layers of abstraction. A

computer supported collaboration (CSC)infrastructure layer
comprises the hardware (Le:, video board.204 and: audio/ 65
comm board 206) and host/board driver software (i.¢., host
interface 526 and. DSP interface 528) to ‘support. video,

(running on video board: 204) and encode/decode methods
for audio (running on audio/comm board 206). The capa-
bilities of the CSC infrastructure are provided to the upper
layer as a device driver interface (DDI). -

ACSCsystem software layer provides servicesfor instan-
tiating and controlling the video and audio streams, syn-
chronizing thetwo streams, and establishing and gracefully
ending a call and associated communication channels. This
functionality is provided in an ‘application programming
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interface (API). This API comprises the extended audio and
video interfaces and the. communications APIs (i.¢., confer-
encing API 506, video API 508, video manager. 516, video
Capture driver 522; comm ‘API 510, comm manager 518,
Wave API 514, Wave driver 524, audio API 512, and audio
manager 520).

ACSCapplications layer brings CSC to the desktop. The
CSC applications may include. video‘annotation’ to video
mail, video answering machine, atidic/video/data conferenc-
ing (i.c., audio/video conferencing application 502 and data
conferencing application 504), and group decision support
systems.

Audio/video conferencing application 502. and data con-

14

Handle remote video window.
Handle local video.-
Handle. localvideo window.

Data Conferencing Application
Data conferencing application 504 implements the data

/ conferencing user-interface, Data confereticing application

ferencing application 504 rely. on conferencing API 506,_-whichin turn relies uponvideo API 508, comm API 510, and
audio API512:to interface with video manager 516,.comm
manager 518, anc audio manager 520, respectively. Comm
API -§10.:and’ comm manager: 518 provide a transport
independent interface (IT) that provides‘ communications
services to. conferencing applications 502 and 504, The
communications software of conferencing system 100sup-
ports different transport mechanisms, suchas ISDN ‘(e‘g.;
V.120interface), SW56 (e.g., BATP's: Telephone APJ),:and
LAN (e.g., SPX/IPX, TCP/IP, orNetBIOS). The Til isolates
theconferencingapplications from the underlying transport
layer. (i.e.; ttansport-medium-specifie DSP interface528).
The TI hides the network/connectivity specific operations.
In conferencing system. 100, the TH hides the ISDN layer.
The DSP interface 528 is hidden in the datalink: module

(DEM).:‘The’ TH provides setvices. to the conferencing
applications for opening: communication: channels, (within
thesame session) and dynamically managing the bandwidth.
Thebandwidth is managedthrough the transmission priorityscheme.

In a preferred embodiment in which conferencing system
100 performs software video decoding, AVI capture driver
§22 is implemented on top of host interface 526 (the video
driver), In ‘an alternative. preferred-embodiment in which
conferencing system 100 performs hardware video decod-
ing, an AVI display driver iis also implemented on top ofhost
interface 526.
The software architecture of conferencing system100
comprises three major subsystems: video, audio, and com-

_miumication: The andio-and video subsystems are.decotipled
andtreated as “data types”(similar to-text or graphics) with
conventional operations like open, save, edit, and display.
The video and audio services are available to the applica-
tions. through video-management and audio-management
extended interfaces, respectively.
Audio/Video Conferencing Application -

Audio/video conferencing application 502 implements
the conferencing user interface. Conferencing application
502 is implemented as a Microsoft® Windows 3.1 applica-
tion. One child! window will display the local video image
and.a-second:child window will displaythe remote video
image, Audio/video conferencing application 502 provides
the following services to conferencing system 100:

Manage main message loop..
Perform initialization and registers classes.
Handle menus.
Process toolbar messages.

Handles preferences.
Handles speed dial setup and selections.
Connect and hang up.
Handles handset window
Handle remote video.

e 5
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-is implemented as a Microsoft® Windows 3.1 application.
The data conferencing application usesa “shared notebook”
metaphor. The shared notebooklets the user.copya file from
the computer into the notebook and review it with a remote
user. during ‘a call. When the useris. sharing the notehdak
(this ‘time is called a “meeting”), the:users see the. same
information on their computers, users can review it together,
and make notes directly into the notebook. A copy of the
original file is placed: inthe notebook, so the original
remains unchanged. The notes users make.during the meet-
ing are saved with the copy in a meeting file. The shared
notebook looks like a notebook or stack ofpaper. Confer-
ence participants have access to the same pages.. Bither
participantcan create a new page and fill it with information
or make notes on an existing page.
Conferencing API

Conferencing. API 506 of FIG. 5 facilitates the easy
implementation of conferencing applications 502 and 504.
Conferencing API 506 of FIG. 5 provides. a generic confer.
enicing interface between conferencing applications 502 and
504 and the video, comm, and audio subsystems. Confer-
encing API 506 provides a high-level abstraction of the
services that individual subsystems. (i.e., video, audio, and
comm) support.. The major services include:

Making, accepting, and hanging-up calls.
Establishing and -tetminating multiple. communication

channels for individual subsystems.
Instantiating and controlling local video and audio.
Sending -video and audio to a remote site through the

network.

Receiving, displaying, and controlling the remote video
_ and audio streams.

Conferencing applications 502. and: 504 can access these
services through the high-level conferencing API 506 with-
out worrying about the complexities of low-level interfaces
supported in the individual. subsystems:

In addition, conferencing API 506 facilitates the integra-
tion of individual software components. It minimizes the
interactions between conferencing applications 502 and 504
and the video, audio, and comm subsystems. This allowsthe
individual software components to be déveloped and tested
independent of each other. Conferencing API 506 serves as
an integration pointthat gluesdifferent software components
together. Conferencing API 506 facilitates the portability of
audio/video conferencing application. 502..

Conferencing API 506. is implemented as a Microsoft
Windows Dynamic Link Library (DLL). Conferencing API

:. 506 translates the functioncalls from conferencing applica-
un5

60

65

tion 502 to the morecomplicated calls to the individual
subsystems ({i-e., video, audio, and-comm). The subsystem
call layers (i.e., video API 508, comm API.510,-and audio
API 512) are also implemented in DLLs..As a result, the
programming of conferencing API 506 is simplified in that
conferencing API 506 does not need to implement’ more
complicated: schemes, such..as dynamic data exchange
(DDE), to interface with other ‘application threads ‘that
implement, the. services for individual subsystems. For
example, the video subsystem will use window threads to
transmit/receive streams of video to/from the network.

Conferencing API 506 is the central control point for
supporting communication channel management(i.e., estab-
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lishing, terminating channels) for video and: audio. sub-
systems: Audio/video conferencing application 502 is
responsible for supporting communication channel manage-
meut for the data conferencing streams.

Referring now to FIG.7, there is. shown a black diagram
of the conferencing interface layer 700 between .conferenc-
ing applications 502 and, 504 of FIG. 5, on one side, : and
comm manager. 518, video manager 516, and audio manager
520, on the other side, accordingto.a preferred embodiment
of the present invention. Conferencing API 506. of FIG. 5
comprises conferencing primitive validator 704, conferenc-
ing primitive dispatcher 708, conferencing callback 706, and
conferencing finite state machine (FSM) 702 of conferenc-
ing interface layer 700of FIG..7. Comm.API 510 of FIG. 5
comprises comin primitive 712 and comm callback 710 of
FIG. 7. Video API 508 of FIG. 5 comprises video primitive
716 of FIG. 7. Audio API 512 of FIG..5 comprises. audio
primitive 720. of FIG. 7: :

Conferencingprimitive validator 704 validates thé syntax
(e.g., checks the conferencing call state, channel state, and
the strearn state with the conferencing ‘finite state machine
(FSM) 702table and verifies the correctness of individual
parameters) of each API-call. If ai-error is detected, primi-
tive validator 704 terminatesthe cal! and retums the error to

the application immediately. Otherwise, primitive validator
704 calls conferencing: primitive dispatcher 708,. which
determines which. subsystémprimitives to invokenext.

Conferencing primitive: dispatcher .708 dispatches and
executes the next conferencing API primitive to start, or
continue to carry out the service requested by the applica-

. tion. Primitive dispatcher708 may be invoked cither directly
from primitive validator 704 (ie., to start the first Ofa set of
conferencing API primitives) or from conferencing callback
706 to continue the unfinished processing (for asynchronous
API calls).Primitive dispatcher 708 chooses thé conferenc-
ing API primitives based on:the information of. the current
state, the type of ‘message/event, and the text primitive
being scheduled by the previous conferencing APIprimitive:

After collecting and analyzing the completiori status from
each subsystem, primitivedispatcher 708. either (1).returns
the concluded message back to the conferencing application
by returning'a message or invoking the application-provided
callback routine or (2) continues to invoke another Primitive
to continue the unfinished processing.

There are a set ofprimitives (.e,, comm primitives 712,
video primitives 716, and audio primitives 720) imple-
mented: for each API call.’ Some primitives are designed to

be invoked from:a callback routine to carry out the asyn-chronous services.

The subsystem callback routine (i.e., comm callback710)
returns the completion status of an asynchronouscall to the
comm subsystemto.conferencing callback 706, which will
conductanalysis to determine.the proper action to take next.
The comm callback 710is implemerited as a separate thread
of execution (vthread.exe) ‘that receives the callback
Microsoft® ‘Windows messages from the comm! manager
and then calls. VCI DLL to handle these messages:

Conferencing callback 706 returms the completion status
of an asynchronous Call to. the“application. ‘Conferencing
callback 706 checks the current message/event: type, ana-
lyzesthe type. againstthe current conferencing APIstate and
the next primitive being scheduledto determine the actions
to take (e.g.; invoke another primitive or return the message
to the application). If the processing is not complete yet,
conferencing callback 706 selects another primitive to con-

5
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tinue the rest. ofthe processing. Otherwise, conferencing: .
callback 706 returns the completion status to the application.

16

The conferencing callback 706 is used only for comm
related conferencing API functions; all other conferencing
API functions are synchronous.

The major services supported by conferencing API 506
are categorized as follows:

Call arid Channel] Services (establish/terminate a confer-
énce call and channels over-the call).

Stream Services (capture, play, record, link, and control
the multimedia audio and video streams),

Data Services (access: and manipulate data from the
multimedia streams).

Tntérfacing with the Comm Subsystem
_ Conferencing. API 506: supports the following comm
services with the: comm subsystem:

Call establishment—place 4 call to start a conference.
Channel-establishment—establish four comm channels

for incoming video, incoming audio, outgoing video,
and..outgoing -audio. These 4° channels are opened
implicitly ‘as.part of call establishment, and not through
separate APIs. The channel APIsare for other channels
(e.g:, data. conferencing).

Call termination-——hang wp. a. call. and close all. active
. channels, ,

Call Establishment

Establishment of a call between the user of conferencing
system A of FIG. 1 and theuser of conferencing system B
of FIG. 1 is implemented as follows:

Conferencing APIs A and B call BeginSessionto initialize
their-comm subsystems.

Conferencing API Acalls MakeConnection.to dial con-
: ferencing API. B’s number.
Conferencing API B receives a CONN_REQUESTED

callback.

Conferencing: API B sends the call notification to the
graphic ‘user interface (GDI); and if user B accepts the
call via the GUI, conferencing API B proceeds with the
following steps.

Conferencing APIB calls AcceptConnection to accept the
incoming call from conferencing API A.

Conferencing APIs‘ A and B receives -CONN_.AC
CEPTED message.

Conferencing APIs A andB call RegisterChanMegrfor
channel management. ,

Conferencing API A calls OpenChannelto open the audio
‘channel.

Conferencing API B.receives the Chan__Requested call-
back and accepts it via AcceptChannel.

~Conferencizig API°A receives the Chan__Accepted call-
back.

Thelastthree steps are repeated for the video channel and
the control channel.

Conferencing API A then sends the, business card infor:
mationonthe control channel, which conferencing API

' B receives.

Conferencing API B ‘then turns around and repeats the
above 6. steps (i.e., opens its outbound channels for
audio/video/control and sends its business card infor-

: mation on its Control channel),
Conferencing APIs‘A and B then notify the conferencing

applications. with a CFM_ACCEPT_NTFY callback.
Channel Establishment

Video and audio channel establishment is implicitly done
as part of call establishment, as described above, and need
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not be repeated here. Forestablishing other channels such as
data conferencing, the conferencing API passes through the
request to the comm manager, and sends the comm manag-er’s callback to the user's channel manager,
Call Termination

Termination of-a call between users-A and B is imple- -
mented as follows (assuming user.A hangsup):

Confetencing API A. unlinks local/remote. video/audio
streams from the'network. :

Conferencing API A then calls the. comm .manager’s
CloseConnection.

The comm manager implicitly closes all chanoels; and
sends Chan_Closed callbacks to conferencing API A.

ConferencingAPTA closesits remote audio/video streams
onreceipt of the‘Chan__Closed callback for its inbound
audio/video channels,. respectively.

Conferencing API A then receives the CONN_CLOSE__
RESPfrom.the conum manager after the call is cleaned

up completely. Conferencing APIAnotifies its .appli-
cation via a CFM_HANGUP_NTFY.

iad0

In ‘the meantime, the comm manager on B would have .
received: the hangup notification, and would have
closed its end of all the ‘channels; and notified confer-
encing API B via Chan_Closed.

Conferencing APTBclosesits remote audio/video streams
on receipt of the Chan”‘Closed callback forits inbound
audio/video. channels; respectively.. ;

Conferencing API B unlinks its local audio/video streams
from ‘the network on’ receipt of ‘the Chan_Closed
callback for its outbound audio/video channels, respec-
tively.

Conferencing API. B then: receives'a CONN.CLOSED
notification from its comm manager. Conferencing API
B notifies its application via CFM__HANGUP__NTFY.

Interfacing with theAudio:and Video Subsystems :
Conferencing API-506 supports the following services

with the audio and video subsystems:

Capture/monitor/transmit local video streams.
Capture/transmit local: audio streams;
Receive/play remote streams.
Control local/remote streams.

Snap an image from local video. stream.Since thevideo and audio streams are closely synchronized,
the audio and video subsystem’ services are described
together.
Capture/Monitor/Transmit Local StreamsThe local video, and audio streams are captured and
monitored as follows:

Call AOpen to openthe local audio stream.
Call VOpen to open the local video stream.

4s

50

18
Call ACapture to capture the local audio stream from the

local hardware.
Call VCapture to capture the local video stream from the

local hardware.

Cal! VMonitor to.monitor the local video. stream.

The local video and audio streams are begunto be sent out
to the remote site ‘as follows: ,

Call ALinkOut.to connect the local audio stream to an

output network channel.
Call. VLinkOnt'to connect the local video stream to an

output network channel.
‘The monitoring .of the: local video stream locally is

stopped as. follows:
Call VMonitor(off) to stop monitoring the local video

stream.
Receive/Play Remote Streams

Remote streams are received from the network and played
as follows:

Call AOpento open the local audio stream.
Call VOpen. to open the local video stream.

Call ALinkin to connectthe local audio stream to an inputnetwork channel.

Call VLinkIn to connectthe local video stream to an inputnetwork channel.’

Call APlay to play the received remote.audio stream.
Call. VPlay to play thereceived remote video stream.

Control. Local/Remote Streams

Thelocal video and audio streams are pansed as follows:
Call VLinkout(off) to stop sending local. video on the

network.

Call AMute to stop sending local audio on the network.°
The. remote video and audio streams are paused as {ol-

lows:

If CF_PlayStream(off) is called, conferencing API calls
‘APlay(off) and VPlay(off).

The local/remote: video/audio streams are controlled as
follows:

Call'ACnt! to control the gains of a local. audio stream or
the volume of the remote audio stream.

Call VE€ntl to control such parameters as the brightness,
tint, contrast, color of a local or remote video stream.

Snap an Image from Local Video Streams
-. A snapshotof the local video stream is taken and returned

as an image to the application as follows:
Call VGrabframeto grab the most current image from the

‘local video stream.

~ Conferencing API 506. supports the following function
calls by conferencing applications 502 and 504 to the video,
comm, .and audio subsystems:

 

CF_Init Reads in the conferencing configuration parameters (e.g., pathname of
the directory database and directory name in which the conferencing
software is kept) from an initialization file; loads andinitializes the
software of the comm, video, and audio subsystems by allocating and
building internal data structures; allows the application to choose
between the message and the callback routines to return the event
Rotifications from the remote site.

CF_MakeCall Makes. a Gall to the remote site to establish a connectionfor
conferencing. The call is performed esynchronously.

CF_AcceptCall Accepts a call initiated from the remote site based on the information
received.in the CFM_CALL_NTFY message.

CF_RefectCall Rejects incomingcall, if appropriate, upon receiving a
CFM_CALL. inessape.
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-continued :

CF_HangupCall Hangs up-a call that was previously established; releases all resources,
. including all types of streams: and data structures, allocated during the

call.
CF_GetCallState Returns the current state of the specified call,
CF_CapMon Starts the. capture of afialog video signals from the local camera and

displays the video in the local_video_.window: which is pre-opened by
the application, This function allows-the user to preview his/her

“ appearance before sending the signals out to the remote site.
CF_PlayRevd Starts the reception and-display of remote video. sigaals.in the

remote_.video__window, which is pre-opened by the application; starts
the reception and play of remoté audio signals. through thelocalspeaker,

CF_Destroy Destroys the specified stream group that was created’ by CF.7_CapMon
or CF_-PlayRevd. As part of the destroy process,.all operations (e.g.,
sending/playing) beingperformed on the stream group will be stoppedand all allocated systern resources will be freed.

CF_Mute Uses AMute to nirn on/off the mute ‘function being performed on the
audio ‘stream of a specified stream group, This function will
temporarily: stop or.restart the related operations, including. playing and
sending, being performed:on this stream group. This function may. be
used:to hold temporarily one andio stream and provide more bandwidth
for'other streams to use.

CF__SnapStream Takes a snapshot ofthe: video stream ofthe specified stream
group and retums a still image (reference) frame to the
application buffers indicated by the bbuffer ‘handle; |.

CF_Control Controls the capture or playback functions of the local or remote video
and audio: stream groups. :

CF_SendStream Uses ALinkOut to. pause/unpause audio...
CF_GetStreaminfo Retums the current state and the audio video control block (AVCB)

data structure, preallocated by the application, of the specified stream

 

 

 

groups.
CF_PlayStream Stops/starts the. playback of the remote. audio/video streams by calling

. APlay/VPlay.°:. *. .

30

These functions are. defined-in further detail. later in this -continued. we

specification in a section entitled Data Structures, Func- called by caller
tions, and Messages.” _ CCST_CONNECTED,. "Call state - state of caller and calleeIn addition, conferencing API 506nunports the following . me during conferencing session. .
messages retumed to conferencing applications:502 and 504 35 CCST_CLOSING - _ Ahangupor call cleanup is in progress.
from the video, comm, and audio subsystems in response to ~
some of the above-listed functions: . At:the CCST_.CONNECTEDstate, the local application

may begin capturing, monitoring, and/or sending the local
audio/video signals to the remote application, At the same

 

CEM_CALL_NTFY qnthateehas 40. time, the local application may be receiving and playing the
beenreceived. remote audio/videosignals. -CFM__PROGRESS_NTFY Indicates that a call state/progress -” Refertingnow to FIG. 9, thereis shown a representation

: notification has been received from of the conferencing stream FSM for each conferencing
: the local phone system support. system participating in a conferencing session, according to

CFM_ACCEPT_NIFY Indicates that the remote site has 45 a preferred embodiment of the present invention, The pos-accepted ‘the call request issued
locally, Also:sent to the accepting

application when CF.AcceptCall
sible conferencing stream states are as follows:
 completes. -

CFM:_.REJECT_NTFY indicates that the remoiesite ‘has CSST_INIT Initialization state - state of localand remote
. rejectedor the local site has failed streams after CCST_CONNECTEDstateisto make the call. 50 ~ first reached. :

CFM_HANGUP_NTFY Indicates that the remote site has CSST_ACTIVE Capture state - state of local stream being
hung up the call.’ captured. Receive state - state. of remotestream being received.

. . oo , “ CSST_FAILURE Fail: state - state of local/remote stream
Referring now to FIG.’8, there is shown a-representation after resource failure.

of the conferencing ‘call finite state machine (FSM) fora 55.7
conferencing session between a local conferencing system©-Conferencing ‘stream FSM represents the states of both the

 

 

(i.e., caller) and a remote conferencing system (i.¢., callee), local and remote streamsof each conferencing system. Note
according to a preferred ernbodimentof the present inven- that the local stream for one conferencing system is the
tion. The possible conferencing call states are as follows: remote stream for the other conferencing system.

60 Ina typical conferencitig session between a caller and a
’_-eallee, both the caller and callee begin in the CCST_NULL

 

CCST_NULL Nuli State - state of uninitialized caller! -
calle: . Call state of FIG. 8. The conferencing sessionis initiated by

CCST_IDLE Idle State - state of caller/callce ready both the caller and callee calling. the: function CF_Init to
to make/receivecalls, initialize their: own conferencing systems. Initialization

CCST_CALLING Catlingsuate - state of caller trying to 65. involves initializing internal data structures, initializing
CCST_CALLED Called state - state ofcallee being communication:‘and configuration information, opening a

local directory data base, verifying the local user’s identity,
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and retrieving the user’s profile information from the data-
base. The CK_Init function:takes. both the caller and caillee
from the CCST_NULZ call. state to the CCST_IDLEcall
state. The CF__Init function also places ‘both the local and
remote streams of both the caller and callee in the CSST_INIT stream state of FIG. 9.

Both the caller and callee call the CF“CapMon function
to start capturing local video and audio signals and playing
them locally, taking both the caller and calleé local stream
from the CSST_-INIT stream state to the CSST_-ACTIVE
stream state. Both:the caller and callee-may then call: the
CF_Control function to control the local video and audio
signals, leaving all states ur.changed. os

The caller then calls the CF_MakeCall furiction to initiate
acall to the calleé,'taking the caller from the CCST._IDLE
call state to the CCST..CALLING call state. The callee
receives and processes a CFM"CALL‘.NIFY’ message
indicating that a call-has beenplaced. from the caller, taking
the callee from the.CCST“IDLE call state to the CCST_
CALLED call: state. The calleecalls. the CF_AcceptCall

. function to accept the call fromthecaller,taking the callee
from. the CCST_.CALLED call state'to the -CCST.__CON-
NECTED. call. state: The caller receives and processes a
CFM_ACCEPT_NTFY message indicating that.the callee

=0

accepted the call, taking the Caller from the CCST_CALL- 25ING call staté to the CCST_CONNECTEDcallstate.

Both the‘caller and ‘callee then. call the: CF_PlayRcovd
function to begin reception and play of the.video and audio
streams from: the remote ‘site, leavingallstates unchanged.
Both thecaller anid callee call the CF__SendStream function:
to start sending the locally captured video and audio streams *
to the remote site, leavingall states unchanged. Ifnecessary,
both the caller and callee. may: 1then. call the CFControl
function: to--control: the‘remote video and audio streams,
again leaving all'states unchanged.The conferencing session

Duting. the conferencing session, the application may: call
CF_Mute; CFP_PlayStream, or CF_SendStream. ‘These
affect the: state of thé streams in the audio/video managers,
but not. the state.of the. stream. group. :When the conferencing session is to be terminated, the
caller calls the CF__HangupCall furiction to end the confer-
encing ‘session, taking the: caller from the CCST_.CON-
NECTED call state to the CCST__IDLB call state. Thecallee

receives andprocesses:a CPMHIANGUP_NTFY imessage
from thecaller indicating that the caller has hung up, taking
the-callee from the CCST_CONNECTED call state to theCCST_IDLE call state. "

Both the caller and callee call the CF__Destroyfunction to
stop playing the remote video and audio signals, taking both
the -caller and: callee remote streams from. the CSST_
ACTIVE stream state to the CSSTINIT'stream state. Both
the caller and.callee also call the CF_Destroy function to
stop capturing the local video and audiosignals, taking both
the caller and callee local streams from theCSST_ACTIVE
stream state ta the:CSST_INIT stream state.

This: described scenario is just one possible scenario,
Those skilled in the an will understand that other scenarios

w0

w5
- then proceeds with no changesto the call and stream states. ©
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may be constructed using the. following additional functions
and state transitions:

If the callee.does not.answer within a specified time
period, the caller automatically calls the CF__Hangup-
Call function to: hang up, taking the caller from the
CCST__CAELINGcall state to the CCST_IDLEcall
state.

The callee calls the.CF_RejectCall function to reject a
call from the caller, taking the callee from the CCST
CALLEDcall state to the CCST_IDLEcall state. The
caller then teceives and processes a CFM_REJECT,,
NTFY message indicating that the callee has rejected
the caller’s call, taking the caller from. the CCST_
CALLINGcall state to the CCST_JDLE call state.

The calice (rather than the caller) calls the CF.Hangup-
Cail function to hang up, taking the’callee from the
CCST_.CONNECTED‘call state. to the CCST_IDLE
call ‘state. The caller receives a CFM_HANGUP_
NTFY message from the. callee indicating that the
callee has hung up, taking the caller from the CCST__
CONNECTED callstate to the CCST_IDLEcallstate.

The CF_GetCallState function may be called byeither the .
caller or the callee from any call state to determine the
current call state-without changing the call state.

During a conferencing session, an.unrecoverable resource
failure may occur in the local stream of either the caller or
the callee causing the Jocal stream to belost, taking the local
stream from the CSST._ACTIVEstream state to the CSST_
FAILURE stream state. Similarly, an unrecoverable resource
failure may occur in the remote stream ofeither the caller or
the callee causing the remote. stream to bé lost, taking the
remote stream from the CSST_.ACTIVE stream state to the
CSST_FAILURE stream state. In either case, the local site
calls the CF__Destroy:function to récover from the failure,
taking the failed stream from the CSST_!FAILURE stream
state to the CSSTINIT stream state.

. The CF.GetStreamInfo function maybe called by the
application from any stream state of either the local stream
or theremote stream: to determine information regarding the
specified stream’ groups. The CF_SnapStream .and
CF_RecordStream functions may be called by the applica-
tion for the local stream in the CSST__ACTIVE stream ‘state
or for the: remote stream (CF_RecordStream. only) in the
CSST_ACTIVE stream state. All of the functions described
in this paragraph leave the stream. state unchanged.
Video Subsystem -

The video. subsystem of conferencing system 100 of FIG.
5 comprises: video API 508, video manager 516, video
capturedriver 522, and host interface 526 running on host
processor 202. of FIG. 2 and video microcode 530 running
on video board 204, The following sections describe each of
‘these constituents of the video subsystem.
VideoAPI.

Video API 508. of FIG, 5 provides an interface between
audio/video conferencing ‘application 502 and the video
subsystem. Video API 508 provides the following services:

 
Capture Service Captures a single video stream continuously from a local video

hardware source, for example, a video camera or VCR, and directs the
video stream to a video software output sink (i.¢., a network

Monitor Service
destination).
Monitors the video stream being captured from the local video

hardware in the local video window previously opened by theapplication,
Note: This fucction intercepts and displays a video steam at the
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-continued
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hardwareboard when. the.stream is first captured. This operation issimilar to’a-“Short circuit” or a UNIX: tee and-is different from the
“play” function. The play function gets and displays the video stream -
at the host, In conferencingsystem 100, the. distinction between
monitor and play services is that one-is on the board and the other at
the host. Both are carried ont on the host (i.¢.; software playback).
Rather, the distinction. is this: monitor. service intercepts and displays,
on the local system, a video stream. that has been captured with the
local hardware (generated locally). By contrast, play service operates
on a video stréam that lias been captured on a remote systera's..:
hardware and then sent to'the local system (generated remotely).

Pause Service Suspends capturingor playing. of an:active video stream} resumes
capturing or playing of a previously’ suspended video stream.

Image Capture Grabs the most. current complete still Unage(called a.refcrence fiame)
from the specified video steam and returns it to the application in the
Microsoft @ DIB (Device-Independent Bitmap) format.Play Service Plays-a video stream continuously. by consuming the video frames from
a video software source (i.e:, a network source).

Link-In Service Links a video network source to be the input of a video. stream played

locally, This service allows applications to.change dynamically|the. software input source of a video. strearn.
Link-Out Service Links a. network source to be the. output of a video‘stream. captured

locally. This service allows applications to change dynamically the
software output source of a'video stream,Control Service
contrast, frame rate, and data rate,

Information Service.
Initialization/Configuration

Controls the video stream “on the fly,” including adjusting brightoess,
Returns status and information about a specified video stream.
Initializes the video subsystem and‘calculates. the cost, in terms
of system resources, required to sustain certain video
configurations. These costs can be.used by other subsystems to .

~ determine the optimum product configuration for the given
system,

Video API 508 supports the following function calls by °°

* audio/video conferencing application 502 to the video sub-_ system:
 

Opens a video stream with specified attributes by
allocating all-necessary system resources (¢.g.,
internal data structures) for it.

- Starts/stops.capturing a video stream from a local
video hardware source, such asa video. camera or
VCR. |
Starts/stops monitoring a video stream capturedfrom local a videocamera ‘or VCR.
Starts/stops playing a video stream froma. .
network; ‘or remote, video source, When starting
to play, the video frames are consumed from a
network video source and displayed ina window
pre-opened by the application. -. -.
Links/unlinks a network ... . toffrom.a specified
video stream,which will be playedfis being played
locally. : :
Links/unlinks a network , . . to/from a specified
video stream, which will be captured/is being
captured from the local camera or VCR.
Grabs the most current:still image (reference
frame) from a specified video stream and returns
the framein anapplication-provided buffer.
Starts/stops pausing a video ‘stream captured/

_ played locally,
Controls a video stream by adjustingits
parameters (¢.g., tint/contrast, frame/data rate),
Returnsthe status (VINFO andstate) of a video
stream. +

Closes a videostream and releases all'system
resources allocated for this stream. .
Initializes the video-subsystem, starts capture and.
playback applications, and calculates system
utilization for video configurations.
Shuts.down the video subsystem and stops the
capture and‘playback applications.
Calculates‘and reports the percentage CPU
utilization required to support a given video |steam.

VGetinfo

VClose

Vinit

VShutdowa

VCost_

 

These functions are defined in further detail later in: this
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specification in a:section entitled “Data Structures, Func-
tions, and Messages.”

Referring now to FIG. 10, there is‘shown a representation
of the'video FSM forthe local video stream and thé remote

video stream of a conferencing system during a conferenc-
ing session, according to 4 preferred. embodiment of the
present invention. The possible video states are as follows:
 

Initial state ~ state of local and remote video
streams after the application calls the CF_Init
function.

_ Open state - state of the localfremote video
stream after system resources have beenallocated.
Capture state - state of local video stream
being captured... °Link-out state - state of local video stream
baing linked to video output (¢.g., network
output channel of outputfile),Link-in state - state of remote video stream
being linked to video input(c.g., network
input channel or input-file).
Play, state = state of remote video seam
being played.
Error state = state-of local/remote video
Stream after a system resource failure occurs.

VST_INIT

VST_OPEN

VST_CAPTURE

VST_LINKOUT

VST_LINKIN

VST_PLAY

VST_ERROR.
 

In a typical conferencing session between a caller and a
callee, both the local and remote video streams begin in the
VST_INIT video state of FIG. 10. The application calls the
VOpen function to. open the local video stream, taking the
local: video stream from the VST_INIT video. state. to the

VST_OPEN. video. state. The application then calls the
VCapture function to begin capturing the local video ‘stream,
taking the local video.stteam from the VST_OPEN video
state to the VST__CAPTURE video. state. The application
then ‘calls..the. VLinkOut function to [ink the local video
stream to the video output channel, taking the local video
stream from the VST_:CAPTURE video state to the VST__
LINKOUTvideo state.
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The. application calls the VOpen: function to open the
remote video stream, taking the remote video stream from
the VST_INIT video. state to the VST_OPEN video state.
The. application then calls the VLinkIn function to link the
remote video stream to the. video input channel, taking. the -
remote video stream from.the VST.__OPEN videostate to the
VST_LINKIN’ video state, The applicationthen calls. the

:- VPlay function to begin playing.the remote video stream,
takingthe remote video stream from the VST_LINKIN
video state to the VST__PLAYvideo state. The conferencing

session proceeds without changing the video states of eitherthe local or remote video stream:

When the conferencing session is to be terminated, the
application calls the :VClose function to close the remote
video: channel, taking: the. remote .video stream ‘from: the
‘VST._PLAY video state to the VST_INIT video state: The
application also calls the VClose function to close-the local
video channel, taking the. local video stream from: the
VST_LINKOUTvideo state to the VST_-INIT video state.

This described: scenario is just one possible video ‘sce-
nario. Those skilled in the art will, understand. that. other
scenarios may be constructed using the following additional.
functionsand state transitions: .

The application calls the VLinkOutfunction to unlink the
local video: stream’ from the video. output chaiinel,
taking the local video: stream from the VST_:LINK-
OUTvideo state to the VST_CAPTURE video state,

The application. calls the VCapture function to. stop cap-
turing: the local: video stream, taking the local video
stream from the VSTCAPTURE video state’ to the
VST_OPEN video‘state. :

The application. calls’ the VClos¢e function to: close ‘the
local video stream, taking the local: video stream from
the VST-_OPEN video stateto the VST_INIT video
state.

The application-calls ‘the VClose. function to close the
local video stream, taking the local video stream from

the VST_CAPTURE video state to the VST_INITvideo state.

The application calls the VClose fiinction to recover from
a system resource failure, taking the local video stream
fromthe VST_1]ERROR video state to the VST_INITvideo state.

~The application calls the. VPlay function to stop playing
the remote video stream, taking. the remote. video
stream from theVST_PLAYvideo state to the VST_
LINKIN video state.

The application calls the VLinkIn function to unlink the
remote video stream from the video input channel,
taking the remote video stream from the VST_
LINKIN video state to the VST:_OPEN video state.

The application calls the VClose function to close the
remote video stream, taking the remote video stream
from the VST_OPEN video state to the VST_INIT
video state:

The application calls the VClose function to close. the
Temote video stream, taking the remote video stream

from the VST_LINKIN videostate to the VST_INITvideo state.

Theapplication calls the VClose function to recover from
_ a system resource failure, taking: the remote video

stream from the: VSTERROR video state to the
VST_INIT videostate.

The VGetinfoand. VCntl functions. may be called by the
application fromany video state of either the local or remote
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video stream, except for the VST_INIT state. The VPause
and VGrabFrame functions may becalled by the application
for the local video stream from either the VST_CAPTURE
or VST_LINKOUT video states’or for the. remote video
stream from the. VST_PLAY video state: The VMonitor
function maybe called by the application for the local video
stream from. either.the VST_CAPTURE or VST__LINK-
OUT video ‘states. All of the functions described in. this
paragraph leave the video state unchanged.
Video Manager

Referring now to FIG. 11, there is shown a block diagram
of the software components of video manager (VM) 516 of
FIG.5, accordingto a preferred embodimentofthe present
invention. Video manager 516 is implemented using: five
major components:
 

(VM. DLL 1102) A Microsoft © Windows
Dynamic Link Library (DLL) that provides
the library. of functions of video API 508.
(VCapt EXE 1104) A Microsoft @ Windows

- application (independently executable control
thread with stack, message queue, and data)
which. controls the capture and distribution of
video frames from video board 204.
(VPlay EXE 1106) A Microsoft ® Windows
application which controls the playback (i.e.,
decode and display) of video frames received
from either the network ora co-resident
capture application.
(Netw DLL 1108) A Microsoft @ Windows
DLL which provides interfaces to send and
receive video frames across a network or in a
local Joopback path to a.co-resident playback
application. TheNetw DLL hides details of
the underlying network support from the
capture and:playback applications and
implements (in a manner hidden from those

applications) the local loopback function.
(AVSync DLL 1210) A Microsoft @. Windows
DLL which provides. interfaces to, enable the

’ synchronization of video frames with a
separate stream of audio frames for the
purposes of achieving “lip-syachronization.”
AVSync DLL 1110 supports the .
implementation of an audio-video
syachronization technique described Jater in
this specification.

Library

Capture

Playback

Audio-Video
Synchronization
Library

 

The five major.components, and theit interactions, define
how the VM implementation is decomposed for the pur-
poses.of an implementation. In addition, five techniques
provide full realization of the:implementation:
  

A technique forinitially starting, and
restarting, a video stream. If a-video stream
consists entirely of encoded “delta” frames,then the. method of stream start/restart
quickly supplies the decoder with a “key”
or reference frame. Stream restart is used
when a video stream becomes out-of-sync
with respect ta the audio. .
An audio-video synchronizationtechnique
for-synchronizing a sequence, or stream, of
video frames. with an external audio source,
A technique by which the video stream bit
rate is controlled so that video frame data
coexists with other video conferencing
components. This technique is dynamic in
nature and acts to “throttle” the video
strearm (up and down) in response to higher
priority requests (higher than video dala
priority) made at the network interface,
A technique by which multiple video
formats are used to optimize transfer,
decode, and display costs when video frames

Stream Restart

Synchronization

Bit Rate Throttling

Multiple VideoFormats
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-continued

are moved between video board 204 and
host processor 202.:This technique balancesvideo frame data transfer overhead with, ,
host processor decode and display overhead
in order ta implementefficiently a local

_-video monitor. ,
A self-calibration techaigae which is used to
determine the amount of motion video. PC
system can support. This allows
conferencing system -100.to vary video
decode and display configurations in order
to run on a range. of PC systems. It is
particularly: applicable in software-playback
systems. :

Self-Calibration

 

Capture/Playback Video Effects“.
This subsection describes an.importantfeature of the VM

implementationthat has an impact on the implementation of
both ‘the: capture-and playback applications (VCapt EXE

_ 1104 and VPlay EXE 1106). One of the key goals of VM
capture and playback is that while local. Microsoft® Win-
dows application activity may impactlocal: video playback,
it need not effect remote. video playback. Thatis, due to the
on-preemptive nature of the. Microsoft® ‘Windows envi-

ronment, the VPlay application may not get control to ran,
and: as such, local monitor and remote. playback will be
halted, However, if captured frames are delivered as a part
of capture hardware interrupt handling, and network inter-
faces are accessible at interrupt time, then captured video

’ framies cari be transmitted on the network, repardless of localconditions.°

With ‘respectto: conferencing aystem 100, both ‘of these
conditions are’ satisfied. This is at:-important feanute in an
end-to-end conferencing situation; where the local endpoint
is unaware of remote endpoint: processing, and: can orily
explain local playback starvation as a result oflocal activity.
The preferred capture’ and playback application design
ensures that remote video is not lost due to remote endpoint
activity...
Video Stream Restart.

The preferred ‘video compression method for:conferenc-
ing system 100 (i.¢., ISDN. rate video or IRV) contains no
key frames (i.¢.,.reference. frames).. Every frame is a delta
(ie., difference)’ frame based onthe preceding decoded
video frame. In‘ order to establish a complete video image,
IRV dedicates a smail part (preferably Yasth) of each delta
frame to key frame data. Thepart of an IRV delta frame that
is key is complete and does not require inter-frame decode.
Thepositionofthe key information is relative, and is said to
‘~walk” with respectto a delta frame sequence,so that the use

ofpartial key information may be referred toas the “walking
' key frame.”

Referring now to FIG. 12, there is shown a repfesentation
of a sequence of N walking key frames. Fora walkingkey
frameofsize 1/N,the kth frame in 4 sequence of N frames,
where (k<=N), -has-its kth component consisting of. key
information. On decode, that kth component is complete and
accurate. Provided frame k+! is.decoded correctly,:the kth

component of the video ‘stream will remain accurate, since
itis based on a kth key component anda k-+1 correct decode.
A complete keyframe is generatedevery N frames in order
to provide-the decoder with up-to-date reference informationwithin N frames.

For a continuous and uninterrupted” stream of. video

28

walking key frame components, which requires a delay of N
frames. If video startup/restart. occurs often, this can be
problematic, especially if N is‘ large. For example, at 10
frames per second (fps) with N=85, the stamp/restart time to
build video from:scratch is, 8.5.seconds...

‘In. order to accelerate IRVstream startup and restart, an
IRV capture driver “Request KeyFrame”interface is used to
generate 4 complete key frame.on demand. The complete
key frame “compresses” N frames of walking key frames
into. a single frame, and allows immediate stream startup
once it is .receivedand decoded. Compressed IRV key
frames for (160x120) video images are approximately 6-8
KBytes in length. Assuming an ISDN bandwidth of 90 kbits
dedicated: to video, ISDN ‘key frame. transmission. takes
approximately 0.5—0.6 seconds to transmit. Given a walking
key. frame size of Ys (N=85), and a framerate of 10 fps, use
of a complete key ‘frameto start/restart a video stream can
decrease the startup delay from 8.5.secs to approximately ‘2sec,

In order: for ‘walking key frame compression to. be suc-
cessful, the delta frame rate must be lowered during key
frame transmission. Delta frames genérated. during key.
frame: transmission are likely to be “out-of-sync” with

- respect to establishing audio-video synchronization, and
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given the size of a key frame, too many. delta frames will
exceedthe overall ISDN bandwidth, The IRV capture driver
bit rate controller takes into account key frarie data in its
framé: generation logic and decreases frame rate immedi-
ately followinga key frame.

A key frame: once received may be’ “out-of-sync” ‘with
respect to the audio. stream dueto its lengthy transmission
time... Thus, key frames will be decoded but not displayed,
and:the video:stream will be :“in-sync”:only when the first
follow-on ‘delta frame is-received, In addition, the “way-
out-of-syac”. window is preferably sized appropriately so
that key. frame transmission does notcause the: stream to
require repeated restarts.

Onceit is deterrnined that a stream requires restart, either
as part of callestablishment.or due to synchronization
problems, the local endpoint requiring the restart transmits
a-Testart control message to. the remotecapture endpoint
requesting akey frame. The remote capturesite responds: by
requesting ‘its capture driver to generate a key frame. The
key franie-is sent to the local endpoint when generated. The
endpoint requesting the restart sets a.timer immediately
following the restart request. If a key frame is:not received
after an adequate delay, the restart request is repeated.
Audio/Video Synchronization

Video manager 516.is responsible.for synchronizing the
video stream with the audio stream inorder to achieve
“lip-synchronization.” Because of the overall conferencing
architecture, the audio and video subsystems do not share a
common clock.In addition, again because of system design,
the audio stream isa more reliable, lower latency stream
than the video:stream. For these reasons,the video stream is
synchronized. by: rélying on information regarding capture
andplayback audio timing.

For YM audio/video (A/V) synchronization, audio stream
- packets are timestamped from.an external clock at.the time

they- are captured. When an audio packet is played, its
_ timestamprepresents the current audio playback time, Every

video frame’captured is stamped with a timestamp, derived
" from the audio system, that is the capture timestamp of the

frames, the walking key frame provides key information -
without bit-rate fluctuations that would occur if'a complete
key frame were sentat regular intervals. However, without
a complete key frame, video: stamp requires collecting all

65

last audio packet: captured. At the time of video playback
(decodeand display, typically at the remote endpoint of a
vidéoconference), the video frame timestamp is compared
with the current audio playback time, as derived from the
audio system.
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Two windows, or time. periods, 6, and 6,, are defined,
with 5;<65,, as part of VM initialization. Let V; be the
timestamp for a given video frame, and let Ay be. the current
audio playback time when the. video frameis to be played.

“A/V synchronization is defined as follows:
If 1A,;-VAS6,, then the. video stream: is “in-sync” and

played normally (i.e., decoded. and displayed immedi-
ately)

If 6,<IA;-V7jS6,, then the video. stream is “out-of-sync”
and a “‘hurry-up” technique is used to attempt re-synchro-
nization. If a video stream remains. out-of-sync for too

_ 0

many consecutive frames, then it becomes “way-out-of-
syné” and requires ‘a restart.

If 8,<iAz-V71, thenthe video stream is “way-out-of-sync”
and requires a restart.
Because ofthe overall design ofconferencing system 100,

a video stream sent from one endpointto another is “behind”

15

its corresponding audio.stream. Thatis, the transmission. and
reception ofa video frame takes longer than the transmission
and reception of an audio frame. This is-due to the design of
video and audio capture and playback sités relative to the
network interface, as well as video and audio frame size
differences. In order to compensatefor this, the audio system
allows capture and playback latencies to.be set for an audio
stream, Audio ‘capture and playback: latencies artificially
delay the capture and playback of an. audio.stream.

As part of the VLinkOut function, video ‘manager 516
calls audio manager $20 to set an andio capture latency. As
part of the VLinkinfunction, video manager 516 calls audio
manager 520 to set an: audio playback Jatency: ‘Once the
latencies. are set;. they are. preferably not changed, The
capture and playback latency. values atespecified in milli-
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_ seconds; and defined as part of VM initialization. They may
be ‘adjusted as part of the Calibration process.

In order to attemptre-synchronization when.-a stream is
not too: far “out-of-sync” as: defined by the above mules, an
feature ‘called “Hurry-up” is used. When: passing-a video
frame to the codec for decode,ifhurry-up is specified, then
the codec performs frame decode to a YUV intermediate
format but dees not execute the YUV-to-RGB color con-
version. Though the output is notcolor converted for RGB

_ graphics display, the. hurry-up. maintains‘the:playback
decode stream for following frames. When Hurry-up is used,
the frameis notdisplayed. Bydecreasing the décode/display
cost per’ frameand processing frames.on.demand: (the
number of frames. processed for playback per second can
vary),-it is possible for a video stream that is out-of-sync to
become in-sync.
Bit Rate Throttling

Conferencing system 100 supports anumberofdifferent ;
media: audio, video, and data. These media are prioritized ‘in
orderto. share the limited network (e.g., ISDN) bandwidth.
A priority order of(highest-to-lowest) audio, data, and video
is. designated. In this scheme, network bandwidth that is
used for video will need to’ give way. to data, when data
conferencing is active (audio.is not compromised). In order
to implementthe priority:design, a mechanism for dynami-
cally throttling the video bit stream is ‘used. It is .a self-
throttling system, in that it does not-require input.from a
centralized bit’ rate ‘controller. It both throttles down and
throttles up a’ video bit stream as a function ‘of available
network bandwidth.

A latency is a period of. time needed. to. complete the
transfer of a given amount ofdata’at a given bit rate. For
example, for 10 kbitsat 10 kbits/sec, latency=1. A throttle
downlatency is the latency at whichabit stream is throttled
down(ie.,its rate is lowered), and a throttle up latencyis the
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latency. at which a bit stream is throttled up (ie., its rate is
increased).
Multiple Video Formats

Conferencing system. 100 presents both a local monitor
display and a remote playback display to the user. A digital
video resolution of (160x120) is preferably used as capture
resolution: for ISDN-based.video conferencing: {i.e., the
resolution of a coded compressed. video stream to a remote
site). (160X120). and (32024) ‘are preferably used as the
local monitor display resolution. (320x240) resolution may
also be used for high-resolution still images: Generating the
local monitor display by decompressing and color convert-
ing the compressed video stream would be computationally

expensive. The. video capture driver 522 of FIG. 5 simulta-
neously generates both a compressed video’ stream and. an
uncompressed video stream. Video manager 516 makes use
of the*uncompressed video stream to generate the local
monitordisplay. Video manager 516 may select the format
of the uncompressed video stream tobe either YUV-9 or
8-bits/pixel (bpp) RGB—DeviceIndependent Bitmap (DIB)

format. Fora (160x120) local. monitor, the uncompressed
_DIBvideo stream may be. displayed directly. For a (320x
240) monitor, 4. (160x120) YUV-9 format-is used.and the
display driver.“‘doubles” the image size to (320x240) as part
of the color conversion process.

In the RGB andYUV-9 capture modes, RGB orYUV data
are appended. to capture driver IRV buffers, so that the
capture application (VCapt EXE 1104) has access'to both
fully encoded IRV frames and either RGB or YUV data.
Conferencing system 100 has ‘custom capture driver inter-

faces to. select. either. RGB capture mode, YUV capture
mode, or neither.
Self-Calibration

CPU, /O: bus; and display adapter’ characteristics vary
widely from computer to computer. The: goal of VM self-
calibration is to support software-based video playback ona
variety ofPC platforms; without having to “hard-code”fixed
system parameters based on knowledge of the host PC. VM
self-calibration measures a.PC computer system in order to
determine ‘the decode-and display overheads that. it can
support. VM self-calibration also offers a cost function that
upper-layer software may use to determine if selected dis-
play options, for a-given video compression format, are
supported.

_ There are.three major elements to the self-calibration:
1. The: calibration: of software decode using actual video

decompress cycles to measure decompressioncosts.. Both
RGB/YUV capture mode and IRV frames are decoded in
orderto provide accurate measurementof local (monitor)
and remote video decode: YUV (160x120) ‘and YUV
(320x240) formats are also decoded (color converted) to
provide costs associated with the YUV preview feature of
the video subsystem.

. A calibration ofPC displays, at-varying resolittions, using
actual video display cycles to. measure display costs.

. 4 video cost function, available to applications,that takes
as input frame rate, display rate, display resolution, video
format, and miscellaneous video stream characteristics,
and outputs a system utilization percentage representing
the total system cost for supporting a video decompress
and display having the specified characteristics.

The calibration: software detects a CPU upgrade ordisplay
driver modification in order to determine if calibration is to
be.run, prior to an initial run on a newly installed system.YM DLL

. Referring again to FIG. 11, video manager dynamic link
library (VM DLL) WB is 2 video stream “object manager.”

uw
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That is, with few exceptions, all VM DLLinterfaces take:a
“Video Stream Object Handle” (HVSTRM)as input, and the
interfaces define a set ofoperations or functions on a stream

. object. Multiple stream objects may ‘be. created:
Video API 508 defines all of external ‘interfaces to VM

DLL WB.There are also'a number of VM internal interfaces

to VM DLL WB that are used. by VCapt EXE WC, VPlay
EXE WD, Netw-DLL WE, and AVSyac DLL WFfor. the
purposes of manipulating a video: stream at.a lower-level
than thatavailable to applications. The vin.h file,provided to
applications. that use- VM DLL. WF,contains a definition of
all EPS and VM. internal ‘interfaces.. EPS interfaces .are

ptefixed with a“V’; VM internal interfaces are prefixed with
a ‘VM’: Finally, there are a number. of VM_ private inter-
faces, available: only to the VM DLL ‘code; used to imple-
ment the object. functions, For example, there aré stream
object - validation routines. The self-calibration code is a
separate module. linked with the VM DLL code proper. .

Video. API calls, following’ HVSTRM. and. parameter
validation; aré typically passed.down to either:VCapt or

. VPlay’ for processing. This _is.. implemented :.using. the
Microsoft® Windows SDK: SendMessageinterface. Send-

_ Message takes as input the window. handle of. the. target
application and synchronously calls the mainwiridow proc
of that, application, As part of VM initialization; VM_starts
execution of the applications, VCapt and VPlay. As part of
their WinMain processing, theseapplicationss make use of

‘a VMRegister interface to return their window handle to VM
DLL WB. From registered window handles, VM DLL. WB
is able to make use of. the SendMessageinterface. For every
video API interface,. there-isa. corresponding ‘parameter
block structure used to pass: paramieters:to VCaptor VPlay.
These structires are defined-in.the :vm.h file: In addition-to

the WinExec startup and video API interface calls, VM DLL
WB can also senda shutdown message to VCapt and VPlay
ior termination processing:

Immediately following the successful initialization. of
‘VCapt andVPlay, VM. 516 calls ‘the interface. ‘videoMea-
sure’ in order to. run self-calibration. The VCost interface is

available, at run-time, to return measurement information,
per video stream, to applications. :
VCapt EXE

The video capture application (VCapt EXE WC) imple-
ments all details of video frame Capture and distribution to
the network, including:

Controlof the ISVR capture driver.
Video format ‘handling to support IRV and RGB/YUV.

capture mode.
Video’ frame capture. callback processing of captured

video frames.

- Copyfollowed by PostMessage transfer of videoframes
to local playback application (VPlay. EXE).

Transmission; via Netw DLL WE,of video frames to the
network,

Mirror, zoom, cameravideoattributes,and miscellaneous
capture stream control processing.

Restart requests from a remote endpoint.
Shutdown processing.
VCapt EXE WCprocessing. may be summarizedasa

function of the Microsoft® Windows messages as follows:
WINMAIN .

Initialize application. —

Get VCapt EXE initialization (INT) settings.
Open ISVR driver
Register window handle (and status) with VM DLL WB.
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32,
Enter Microsoft® Windows message loop.

WM__VCAPTURE_CALL (ON)

Registeraudio. callback with audio manager 520.
Set audio.capture latency with audio ‘manager 520.
Initialize the ISVR captuze stream based on stream objectattributes.

WM_VLINKOUT_CALL (ON)
Register Netw. callback handler for transmission comple-

tion handling,

Initialize bit rate throttling parameters,
WM_MONITOR..DATA_RTN

Decrement reference count on video frame (user context
buffers).

WM_.PLAY_DATA_|RIN
Add buffer back to capture driver.

This messageis only in loopback case of remote playback—
preferably for testing only.
WM_RESTART_STREAM

‘” Request key frame from capture driver.
WM_VCNTL_CALL|-

Adjust videostream coritrols based on VCutl parameters
“(from VM DLL WB).

WM_PLAYBACK

Getstream format type (IRV, YUV).
Set ISVR RGB/YUV .capture mode controls: .If IRV

- (160x120) playback then RGB; if IRV. 320x240 play-
back, then YUV.

This message is: from local playback application (VPlay
EXE’ WD) in response’ to local’ window (monitor) size
changes.
WM.SHUTDOWN

Disable capture; includes closing the capture driver.
Un-initializes capture application.
DestroyWindow.’
VCapt Capture Callback is a key componentofthe VCapt

EXE ‘application.. VCapt Capture Callback processes indi-
vidual frames received, in interrupt context, from the capture
driver ISVR.DRV). The main steps of callback processingare:

Time stamp the video frame using AVSync DLL WE.
Set the packet sequerice numberofthe frame (for network

error detection).

If:the video stream is in the Monitorstate, then copy the
frame out, of interrupt context into a local monitor
playback’ frame first-in first-out (FIFO) device. If the
video format is YUV, then only the frame header is

copied, since YUV data does not go to the network; and
is not.“real-time.”

Ifthe video stream is in the LinkOntstate of FIG. 10, then
call the NETWSendFrame function to sendthe frame to
the remote playbacksite, and then add the frame buffer
back to the: capture driver. Also, use. interface: Dat-

aRateThrottleDown ‘to adjust the video bit rate, asneeded.

VPlay EXE
_: The video playback application (VPlay. EXE WD)imple-

mentsall details of video playback, including:
Opening.an instance of the IRV playback codec for each

playback stream: local: monitor and remote playback,
Maintaining. display mode’ attributes for each stream,

based on playback windowsizes. .
Maintain palette “awareness” for each video stream.

Receive video frames for decompress and display,
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Filter video frames using AVSyne DLL WF and playback
frame FIFO state.

Restart video stream as necessary.
Decompress video frames via Microsaft@ Windows 3.1 5

SerdDriverMessage Codecinterface.
Display video frames via Microsoft® GDI or DrawDIB

interfaces. "

Handie VMDLL messages: generated as a result of video
API interface calls.

Handle application shutdown.
In order to encapsulate decode and display. attributes for’a
video streamin.a “Display. Object,” references to a Display
Object ‘are passed to internal VPlay procedures. The struc-
ture of the Display Object is defined in the vplay.h include
file. .

VPlay EXE WD. processing: may be summarized: as a
function of the Microsoft® Windows messages as follows:

Initialize application.
Get VPlay initialization (INI) settings. :
Register window handle (and status) with VM DLL WB.
Enter Microsoft® Windowsmessage loop.

WM_.TIMER
. Kill the outstanding restart timer.

If the stream associated with the messageis still in the
restart state, then -RestartStream..-

Initialize the ISVR capture streani based'on stream objectattributes,
WM_MONITOR_DATA

Validate stream state (MONITOR) and video frame data.
ProcessPlayFrame.
Set reference countto 0 (copy frame FIFO).

WM_PLAYDATA
Validate stream state (PLAY).and video frame data:
ProcessPlayFrame.
NETWPostFrame. to retum frame buffer 16 the network.

WM__VMONITOR__CALL (ON).:
~~ Get.video stream attributes and determine internal stream «

playback values.

Set up codec for stream; set up decompress structures,RestartStream.
WM_VPLAY_CALL (ON) .

Get video stream attributes and determine internal stream

playback. values.
Set up codec for stream, set up decompress structures.
RestartStream.

WM__VLINKIN_CALL (ON)

AVRegisterMonitor to set AVSync audio manager call-back.

AVSetLatency. to Set audio manager playback latency.
NETWRegisterln to register receive data complete call-

backs from network and “post video frame network
buffers. ,

WM_VCNTL_CALL :

Adjust video stream controls (via codec) based on VCntl
parameters (from VM DLL WB).

WM_VGRABFRAME_CALL

Copy. out the cutrent RGB display buffer for the stream.
WM__MEASUREBEGIN

Turn on video statistics gathering.
WM__MEASURE.-END-

Return decode and display playback statistics for the
stream.
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WM_MEASURE_-BEGIN
Tum on video statistics gathering.

WM_SHUTDOWN

Clean up codec.
DestroyWindow.
Unregister Class. The ‘ProcessPlayFrame’ procedure is a

key. component of the playback. application (VPlay
EXE WD).It processes individual frames received, in
user context, from either the VCaptcapture callback, in
the. case oflocal monitor playback, or from the Netw
receive data complete callback, in the case of remote

- Playback. The main steps of ‘ProcessPlayFrame’ pro-
cessing are:

Send the videoframe through the ‘SyncFilter’.
If the frame is “way-out-of-sync,” then restart the stream.
If the frame is “‘out-of-syne,” then ‘hurry__up’=TRUE.
Else, ‘hurry__up’=PALSE.
Based on the stream display frequency attribute, deter-

mine if the frame should be displayed. If the frameis
not, to be displayed, then ‘hurry_up’=TRUE; else
‘hurry__up'’=FALSE.

If the stream is REMOTE, then decode with IRV decom-
press.

Ifthe stream iis LOCAL, then: ..
If thestream is IRV (i.¢., not RGB/YUV capture mede),

.. then decode with IRV decompress;
Else if the.stream.is RGB ‘capture mode, then copy to

RGBdisplay buffer; ©
Else if the-stream is YUV capture mode, ‘then decode

with IRV Color'Convert;
Elseif the stream is YUV, then decode with IRV Color

Convert;

If all frames have been decompressed (no more framesin-
playback ‘frame FIFO) and ‘hurry_up’==FALSE,then
Display Frame.

SyncFilter, a procedure used by ProcessPlayFrame, is
‘implemented as follows:

If the playback frame Fifo-length is> AVFrameHighWa-
.. terMark, then retum (‘‘way-out-of-sync”):
If the stream is REMOTE,then if there is a Frame Packet

Sequence Number Error, then retum (‘way-out-of-syne”).

If the stream is REMOTE,then retum (AVFrameSync
(StreamObject,. FramePtr)).

Thefirst test is important: It states that the number of frames
queued for playback has exceeded’a high water mark, which
indicates that. VPlay EXE WD has been starved and the
stream. playback is “way-out-of-sync,” The AVFrameSync
interface (AvSync DLL WF) is preferably only used. with
remote streams, since local streams do not have the concept
of. an associated audio playback time.

DisplayFrame, a procedure used by ProcessPlayfFrame,
is implemented as. follows: Based on the stream Display
Object mode, use Microsoft® Windows DrawDib, BitBlt, or
StretchBlt to display the frame. The display mode is a

function of playback window size and video format resolu-tion.

RestartStream |ds a procedure that handles details of
stream restart. Its implementation is:

Clear the playbackframe. FIFO (the ClearFrameFifo
procedure recycles queued video framesto the network
or VCapt, as needed).

Set the stream'state to “RESTART”.

If the stream is LOCAL,then:
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If YUV/RGB capture mode.is not enabled, then Post-
Message (WM_STREAMRESTART, .0; 0). to
VCapt EXE WC indicating a key frame request. If
YUV/RGB capture. mode. is enabled, then every
captured frame contains a RGB or YUV capture
mode key frame, anda key frame request is unnec-
essary.

Hse (streamis REMOTE) NETWSendCatl (WM_RE-
START__STREAM)to have thenetwork send a restart
control message; Set the Key Frame Request timer.

One ofthe more important areas of the VPlay implemen-
tation is its.“Palette Awareness” logic. In order that. video
displays retain proper colors in a palettized environment,
VPlay must respond to 4 Microsoft® Windows‘palette
chazige and get new palette. messages. To accomplish this,
VPlay “hooks” the. window specified in the WM_.VPLAY__
CALL:message parameter block, sothat palette messages to
the “hooked”.window will be- transmitted ‘to. a procedure
within VPlay that properly handles the palette management.

Netw DLL

Network. library (Netw DLL WE) provides a library of
network. interfaces designed to hide the capture and play-
back applications from details. of the underlying network
service, inchiding:

Management of network buffers.
Asynchronous  interrupt-time.callbacks when data is

teceiyed or transmission is complete.
Video frame and control message transmission.
Compaction of video. frame: headers, from Microsoft®

Video for Windows (VfW) defined headers to packed
headers‘suitable: for :low-bandwidth.networks (e.g.,
ISDN).

Transparent local loopback of .video. frames .(supports
single machine testing of video subsystem).. /

Netw DLL WEdefines.a ‘SUPERVIDEOHDR’structure,
which is an. extension of the “VIDEOHDR’structure
defined. by , Microsoft®. Video. for Windows. The
VIDEOHDR: structure is used by VfW capture. and
playback applications ona single. PC. The SUPER-
VIDEOHDRcontains the VIDEOHDRstructure, plus
VM-specific control... information,.an’.-area.where
VIDEOHDRdata can be compacted for networktraris-.
mission;-and a contiguous frame data buffer. The con-
tiguity of the SUPERVIDEOHDRstructureallowsthe
VEW: structure’ tobe’ used: without. modification ‘by
VCapt and VPlay (which are also:VfW applications),
while: at the same time allowing a video frame.to be
transmitted on the network in a single operation,

The interfaces provided by the Netw DLL are as follows:
NETWCallbackIn—Callback used for VLinkIn streams;

processes received data from the network.
NETWCallbackOut—Callback’:used for. -VLinkOut

streams; processes send completions from the network.
NETWInit—Initializes network buffers.

NETWRegisterln—Register a network input channel and
post buffers for receiving data.

NETWRegisterOut-—Register a network output channel.
NETWSendCnt]—Send a control message.
NETWSendFrame—Senda video frame.
NETWPostFrame—Post a video frame buffer to the. net-

work interface.

NETWCleanup—Un-initialize NETW support; buffers,etc.
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AVSync DLL
AVSync DLL WE-provides. .a.-library of interfaces

designed to support the capture and playback applicationsin

the implementation of the audio-video synchronization tech-
nique, including:

Implementing audio system callbacks used to deliver
timestamp values.

Implementing audio system latency. settings.

Maintaining capture stream and playback stream times-
tamps.

Video frame comparison with video stream timestamp
values. .

-. The “interfaces provided by the AVSyne DLL are as
follows:

AVInit—Initialization. Includes getting critical AV sync
values from INI file. .

_AVRegisterMonitor—Register timestamp callback for avideo. stream. *

AVUnRegisterMonitor—Unregister timestamp callback
for a video stream.

AVSetALatency—Set a capture or playback audio latencyvalue.

AVReSetALatency—Reset a capture’ or playback audio
latency ‘value.

AVFifoHighWaterMark—Retum a. configuration-defined
value for the high water mark of a video frame FIFO.
(Used in VPlay SyncFilter.)

AVFrameTimeStamp—Timestampa video frame-with an
associated audio capture time stamp.

AVFrameSync—Determine if a video frameis “in-sync”
as defined for “in-sync,” “out-of-sync,” and “way-out-
of-sync”” disclosed earlier in this specification.

Video Capture Driver'
Video captute driver 522 of FIG. 5 follows driver speci-

fications ‘set :forth in the Microsoft® Video for Windows

(Vf£W) Developer. Kit documentation. This documentation
specifies a series of application program interfaces (APIs) to
which the video capture driver responds. Microsoft® Video
for Windows is.a Microsoft extension to the Microsoft®

Windows: operating system. ViW provides a common
framework to integrate audio and video into an application
program. Video: capture driver 522 extends the basic
Microsoft® APIdefinitions by providing six “custom” APIs
that provide direct control of enhancements to the standard
VfW. specification to enable and control bit rate throttling
and local video monitoring.

Bit rate throttling controls the bit rate of a transmitted
video conference data stream. Bit rate throttling is based on
two independent parameters: the quality of the captured
video imagéand the image capture frame rate..A user of
conferencing system 100 is able ta vary’ the relative impor-
tance of these two parameters with a custom capture driver
API. A high-quality image has more fine detail information
than a low-quality image.

The:.data bandwidth. capacity of the video conference
communication channel: is fixed. The amount of captured
video data to be transmitted is variable, depending upon the
amount of motion that is present in the video image. The
capture driver is: able to control the amount of data that is
captured by changing the quality of the next captured video
frame andby not capturing the next video frame (“dropping”
the frame).

The image. quality is determined on a frame-by-frame
basis using the followirig equation:
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.., . (latgetSize — ActualFrameSize)-.
Quality = ConstantScalePactor :

Quality is the relative image quality of the next captured
frame. A lower quality number represents a lower image
quality (less image detail). TatgetSize'is the desiredsize of
a captured: and compressed frame. ‘TargetSize is based on.a
fixed, desired capture framerate.

Normally, the capture driver captures new. video framesat
a. fixed,. periodic rate which. is.set by the: audio/video
conference application program. The capture driver keeps a

-- running total of the available'communication channel band-
width. When the capture driver is ready to capture the next
video frame, it first. checks the available channel bandwidth
and if there is insuflicient bandwidth (due to a large, previ-
ously captured frame), then: the capture. driver: delays cap-
turing the next video frame -until sufficient bandwidth is
available. Finally, the size of the captured video frame’ is
subtracted from the available channel bandwidth total. _

A user. of conferencing ‘system 100: may. control the
telationship between reduced image.quality. and dropped

= 0

frames by: setting the minimum image quality value, The
minimumimage. quality valuecontrols the range of permit-
ted image qualities, from'a wide range down to’ a narrow
range of only the best image qualities.

Bit, rate, throttlingis implemented inside: of. the video
capture driver “andis’ controlled by the following VfW_
extension APIs:
 

Sets the data rate of the
communtications channel.
Sets the minimum image
quality value...
Sets the desireii capture-, frame rate.

CUSTOM_SET_DATA_RATE

CUSTOM_SET_QUAL_PERCENT:

CUSTOM_SET_FPS
 

The local. video monitorizig extension to VEW|gives the
video capture driver the ability: to output simultaneously
both a compressed and a non-compressed iimage. data stream
to the application, while remaining fully compatible with the
‘Microsoft® “VfW. interface-specification. Without local
video monitoring, the audio/video conferencing application
program would ‘be:required to decompress and display the
image stream generated by the capture driver, which places
an additional burden onthe ‘host processor and decreases the
frame update rate of the displayed.image. °

The VIW interface specification requires that compressed
image data be placed in an output buffer. When local video
monitoringis active, ‘an uncompressed copy of the. same
image frameis appended to the output buffer immediately
following the’ compressed image data. ‘The capture driver
generatescontrol information associated with’ the output
buffer. This control information teflectsonly the compressed
image block of the output buffer and does notindicate the
presence of the uncompressed image:block, making local
video monitoring fully compatible. with other VfW applica-
tions. A “reserved,” 32-bit. data word in the. VEW. control

38

The capture driver allows the uncompressed. video image
to. be captured either normally or mirrored (reversedleft to
right). In normal ‘mode, the local video monitoring image
appears as it is viewed by a video camera—printing appears
correctly in the displayed image. In mirrored mode, the local
video monitoring image appears as if it were being viewed
in a mirror. :

The CUSTOM_SET_DIB_-CONTROL extension API

controls the local video monitoring capabilities of the video
capture driver.
Custom APIs for Video. Capture Driver

The CUSTOM_SET_FPS message sets the frame rate
for a video capture. ‘This message can only be used while in
Streaming capture mode...
The CUSTOMSET.KEY message informs the driver
to produce one key frame as soon as possible. The capture
driver will commonlyproduce one: delta frame: before the
key. Once the key frame has been encoded, delta frames will
follow normally.

The CUSTOM_|SET_-DATA__RATE message informs
the driver. to set'anoutput data rate. This data rate value is
in KBits per second and typically corresponds to the data
rate of the communications channel over which the com-

pressed video data will be: transmitted.
The CUSTOM_SET__QUAL..PERCENT messagecon-

35 trols the relationship.between reducing the image quality

35
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informationblock indicates to a local video monitor aware -.
‘ applicationthat there ‘is a valid uncompressed video image

block in the outputbuffer. The application program may then.
read and directly’ display the uncompressed. video image

block from the outputbuffer." The uncompressed ‘imagedata may bein either Device
Independent Bitmap (DIB) or YUV9 format. DIB format
images maybe displayed directly on the computer monitor.
YUV9 format images may be increasedin size while retain-
ing. image quality, YUV9 images are converted into DIB
format before they are displayed on the computer monitor.

60

65

and dropping video frames when the compressed video data
stream size exceeds the data rate.set by the CUSTOM_
SET.DATA_RATE message; For example, a CUSTOM_
SET..QUAL_PERCENT value of 0 meansthat the driver
should reduce the image quality as much as possible before
dropping frames anda value of 100 means.that video frames
should be dropped before the image quality is lowered.

The CUSTOM_.SET_DIB_CONTROL. message con-
trols the 8-bit DIB/YUV9 format image output when the
IRV compression format has been selected. The IRV driver
is able to simultaneously generate the IRV compressed data
stream plus an uncompressed image in either DIB or YUV9
format. If enabled, the IRV driver can retum the DIB image
in either (80x60):or (160x120) pixel resolution. The (160x

120) iimage is also available in YUV9 format. All images are
available in either minored (reversed left to right) or a
normal image. This API controls the following four param-
eters:

DIB enable/disable

Mirrored/norinal iimage
The DIB imagesize
Image data format The default conditioniis for the uncom-

pressed imate to be disabled. Ouce set, these control
flags remains in effectuntil changed by another CUS-
TOM__SET_DIB_.CONTROL message. The uncom-
pressed image data is appendedto the video data buffer
imrhediately.following the.compressed IRV image
‘data. The uncompressed DIB or YUV9 data have the
bottom scanline data first and the top scan-line data last
in the. buffer.

The CUSTOM_SET.VIDEO message controls.the
video ‘ demodulator CONTRAST, BRIGHTNESS, HUE

(TINT), and. SATURATION parameters. These video
parameters are also set by the capture driveratinitialization
and via.the. Video Control dialog box.
Video Microcode ;

The video microcode 530 of FIG. 5 running on video
board’ 204. of FIG, 2 performs video: compression. The
preferred video compression technique is disclosed in Jater
sections of this specification starting with the section entitled
“Compressed Video Bitstream.”
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Audio Subsystem
The audio subsystem provides full duplex audio. between

two conferencing systems 100. The. audio streams in both
directions preferably ‘mun .virtually: error free,and-do not
break up dve to activily-on host processor 202. While the
video subsystem is responsible: for synchronizingvideo with
audio, the audio subsystem provides an interface to retrieve
synchronization information: and for control. over’ audio
latency. The synchronization information and latency con-

trol is provided through an interface intemal to the audio and
video subsystems.

The audio subsystem provides an interface for control of
the audio streams. Output volume, selection: of an. audio
compression ‘method, sample: size, and .sample rate: are
examplesofaudio attributes that may be selected or adjusted
through: the’ interface.“‘In’ addition’ to .controlling audio
attributes, the audio subsystem provides an interface to send
audio streams out to the network, receive and play audio
streams from the network, and monitor the local audiostream.

‘When audio/comm board 206 is notbeing used for video
conferencing, the Microsoft® _Wavé interface provides
access to the stereo audio cadec (SAC). Wave driver 524
suppottsall of the predéfined Microsoft® samplerates,full
duplex. audio, both eight and sixteen bit samples, and mono
or stereo audio... Wave driver 524 provides: the audio sub-

system with a private interface that allows. the Wave driverto be disabled.

ry 0

20

" ‘system to achieve full duplex communication between two

40

comm board as a SPOX® operating system task. These two
software components interface with each other through
messages passed through the DSPinterface 528 of FIG. 5.

Referring againto FIG, 1, in order for the audio sub-

conferencing systems, there is a network. connection (i.¢., |
ISDN line 110) between two conferencing systems. Both
conferencing systemsrunthe samé software. This allowsthe
audio task on one conferencing system to communicate with
another instantiation of itself on the other conferencing
system. The ISDN corinection is full duplex. There are two
B-Channels in each direction. Logical audio channels flow-
ing through the ISDN connection are provided by the
network .tasks’ and have. n0 physical representation. The
audio ‘task on. each’ of the conferencing, systems is respon-
sible forplaying back the compressed audio generated on
the remote: system, and: for transferring the compressed
audio generated locally to the remote. system.

Referring now to FIGS. 1 and 13, audio samples gener-
ated on:conferencing system A are first sampled by micro-
phone 104, digitized by the stereo audio codec (SAC),
filteréd.and compressed by the stack of device drivers 1304,

. and delivered to. theaudio task 538. The audio task pack-
etizes the compressed audio (by time, stamping the audio
information), and then sends the audio to. comm task 540 for
delivery to the remote system. The audio samples consumed

(i.e. played’ back) by conferencing system A are delivered
In a-preferred embodiment,the Microsoft® Wave inter- .

face performs record:and playback of audio ‘during.a con-
ferencing session. To achieve this, the audio subsystem and
the Wave implementation cooperate during video. confer-
encing.so that the audio stream(s).can be split between the
Wave interface and the source/sink of the audio subsystem.

Referring now to FIG.-13,there is shown a block diagram
of the.architecture of the. audiosubsystem,according to a
preferred embodiment. of the present invention..The audio
subsystenris structured as ‘a “DSP application.” Conforming
with ‘the. DSP architecture forces the audio subsystem’s
implementation to besplit between host processor 202 and

by. the comm task after conferencing ‘system.B. has gone
through the same-process..as conferencing -system A to
generate and send a packet. Once conferencing systemA has

_ the'audio packet generated by conferencing system B, the

40°

audio/comm board 206. Conceptually, audio tasks on the ..
audio/comm board communicate. directly with a counterpart
on the host processor. For example, Wave driver 524 (dn the
host processor) communicates directly with Wave task 534
(on the audio/comm board). In FIG. 13, these communica-
tions‘are represented by broken lines representing virtual
connections.

_ The bulk of the audio subsystem is implemented:on the
audio/comm. board as a SpectronSPOX® DSP. operating
system task. The portion of the audio subsystem on the host
processor. provides an interface to: control. the SPOX®
operating system audio task. Theprogramming interface to
the.audio subsystem is.implemented as a DLL on top of DSP
interface 528.:The DLL will translate all function calls into
DSP messages:and respond to messages passed. from audio
task’ 538 to. the host processor.

The audio task 538 (running on the audio/comm board)
respondsto control information and requests for status from
audio manager 520 (running on the host. processor). The
audiotask is also responsible for hardware monitoring ofthe
audio input source on the audio output sink. A majority of

"the audio task’s executiontime is spent fulfilling its third and
primary responsibility: full. duplex. audio communication
between two conferencing:systems.

The. conferencing ‘application’s. interface to the audio
subsystem is implemented on the host processor, and the
audio processing and control is implemented on the audio/

45
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comm task records the time stamp, and sends thepacket
down the device stack. 1302 to be decompressed and sent to
the codec. (i.c., atidio hardware 1306). As the remote audio
samples are being transferred to the codec, the codec may

mix them with local audio samples (depending on whether
the local: system is-in the monitor state. or not), and finally

sends the samples to the attached speaker 108.Audio API

Referring again to FIG. 5, the audio API 512 for the audio
subsystem is an intemal programming interface used by
other software components of the conferencing system,
specifically video manager 516 and the conferencing API
506. The audio API is a library that. is: linked in with the
calling application. The audio API translates the procedural
interface into DriverProc messages, Seé Microsoft® Device
Driver Development Kit (DDK) and Software Development
Kit (SDK)for the definitions of the DriverProc entry point
and installable ‘device drivers. The audio API layer also
Keepsthe state machineforthe audio subsystem. This allows
the state. machine to be implemented-only once for every
implementation of the audio subsystem.

Audio API 512 of FIG. 5 providesan interface between
audio/video. conferencing. application 502 and- the audio

' subsystem. Audio API 512 provides the following services:
 

Capture Service Captures a single audia stream
continuously. from a local audio
hardware source, for example, a
microphone, and directs the audio
stream to a audio software gutput
sink (i.¢., a network destination).

Monitor Service Monitors the audio stream being
captured from the local audio
hardware by playing the audio
stream locally. Note: This function
intercepts and displays a audio

HUAWEI EX.1016 - 545/714



HUAWEI EX. 1016 - 546/714

5,488,570
41

-continued 

Stream at the hardware board when
the stream is first captured. This
operation is similar to a.“Short
circuit” or.a UNIX tee and is .-

different from the “play”function.
The play. function gets and displays
the audio stream. at the-host,
Plays an audio stream continuously
by consuming the audio data from
an audio software source (i.¢., @
network source). :
Links an audio network source to
be the. input of an audio stream
played locally, This service allows
applications to change dynamically
the software input source of an
audio stream.
Links a network source to be the
outpnt of an audie stream captured
locally.: This service allows
applications to change dynamically
the software output source of an
audio. stream:
Controls the audia stream “on the
fly,” including adjusting gain,
volume, and latency, °
Retums requested information
regarding the specified videostream.
Initialize at OPEN time.

Play Service

Link-In Service

* Link-Out Service

Control Service.

Information Service

Initislization/Configuration 

Audio API 512: supports the following function calls by
audio/video conferencing application 502 to the audio sub-
system:
 

Retrieves thenumber. of different-andio
managers installed on the system.
Fills the ADevCaps structure. with

information regarding the specified audio

AGetNamDevs

AGetDevCaps

manager,
Opens an audio. stream with specified
attributes by allocating all necessary system.
resources (€.g,, internal data structures) for it.
Starts/stops capturing ari audio stream from a
Tocal audio hardware source, such as-a.
microphone.
Starts/stops monitoring an audio stream
capturedfrom a local microphone.|._
Starts/stops playing an andio stream by. _
consuming the audio data from an audio.network source,

Links/onlinks.a network input channel or.an
input file to/from the. specified audio stream
that will be played or is being playedlocally.
Links/nnlinks a setwork output channel
to/from the specified audio stream that will be
captured or is being captured from the local
microphone.
Controls an andia stream by adjusting its
parameters (e.g., gain, volume). -
Returns the:status (AJNFO and state) of anandio’ stream.
Closés an audio stream and releases.all system
xesources allocated for this stream.
Registers an aiidio stream monitor.
Returns the packet aumber of the current
audio packet being’ played back or recorded. |

AOpen

ACapture

AManitor

APlay

ALinkin

ALinkOnt

ACntl

AGetInfo

AClose

ARegisterMonitor
APacketNumber
 

These functions are: defined in further detail later in :this

specification in.a section entitled “Data Structures, Func-
tions, and Messages.” *

Referring now to FIG. 14, there is shown a representation
of the audio FSM for the local audio:stream and the remote
audio stream of a conferencing system during ‘a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible audio states are as ‘follows:
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initial state - state of local and remote
audio streamsafter the application calls the
CF_Init function.
Openstate - state of the local/remote audio
stream after system resources have been
allocated.
Capture state - state of local audio stream
being captured.
Link-ont state - state of local audio stream
being, tinked/unlinked to.audio output (c.g.,
network output channel ‘or output file),
Link-in stale ~ state of remote audio stream
being linked/unlinked to audio input (e.g.,

* network input channelorinputfile).
Play state. - state. of remote audio stream being
played.
Extor state - state of local/remote audio
stream after a system resource failure occurs.

AST_INIT

AST_OPEN

ASTCAPTURE

AST_LINKOUT.

AST._LINKIN

AST_PLAY

AST_ERROR
 

In a typical conferencing session between a caller and 2
callce, both the local: and remote audio streams begin in the
AST._INIT audio state of FIG. 14. The application calls the
AOpenfunction to openthe local audio stream, taking the
local audio stream from the-AST_INIT audio state to the
AST..OPEN audio state. The application then calls. the
ACapture function to begin capturing the local audio stream,
taking the local: audio stream.from the AST__OPEN audio
state to theAST_-CAPTURE audio state. The application
then calls‘ the ALinkOut function to. link the local audio
stream to the audio output channel, taking the local audio
stream from the AST_.CAPTURE audio state to the AST_
LINKOUTaudiostate.

The. application calls the AOpen ‘function to: open the
remote audio stream, taking the remote audio stream from
the AST_INIT audio state to the AST__OPEN audiostate.
The application then. calls the ALinkIn function to link the
remote audio. stream to the audio input channel, taking the
remote audio stream from the ASTOPENaudio state to the
AST_LINKIN audio. state. The application then calls the
APlay function:.to begin playing the remote audio stream,
taking: the remote audio stream. from. the AST_LINKIN
audio state to the AST__PLAYaudio state. The conferencing
session proceeds without charging the audio states of either
the local or remote: audio:stream.

When ‘the conferencing session is to be terminated, the
application calls the AClose:function to close the remote
audio channel, taking the remote audio stream from the
AST__PLAYaudio state to the AST_INET audio state. The
application also calls the AClose function to close the local
audio channel, taking the local audio stream. from. the
AST_LINKOUT audio state to the AST_INIT audiostate.

This described ‘scenario is just one possible audio sce-
nario. Those skilled in the art will understandthat other
scenarios maybe constructed using the following additional
functions and state transitions:

The application calls the ALinkOut function to unlink the
local audio stream.from the audio output: channel,
taking the local audio stream from the AST_LINK-
OUT audio‘state to’ the AST_CAPTURE audio state,

The application calls the ACapture function to stop cap-
turing the local audio stream, taking the local audio
stream from the AST_CAPTURE audiostate to the
AST_OPENaudio state. ~

The application’ calls the AClose function to close’ the
local audio stream, taking the local audio stream from
the AST_OPEN audio state to the AST_INIT audiostate.

The. application calls the AClose function to ‘close the
local audio stream, taking the local audio stream from
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the -AST._CAPTURE audio state to the AST._INITaudio. state,

The application calls the AClose functionto recoverfrom
a system resourcefailure, taking the Jocal audio stream
from the AST_ERROR audio state to the AST_.INIT .audiostate.

The application calls the APlayfunction to. stop playing
the remote audio’ stream,.taking the remote: audio ”

stream from the AST__PLAY audio state to the AST.LINKINaudio state.

The application calls ‘the ALinkla: function to unlink the
remote audio stream from the audio input channel,
taking the remote audio stream from the AST__LINKIN
audio state to. the AST__OPEN audio state. :

The application: calls the. AClose ‘function. to close the
femote ‘audio stream, taking the remote. atrdio: stream
from the AST_-OPEN audio: state to the AST_INIT
audiostate.

The application calls the AClose function to close ‘the
remote ‘audio stream, taking the remote audio: stream

from the AST_LINKIN audio. state.to the AST_INITaudio state.

Theapplication calls the AClose function to recover from
asystem resource failure, taking the remote audio
stream: from. the AST__ERROR audio State. to thé

-. AST_INIT audio state.
"<The AGetDevCapsand AGetNumDevs functions may be
called by the application from any audio state of either the
local or remote audio stream. The AGetInfo; ACntl, and
APacketNumber functions maybe called by the application«
from any audio ‘state of either the local or: remote audio
stream, except for the ASTINIT state. The AMonitor
function may be called by theapplication for the local audio
streamfrom either the AST_CAPTURE. or AST_LINK-
OUT audio states. The ARegisterMonitor function may be
called by the application for the local audio stream from the
AST-LINKOUTaudiostate or for the remote audio stream
from either the AST__LINKINor AST__PLAYaudiostates:
All of:the functions described in:this paragraph leave the
audio stateunchanged.
Audio Manager

Thefunction of audio manager 520 of FIGS. 5.and 13, a
Microsoft®: Windowsinstallable device driver, is to’ inter-
face with the.audio task 538 running on‘the audio/comm
board 206 through the DSP. interface 532. By: using “the
installable: device driver model,. many different implemen-
tations of the audio manager mayCo-exist on the: same
machine. Audio manager 520 has two logical parts:

A device driverinterface (DDI) that.comprises the mes-
sages the device driver expects, and

An interface with DSP interface 528.
Audio Manager Device Driver interface

The device driver interface specifies the entry points‘and
messages that the audio manager's installable device driver
supports. The entry points are. the same for all installable
device ‘drivers .(i.¢.,. Microsoft® WEP,. LIBENTRY,,. and.
DriverProc). All messages are passed through the Driver-
Proe entry point. Messages concerning loading, unloading,
initializing, opening, closing, andconfiguring: the device
driverare predefined by Microsoft®. Those messages spe-.
cific to.the audio: manager are. defined in relation to the
constant MSG_AUDIO_MANAGER (these message will

range from DRV_RESERVED to DRV__USERas-defined
in Microsoft®WINDOWS.H). All messages that apply to an
audio stream are serialized: (i.c.; the application-does not
bave more than one message per audio stream pending).
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The installable device driver implementing the audio
managerrespondsto the open protocol messages defined by
Microsoft®, The “expected. messages (generated by a
Microsoft®. OpenDriver SDK call ‘to: installable device
drivers) and:the drivers response are as follows:
 

Reads any configuration parameters associated
with the driver. Allocates anymemory
required for execution. This call is only made
the first time-the driver is. opened,

_ Set-up the Wave diiver to work with the
audio manager, Ensures that an.audio/comm

. board is installed and funcional. For
audio/commboard 206 of FIG.2, this means
the DSPinterface 532 is accessible, This call

: s only made the first time the driver is

DRV_LOAD

DRV_ENABLE

Allocates thé per application data. This
includes information such as the callback and

"the application instance data. If this isan inpet
or output call, starts the DSP audio task and
gels up cormmunication between host processor
and the DSP audio task (¢.g., sets.up mail
boxes,registers callbacks). The audio manager
may be opened once for input, once for output
(Le., it supports one full duplex. conversation),
and.any numberof times: for device
capabilities query. This call is made each dme
OpenDriver is called.-

ee
These three messages are generated in résponse toa single
application . call (QpenDriver). The OpenDriver call’ is

. passed a pointer to the following structure in the [Param2of
the parameterof the call:
 

typedef struct: OpenAudioMangerStract{
BOOL.. GetDevCaps;
LPACAPS . IpACaps;
DWORD SynchronousExror;
LPAINFO Alnfo;
DWORD dwCallback;
DWORD dwCallbackInstance;
DWORD -dwFlags;
DWORD : wField;

} OpenAudioManager, FAR * lpOpenAudioManager; 
All three messages receivethis parameter in their 1Param2

parameter. If the open is being. made for, either capture or
playback, the caller is notified in response to an asynchro-
rious event (ie.; DSP_OPEN generated by dspOpenTask).
If the open is being done in: order to. query the devices
capabilities (indicated by the field OpenAudioManager with
GetDevCapsbeing ‘set to TRUE), the open is synchronous
atid only. fails if the board cannot be accessed:

The .DRV__OPEN bandler always checks for error con-
ditions, begins execution of the audio thread, and allocates
per audio stream state information. Once the open command
sets state indicating that a DRV_OPEN is pending,it will
initiate execution of the audio thread via the DSP interface.

dspOpenTask posts a callback when the audio thread has
successfully begun. This callback is ignored unless it indi-
cates ‘an error. The task will call back to. the audio driver
once. it has allocated. all the necessary: resources ‘on the

“board. Thecallback-from the DSP interface sets the internal
state of- the device driver to indicate that the thread is
running. Once ‘the task “has responded, a DRV_OPEN
messagecall back (i.e., post message) back to the caller of
the open command with the following values:

Param1 equals A_OK,and
Param? contains the error message returned by the board.

_ The installable. device driver will respond to the close
protocol. messages defined by Microsoft®. The expected
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messages (generated by the Mictosoft® SDK CloseDriver
call to installable-device drivers) and the drivers response
are as follows:
 

DRV_CLOS- Frees the per application data allocated iin
DRV_.OPEN message...

DRV_DISABLE|.Shuts down the DSP audiotask. Enables’ the
Wave driver and Wave task. Frees all

: memory allocated during DRV.LOAD.
DRV_FREE . Ignored. 

This call sequence is symmetric wit respect to the‘call
sequence generated by OpenDriver. It has the same charac-
teristics and behavior as the open sequence does. Namely,it
receives one. to three messages from the: CloseDriver:call
dependenton the drivér’s state and it generates one callback
per CloseDriver call. Three. messagesare received whenthe
driver’s final instance is being closed.Only. the. DRV_
CLOSE message is generated for other CloseDriver calls.

DRV._CLOSE messagecloses 'the audio thread that cor-
responds to the audio stream indicated by HASTRM. The
response tothe:close message is in response to.a message
sent back from the board’ indicating’ that the driver -has
closed.-Therefore, this call is.asynchronous.There.is a tace
condition on-close. The audio task could close downafter the
close from the DRV has completed. If this is the.case, the
DRIVER could be unloaded before the callback occurs.If
this happens, the callback will call into nonexistent code.
Thefall driverclose sequence is preferably generated onthe
last close a8. indicated ‘by. thé: SDK. See Microsoft® Pro-

ers Reference, Volume 1: Overview,pages 445-446).
Theinstallable ‘device driver implementing the ‘host. por-.

tion of the audio subsystemi. recognizes: specific messages
from the audio API Jayer, Messages are passed to the driver,
through the SendDriverMessage.and. are received by

DrvProc. The messages and their expected parameters are: 
 _ Message 1Paramil 1Param2

AM_CAPTURE BOOL LPDWORD -...
AM_MUTE BOOL- LPDWORD
AMLPLAY BOOL LPDWORD
AM_LINKIN FAR + ALinkStruct - LPDWORD
AM_LINKOUT FAR * ALinkSruct. LPDWORD
AM_CTRL...- FAR * Contro)Struct LPDWORD
AM_REGISTERMON LPRegisterInfo LPDWORD
AM._PACKETNUMBER NULL NULL 

AM.CAPTURE Message.
The AM__CAPTURE messageis sent to the driver when-

ever the audio manager function ACapture is ‘called, ‘This
message uscs Param] to pass a boolean value andParam2 is
used for a long pointer to’'a DWORD. where: synchronous
etrors can be retumed. The stteam handle will be checked to
ensure that it is a capturestream; and: that there is: not. a
message pending.’ The state is. not checked: because. the
interface module should keep the state. If an error state is
detected; the appropriate error message will beteturned. The
BOOLpassed in Param2. indicates whether to start: or stop
capturing. A value of TRUE indicates capturing should staff,
a value of FALSEthat capturing should be stopped. ACAP-
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JURE_TMSG is sent to the audio task running on the -
audio/comm. board. and the message pending flag is.set for
that stream. When the: audio task receives the message via
the DSPinterface, it will change iits state and call back tothe
driver.: When the driver‘receives this callback, it will call .
back/post. message ‘to. the appropriate ‘entity onthe host
processor, ‘and cancel the message pending flag. This call is
a toggle, no state is kept by the driver, and it will call the

DSP interface regardless of the value of the BOOL.

65

46

AM:MUTE Message
The AM_MUTE message is sent to the driver whenever

the audio manager function AMute is called. This message
uses Paramto pass a boolean value and Param2 a long
pointer to.a DWORD for a: synchronous error value, The
stream handle is checked to ensure thatit is a capture stream,
and that no messages ate pending. If an error. state is
detected, the appropriate etror message is retumed, The
BOOLpassed in Paramil indicates whetherto start or stop
muting. A. value-of TRUEindicates muting should start, a
value of FALSEthat muting should be tumed off. The driver
posts: the ‘message AMUTE_-TMSGto’ the. audia task
through the DSP interface, and sets the message pending
flag. When the driver receives this callback, it will call
back/post message to the appropriate entity..on the host
processor, and then cancel the message pendingflag.
AM_PLAY. Message

The. AM__PLAY message is sent to the driver whenever
the audio manager function APlay is called. This message
uses. Param to. pass an. audio .manager. stream. handle
(HASTRM)and Param? to pass a boolean value. The APlay
mmeasage handler checks the stream bandle to ensure thatit
is a playback stream, and verifies that there is nota message
pending against this stream: If an ‘error is detected, a call

* back/post message is made immediately. The BOOL passed
in Param indicates whether to start or stop. playing the
remote stream.: A: value of TRUE indicates that playback
should start, a value of FALSE’ that playback should stop.
The APLAY._TMSGis posted to the audio task through the
DSPinterface and the message pending flag is set for this
stream. Whenthe callback is processed, thecalleris notified
(via callback/post message), and finally the message pend-
ing flag: for this stream is canceled:
AM__LINKIN Message

‘The AM_LINKIN message's sentto the driver whenever
the audio manager function ALinkIn is called. Param1
passes, the Audio Manager: stream handle (HASTRM).
1Param2 contains a pointer to the following structure:
 

typedef struct.ALinkStrct {
BOOL *+ToLink;
CHANID Chanid;

} ALinkStroct, FAR * SpALinkStruct; 

ToLink contains aBOOL vahie that indicates whether the
stream is being linked in or unlinked (TRUE is linked in and
FALSEis unlinked); If'no error is detected and ToLink is
TRUE, the channel.and the playback stream. should be
linked together. This is done by ‘sending the Audio Task the
ALINKIN_:TMSG message with the channel ID as a param-

eter, This causes the Audio Task to link up with the specified
comm channel and begin playing incoming audio. Channel
ID is sent as a parameter toALINKIN_TMSGimplying that
the channel ID is valid in the board environment as well.as
the host processor. In response to this message, the: audio
manager registers with the comm task as the owner of the
stream.

Breaking the link between the audio stream handle and
the. channel ID: is done when the ToLink field is set to

PALSE.The audio manager serds the ALINKIN_TMSG to
the task along with the channel [D. Since the link is made,
the audio task responds to this message by unlinking the
specified channel ID (i.e-, it does not play any mote audio).

Errors that the host task will detect are as follows:

The channel ID does not represents a valid read stream.
The audio stream handle: is already linked or unlinked

(detected on host processor).
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The.audio stream handle is not a playback handle.
If those or any interface errors’ (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If no errors: are: detected, the ALINKIN_
TMSGSis issued to the DSP interface and the message
pending flag is set for this stteam. Upon receiving the
callback for this message, the callback associated with this

stream is made, .and finally the message pending flag isunset.

AM_LINKOUT Message
The AM.LINKOUT messageis sent to the driver. when-

ever the audio manager functionALinkOutis called..Paramt
passes’ the audio manager. stream handle (HASTRM).
lParam2 contains:a, pointer to the following structure:
 

typedef struct_ALinkStruct{
BOOL ToLink;
CHANID Chanid;

} ALinkStroct, FAR * IpALinkStruct;

ToLink contains:a BOOL value‘that indicates whetherthe
stream is being linked out or unlinked (TRUE is linked out
and FALSEis unlinked). If no errot is detected and Tolink
is TRUE,the channel and thé audio in ‘stream should be

‘linkedtogether, This is done by sending the Audio Taskthe
ALINKOUT_TMSG .message with the channel ID ‘as a
parameter. TheAudio Task respondsto this by sendingaudio
over the logical channelthrough the comm task. Charinel ID
is Sent-as aparameter toALINKOUT_TMSG implying thatthe channel ID is valid in the board environment as well as
on. thehost processor. :

Breaking the link between. the:‘audio stream handle. and
the channel ID is done when. ToL.ink field is set to FALSE.
The audio manager sends the ALINKOUT_TMSG‘to the
task. along with the channel ID.. Since the link ismade,the
Audio. Task -responds: to “this message by - unlinking ‘the
specified channel ID (i-¢.; it does not send any imore audio):

Errors that the host task detects are as follows:
The channel ID does:not represents a valid write stream.

. The audio ‘stream: handle is alreadylinked or unlinked
(detected on the host processor).

The audio stream handle ‘is ‘not an audio handle,
If those or any interface errors (¢.g., message pending) are
detected, the callback associated withthis strearn is notified

' immediately. If no errors «are detected, the. ALINKOUT_
TMSG. is issued‘to the DSP. interface and the message
pending flag .is set. for this stream. Upon receiving the
callback for this message, the callback associated with this
stream is made, and finally: the niessage pending flag is
unset.

AM_CRTL Message
The AM_CRTL message. is sent to the driver whenever

the audio manager function ACtrlis called: Paramcontains
the HASTRM(the audio stream handle) and >aram2 con-
tains a long pointer to the following structure:

typedef: struct__ControlStruct {
LPAINFO. IpAinfo;
DWORD . flags;

} ControlStruct, FAR * IpControlStruct; 

Theflags field is used to indicate which fields of the AINFO
structure pointed to by IpAinfo are to be: considered. The
audio manager tracks the state of the audio task and only

adjust:it if the flaps and AINFO structure actually inindicatechange.
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Error checking will be for:
. Valid audio stream state, —

Values and fields adjusted-are legal.
Pending calls on the current stream.

If there are-any errors to be reported, the audio manager
immediately: issues. a callback to the registered callback
indicating the error.

If there are no errors, the audio manager makesthe audio
stream state as pending, saves a copy.of the structure andthe
adjustment to be made, and begins making the. adjustments
one by one. The adjustments are made by sending the audio
task the ACNTL_TMSG: message with three arguments in
the dwArgs array: The arguments identify the au.wo stream,
the audio attribute to change, and the new value of the andio
attribute. Each. time the audio task processes one of these
messages, it generates a callback to the audio manager. In
the callback, the audio manager updates the stream’s

'--attributes, removes that flag from the flags field: of the
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structure. (remember this is an-internal copy), and sends
another ACNTL_'TMSG ‘for the next flag. Upon receiving
the callback for. the last flag, the audio manager.calls back
the registered callback for this stream, and unsets the pend-
ing flag for this stream.
AM_.REGISTERMON Message

‘The AM.__REGISTERMONmessage-is sent to the driver
wheneverthe audio mariager. function ARegisterMonitoris
called, Param2 contains a LPDWORDfor synchronous error
messages,and Param contains along pointer to the follow-
ing structure:
 

typedef struct_RegisterMonitor { ©
DWORD dweallback;

..DWORD dwCallbackInstance;
DWORD dwflags;
DWORD.. dwRequestFrequency;
LPDWORD .  IpdwSetFrequency

} RegisterMonitor, FAR. * LPRegisterMonitor; 

The audio manager calls this routine back with information
about the status of the audio packet being recorded/played
back by the audio task. ‘There may only be one callback
associated with’a’ stream at a time: Jf there is already a
monitor associated. with the stream when this call is made,
it is replaced, .°”

Errors detected by the audio manager are:
Call pending against this audio stream.
Bad stream handle, =;

These errors are reported to the callback via the functions
return values (i.e., they are reported synchronously).

If the-registration is successful, the audio manager sends
the audio task aAREGISTERMON__TMSG via the DSP
Interface. The first DWORD of dwArgs array contains the
audio stream ID, “and the second specifies the callback
frequency. In response. to. the AREGISTERMON_TMSG,
the audio task calls..back with the current audio ‘packet
number, The audio task then generates a callback for every
N packets ofaudio to the audio manager. The audio manager
callback generates a callback to the monitor function with
AM_-PACKET“NUMBER .as the message, A_-OK ‘as
PARAM, and the packet number.as PARAM2. When the
audio. stream being monitored is closed, the audio manager
calls ‘back: the ‘monitor. with A_STREAM_CLOSED as
PARAMI,

AM_PACKETNUMBERMessage
. The. AM_-PACKETNUMBER: message is sent. to the

driver whenever the audio manager function APacketNum-
beris called. Paramand Param2 are NULL.If a monitoris
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registered for this-stream handle, the audio task is sent a
APACKETNUMBER_:TMSG message. In responseto this
message, the audio task calls hack the audio manager with
the current packet number. The audic manager in turn calls
back the registered monitor with the current packet number.

This is one of the few calls/messages that generates both
synchronous. and asynchronouserror. messages. The mes-
sages have been kept asynchronous wheneverpossible to be
consistent with the programming model. Synchronous errorsthat are detected. are:

The stream has no monitor registered.
Bad HASTRMhandle.

Ifthere is no monitor registered (i.é., n0 callback function to
call) or if the HASTRM handleis invalid (again no callback ,
to-call), the error is given synchronously. (i.e., as a return +

3

10

value to the function). Asynchronouserrors are as follows: —
Theve is-a call pending on this audio stream.

The stream isin an invalid state (i.c.,.not AST_LINK-
OUT or AST_PLAY).

The asynchronous errors afe given to the monitor function,
not the callback registered with the audio stream onopen..
Audio Manager Interface with the DSP Interface _

This section: defines the messages that flow. between the
audio task 538° on the audio/comm board. 206 and: the

installable device driver on the host processor 202. Mes-
sages to the audio task are sent using dspPastMessage. The
messages that return’ information fromthe audio task to the
host driver: are. delivered as callback. messages.
Host Processor to Audio/Comm Board Messages

All messages from the host processor to theaudio/comm
board are passed in a DSPMSGstructure as.the dwMsgfield.
Additional parameters (if used) are specified in the dwArgs
DWORD array, and are called out and defined in each of the
following messages:
 

Causes the andio task. to start
or stop: the’ flow of data from.
theandio. source, This message
is a togple (ie., if the audio is
flowing, it is stopped;if it is

” not, it is started).
Toggles the cadec into or takes
it out of muting mode.
‘Toggles playback of audiofrom a network. source.
Connects/discounects the audio
task with a virtual circuit
supported by the network task.
The virtual circuit-ID is passed
to the audio: task in thefirst
DWORD ofthe dwArgs array.
The virtual circuit (or
channel ID)is valid in both
the hast processor and ‘the
audio/comm board environ-
ment, _ oeConnects the audio task with a
virtual circuit supported: by the
network task.The.virtual cir-
cuit ID is passed to the atidio
task in the first DWORD of
the dwArgs array.
Registers a monitor on the
specified stream. The stream
ID is passed.to the audio task
in the first DWORD ofthe
dwArgs array, the second con-
tains the notification frequency.
Issues a callback to the Audio
Manager defining the current
packet number for this stream.
The stream ID is passed to the

ACAPTURE_TMSG:

AMUTE_TMSG:

APLAY_TMSG:

ALINKIN_TMSG:

ALINKOUT_TMSG:

AREGISTERMON_TMSG:

APACKETNUMBER_TMSG:
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* AOPEN__TMSG

50
-continued 

audio task in the first DWORD
ofthe dwArgs array.
Sets the value of the specified
attribute on the audio device,
‘Loree clements.of the dwArgs
array are used. The first:
parameter is the stream ID, the
second indicates the avdic
attribute to bs adjusted, andthe third is the value of the
audio attribute,

ACNTL_TMSG:

 

Audio/Comm Board to: Host Processor Messages
All messages: from the. audio/comm board to the host

processor are passed .back through the registered callback
function. The message from the DSPtask to the host driver
are received:in the dwParam1 parameterof the registered
callback function.

Each messagesent to the audio task (running on the
audio/comm board) from the hostprocessoris returned by
the audio/comm board through the callback function. Each
time a message is sent to the audio/comm board, 2 DSPMSG
is. generated. from the audio/comm board to respond. The
message is the same message that was sent to the board. The
patamneter is in DSPMSG.dwArgs[STATUS_INDEX]. This
parameter is either ABOARD_-SUCCESSoran errorcode.
‘Error codes for each of the messages fromthe board were
defined in the previous section. of in this specification.

Messages that cause response to. host processor. action
other thanjust sending messages(e.g., starting the audio task
through the DSP interface) are aS follows:
 

Message retumed in
response to the device
opening properly
(ie.,.called in response
to dspOpenTask).
Once the installable driver
receives the
AOPEN_TMSGfrom the
board, it sends a data stream
buffer to the task containing
additional initialization
information (e.g., com-
pression and SAC stream
stack andinitial attributes):
Once the task has processed
this information, it sends ‘an
ASETUP_TMSG messageto the ‘host.
This message is delivered to
the host when the Com-
munication subsystem notifies
the task that the channel
upon which it was
transmitting/eceiving audio
samples went away.

ASETUP_TMSG

ACHANNEL_HANGUP_TMSG

 

Wave Audio Implementation
. The DSP Wave driver design follows the-same architec-
ture as the ‘audio subsystem (i.e., split between the host
processor andthe audio/camm board). Forfull details on the

_ Microsoft® Waveinterface, see the Microsoft@ Multimedia
Programmer’s Reference. Some of the contro} functions
provided by the audio manager are duplicated in the Wave/
Media Control Interface, Others, such as input gain or input
and outputdevice selection, are controlled exclusively by
‘the Media control interface.

Audio Subsystem Audio/Comm Board-Resident Implemen-
tation

The audio task 538 of FIGS. 5 and 13 is actually-a pair of
SPOX® operating system tasks that execute on the audiof
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comm board.206 and together implement capture and play-
back service requests issued by the host processor side of the
audiosubsystem. Referring again to FIG, 13, the audio task
connects to three other subsystems running under SPOX®
operating system:

1. The audio task connects. to-and exchanges messages
: with the host processor side of the audiosubsystem via the
host device driver 536 (DSH_-HOST). TMB-_‘getMessage
and. TMB__postMessage calls ate: used to receive messages
from and route messages to the audio manager 520 through .
the host device driver:536.

2. The audio.task connects to the audio hardware on the
audio/comm board via a stream of stackable drivers termi-
nated ‘by. the. SAC’ device: driver. This connection is’ bi-
directional. Stackable-drivers on the stream running from the
SAC driverto the audio task include the compression driver
and automatic gain, control driver.

3. The audio. task. connects with comm task 540 (the
board-resident portion of the comm subsystem)-via a mail-
box interface exchangingcontrol messages and a streams
interface for. exchanging ‘data: The. streams interface .
involves the use.of pipe. drivers. Ultimately, the interface -
allows the atidio task to exchange compressed data packets
of audio. samples: across ISDN lines with a peer audio: task

‘running-on an audio/comm board located at the remote endof a video conference. * *:
The: audio: task is composed of two SPOX®: operating

system tasks referred to-as threads forthe. purposes of this
specification.’ One- thread handles: the capture side. of the
audio subsystem, while the other supports the playback side.
Eachthread is created bythe host processorside of the andio
subsystem in response to-an OpenDriver call issued by: the
application. The threads exchange compressed audio buffers
with the. comm task. via a-streams interface that involves
bouncing. buffers. off a pipe: driver..Control ‘messages are...
exchanged between these threads and the.comm task using
the mailbox interface whichis already inplace for transfer-

ring messages between DSP tasks and the host device driver536.

The playback thread blockswaiting for audio buffers from
the comm task. The. captare thread blocks waiting for audio
buffers from the SAC. While active, each thread checks ‘its
dedicated control channel mailbox forcanimands received
from the host processor as wel! as unsolicited messages sent
by the commtask.\A control channelis defined as the pair
-of mailboxes used to. communicate’ between’ a SPOX®

operating system task and its DSP counterpart running on
the host processor. . .
Audio Task Interface with Host Device Driver

The host processor creates SPOX® operating system
tasks for audio capture and playback. Among the input
parameters made available to these threads at entry is the
name each thread will use to create a stream of stackable
drivers culminating in the SAC device driver. Once the tasks
are created, they send an AOPEN_TMSG message to the
host processor. This prompts the host processor. to: deliver a
buffer of additional information to the task. Oneofthe fields
in the.sent structure is a pathname such as:

“hsplgsm:0/marQ/esp/VCadc8K”

The task uses this pathname and other sent parameters to
complete its ‘initialization. When finished,” it sends an
ASETUP_TMSG message. to. the host signaling its. readi-
ness to receive additional instructions.

In most cases, the threads:do not block while getting
messages frota TMB-_MYMBOX< or posting messages ‘to
TMB.HOSTMBOX..In other words, TMB_getMessage
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and TMB_putMessage are called with timeout=0. There-
fore, these mailboxesare preferably of sufficient depth such,
that. messages’ sent. to the Host: by the threads are not
dropped. The ‘dspOpenTask .IpdspTaskAttrs: “nMail-
boxDepth”. parameter: are preferably set higher than the
default. value‘ of 4. The audio task/host interface does not

support. ‘a. data” channel. Thus,.the “nToDsp* and

“nFromDsp”fields of dspOpenTask IpdspTaskAttrs are pref-
erably-set to 0.
Audio TaskInterface. with Audio Hardware

Referring now to FIG. 15,there is shown a block diagram
'.. .O£ interface between the audio: task 538 and: the andio

~ hardwareof audiofcomm board 206 of FIG.13,according to
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a-preferred embodiment of the present invention, FIG, 15
illustrates how input and output streams to the audio hard-
ware might look:after successfulinitialization of the capture
and playback threads, respectively.

On the capture side, audio data is copied into streams by
the SAC. device driver. 1304 (the SAC)..The buffer comes
from a pool allocated to’ this. 1O_SOURCE ‘driver via
IO:_free(): calls. The data works its way up to the capture
thread 1502 whenthe latter task issues an SS__get() call. The
data is transformed each timeit passes through a stackable
driver, The mixer/splitter driver:1510 may amplify theandio -
signals or it may. split the audio stream sending thesecond
half up to the host to allow for the recording of.a video
conference. The data is then compressed by the compression
driver.'1508. Finally, timestamp. driver 1506 appends a
timestamp to the buffer before the capture thread receivesit
completing the SS__get(). The capture. thread’ 1502 cither
queues: the. buffer internally or calls IO_freeQ) (depending
on whether the capture thread is trying to establish some
Kind of latency or is active butunlinked), or the capture
thread sends the buffer to the comm task via the pipe driver
interface.

On the playback side, audio data is received in streams
buffers piped tothe, playback thread 1504 from the comm
task. The playback thread intemally queues the buffer or
frees the buffer by passing the buffer back to the pipe driver,
or the playback: thread calls. SS__put() to send the buffer
downthe playback stream ultimately to the SAC 1304 where

’ the samples are played. First; the timestampis stripped off
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the’ buffer by timestamp driver 1506. Next, the buffer is
decompressed by. decompression. driver 1508. Prior.to it
being played,the audio data undergoes one or more trans-
formations mixing-in other sound or amplifying the sound
(mixer/splitter driver 1510), and reducing oreliminating
echoes (echo/suppression driver 1512). Once the data has
been output to the sound hardware, the containing buffer is
readyto bé-freed back ug the stream satisfying an IO__al-
loc() issued from the layers. above.
Timestanip Driver

The video manager synchronizes with the audio stream.
Therefore, all the audio task needs to.do-is timestampits
stream and: provide:an interface allowing visibility by the
video manager into this timestamping. The interface forthis
isthrough the host processor requests AREGISTERMON___
TMSG and APACKETNUMBER._TMSG. The timestamp
is ‘a 32-bit quantity. that is initialized to 1, incremented for
each block passedto the audio task fromthe IO_SOURCE
stack and addedto the block.The timestampis stripped from
the block once received by the audio task executing on the
remote node, _

The appending andstripping of the timestamp is done by
the ‘timestamp. driver 1506 of FIG. 15. Performing the
‘stamping within a separate driver simplifies. the audio task
threads by removing the responsibility of setting up and
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maintaining this header. However, in order to implementthe
APACKETNUMBER._TMSG host command, the threads:

are able to access and interpret this header in order to
determine the packet number.

On the capture side of the audio task, the capture thread
will have allocated stream buffers whosesize is large enough
to. contain both the. packet header as well as the compressed
data block. The timestampdriver deals with each buffer as
a SPOX@ operating system.JO:_Frame data type. Before the
frames are IO‘free()’ed to the compression stackable driver
below, the timestamp driver subtracts the size-of the packet
header from: the frame's. current size. When the -frame

returns to the timestamp driver via 10“get(); the. driver
appends the timestamp by restoring the size to “maxsize”

vand ‘filling the “unused area with the mew. header. ‘The
‘handling is revered for the playbackside. Buffers received
from the comm task contain both the comptesseddata block
and header. The timestamp driver ‘strips the header. by
rechicing “size” to “maxsizé” minus the header’ size.
(De)Compression Drivers

In a preferred embodiment, the DSP architecture bundles
the encode and decode functions into one driver that-is

alwaysstacked between the audio task and the host proces-
sor. The driver performs either compress. or. decompress

‘ functions depending on whether it is stacked within’ an
JO_SINK orIO_.SOURCEstream, réspectively. Under this
scheme,the audio task only handles uncompressed data; the
stackable driver compresses the data stream on route to the
host processor (O_SINK)and decompresses the stream if
data is being read from the host processor (IO_.SOURCE)
for playback. a

In an alternative preferred embodiment,. the. audio task
deals with compressed data in fixed blocks since that is: what
gets stamped or examined: on route to or from the ISDN
comm, task, respectively. In. this embodiment, ‘the “DSP
architecture is implemented’ by the DXF transformation
driver 1508. Hither “driver may “bé: ‘placed in an
JO_SOURCE or IO_SINK stream:

Due to’ the audio subsystem’s preference to manage
latency reliably, the audio task ‘threads know how much
capture or playback timeis represented by each compressed
data sample. On the captureside, this time may be calculated
from the data returned by the compression driver via the
DCO_FILLEXTWAVEFORMAT control | command.
DCO_ExtWaveFormat data fields “nSamplesPerSec’” and
“wBitsPerSample” may: be: ysed to calculate a buffer size
that provides control over latency at a reasonable level of
granularity.Consider the following example. Suppose we desire to
increase or decrease latency in 50 millisecond increments.
Suppose: further. that a: DCO_FILLEXTWAVEFORMAT

command issued. to. the compression driver returns the
following fields:
 

nChannels = 1

nSamplesPerSec = 3000
uBlockAlign = 0
wHitsPerSample = 2eeSD

If we assume that compressed samples are packed into each
32-bit wordcontained in the buffer, then one T1:C31-DSP
word contains: 16 compressed samples. The buffer size
containing 50 ms worth of data would be:

_ 5

20

25
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words =( 2000 Semwles_ x 0.05 Sec ) z—1GSamples 95ec word

To this quantity, the capture thread adds the size of the
packet header and uses the total in allocating as many
streams buffers as needed to’ service its IO_SOURCEstream.

Onthe receiving side, the playback thread receives the
'. packet containing the buffer ofcompressed data. The DCO_

FILLEXTWAVEFORMATcontrol: command is supported
by. the encoder; not the decoder which the playback thread
has stacked in its IO..SINK stream. In fact, the thread has
to send the driver a DCO__SETEXTWAVEFORMATcom-
mand before it will decompress any data.Thus, we need a
mechanism for providing the playback thread a DCO_
ExtWaveFormat steucture for handshaking with decompres-
ston driver prior to entering the AST_]PLAY state.
Mixer/Splitter DriverThe mixer/splitter driver 1510 (e., the mixer) is a stack-
able driver that coordinates multiple accesses to the SAC
1304, as required by conferencing. The mixer allows mul-
tiple-simultarieous opens of the SAC for both input and
output and: mixes. the channels. The mixer also supports
priority preemption of the control-only SAC device “sac-ctrl.W

The SPOX® operating, system image for the audio/comm
board has mappings in the device name space totransform

' references to SAC devices into a device stack specification
ce)0

40
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that includes the mixer. For example, a task that attempts to
open “/sac”’ will actually open:“/mxrl/sac”’, The mappingis
transpareat to the task. To avoid getting mapped through the
‘mixer, an alternative set of namesis provided. The altema-
tive namesconsistofthe standard device name prefixed with
“VC"", For example, to open the device“adc8K" without
going through the: mixer, a-task- would use the name
“WCadc8K”.. To obtain priority access to the SAC, the
software opens the device “/mxr0/VCadc8K”.

For. output operation, the software opens the mixer with
device ID 0; any otherclient opens the mixer with device ID
1. Device ID 0 may be opened only once; when it is; all other
curently open channels are muted. That is, output to the
channel is discarded. Subsequent opens of device ID-1 are
allowed’ if thé-sample rate matches. Device ID 1 may be
opened: as ‘many times as there are channels’ (other than
channel 0), All opensafterthe first are rejected,if the sample
rate does not match the first open..When more than one
channel is open and not muted, the output ofall of them is
mixed before itis passed on to the SAC,

Forinput: operat‘ons, the software opens the mixer with
device ID 0; any other client opens the mixer with device ID
1. DeviceID .0-may be opened only orice; when it is, if
channel. 1 is.open, it is muted. That is, get operations return
frames of silence. Device ID 1 may be opened once before
channel O is open (yielding channel 1: normal. record opera-
tion): Device ID 1 may also be opened once after channel 0
is opened (yielding channel 2: conference record operation).
In the second case, the sample: rate must match that of
channel 0: Charinel 1 returns data directly fromthe SAC (if
it is not muted). Channel 0 retumsdata from the SAC mixed
with data from.any output channels other than channel 0.
This allows the user to play back a recording during a video
conference and have it sent to the remote participant. Chan-
nel 2 returris data from the SAC mixed with the outputto the
SAC.This provides the capability of recording both sides of
conference.

There are four control channels, each of which may be
opened only: once. They are prioritized, with channel 0
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having the highest priority, and channel’3 having the lowest.
Only the open channelwith the highest priority is allowed to
control the SAC. Non-conferencing software, which opens
“/sacctrl”, is connected-to channel 3, the lowest priority
channel.

Mixer Internal Operation
For output operation, the mixercan, in theory, support any

number of output: channels. The. output. charmels.are- all
equivalent “in: the sense: that.the data.from all- of them is
mixed to’ form the output sent to the SAC: However, there
is one channel that is designated the main channel. The-first
channel opened that is not muted isthemain channel. When
the main channelis.closed, if there are any other non-muted
channels open, one of them is promoted to be.the main
channel. Opening channel.@ (conference output) mutes any
channels open at the timeand. channel 0 cannot be muted.
Thus,ifchannel] 0 is open,itis always the main channel. Any
open output channel that is not-than the main channel is
called an auxiliary channel.

When.an JO_:put operation is performed on a non-muted
auxiliary channel, the frameis placed onthe channel’s ready
list, When. an 1O_‘put operation is performed on the main
channel, data from the: auxiliary channels’ ready. lists are
mixed with the frame, and the frameis passed immediately
through to the SAC.If an ‘auxiliary channelis not-ready, it
will be ignored (and a gap will occur in the output-from that
chanriel); the main channel cannot be held up waiting for an
auxiliary channel. :

When an 1O_put operation. is performed on a muted
channel; the’ frame is placed directly onthe channel’s: free
list. The driver then sleeps fora period of time (Currently. 200
ms) to simulate the time it would take for the data in the
frame.to be played: This is actually more time than it'would

56

For output mixing, a frame onthe readylistof an auxiliary
chanhél is mixed with both the main output channel and with
input channel 0 (confereiicé input), if it is open, 1/O opera-
tions on these two. channels ‘are running independently, so
the mixer. does not know. which channel will perform I/O
first,or whetheroperations on the two will strictly alternate,
or.even if'they are using the same framesize. In practice, if
the conference: input channel is open, the. main output
channel is conference output, and the two use the same
frame size; however, the mixer does not depend on this.
However, the auxiliary chatinel typically will not be using
the same framesize as either of the main channels.

To handle this situation; the mixer uses twolists and two
index pointers:and a flag for each channel. The ready list,
where. frames are placed when theyarrive, contains frames
that containdata that needs to be mixed with both the input
and the output channel. When either the input side or the
output :sidéhas. used all the data in the first frame on the

“-ready list; the frame is moved to the mix list. 'The flag is set
20

25

30

normally take for a block of data'to be played; this reduces ©
the CPU usage of muted channels.’

AnIO_alloc operation on’ the.main, channel is. passed
directly through to the. SAC; on other channels, it retums a
frame from the channel’s freelist. If a frameis not available,
it waits on: the condition: freeFrameAvailable. When’ the
condition is signaled, it checksagain whetherthe channel is
the main channel: ‘Jf the main channel .was closed in the
meantime, this channel may have been promoted.

The mixer docs not allocate ‘any frames: itself. All the
frames it :manages:are those provided by the task by calling
1O_free or LO_-put. For anauxiliary chanriel, frames passed
to 1O_free are placed.on the channel’s free list. These are
then returned to the task wher it calls IOalloc.. After. the
contents of a frame passed to 1O_-put havebeen mixed with
the main channel, the frameis returned to the channel’s free
list. Since I/O’ operations on the ‘main channel. (including .
JO:free and IO__allo¢) are passed through to the SAC,no
buffer management.is' done. by -the mixer. for the: main
channel, -and the free list.and the. ready list are empty.
However, the mixer does keeptrackofall frames that have
been passedthrough to the SAC by IO=free or IO__put and
returned by JO__get or IO_alloc; This is done to allow for
the case where the. main-channel is preempted by opening
the priority channel. In this case, all frames-that have been
passed to the SAC are recalled and placed on the mixer’s
free list for that channel.

Another special case.is when the:main channelis closed,
and there is another open. non-muted channel. In this:case,
this other channel is promoted to be the main channel. The
frameson its readylist are passed immediately to [O__putto
be. played, and the frames on its free list-are passed to
1O_free. These frames are, of course, counted, in case the
new main channel is preempted again.
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to indicate whether thé mix list-coritains. data for the input

side or thé output side. If the mix list is empty, both sides
take data from:thé ready list. When’all the data in a frame on
the mixlist has been used,the frame is moved to thefreelist.

Mixing operations. are. done in units of a main-channel
frame; This maytake a portion of an auxiliary channel frame
or it may take parts of more than one. ‘The mixing routine
loops over.the.main channel. frame. Each pass through the
leop, it determines which. auxiliary. channel frame to mix
from, takes as: much data from that frame as it. can, and
moves that frame to a new list if necessary. The auxiliary
channelframe to mix from is either the first frame on the mix
list, if itis non-empty, and theflag is set‘to indicate that data
has not beenused from that frameyet, or the first. frame on
the ready: list: The index,either inReadyIndex or outReady-
Index, specifies. the first utiused sample of the frame.

For example, -suippose ‘mixing. is with. the. main input
‘ channel (conference in), and the data for an auxiliary output
channel is‘suchthat the read list contains two frames C and
D and the’ mix.list contains two frames A and’B, wherein
mixFlags equals MXR_INPUT_DATA and inReadyIndex
equals 40, Assume further that the frame size on the main
channel is 160 words: and the frame size on the auxiliary
channel is 60 words.:

Thefirst time through the loop in mix__frame, the mix list
is not empty, and the mix flag indicates that the data on the
mix list is for the input channel. The unused 20. samples
remaining. in the first frame on the mix list are mixed with
the first 20 samples of the main channel frame. inReadyln-
dex is incremented by 20.. Since it is now equal to 60, the
frame size, ‘we are finished with. the frame. The output
channel is finished with it, since it is on the mix list, so the

frame is moved to the free list and set inReadyIndex to 0.
The secondtime through the loop, mix_index is 20. All

60 samples are mixed. outof the first frame on the mix list,
and the frame is moved to the free list. .

The. third. time: through the loop, mix_index is 80. The
mix list is empty. All 60'samples are mixed out ofthefirst
frame on the ready list. Again the frameis finished, but this
time it came from the readylist, so it is moved to the mix
list. The mix flag is changed to indicate that the mix list now
contains data for the output channel. outReadyIndex iis not
changed, so the output channe] will still start mixing from
the same offset in the frame that it would have used if the‘frame had not been touched.

The fourth-time through the loop; mixindex is 140. The
mix list is not empty, but the mix flag indicates that the data
on the mix list is for the output channel,soit is ignored. The
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remaining 20 samples are mixed from thefirst frame on the
ready list. All the datain the frame has notbeen used, so it
is left on the ready list; the next time’a frame is processed
on the main input channel, processing continues where it left
off. After mixing is complete, the ready list-contains only
frameD,the mix list contains only frame C, mixFlags equals
MXR_OUTPUT._DATA, and inReadyIndex equals 20.

After each ‘step described, the data structures are com-
pletely self-consistent. In a more .typical- situation, the
frames on the auxiliary channel will be much larger (usually
1024 words); and only a portion of a frame will be used for
each frame on the main channel: However,the processing is
always similar to one. or-two.of the four steps. described-in
the example.

Forinput operations,: unlike the output channels, the three
input channels have distinctly: different semantics. The mairi
channel is always channel 0 if it is open, and channel 1 if
channel 0 is:not open. Channel 1 will always be muted if it
is open when channel. 0.is opened, and cannot be. opened

while channel © is ‘open. Channel 2 is never: the mainchannel; it can be opened only while channel 0 is open, and
willbe muted if channel'0.is closed,

Operation of the main channel.is:similar:to the operation
described for output. When JO.get or IO__free is called, the
requesti8 passed on.to the SAC. For channel 0; when the
frame is returned from. the SAC, any output ready on
auxiliary output channels is mixed with it before the frameis returned to the-caller.

When channel 2 (conference record) is. open, output
frames on channel 0 (conference output) and input frames on
channel. 0 (conference input)(including the mixed auxiliary
output) ‘are sent. to-the function record_frame. Record__
frame copies these frames to frames allocated from the free
list -for channel. 2; mixes the input and output. channels, and
places the mixed frames on the ready list: When IO_get
operation is performed. on channel. 2, it retrieves a frame
from the xeady’ list; blocking if nécessary. until. one: is
available. If theré is no frame on the free list when record__
requires one, the data will not be. copied, ‘and there will be
a dropout in the recording;: however, the: main channelcannot be held up waiting for the record channel.

‘For conference record mixing, record_needs to’ mix
frames from both. conference input: and conference output
into a frame. for channel 2. Again, I/O operations on. the
conference channels are running independently. The mixer

“wses the mix: list.of the ‘conference-record channel: as a
holding: place for partially mixed frames. readyIndex con-
tains the number of samples in the first frame on the mixlist
which are completely mixed.-The: frame size: contains the
total number of samples from either:channel that have been
placed in the frame: The differerice between. the frame: size
and teadyindex is the number of samples-that have been
placed in the frame from one channelbut not mixed with the
other: The flag mixFlags ‘indicates. which channel. these
samples came from.

58

‘To provide: mutual exclusion within the mixer, the mixer
uses a semaphore. Every mixer routine that manipulates any
of the data for.a channel first acquires the semaphore. The
semaphore méchanism is very similar to the monitor mecha-
nism provided by SPOX® operating system, There are two
major differences: (1) a task within a SPOX® operating
system. monitor cannot be suspended, even if a higher
priority task is ready to run, and (2). when a task within a
SPOX® operating system monitor is suspended on a con-
dition, it implicitly releases ownership ofall monitors. In the
mixer, it is necessary to make calls. to routines which may
block, such as IO_alloc, while retaining ownership of the
Critical region. The semaphore is released when.a task waits
for a’ mixer-specific condition (otherwise, no. other task
would be able to enter the mixer to signal the condition), but
it is not released when the task blocks on some condition
unrelated to the mixer, such as within the SAC.
Echo Suppression Driver:

The echo suppréssion driver (ESP) 1512is responsible for
suppressing echoes prevalent when one.or both users use
open speakers (rather than headphones)-as an audio output
device. The purpose of echo suppression is to permit two
conferencing systems 100 connected by a digital network to
carry on an audio conversation utilizing a particular micro-
phoneanda plurality of loudspeaker device choices without

: havingto resort to other measures that limit or climinate25

40
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Mixing operations are done in units of. a main-channel
frame, as for.output. This may take a portion of a tecord
channel frame or it may. take parts-of more than one. The
mixing routine: loops over the main channel frame. Each

pass through the loop, it does one. of thefollowing:1. If the mix list contains data from the otherchanel,’ mix
with the first frame-on the mix list: readylndex indicates
the place to start mixing.If the frame is now fully mixed,
move it to the ready list. °

2. If the mix list contains data from this channel (or equal
parts from bothchannels), aud there is free space in.the
last frame on themix list, copy the data into that frame.
The frame size indicates the place to start copying.

3. If neither of the aboveis true, allocate a new frame from
the free list and add.it (empty) to the mix list. On the next
iteration, case 2 ‘will be done. :

acoustic feedback (“coupling”). from loudspeaker to micro-
phone. .

Specifically, measures: obviated bythe ESP include:
An audio headset or similar device to eliminate acoustic

coupling. .
A commercial “‘speakerphone” attachment. that would

perform the statedtask off the PC and’ would add cost
and complexity.to ‘the user. .

The ESP takes theform of innovations embedded in ‘the
context of. an’ known variously as “half-duplex speaker-
phones” or “‘half-duplex hands-free. telephony” or “echo
suppression.” TheESP doesnotrelate to an known as “echo
cancellation.” . :

The general ideas of “half-duplex hands-free telephony”
are current practice. Electronic hardware (and silicon) exist
that embody these ideas. The goal of this technology is to
eliminate substantially acoustic coupling from loudspeaker

‘to microphone by: arranging that substantial microphone
gain is never coincident with. substantial speaker power
output when users are speaking.The fundamental.idea in current practice is the following:
Consider an audio system consisting of a receiving channel
comnected toa loudspeaker and a transmitting channel
connectéd to.a microphorie. If both channels are always
allowed to conduct sound eriergy. freely from microphone to
network and from network to loudspeaker, acoustic coupling
can result in which the sound emanating from the loud-
speaker is received by the microphone and thus transmitted
back to the remote station. which produced: the original
sound. This “echo”.effect is annoying to users at best and at
worst makes conversation between the two stations impos-
sible. In orderto eliminate this effect, it is preferable to place
an attenuation device on each audio channel and dynami-
cally’control the amount of attenuation that these devices
applyby a central logic circuit. This circuit senses when the
remote microphoneiis.receiving. speech:and when the local
microphone is receiving speech. When neither channel is
cattying speech energy, the logic permits both attenuators to
pass audio energy, thus letting both stations receive a certain

~ level of ambient noise from the opposite station. When a
user speaks, the logic configures the attenuators suchthat the
microphone. energy passes through to the network and the
network audio: which would otherwise go to the speaker is

_ attenuated (this is the “talk state”). When on the other hand
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speech is being received from: the network and the local
microphoneis not receiving: speech, the logic configures the
attenuators. conversely,. such that. the. rietwork ‘speech. is
played by the speaker and the microphone’s acoustic energy
is muted by: the altenuator on. that channel(this is.the “listen
state’’). ; . on
.. The ESP operates without a:separate dedicated spedker-
phone: circuit. device. The ESP operates over a network

: featuring an-audio codec that is permitted to distort-signal-.
energies withoutaffecting the performance ofthe algorithm.
The ESP. effectively. distributes. computational overhead. !
such that redundant signal processing is: eliminated.

The ESP. is a distributed digital signal processing algo-
rithm. In. the following,. the algorithm is: spoken of ‘as
“distributed,” meaning that two instantiations of it reside:on
the two conferencing -systems connected bya digital. net-
work, ‘and “their operation: is interdependent). “Frame
energy”. meatis. a mean: sum of the squaresofthe digitized
audio samples. within. a. particular.time segment called a
“frame.” ae oo,

_ The instantaneous configurationofthe twoattenuations is
encoded as:a single integer variable, and the attenuations are

_implemented as a fractional multiplier as a computational
function of the variable.«.: 2,

Jn: order:io classify 4 signal as speech, the algorithm
utilizes a frame energy threshold which is computed as an:

_ offset from the mathematical mode of a histogram in which
each histogram. bin represents: the count of frames ina
particular energy range. This threshold varies dynamically

_ wa
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driver; The- actual pipe driver:used. will be based on a
SPOX® operatingsystem driver called NULLDEV. Like
Spectron’s version, this driver simply redirects buffers it

~ geceives as an JO.SINK. to the IO__SOURCEstream; no
buffer. copying is performed. Unlike Spectron’s pipe driver,
however, NULLDEYVdoesnot viock the receiving task if no
buffers are available: from the sending. stream and. discards
bufférs réceived: from the IO-.SOURCE stream if no task
has made the JO_SINK stream connection to the driver. In
addition; NULLDEV will not block.or return errors. to the
sender. If n@ free buffers are available for exchange with the
sender’s live buffer, NULLDEYretumsa previously queued
live buffer. This action simulates a dropped packet condi-
tion... : . :

Setup and teardown of these pipes will be managed by a
message protocol between the comm.task and audio task
threads utilizing the existing TMB mailbox architecture built
into the Mikado DSPinterface. :

The interface assumes that the comm task is running, an
JSDN connection has-been established,.and channel ID's

“(ie.,' virtual circuit ID's) have ‘been‘allocated to the ‘audio
subsystem by.the conferencingAPI. ‘The capture and play-
back .threads become. the channel haridlers for these ID's,
The interface requires the comm taskfirst to make available
to the audio threads the handle to-its local mailbox TMB__
MYMBOX.. This. is the mailbox.a task uses to receive
messages fromthe host: processor. The mailbox handle is
copied to a global memory location and retrieved by the
threads using the global data package discussed later in this

over time as it is recalculated. There exists.a threshold for +e att
each of the two audio channels. Soea tool

Since both stations néed access to’ the: threshold -estab- 30 sage ee .Like the comm, task, the audio task threads use their own
Jished at a particular station. (in thatone station’s transmit
stream. becomes the other station’s ‘receive stream), the
threshold is shared to both instantiations-of the algorithm as
an out-of-band network. signal.:‘This obviates the need for

_ both: stations: to -analyze. the-same- signal, and. makes the
stations immune to any-losses or distortion caused by the
audio: codec. : A oe /

The energy of a transmitted audio frame is: embedded
within a field of the communication format which carriesthe

TMB._MYMBOX mailboxes for receiving messages from
the comm task. For the purpose ofillustration, the capture
thread, playback thread and comm task mailboxesare called
TMB_CAPTURE, TMB_/PLAYBACK,and'TMB_COM-
MMSG,, :xespectively,: ‘The|structure. of the messages
exchanged through these mailboxes is based on TMB_-Msg
defined in “TMB.H”such that:
 

 

digitally-compressed: form of ‘the frame.-In this way, the. 4, typedéfstruct TMB__Msg {
interactive performance of the station pair is ‘immune from Tot mag;
any energy distortion or lossesirivolved in the audio codec. TB Uns words[TMB_MSGLEN};

The ESP makespossible hands-free operation for video }TMB_Msp;
teleconferencing products, It is well-known that hands-free , . /
audio conversation is a.much. more natural conferencing... The messages that define this interface will be described via
usage modelthan that of an audio headset.’ The user is freed 45 examples.. Currently, ‘specific message structures and con-
from a mechanical attachmentto the PC and can participate stants are defined in the header file “AS.H”.
as one would:at a conference table rather than a telephone Referring now to FIG. 16,there is shown a block diagram
call. : : : of the interface between the audio task 538 and the comm
Audio Task Interface with Comm. Task : / task 540 of FIGS..5 and 13, according to a preferred

The interface between the audio task.to the audio hard- 50 embodiment of the present invention. For audio capture,
wate is based on SPOX® operating system streams, Unfor-
tunately, SPOX® operating system streams connecttasks to
source andsink device drivers, not to each other: Audio data
are contained within SPOX® operating system array objects
and associated with streams. ‘To avoid unnecessary buffer
copies, array objects are passed back and forth bétweenthe

when the capture thread receives an ALinkOutTMsg mes-
sage from the host processor, it sends an AS_REGCHAN-
HDLR message to the TMB_COMMMSG mailbox. The
message contains an on-board channel ID, a handle to the
mailbox owned by the capture thread, and a string pointer to
the pipe. : .

 

typedef struct AS_OPENMSG{
Uns msg, , /* msg == AS-REGCHANHDLR,*/
Uns Channel_ID;—/* On board channel ID */
TMB_MBox mailbox; ~ /* Sending Task's. mailbox, */

String DevName; #* Device name to open. */
} .AS_-OPENMSG, . 

5 :

Channel_ID is used to retrieve channel specific informa-comm: and. audio:subsystems running on the audio/comm
board using SPOX® operating system streams ‘and-a pipe tion. The task. stores this information in the global name
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space: A ‘pointer to this space is retrieved via the routine
GD__getAddress(ID). The information has the following
structure:

typedes struct COMM_AUDIO_DATA {
struct {

unsigned int - 2305
unsigned int initialized ; 1;
unsigned int read th

} book, .
Uns—local;
Uns=:remoteID; :

} CommAndioData, *CommAudioDataFtr,
;

This structure isdeclared in “AS.H”. From this structure, the
comm: task .can’ determine .if the: buffer is‘ initialized Gt
always should be-or the audio tasks would not be calling),
if the task is expecting to read or write .data to/from. the
network (if readis 1, the. comm task will open the pipe for
write and put data from the network there), and finally the
local and remote IDsof the network channels, The following
pseudo codeillustrates the actions performed by the capture
thread to establish a link with the comm task:

62

comm task via the pipe driver. After each SS_putQ- to the
pipe driver, the capture thread notifies the cormm task that an
incoming buffer is on the way via an AS_RECEIVECOM-
PLETE status message.
 

audio = (AS_INFOMSG*) &message;
audio—>msg = AS_STATUS;
audic—>Channel_ID = AS_CAPTURE_CHAN,
audio—>statuscode:= AS:“-RECEIVECOMPLETE,

10 TMB.__postMessage (TMB_COMMMSG,andio, 0); 

The comim task sends the buffers to the ISDN driver which

transmits thedata frame on the audio output’s ISDN virtual
channel. :

Betweeneach input streams buffer processed, the capture
thread checks TMB_CAPTURE for new requests messages
from the comm task or the host-processor. When a second
ALINKOUT_TMSG message is received from the host
processor, the capture thread stops sending data buffers to
the pipe driver and notifies the comm task ofits intention to
terminate the link:

enna
AS_OPENMSG *audio;
TMB_Msg message:
CommAudioDataFtr©. pCAData; :
pCAData = (CommaAudioDataPrr) GD__getAddress(AS__CAPTURE_CHAN)
<set pCAData. fields> :
audio = (AS OPENMSG *) &inessage;
audio->msg = AS_REG' LR; :
audig—>Channel_ID = (Uns) AS__CAPTURE_CHAN;
andio—>mailbox = (TMB_-MBox}:TMB_CAPTURE;audio—>DevName = (String):“/aull”; :
‘TMB__postMessage(IMB_COMMMSG, audia,. 0);a

The commi.task’s first action will be. to call.GD_getAd-
dress() and-rettieve an address to the, CommAudioData
structure.It validates the structure using the local and remote
IDslinking the thread with the appropriate. ISDN channel.
Finally, the comm task responds by connectingto its end of
audio->DevName(“/null”) and returning status to the cap-
ture thread via a message directed to TMB.CAPTURE
such that:

35

 

audio = (AS.INFOMSG *) &message;
audio—>msg = AS_CLOSE__CHAN;
andic—>Channel_ID = AS_.CAPTURE_CHAN;

40 TMB__postMessage (TMB.COMMMSG,audio, 0); 

Capture treats. the ‘ALINKOUT_TMSG. message as a
togele: the first receipt of the message establishes the link,

re
TMB_Msg message;
CommAndioDataPir pCAData;
AS_OPENMSG ‘audio;
typedefstruct AS_INFOMSG {

Uns msg: /* AS_CLOSE_CHAN or AS_STATUS */
Uns Channel_ID; /* On board channel ID */
Uns’ statusCode;, /* Status Code */
Uns statnsExtra; /* Additional status info */

} AS_INFOMSG *comm ; ou
TMB__getMessage (TMB_COMMMSG, (TMB_-Msg)écaudio, 0);
pCAData= (CommAudioDamPrr) GD,getAddress(audio.Chanact_1D);
<validate pCAData fields and open audio. DevName>
comm = (AS_INFOMSG *) &message; :
comm—>msg = AS_STATUS;
comm-—>Channel_ID = audio.Channel_ID;
comm-—>statuscode = AS_.REGCHANHDLR_OK,
TMB._postMessage (eudio.mailbox, comm, 0);

: ‘

If the comm. task detects an’ error,. the: statusCode .and
statusExtra fields are set to the appropriate error codes
defined in the-section Status and Error Codes; *

The capture thread subsequently receives stream buffers
filled'with time stamped and compressed audiodata from the
input driver stack via SS__get(Q) calls and'routes them to the

the second teceipt terminates it. The comm task first closes

65 its half of the pipe driver and then terminates its connection
_ with the capture thread via an AS_CLOSE_CHAN_OK

message.
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comm—>msg = AS_STATUS;:
comm~>Chanre]_ID.=.ChanitelID;
comm-—pstatuscode = AS_-CHANCLOSE_OK;
TMB__postMessage (IMB__CAPTURE, comm, 0);

On the other side of the audiotask, the playback thread waits
for the ALINKIN_.TMSG message from the host processor
after first opening the IO_SINK side of a second pipe driver
“/null2””.. When ‘that message finally arrives, the playback
thread opens the communication pathway. to, the.comm task
and registers as thé audio input. channel handler via an
AS__REGCHANHDLR message. Like the capture. thread,
the playback thread ‘supplies the channel ID, its response
mailbox, and a string pointer to the second pipe driver:

pCAData =
<set pCAData fields>
audio = (AS_OPENMSG *) &message;
audio—>msg = AS_-REGCHANHDLR;
audio—>Channel_-ID = (Uns) AS_PLAYBACK_CHAN;
audio—>mailbox = (TMB_MBox) TMB_PLAYBACK;
audio~>DeyName = (String) “/null2”;
TMB__postMessage (TMB_COMMMSG, audio, 0);

(CommAudiéDataPr) GD_getAddress(AS”PLAYBACK_CHAN)

64

At any time during. the link state, problems with or a
normal shutdown of the ISDN logical channel may generate

a hang-up condition. The comm task notifies the capture
and/or playback thread via the unsolicited status message
AS_COMM__HANGUP_NOTIFY:

SeenRACORRaeA

Exactly as with the capture thread, the comm task behaves
as follows:

eei
TMB..getMessage:(TMB_COMMMSG,(TMB_Msg)&:audio, 0);
pCAData = (CommAudioDatePir) GD_getAddress(audio.Chamel__ID),
<validate pCADaia fields and open audio. DevName>
comm |= (AS_INFOMSG *} &message; :
commt->msg = AS__STATUS;
comm->Chaonel_ID = andio.Channel_JD}
comumi—>statisCode = AS..REGCHANHDLR_OK;
TMB_postMessage.(audio.mailbox, comm, 0);erreanLT

Once this response is received,the playback thread blocks
 

comm = (AS.INFOMSG *) &message:
comm~>nisg = AS__STATUS,
comia—>Channe!_YD = Channel_ID,;
comm—>statusCode = AS._COMM_HANGUP™)NOTIFY;
comm—>statusextra = <QMUX error>
TMB_-postMessage’ (<TMB_PLAYBACK or TMS_.CAPTURE >, comm, 0); 

waiting for notification of input buffers delivered by the sp.In response, the threads close the channel, notifying the host
commtask to its side the pipe driver. After eachbufferis put
to pipe, the comm task: notifies the playback thread:
 

= (AS_INFOMSG*) damessage;
comm->msg =AS_STATUS;

ommm—>Channel.”{1D =:Channel_ID;
comm->statusCode = AS__RECEIVECOMPLETE;,
TMB__posiMessage (TMB_PLAYBACK,comm,0); 

The playback thread collects ‘each. buffer. and. outputs the
audio data by SS_put()’ing each buffer down the driver
stack to the SAC 1304.

The handing of the second ALINKIN_-TMSG. request
received from the host processor is the same as on the
capture side. The: playback thread closes “/null2” and uses
AS..CLOSE_CHAN toseverits link with the comm task.

60

65

processorin the process.
As defined in “AS.H”, the following are status and error

codes for the statusCodefield of AS_STATUS messages:
 

AS_.REGCHANHDLR_OK AS_REGCHANHDLR
: request succeeded,

AS_REGCHANHDLR_FAIL AS_REGCHANHDLR
requestfailed.

AS_CHANCLOSE_OK AS_CHANCLOSE
. Tequest succeeded,

AS_CHANCLOSE_FAIL AS_CHANCLOSE
. request failed:

AS__COMM_HANGUP_NOTIFY Oper channel closed.
ASRECEIVECOMPLETE Data packet has been sent |

to NULLDEV.
AS_LOST_DATA One or more data packets

dropped. 
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Regarding buffer ‘management issues, the ‘audio task
maintain a dynamically. configurable amountof latency ‘on
the audio streams, To.do this, both audio task. threads have
control over the. size of the buffers that aré exchanged with
the comm task. As.such, the comm ‘task. adopts. the: buffer
size for the streams assigned it by the audio task..In addition,
the. number. of buffers which exist within the NULLDEV
link between the.cormm task-and an. audio'task. thread are

defined: by the threads. Mechanisms for implementing this -
. requirement involves-the followingsteps:

1. Both audio task threads. create their SPOX® operating
system stream connectionstotheNULLDEVpipedriver
before registering with the comm task. Each thread issues
an S8__create() specifyirg the buffer. size appropriate for
the audio compression method ‘and time stamp framing to
be performed on each: buffer. In. addition; the attrs:nbufsfield is ‘set to.the desired number of buffers. available for
quening audiodata within the NULLDEV. link.

2. Whensetting’ up its. NULLDEV: streams, the: comm task
sets the SS_.create():buffer-size parameter to —1 specify-
ing that a_‘device-dependent value will be: used. for the
stream buffer size”. See SPECTRON’s SPOX@® Applica-
tion Programming‘Reference Manval; Version 1.4, page
173. In addition,:the attrs.nbufs are set to 0 ensuring that
no additional buffers ‘are added to the NULLDEVlink.
After opening the stream, the comm task will query for the
correctbuffer size via an. SS--sizeof() call. Thereafter, al
buffers it receives from the capture threadandall buffers
it delivers to the playback thread are this size. It uses this
size. when creating the SA_Array. object used to receive
from and send. buffers to NULLDEV.

The comm. task preferably performs no buffering of live
audio data. Communication between aixdio task’endpointsis
unreliable, Because audio data is being captured, transmit-
ted; and played back’in real time,it-is. undesirable to have
data blocks retransmitted across an ISDN channel.

Whether unreliable. transmission is‘supported: or notfor
the audio stream;the NULLDEV driver drops data blocks if
live buffers:back.up: NULLDEVdoes notallow. the'sender
to. become buffer starved. It continues.to exchange. buffers
with the task issuing the SS_put(). If no free. buffers are
available to make the exchange, NULLDEVreturnsthe live
buffer waiting at the head ofits ready queue.
Global Data Package

“The SPOX@ operating systemimagéfor the audio/comm
board contains a package referred. to.as. the Global. Data
Package. It.is'a centralized repository for global dam that is
shared among tasks.. The:-interfaces ‘to. this package are
defined in “GD.H”.’ The global: data. is: contained ina

~ GBLDATA struct that iis defined:as an array of pointers:

3.

 

typedef struct GBLDATA {
Ptr availableData[MAX_GLOBALS);

} GBLDATA; 

Like all SPOX® operating system packages, the global data
package containsan initialization entry pointGD_init() that
is called during SPOX® operating system initialization to
set the items ’m GBLDATAtotheirinitial values, Tasks that
wish to access the global data will contain statements like
the followingto. obtain the contents of the GBLDATAstructure: ° .
 

Pir pointerToGlobalObject;
pointerToGlobalObject =

GD_gethdreeyOBFECT_NUMBER 
Inapreferred embodiment, there is no monitor or semaphore
associated with the. global data. So by convention, only one

~0

. 66

task will write to an item.and all others will only read it. For
example,all data pointers are. set to NULL by GD_init(). A
pointer such ‘as availableData[CommMBox] would then be
filled in:by the comm task during its initialization with the
following sequence:
 

pointerFoGlobalData= GD__getAddress(AS_COMMMBOX);
pointerToGlobalData->CommMBox= TMB_MYMBOX; 

Tasks that wish to communicate to the comm task can check

- that the task is present and obtain its mailbox handle as

20

30

follows:

 
pointerToGlobalData= GD_getAddress(AS_.COMMMBOX);
if (pointerToGiobalData—>CommMBox != NULL) {

/* COMMTASKis present */

TMB_postMessage ( pointerToGlobalData—>CommMBox ,aMessage,
timeQutValue);

}
else {

/* IT IS NOT *#
_ 

NULLDEVDriver.

The SPOX®operating systemimage for the audio/board
contains a device driver that supports interprocess commu-
nication. through the stream (SS) package. The number of
distinct streams supported byNULLDEV is controlled by a
defined constant NBRNULLDEVS in NULLDEV.H.: Cur-

rently, NULLDEV supports two streams. One is used for the
audio task capture thread to. communicate with the comm
task. The otlier is used by the playback thread to commu-

. nicatewith the.comm task. The assignmentof device names

40
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50

6an

to tasks is done ‘by the. following two constants in
ASTASK-H:

“fol”
“Moull2"

#define AS_CAPTURE_PIPE
#define AS_PLAYBACK_PIFE. 

Support for additional streams may be obtained by changing
the NBRNULLDEVSconstant and recompiling NULLD-
VRC. The SPOX® operating system config file is also
adjusted by. adding additional device name strings to this
section asfollows:
 

driver NULLDEV_driver {
“Foul: devid =.0;
“null”: devid =1;

h

The next deviceis.the sequence has devid=2.
SS__get(). calls. to NULLDEV=receive an error if

NULLDEV’s .ready queue is empty. It-is possible to
$S__put() to a NULLDEV stream that has not been opened

for SS.—get() on the other end. Data written to the stream in
this case is discarded. In other words, input live.buffers are
simply appended to the free queue..SS_-put() neverretums
an errorto the caller. If no buffers exist on the free quevefor
exchange with the: incoming. live buffer, NULLDEV
removes the bufferat the head of the ready queue and retums
it as the free buffer.

Comm Subsystem
- The communications (comm).subsystem of. conferencing

system 100 of FIG: 5 comprises comm API 510, comm
‘manager 518, and DSP interface 528. running on. host pro-
cessor 202. of FIG. 2 and comm task 540 rumning on
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audio/comm hoard: 206..The comm subsystem provides
connectivity functions tO the conferencing application pro-
grams 502-and.504. It maintains and manages. the session,
connection,.and the virtual channelstates. All the connection
control, as well as data communication are done through the
communication subsystem. :

Referringnow to FIG:17,there is shown a block diagram
of the. comm subsystem of.conferencing system.100 ofFIG.
5, according to-a preferféed embodiment of the present”
invention, The comm subsystem consists of the-following
layers ‘that reside: both on host: processor 202 ‘and the
audio/comm board 206:.

Transport independentinterface (TILDLL),
Reliable. datalink module (DLM.DLL+KPDAPI.DLL,

where -KPDAPLDLL ‘is the .back-end:.of the DLM
which communicates with the DSP interface), and

Datalink. module. TULDLL* and RDLM.DLL. ‘reside
"entirely on the host processor. Datalink module com-

. prises DLM.DLL residing ‘on.the host processor,..and
control (D’ chaninel),.D channel. driver, data comm
tasks, and: B channel drivers: residing on audio/comm
board:206. _ oo

The. comm interface provides a‘“transport independent
interface”for the conferencing applications. This means that
the comm interface hides all the network dependentfeatures
of. the conferencing: system. In a. preferred. embodiment,
conferencing system 100 uses the ISDN Basic Rate Interface
(BRDwhichprovides 2*64 KBits/sec data (B) channels‘and
one signaling (D): channel.{2B+D).. Alternative preferred
embodiment. may use alternative transport media suchas
local area networks (LANs)as the. communication network.

Referring nowto FIG. 18, there is shown a block diagram.
of the comm subsystem architecture fortwo conferencing
systems 100 participating in a conferencing session, accord-
ing to a preferred embodirnentof the present invention. The
comm. subsystem provides ‘an’ asyiachronous.interface
between the audio/comm board 206 and the conferencing
applications 502.and:504. ,

~0

25

35

The. comm subsystem: provide. all the: software modules ~
that manage the two ISDN B channels. The comm sub-
system’ provides a multiple virtual channel:interface for the
B channels. Each virtual.channel is associated with trans-
mission priority. The: data quetied for the higher priority
channels are transmitted before the data in the lowerpriority
queues. The.virtual channels are‘unidirectional. The.confer-
encing applications open write-only channels. The confer-
encing applications acquire read-only channels.as.a result of
accepting a open channel request from the peer. The DLM
supports the virtual channel interface. Dy

During a conferencing. session, the: comm. subsystem
software handlesall the multiplexingand inverse multiplex-
ing of virtual channels over the B channels. The number of
availableB channels (and the fact.that there is more than one
physical charmelavailable) is not a concern to the applica-
tion. oo , : :

The. comm subsystem provides the. D channel signaling
software to the ISDN audio/comm board. The comm. sub-
system is responsible for providing the-ISDN°B charmel
device drivers for the ISDN audio/comm board. The comm
subsystem provides the ISDN-D channel device drivers for
the ISDN andio/comm board. The. comm softwate. is pref-
erably certifiable in North America (U.S.A., Canada). The
signaling software is compatible with NI1, AT&T Custom,
and Northem Telecom DMS-100.

The comm subsystem provides-an interface by which the
conferencing applications can gain access to the communi-
cation ‘hardware. The goal of the interface is to hide the

40
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implementation of the connectivity mechanism and provide
an easy to use. interface. This-interface provides a very
simple (yet functional) setof connection control features, as
well as data communication features. The conferencing
applications use virtual channels for data communication.
Virtual channels are simplex, which meansthat two virtual
charinels are open, for fall duplex communication between
peers.’ Each-.conferencing ‘application opens: its outgoing
channel which is write-only. The incoming (read-only) chan-
nels are created by “accepting” an “open channel” request
from the ‘peer. : : .
qMUX MULTIPLE.CHANNELSTREAMING MODULE

The QSource Multiple: Channel Streaming. Module
(qMUX) is:based on the neéd to utilize the high bandwidth
‘of two bearer:(B) channels (cach ‘at: 64 kbps).as a-single
high-speed channel for the availability of multiple upper
layer users. This section ‘specifies the. various interfaces
between QSource qMUX module and other QSource mod-
ules or application modulesto achieve this objective...

QSource qMUX is a data link provider for one or more
end-to-end connected upper layers to. exchange data between
themselves ata higher data rate than is possible overa single
bearer (B) channel..qMUX-accepts messages from upper
layer providers .and utilizes both B channels to transfer the
data. On' the receivingend, qMUX willreassemble received
buffers. from Layer 1 in sequential order into a user message
and deliver the message to the ‘awaiting upper layer. There
is no data integrity. insured by gMUX.There is no Layer 2
protocol (i.e.,° LAPB) used in the transmission of packets
between.the two endpoints; however, packets are transmitted
using HDLC framing. Throughout thissection, the. term
ULP nieans Upper Layer. Processor qMUX User.

_gMUX is adata-link provider process that receives user
data frames.from upper layers (data link user) and equally
distributes them-over ‘the two B channels. This achieves a
higher bandwidthfor an upper layer than if.a single’ B
channel was used. Several higher processes can be multi-
plexed through-the qMUX process, each being assigned its
ownlogicalchannel through qMUX.This logical channelis
kriown asa (MUX logical identifier (qLI).

A priority is assigned to each gLI as it is-opened. This
priority ensures that buffers of higher priority are sent before
buffers of lesserpriority are transmitted over the B channels,
This enables an upper layer, -whose design ensures a smaller
bandwidth usage, to'be handled in a-more timely manner,
ensuring a more rapid exchange of data betweenthe two endusers. ee .

qMUXis ‘an unreliable means of-data transfer between
two end users. There is no retransmission of message data.
Although received.packets are delivered to the higher
requesting layers, there is no guarantee of data integrity
maintaitied between the two cooperating qMUX processes.
Packets: may be lost between. the two. endpoints because
there. is no Layer 2 protocol ‘(ie., LAPB) used in the
transmission of packets between the two endpoints; how-
ever, packets are transmitted using HDLC framing. In order
to provide reliability, a-transport provider such as TPO
(modified to work with qMUX)is preferably used as a ULP.
QMUX considers a message as one or more data buffers from
the higher. layer: These chained buffers are unchained,
assigned Sequence numbers within the message sequence,
and. transferred to the far end-. Bach buffer contains a
sequence numberthat reflects its place within the message.

At the receiving end,. the buffers are reassembled. into
messages and delivered to the awaiting upper layer. Message
integrity is not guaranteed. Messages are discarded on the
receiving endif buffers are not received before final reas-
sembly and delivery.

HUAWEI EX.1016 - 559/714



HUAWEI EX. 1016 - 560/714

5,488,570
69

All messages transmitted by qMUX are. preferably split
into an even numberofbuffers, independentofmessagesize.
Two processes, namely S§M2 and SCUD,split messages into
equal buffers. In an altemative preferred embodiment; mes-
sages are split after exceeding a specific:size (160. octets).
Splitting messages into an even numberofbuffers, regard-
less of size, ensures timely delivery.of data. In. another
alternative preferred embodiment, qMUX transmits.a mes-
sage contained in a single buffer..

Upper layers ensure that both endpoints are synchronized
on their gLI (logical. channel: identifier) and priority.:Once
both B channels are established, the ULP. establishes a
qMUX logical interface with the qMUX process. This qLI,
assigned by the ULP, allowsfor the transfer of data between
qMUX.and‘the ULP. This gLI assignment may be trans-
ferred or reassigned toanother ULP, by use.of the qMUX__
BIND_REQUESTprimitive: The qLI may be used by only
ooe ULP at a time. Themaximum qLI value in a system is
defined as a stamp parameter (MAX.LOGICAL,_CHAN-
NELS). A ULP requesting a qhwhen all of the assignable
qLI are in use is denied.

Ifa message is received'for agll thatis not assigned, then
the message is. discarded, A. received. message has the
sending qLI and the intended receiver's gLI contained in the
message. If the ULP assigned to the gLI does not have an
outstanding ‘request to receive: data when a message is
received, the message is discarded as well.A qLI of0 (zero) is used as-a control channel for.a ULP
requesting assignment as a controlling ULP. The:controlling
qlI may be.used to synchronize the two end ULPs cooper-
ating in the. data exchange.

When a ql] is -requested,.the requesting ULP assigns a
priority for the handling of messages. Those ULPsrequiring
a high throughput with very littlebandwidth should.request
ahigh priority to its messages. Priorityiis valid for outgoing
messages only; that is, the priority is uséd when the buffer
is queued to the Bchannel driver. -

Data transfer between the ULP and gMUX is performed
on a message basis. A message is defined to be one or more
data buffers containing user data. The buffers are dis-

_ assembled; assigned sequence numbers, and transferred over
‘the available. bandwidth of the two’ B channels in their

assigned priority order, and re-assembled on the far-end for
delivery. to.a requesting ULP. Should a fragmentof the
-message not be delivered, the entire message is discarded;
no retransmission of the messageorits-. parts are attempted
by. qMUX.

End-to-End flow’ control is not performed by qMUX.
Before buffers are queued to layer 1, the queue depth is
checked. If the number of ‘buffers. on.a B-channel queue

exceeds 15; the message is discarded, and notification givento the ULP..

qMUX maintains a messagewindow per gLIthat effec-
tively. buffers incoming messages. This ‘guards againstnet-
work transit delays that may’ exist.due to-the two bearer
channels ir.use. The currentsize of the message window is
three. For example,it is possible for qMUX to have com-

20
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*- QMUX_OK_ACK
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pletely assembled message numbers 2 and 3, while waiting -_
for.the final part of message 1. When: message 1 is com-
pletely. assembled, all’. three are then’ queued, in message
order, to the appropriate ULP. If any part of message 4 is
received before messageJ is complete, message 1 is dis-
catded and the ULP notified: The: message window then
slides to include messages 2, 3, and 4. Since messages 2 and
3 are complete, they ‘are forwarded to the ULP and the
window slides to message 4. The following primitives are
sent from the ULP to qMUx:

60

65

cooperating ‘ULPs (referred to -as.-ULP-A and. ULP-B)

70
 

Indicates the message
carries application data.
‘The message is comprised
of one or more, QSource
system buffers.
A request by a ULPfor a
qLi assignment: Both B
channels are assumed to
be connected atthis time;
the state of the two B
channels is unaltered.
This request can also be
used to request # control-
ling qL1 (0) for a
ULP. .
A request by a ULP to
have the specified qLl
bound to the requesting
UEP. All subsequent
received traffic is
directed to the requestingULP.

qMUX_DATA_REQUEST

qMUX_ATTACH_REQUEST

gMUX_3BIND_REQUEST

Used by a ULP to end its
usage of a gLI. All sub-
sequent messages received
are discarded for this qLI.
This is used by a ULP to
end the logical connection
and reception of data.

QMUX.DBATTACH_REQUEST

 

The following primitives are sent from qMUX to the
5
 

Indicates that user data is
contained in the message. The
message is one or more
QSource. system buffers,
Acknowledges to the ULP that
a previously received primitive
was received successfully, The
qLlis returned within the
acknowledgement. .:
Informs the ULP that 2
previously issued request was
invalid. The primitive in error
and the associated qLi (if
valid) are conveyed back to.
the ULP,

qMUX_DATA_INDICATION

QUMX_ERRORACK

 

The following primitives are exchanged between PH (B
channel Driver) and qMUX: ,
 

Used to request that the user data
contained in the QSource system

_ system buffer be transmitted on theindicated B channel,
Used to indicate‘ta GMUX that the
user data in the QSource system
buffer is intended for an ULP. This
particular buffer may only be a
part of a message.

PH_DATA_REQUEST

PH.DATA_INDICATION

 

PH_DATA-_REQUEST: Used to request that the user
data contained in the QSource system buffer be trans-
mitted onthe indicated B chanel.

PH_DATA:_INDICATION Used‘to: indicate to qMUX
thatthe. user data in the QSource system buffer is
intended for an ULP. This particular buffer may only be
a part of a. message.

The following example of the usage of qMUX by two

- assumes that.a ‘connection has already been established:
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The session manager sends a QMUX_CONNECT_REQ
primitive to qMUX< thatstates that both B-channels are
available. ULP-A and ULP-B establish both B Chan-
nels at their respective ends.

ULP-A. issues a QMUX_ATTACH.|REQUEST for a
controlling .qLI to qMUX, and two qMUX-_AT-
JACH_REQUESTSfora data exchange path. The first
path is for sending.and the secondis for receiving data.

ULP-B also issues.a gMUX_ATTACHREQUEST fora
controlling qLI (of zero) to gMUX, and two gqMUX__
ATTACH__REQUESTS for a data exchange path. ULP
assigns zero.for the controlling qLI requests and gLI5
and 6 for ULP-A and qLI 5 and 6 for LP-B.

ULP-Aformats a peer-to-peer (ULP-A to ULP-B) request
for informing ULP-B that messages for ULP-A should
be directed over gLI 6. ULP-A sends the message via
qMUXoverthe controlling qLI.

ULP-B also formats .a peér-to-peer (ULP-B to ULP-A)
request for informing ULP-A that messages for ULP-B
should be directed over qL1'6. ULP-B sends the mes-
sage via: qMUX, over the controlling qLI.

ULP-A receives, the requestfrom ULP-B from the con-
trolling qLI. A response. is: formatted which gives the
qLI for ULP-A as 6 and ULP-Bas 6.It is sent to qMUX
for transfer over the controlling gLI.

ULP-B receives the request from ULP-A from the con-
trolling q.L A response is formatted which gives the
QLI for ULP-B.as.6 and ULP-A as 6. It is sent to qMUX
for transfer over the controlling gLI.

Once both ULP peers. have receivedthe responsesto their
peer-to-peer requests, they an exchange data.”

The following scenarioillustrates the interface and design
of qMUX forthe:exchange of data/video/audio:

ULP-A issues a qMUX_!DATA_REQUEST over qld. 5
for delivery at the far-end to qLI 6. The message was
segmented. into two QSource. system buffers by SM2/
SCUD andsentto the B channels as follows:
Segment one: marked as START_.OF_MESSAGE,

sending gLI is 5,. receiving qLI ‘is 6,: sequence
numberis 1 (one). It.is sent to the B channel driver
for B channel I with a primitive of PH_DATA_
REQ.

Segment. two: marked as. END_.OFMESSAGE,
sending qLl is 5, receiving qLI-is 6, sequence

- numberis 2 (two). It is‘sent to the B channel driver
for B channel 2 with a primitive of PH_DATA_

~ REQ.

gMUXat the receiving. end receives the buffers as fol-
lows:

Segment one:received from B: channel: driver‘on B
channel 1, Buffer has header of START__OF__MES-
SAGE, sequence number 1. State is now. AWAIT-
ING_-EOM for gLI.6.

Segment two: END_OF_.MESSAGEreceived. Buffer
‘is chained to buffer.two.. Primitive is made qMUX_.
DATA_INDICATION and sent to the ULP-B who
had bound itself to qLI 6. State is now set to
AWAITING_START__OF__MESSAGE.-

The above activity occurs during the message window for
this qLI. The-message window jis currently set at three. A
message window exists‘on a aut basis.Comm API°..

Comm API 510 of FIG. 5 provides an interface between
conferencing applications 502 and 504 and the comm sub-
system. Comm APY 510 consists of a transport-independent
interface (TILDLL of FIG. 17). The TI encapsulates the
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network driver routines provided to the upper-layer modules
(ULMs). Comm API 510 provides the following services
and functions:

Initialization Commands /
BeginSession: Begins a comm. session. Only one

“thread” of execution is allowed to begin the comm
session, for a given media, This thread specified the
session handler, which is the. focal point of all the
connection management events.- All connection
related events-are given to the session handler.

EndSession: Ends a.comm session.
Connection Control Commands

MakeConnection: Makes connection to a remote peer.
A MakeConnection command. sends a connection

request .to the. session handler of the specified
“address”.

CloseConnection: Closes a connection. This command
closes all the open. virtual channels and the connec-
tion. All the relevant handlers. are notified of the
events caused by this. command. .

AcceptConnection: Accepts a peer’s request for con-
nection. The session handlerof the application which
has received a connection request issues this com-
mand; if-it wants to accept the connection.

RejectConnection: Rejects a peer’s request for connec-tion.

Virtual-Channel: Management
RegisterChanMgr: Registers the piece of code that will

handlechannel events. This call establishes a chan-

" nel manager. The job ofchannel manageris to field
~.. the “open channel” requests from the connected peer.
RegisterChanHandler. Registers the piece of code that

“will handle data events.’ The channel’ handler ‘is
notified of the data related events, such as receipt of
data and completion of sending of.a data buffer.

OpenChannel: Opens: a virtual channel for sending
data. ,

AcceptChannel: Accepts a virtual channelfor receiving
data... ;

RejectChannel: Rejects the virtual channel request.
CloseChannel: Closesan open channel,

“Data” exchange
SendData: Sends data over‘a virtual channel.

ReceiveData: Posts buffers‘ for incoming data over a
virtual. charinel.: Communications Statistics '

GetChaninfo: Returns information about.a given chan-
nel (e.g., the reliability and priority of the channel).

GetChanStats: Returns :statistical information about a

given channel (e.g., number of transmissions,
receives, errors).

GetTiStats:. Returns statistical information about the
current TI channels.

‘Transport-Independent Interface
Comm API 510 supports calls to three different types of

‘transport-independent interface functions by conferencing
applications 502 and 504 to the comm subsystem: connec-
tion management functions, data.exchangefunctions, ses-
sion management, and communications statistics functions.
Connection management functions provide the ULM with
the ability to establish and. manage virtual channels for its
peers on-the network. Data exchange functions control the
exchange of.data between conferencing systems: over the
network, Communicationsstatistics functions provide infor-
mation about the channels(c.g., reliability, priority, number
of errors, number of receives and transmissions). These
functions are as follows:
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Connection Management Fuactions

RegisterChanMer Registers a. callback or an application window whose message
processing fonction will haridle low-levelnotifications generated
by data chanvel initialization operations. This function is
invoked: before ‘any OpenChannel calls are made.

RegisterChanHendler Registers ‘a callbackor.an application-window. whose message.
processing function will: handle. low-level notifications generated
by. data channel input/output (/O)activities. The channels that
are opened will receive CHAN__DATA:_SENT, and the accepted
channels will receive. CHAN__RECV__COMPLTE.

OpenChannel Requests a sub-chanriel connection fom the peer application.
The result of the action is given to the application by invoking
the callback routine specified in the RegisterChanHandler. The
application. must specify an ID for this transaction. This [1D is
passed to the callback routine or posted|in a.message.
Note: All Connection requests are for establishing connectionsfor sending data. The receive channels are opened as the result
of accepting a ConnectChannel request.

AcceptChannel A peer application can issue AcceptChanneliin responie toa
CHAN_-REQUEST (OpenChannel) message that has becn
received. The result. of the AcceptChamnel call.is.a one-way
communication sub-channel for receiving data. Incoming data
notification will be sent to the callback or windew application
(via PostMessage) ta the ChannelHandler.

RejectChannel Rejects.an OpenChatinel request (CHANREQUEST message)
fromthe peer.

CloseChannel Closes a sub-channel that wasopened y AcceptChannel or, ConnectChannel.
Data Exchange Functions”.

SendData Sends date: Data is.normally sent via this’ mechanism.
ReceiveData Reozives data. Data is normally received through this mechanism, .

This call is nominally issued iin response to a DATA_AVAILABLE_ Message.
Communications Statistics Functions. -:

GetChanInfo Returtié channel information. ,
GetChanStats Returns variousstatistical information about a channel
GetTiiStats Returns. variousstatistical-information about a TH channel). 

‘These functions are defined: in further detail laterin this

specification in-a section entitled“Data Structures, Func-
tions, and Messages.”

Jn addition, comm API. 510. supports three ° types of 49
messagesand callback parameters retumed to conferencing
applications 502 and 504 from the comm. subsystem in
response to some. of the above-listed functions: session
messages, connection messages, and channel messages.
Sessionmessages are generated ‘inresponse to change of.45
statein the session. Connection messages are generated in
response to the various connection-related functions.
Message and Callback Parameters

This ‘section describes the: parameters. that are passed
along with the messages generated. by the communication
functions. The events are categorized as follows:

 

Connection Events: Connection-related messages that are sent to the session handler(c.g.,connection request, connection accepted, connection closed). :
Channel Events: Channel-related messages that are handled by the channel manager

(e.g., Channel request, chaone! accepted, channel closed),
Data Events: -. Events relaied to data communication (e:g., data sent, receive

completed). These events are handled by the channel handlers, Each
virtual channel has a channel handler, 

oe . . 65
The following messages are generated in responseto the -

various connection related functions:

HUAWEI EX. 1016 - 562/714



HUAWEI EX. 1016 - 563/714

5,488,570
75 96

CONN_REQUESTED . :wParam Connection handle
Iparam Pointer to incoming connection information: structure:

{ :
WORD Session handle
LPTADDR Pointer to caller’s address
LPCONN_CHR. Pointer to connection attributes
} s . ‘

CONN_ACCEPTED Response to MakeConnection or AcceptConnection
request.

wParam Connection handle
Iparam Pointer to connection infarmation structure:

{ : :
DWORD — TransId (specified by user in.

: earlier request)
LPCONN_CHR Pointer to connection attributes
}

CONN_REJECTED Response to MakeConnection request,
wParam Reason

Param Transid (specified by application in earlicr. request). "
CONN._TIMEOUT Response. to MakeConvection request),

Param TransId (specified by applicationiin earlierrequest)
CONN_ERROR Indication of connection closed doeto fatalerror.

wParam Conrection handle
’ {Param Error

CONN_CLOSED _ Indication of remote Close.
wParam Connection handle

CONN__CLOSE_RESP. Response to CloseConnection request,
: wparam , Connection handle

IParam ‘Transid (specified by. application in eatlier.Close
: . request)

SESS_CLOSED Response to EndSession request.wParam Session handIc.gpaSSASTAD

Channel Manager Messages
- The following messagesare. generated iin resporise tothe

various channel management functions as described withthe
function definitions:

eenT

CHAN__REQUESTED indication of remote OpenChannel request.
wparam Channel handle
Iparam Poimer to Channel Request information structure:{

DWORD ‘TransId (to be preserved in
, Accept/RejectChanuel)

HCONN. Connection handle
LPCHAN_INFO—Pointer to CHAN_INFO passed by

remote application
}

CHAN_ACCEPTED Response to OpenChannel request.
wParam Channel handle
[Param ‘TransID specified by application in OpenChannel

request
CHAN_REJECTED Response to OpenChannel. request.{Param ‘TransID specificd by application in OpenChannel

request

CHAN__CLOSED Indication of Temote CloseChannel.wParam Channel handle
CHAN.CLOSE_RESP.Response to CloseChannel fequest.

wParam Channel handle .
IParam . TransID specified by application in CloseChannclrennnAEOTN,

Channel Handler Messages
The following messages are generated in response to the

various channel-1/0 functions as described with the function
definitions:
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CHAN_DATA..SENT Response to SendData.
wParam Actual bytes:sent  _
1Param TransID specified by application in SendData

CHAN_RCV_!COMPLETE Response to ReceiveData.wParam Actual bytes received
IPeruin TransID specified by application in ReceiveData

CHAN_DATA_LOST .
wParam Bytes discarded
1Param TransID specified by application .

Data Structures

The follawing are the important data structures for the
comm subsystem:

TADDR, LPTADDR: Address structure. for‘caller/callee.
CHAN__INFO, LPCHAN_INFO: Channel information structure.
CONN_CHR, LPCONN_CHR: Connection Attributes siructure.

The comm subsystem provides two different. methods of -continued
event notification to the conferencing, applications:
Microsoft®Witidows messages and callbacks. A conferenc-

ESTABLISHED
 

Connection is established 

 

 

ingapplication programinstructs the comm subsystem as to. 25 . ; :
which method should be used for notification -of different oficomepohotomSeeeisraedho
events. Microsoft®. Windows _ Messages employ the 4 conferencing session between a local site and a remotesite,
Microsoft® ‘Windows messaging mechanism to-notify the-—gccording-to a preferred embodimentof the present inven-
conferencing application that an event has occurred. Fortion. The possible control channel handshakestates arc as
callbacks, the comm subsystem calls a userprocedure when follows:
an eveiit has taken. place. There are restrictions on what the
conferencing: application may or may ‘not do within a NULL Null emie
callback-routine, AWAIT_CTL._OPEN Awaiting opening of control

Referring now to FIG. 19, there is shown a representation 35 : channel 0
of the comm subsystem application’ finite state. machine AWAIT_ALIVE_MESSAGE Awaitingmessage that Como}
(FSM) for a conferencing session between 2 local confer- CTL_ESTABLISHED Control channel established
encing system’ (ie., local site or caller) and a temote
conferencing:system (i.¢., remote site or callee), according ao Referring nowto FIG. 22; there is shown arepresentation
to a preferred embodiment of the present invention. The
possible application states are as follows:

of the comm subsystem channel establishment FSM for a
conferencing session between a local site and a remotesite,

 

Initial or null state °INIT
IN_SESSION Conferencing session begun |
CONN_IN Incoming connection’ request received from remote site '-
CONN_OUT Outgoing connection request made to remote site
CONNCTED Connection atcepted.(by local site for incoming connection and by

remote site for outgoing connection)
CHAN_IN Incoming channel request received from remote site
CHANOUT Outgoing channel request made to remote site
RECEIVE Incoming channel accepted: by local site
SEND Quigoing channe! accepted by remote site 

Referring now to FIG.20, there is shown a representation 55
of the comm subsystem connections FSM for a conferencing
session between:alocal siteand a remote site, according to
a preferred embodimentof the. present invention. The pos-
sible connection states areas follows:
 60

NULL Null state
IDLE Idle. state
AWAIT_LOCAL_RESP Awaiting response from local: site
AWAIT__ACCEPT_RESP
AWAIT_REMOTE.RESP

Awaiting acceptance resporise
Awaiting response from remote
site|
Connectionis alive

according to a preferred embodimentof the present inven-
‘tion. The possible channel establishment states are as fol-
lows:

ALIVE
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I
NULL Noll state
IDLE Idle state
CHAN_AWAIT_DLM__OPN_RX Awaiting DLM to open receive channel
AWAIT_LOCALRESP Awaiting local application response to request to open :

. receive channel -
CHAN_RECEIVING Receive channel open
CHAN_AWAIT_DLM_OPN_TX Awaiting DLM.to open send channel
AWAIT_REM_RESP Awaiting remote application response to request to opensend channel
CHAN_SENDING ° Send channel openeptT

Referring now to FIG.23,thereis shown a representation
of the comm system processing for a typical conferencing
session between:a. caller and a callee; according to 2 pre-
ferred embodimentof the present.invention. Boththe caller
and: cailee call -the BeginSession: function to begin the
conferencing session. Thecaller thencalls the MakeCon-
nection function to initiate a connection to thecallee, which
causes a ConnéctRequest message. to be sentto the. callee.
The Callee responds by calling the AcceptConnection ‘func-
tion, whichcauses a ConnectAccept message to be sent.tothe caller and the callee.

Both the caller and callee then call the RegisterChanMan
function to register the channel. Both the caller arid callee
then call the. OpenChannelfunction to open a chamriel tothe
other, which causes CharinelRequest messages to be
exchanged between the caller and callee. Both the caller-and
callée call the AcceptChannelfunction toaccept the channel
requested: by. the: other, ‘which ‘causes ChannelAccepted
messages to be exchanged between: the caller. and callee.
Both the caller and. callec. call: the RegisterChanHandler
function. twotimes to register both the incomming and out-
going channels.

The callee calls the ReceiveData fiinction to be ready to
receive ‘data. from “the. caller.’ The: caller then: calls the
SendData function, which causes conferencing data to be
sent to the callee. The callér receives alocally: generated

DataSent message with the sendingof the data is.complete. .
The callee receives a’ ReceiveComplete. message when the

receipt of the data is complete. Note-that the caller does not
receive a messageback from ‘the callée that the data was
successfully received by. the callee.

The scenario. of FIG. 23 is just one possible scenario.
‘Those skilled ‘in the art will understand that other scenarios

maybe constructed ‘using. other function calls: and ‘statetransitions.

Comm Manager
The comm manager 518° of FIG..5 comprises three

dynamically linked libraries of FIG. 17; transport indepen-
dentinterface.(TI), reliable datalink module (RDLM:DLL)
and datalink module interface (DLM.DLL). The DLMinter-
face is used by the TH to access the services of the ISDN
audio/comm board 206. Other modules (i¢., KPDAPLDLL
and DSP.DRV)functionas the interface to the audio/comm.
board and have no other function (i.e., they. provide means

33

of communication between the host processor portion of the .
DLM and the audio/comm portion ‘of the DLM. ‘The-host
processor portion of the DEM (i.c., DLM.DLL) uses: the
DSP interface 528 of FIG. 5 (under Microsoft®: Windows
3.x) to communicate with the ISDN audio/comm board side

portions. The DLM interface and functionality must adhere
to the DLM specification document.

The TI provides the ability. to specify whether or not a
virtual channel is reliable. For reliable channels, TII
employs the: RDLM to provide reliability ona virtual
channel. This feature is used to indicate that the audio and

video virtual:channels are unreliable, and the data virtual
channel is. reliable,
Data: Link: Manager

The DLM. subsystem. maintains. multiple. channels
between the clients and supports data transfers up to 64K per
user message. ‘The upper layer using. DLM assumes that

Message boundariés are preserved (i.e., user packets are not

merged or fragmented when delivered to the upper layer atthe remote end).
Before data can be: izansferred via:DLM,the two com-

- municating machines each establish sessions and aconnec-
tion is: set up. between them. This. section details the func-
tions used .to: establish. sessions and.connections. DLM
provides the following. functions for call control:

DLM_BeginSession
DLM_EndSession
DLM_Listen
DLLM_MakeConnection.

DLM__AcceptConnection
DLM_RejectConnection
DLM__CloseConnection The following calis should be

allowed in an. interrupt context: DLM_MakeConnec-
tion, DLM__AcceptConnection, DLM__RejectConnec-
tion,”-and) DLM_CloseConnection. These. functions
may generate. the following callbacks to the session
callback handler, described below.

CONN__REQUESTED
CONN_ESTABLISHED

CONN__REJECTED
CONN_CLOSE COMPLETE
CONN_CLOSE NOTIFY
SESS_CLOSED
SESS:_ERROR

CONN_ERROR
Most of the session and connection. management func-

tions of the DLM are asynchronous. Theyinitiate an action
andwhenthataction is‘complete, DLM will call back to the
user via the session callback. The calling convention forthe
callback is as follows:
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void
Eventis a far pointer to’ a structure:struct EVENTSTRUCT
{ .

EventType;
’ Status;
Dinld;
Mdmid;
DimSessionld;

-- DimConnld;
Token;
Addr,
Characteristics;

WORD
WORD
BYTE
BYTE
DWORD
DWORD
DWORD
LPTADDR
LPCONNCHR

}

Specifies tbe type: of event which triggered the
callback.... :
Indicates the status of the event.
Unique ID of the DLM performing the callback.
(Equals 0 for DGM&S.)

Unique ID of the MDM that processed the event.
(Gquals 0 for DGM&S.) ,
Indicates the Session’ ID, assigned by DLM, an -
which this event occurred. ‘(Equals 0: for DGM&S:)
Indicates the Connection Id, assigned by DLM, on
which this event occured: (Equals 0 for DOM&S.)
The token value was given in the call to initiate
an ection. ‘When the callback notifies the user
that the action is complete, the token is returned
in this field.

Addr Specifics the LPTADDRofthecaller, my
Characteristics Thisfield is a LPCONNCHR to the connection

;~characteristics,

where:
EventType

Status
Dimld

Mand

DimSessionld

DimConnld

Token

FAR PASCAL ConnectionCallback (LPEVENTSTRUCT Event);

 

30

For each function.defined below which generates a call-
- back,all of the fields of the DLM event structure are listed.
Ef 2 particular field contains a valid value during a callback,
an X is placéd in the table for the callback. Somefields are
only. optionally: returned. by: the DLM (and ‘underlying 35
MDMs). Optional fields are noted with an ‘O’in the tables:
If a pointer fleld is not valid or optionally not retumed the

DLMwill pass.a NULL pointer in its place.The upperlayer
should not.assume that pointer parameters such as LPE-
VENTSTRUCT, LPTADDR, and. LPCONNCHR are in
static memory. If the upper layer needs to process them in a
context ‘other than the callback context it should make a

private copy of the data.
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Status Indicates the status of the event.

Dlmid Unique ID of the DLM performing the callback.
(Equals 0 for DGM&Ss.)

MdmId - Unique ID-of the MDM that processed the event.
(Equals 0 for DGM&S.)

DimSessionid Indicates: the Session ID, assigned by DLM, on
which this event.occurred. (Equals 0 for DGME&S.}

DimConnIid Indicates ‘the Connection Id, assigned by DLM, on
which this event occurred. (Equals 0 for DGM&S.)

Token . The token valué was given in. the call to initiate
an action. .When the Callback notifies the user
that the action is complete, the token is returned
in this field.

Addr Specifies the LPTADDR of the caller.

Characteristics This field.is.a LPCONNCHR to the connection
characteristics.

For each function defined below which generates a callback,all of the fields of

the DLM eventstructure are listed. If a particular field contains a valid value during a

callback, an X is placed in the table for the callback. Somefields are only optionally

returned by the DLM (and underlying MDMs). Optional fields are noted with an ’O”in the

tables. If a pointer field is not valid or optionally not returned the DLM wiil pass a NULL
pointer in its place. The upper layer shouldnot assumethat pointer parameters such as

LPEVENTSTRUCT, LPTADDR, and LPCONNCHR are in static memory. If the upper
layer needs to process thern in a context other than the callback context it should make a
private copy of the data.

DLMBeginSession: Prepares DLM for. subsequent connection
establishment. It is. done at. both ends

before a connection is made or accepted.
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WORD DLM.BeginSession (BYTE Dimid,
BYTE MdmiId,
LPTADDR. LocalAddress

FARPROC. SessionCallback,
LPDWORD lpDlmSessionId).;

eect.
Animtd: Global ‘identifier of the DLM that is to be used.( = 0

for DGM&S)

MdmId: Global identifier of the MDM that is to be used.( = 0
for DGM&S)

LocalAddress Far Pointer to a TADDR at which the local
connection ‘will be made. This may not be relevant
for DLMs such-as DGMES.

SessionCallback © Callback function for the session responses.

lpDimSessionId Output parameter, the session ID allocated.
(DGM&S will return.a Session Id =-0). Only a
single session need be supported by DGM&S.

Return Value: Status Indication .

E_NOSESSION Sessioncould.not be opened.
E_IDERR DlmID parameterdoes not match the DLM ID of the

called library.

‘Local Callbacks:
None

Peer Callbacks:None

This function :does not. perform a listen. Session IDs are unique
across all DLMs.° Uniqueness is guaranteed.

DLM_EndSegsion: Ends the specified session at the given
address. Any outstanding connections and/or
channels on the session and their callbacks

are ‘completed before the local SESS CLOSED
callback. ~

WORD DLM-EndSession: (DWORD DlmSessionId);

Parameters: o
DilmSessionId:.Session identifier returned in DLM_BeginSession

Return Value: Status Indication
E_SESSNUM DlmSessionID: is not valid.
E_SESSUNUSED Session is not in use.

HUAWEI EX.1016 - 568/714



HUAWEI EX. 1016 - 569/714

5,488,570
87 88

E_SESSCLOSED.. ‘Session has. been closed.
E_SESSNOTOPEN. Session is.not open.
E_IDERR Session is. not active on this DLM.

Local Callbacks:

SESSCLOSED

Event Parameter. SESSCLOSED
EventType’ -
Status
DimId
MamiIa
DLMSessionid
DLMConnid
Token
Addr

Characteristics

D4DdDdPGOS

Peer Callbacks:
NONE

DLMListen: Initiates a listen on the specified connection.
When an incoming connection request-arrives,
asynchronous. notification is done to the Session
callback function. The Listen stays in effect
until DLMEndSession is: performed.

WORD DLMListen (DWORD DimSessionId, =
LPCONNCHR Characteristics);

Parameters: | ,
DimSessionID Session identifier returned in

DLM_BeginSession.
Characteristics Desired characteristics of an incoming

connection. Passed uninterpreted to the
lower layers.

Return Value: Status indication

E_SESSNUM - DimSessionID is not valid.
ESESSUNUSED Session is not in use.
E_SESSCLOSED: Session has been closed.
E..SESSNOTOPEN Session is not open.
E_IDERR © Session is not active on this DLM.

Local Callbacks:

CONN-REQUESTED
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Event Parameter

EventType
Status

_Bimid
MdmId
DLMSessionId
DLMConnIid
Token
Addr
Characteristics

Peer Callbacks:
None

DLM_MakeConnection:

WORD DLM_MakeConnection (DWORD

Parameters:

DimSessionID:

Characteristics

Token

RemoteAddress

Return Value:

ESESSNUM
E_SESSUNUSED
E_SESSCLOSED
E_SESSNOTOPEN
E_IDERR
E_NOCONN

5,488,570
50

CONN_REQUESTED

DISOtPtOOBdOd
Makes a. connection: to the specified address.
It generates a callback when the connection
is complete which provides the DLM connection
ID to be used in all ‘further operations. on
this connection... Connection IDs are. unique

across all DLMs. Uniqueness. is guaranteed.
(DGMES: support a single connection, with aConnection: Id =0).

DimSessionid,

LPCONNCHR Characteristics,
DWORD Token,
LPTADDR RemoteAddress) ;

.+ Session identifier returned in

DLM|BeginSession,
Desired characteristics. of the connection.
Passed uninterpreted to: the lower layers.

‘ Uninterpreted token returned to the upper
layer in the response callback.
Address on the remote site on which to make
the connection.

Status Indication
DimSessionID is not valid.
Session is not. in use.
Session has ‘been. closed.
Session is not open.
Session is not active on this DLM.

Unable to allocate local connection.

Local ‘Callbacks: ©

CONN_ESTABLISHED
CONN_REJECTED
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Event. Parameter CONN.REJECTED CONN_ESTABLISHED
EventType ,
Status
Dlmid
MdmId
DLMSessionId
DLMConnId
Token
Addr -
Characteristics

PSPdbdbdbe PSO4DSbtbdDGBabe
Peer Callbacks:

CONNREQUESTED Satisfies a previous DLM_Listen on this address.
Event Parameter CONN_REQUESTED
EventType x
Status x
Dimid xX
Mdmid x
DLMSessionIid x
DLMConnid x
Token —

Addr Xx
Characteristics X

DLM_AcceptConnectian: Accepts an incoming connection request.

WORD DLMAcceptConnection (DWORD DlmConnID,
DWORD Token) ;

Parameters:

DlmConnID: Connection identifier returned previously in the
CONN.REQESTED callback.

Token Uninterpreted DWORD returned to the caller in the
CONNESTABLISHED response callback.

Return Value: Status Indication .
E_SESSNUM. ConnID is-not valid.
E_SESSUNUSED Session is not in use.
E_SESSNOTOPEN..Session is not. open.
E_IDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is not valid.
E_CONNUNUSED Connection is not in use.
E_CONNSTATE Connection has been closed or is already open.

Local Callbacks:
CONN_ESTABLISHED
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Event Parameter
EventType
Status
Dimid
MdmId
DLMSessionid
DLMConniIa
Token
Addr
Characteristics

Peer Callbacks:
CONN_ESTABLISHED

Event Parameter

EventType
Status
Dimid

Mdamid
DLMSessionid
DLMConnid
Token
Addr
Characteristics

5,488,570

CONN_ESTABLISHED

24OP44DdBebgbd
Satisfies a previous DLM[|MakeConnection on
this address.

CONN_ESTABLISHED

P40PdBSD4BdDGDebg
DLM_RejectConnection: Rejects. all incoming connection request.

It. returns a WORD status.

WORD DLM_RejectConnection (DWORD DlmConnId);
Parameters:

DimConnID: Connection identifier returned in the
CONN_REQESTED callback.

Return Value: Status Indication
E_SESSNUM.--—s—s -ConnID is not valid.
E_SESSUNUSED Session is not. in-use.
E_SESSNOTOPEN Session is. not open.
EIDERR- ConnID does not refer to a connection on this DIM.

-ECONNNUM.. ConniID is ‘not valid.
E-CONNUNUSED Connection is not in use.
E_CONNSTATE Connection has been closed or is already open.

Local Callbacks:
None

Peer Callbacks:-

CONNREJECTED Satisfies a previous ‘DLM|Mak@éConnection on thisaddress.
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Event Parameter CONN.REJECTED
EventType
Status
Dlmid
Mdmid
DLMSessionid
DLMConniId
Token
Addr -
Characteristics

PoOSOD
DLM_CloseConnection: Tears down an established connection.

This call is: allowed only for
connections that are established.

WORD DLM_CloseConnection (BWORD DimConnId,
DWORD Token) ;

Parameters:

DilmConnID: Connection identifier returned in the
- CONN.ESTABLISHED. callback or through a call to

DLM|MakeConnection.
Token: . Uninterpreted value returned to the upper layer in

the response callback.

Return Value: Status Indication
E_SESSNUM |. ConniID is not valid.
E_SESSUNUSED|Session. is not. in-use.
E_SESSNOTOPEN2 Session is not open.
E_IDERR ConnID does not refer.to a connection on this DLM.
E_CONNNUM ConnID isnot valid.
E,CONNUNUSED Connection is not in use.
ECONNCLOSED Connection has been closed already.

Local Callbacks:
CONN_CLOSE_COMPLETE

Event Parameter CONN,CLOSE_COMPLETE
EventType
Status
DimId
MdmiId
DLMSessionId
DuUMConnId
Token
Addr
Characteristics

PebdBdOSDgPtPt
Peer Callbacks:

CONN_CLOSE.NOTIFY
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Event Parameter _CONN_CLOSE_NOTIFPY
-EventType
Status
Dimid
Mdmid..

DLMSessioniId
DLMConnId
Token. -
Addr .
Characteristics

PSDdDdBsbdOS
Referring now toFig. 29, there are shown diagrams indicating typical

connection serup and teardown sequences.

Interfaces - Channel Minagement & Data Transfer

_ Once connections are established between two machines, DLM will provide

the user with multiple logical channelson the comnections. This sectiondetails the functions
and callbacks used to set up, tear down, and send data on channels. DLM has the following

entry points for channel managementand data transfer.

DLM_Open
DLM:Send”
DLM_PostBuffer
DLM_Close
DLM_GetCharacteristics

Each ofthese functions is callable from an interrupt or callback context. These functions

generate callbacks into the user’scode for completion of a send operation, receipt of data,

and events occurring on a given channel. These callbacks are described and their profiles

given a later section of this specification.
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Referring.iow to FIG. 29, there are. shown diagrams

indicating typical connection setup and teardown sequences.
Interfaces -’ Channel. Management & Data Transfer

Once connections are established between two machines,
DLM will provide the user with multiple logical channels on ‘5
the connections: This section details’ the. functions .and
callbacks ‘used ‘to .set..up, tear down, and ‘send data on

channels. DLM has the following entry’ points for channel:
management and data transfer.

100
DLM_Close

DLM_!GetCharacteristics
Each of these functions is callable from an interrupt: or

“callback context. ‘These functions generate callbacksinto the

user’s code for completion: of a send operation, receipt of
‘data, and events occurring on a given channel. These call-
backs are described andtheir profiles given a later sectionof

DLM__Open *
DLM_Send
DLM__PostBuffer

10. this specification.

 

DLM_Open Initializes: a new data channel for a connection.It
does not communicate with tie remote site. Its role is
simply-to. declare the channel identifier to the DLM so
that-inicoming and outgoing packets can then use the
given channel.

WORD DLM__Open(OWORD Conn,

Parameters:
ConnID;
ChannelID

Characteristics
EventCaliback

ReceiveCallback

SendCallback —Return. Value:
E_NOCHAN

E_SESSNUM
E_.SESSUNUSED
B_SESSCLOSED
E_SESSNOTOPEN
B_IDERR
E_CONNNUM
E_CONNUNUSED
E_CONNCLOSED
E_CONNNOTOPEN *
Local Callbacks:-

BYTE ChannellD,
LPCHANCHR Characteristics,
FARPROC EventCallback,
FARPROC ReceiveCaliback,
FARPROC SendCallback)

Connection on ‘which to open the channel.
Identifier of the chanriel to open, between 0 and N
where Nis implementation defined, ‘The value of
255 is reserved to indicate an unknown or invalid
channel in. callback functions. :
Desired characteristics of the channel. .
Callbackfunction for events occurring onthis
channel: (This includes all eyents except for
data received and send complete).
Callback function for data reception onthischannel.” -
Caltback fanetion for data sent on this channel.
Status Indication - .
Unable ‘to allocate channel ID or ID already inuse,
ConnID is not ‘wolid:Session is not in usc.
Session has been closed,
Session is not open. .
ConnID does notrefer to a connection on this DLM.
ConnIDis not. valid.
Connection is not in use.
Connection: has. been closed.
Connection is‘not.currently open.

CHANNELOFEN caliback to the event callback for this channel,
DLM_Send . Entry point for sending data via the DLM.WORD DLM:(_Send(DWORD ConnID,

Parameters:
ConnID:
Buffer
BufferSize ©.
OriginatingChannel
ReceivingChannel

CallerToken

ReturnValue:
E_NOCHAN
E_SESSNUM
E_-SESSUNUSED
E_SESSCLOSED.
E_SESSNOTOPEN.
E_IDERR
E_CONNNUM ..
E_CONNUNUSED
E_.CONNCLOSED
E_CONNNOTOPEN

BYTE FAR *Buffer,
WORD BufferSize,
BYTE OriginatingChannel,
BYTE ReceivingChannel,

* DWORD CallerToken)

Connection to use. .
Far.pointer.to the user buffer to send.
Number of-bytes in the user buffer,
Local channel on which to send the data,

Channel: ID from the remote machine whichreceives the. data.
Tokenwhich will be retumed to the user-in

the send complete callback for this buffer,Status Indication

Originating channelis not valid or is closed.ConnlD is notvalid.
Session is not in-use.
Session has been. closed.
Session is not open.ConalD does not refer to a connection on this DLM.
ConniD is not valid.
Connectionis notin use,
Connection has been closed.
Connection is not currently open.

HUAWEI EX.1016 - 575/714



HUAWEI EX. 1016 - 576/714

5,488,570
102

 
101.

-continued

E_CHANNUM Originating channel. ID isnot valid.
E_CHANUNUSED originating ‘channel: is not in use.
E__CHANCLOSED Originating channel is closed.
E_NOMEM Unableto allocate enough, memory to perform thesend.
E_INTERNAL Aq internal error has occurred within the DLM.
Lacal:Callbacks:
Callback to the send complete function for this channel when this
buffer is posted to the net. 

The return value of DLM_‘Send specifies the synchro-'
nous status of the send.Ifit indicates success,the requésthas
been acceptedto be sent on the network forthis channeél and
at sometime the send complete. callbackwill beactivated for
this buffer. ‘Between the call to DEM.Sénd and-the send

coniplete callback, the user must not changethe contents of
the buffer. When the callback occurs, DLM is‘finished with

the buffer-and the useris free to alter it in any fashion, The
DLM doésnot guarantee that the call to DLM._Send:com-
pletes hefore the send complete. callback occurs.. If the
synchronous status indicates that the send operation: has
failed, the send complete callback will not be activated for

15

ing data. If it indicates failure, a receive callback will never
occut for this buffer: DLM preserves the order of buffers on
data receives. Provided that no errors occur,.the first buffer
posted will be the first one used for data, the second one will
be the second used, etc.

this. buffer and- the buffer: is. immediately available for .25
modification by the user.

 
DLM_PostBuffer Supplies buffers to. DLM in'which to place incomingdata,
WORD DLM::PostBuffe(DWORD.ConalD,

Parameters:
ConnlD:
Buffer
BufferSize
ChannelID

. CallerToken

Retum Value;
‘E_NOCHAN
E_SESSNUM :
E_SESSUNUSED.
E__SESSCLOSED
E_SESSNOTOPEN
E_JDERR
E_CONNNUM
E_CONNUNUSEDE_-CONNCLOSED
E_CONNNOTOPEN
E_CHANNUM
E_._CHANUNUSED
E_CHANCLOSED
E_NOMEM
E_INTERNAL
Local Callbacks:

BYTE PAR *Buffer,
WORD BufferSize,
BYTE ChannellD,:
DWORD CallerToken)

Connection to use.
Far pointer to the user buffer to use,

. Size ofthe user:buffer in bytes.
Local channelto use this: buffer for,
Token which will be, returned to: the user in.thedata receive callback for this. buffer.
Status Indication. “<”
ChannelID is not-valid or is closed.

» ComlD is not.valid.
Session is not in use.

* Session bas been closed:
Session:isnot open.:
ConnID does not refer to a connection on this DLM.

ConnlD is notvalid.
Connection is not in use.
Connection has. been closed.
Connection is not curently open,
ChannellD is not valid.Channel is notin use. ©:
Channelis closed.
Unable to allocate enough memory to store the Imffer.
An internal error has occurred within the DLM.

Callback tothe data receive function for this channel when DLM -
loads the user. buffer with iinconting data. 

. The return value is.a word indicating the status of. the 60
operation. If it: indicates. success, the. buffer has: been
enqueued for the givenchannel and will be used for incom-
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DLM__Close Used to close a previously opened channel.

WORD DIM Close(WORD ConnID,BYTE Channel)
Parameters: :
ConnlD: _. Connéction on:which ‘to close the channel.Channel Local channelto close.
Retum: Value: Status Indication: .
E_.SESSNUM ConnID is not valid.
E__SESSUNUSED Session is not in use.
E_SESSCLOSED Session has been closed.
E_SESSNOTOPEN Session is not.open,
E_IDERR ConnID does notreferto'a connection on this DLM.
E_CONNNUM ConxiID is ‘not valid.
E_.CONNUNUSED _ Connection is not in use.
E_CONNCLOSED Connection has been closed.
E_CONNNOTOPEN Connéction is‘not currently open.
E_.CHANNUM Channel is not-valid.
E_CHANUNUSED Channel is not in use.
E_CHANCLOSED Channel is already: closed,
Local Callbacks:
Callback to the event callback function for this channel with the
CHANNELCLOSED event after the close has completed.

The function DLM__Close shuts‘down a.given channel.
All future references to this channel are considered invalid.
It performs a forced shutdown in thatthe:callback functions
forall pending sends and receivesare immediately activated
with a status value indicating that -a-close. occurred. DLM.
does not guarantee that the call.to DLM_:Close will retum
before the callback is’ activated.

_ 30 

DLM_GetCharacteristics. Gets relevant data shout the DLM (asynchronouscall).

WORD DIM_GetCharacieristics(LPCHMSTRUCTCharacteristics)

For pointer to the characteristics structure 35
to befilled: bythis call. -

 

Send Callback

The send complete callback is activated whenever data
has’ been extracted. from a user’s buffer and‘enqueved for
transmission: It.is not a guarantee, that the data has actually
been: delivered to the remote’ site..Thé entry point for the
send complete callback is defined SendCallback parameter
to DLM:_Open. This is a far pointer to’a far pascal function

- defined as: follows.

40

45

void FAR PASCAL SendCallback(DWORD ComnlD,
BYTE FAR *BufferSent,
WORD ByteCount, .
BYTE OriginatingChanncl,
BYTE ReceivingChannel,
DWORD Token,

. WORD StatusOfSend)
Parameters: o
ConnID: Connection on which data was sent.
Buffer Far pointerto the user buffer sent.
BafferSize . Number of bytes sent.to the network. ~
OriginatingChannel Local channel on which to the: data wassent,
ReceivingChannel Channel [D from the remote machine

: which will receive the date.
CallerToken Token which was given in the call to

DLM_Send.for thie buffer.

Data Receive Callback

The data receive callback is activated when data has
arrived on the network for a particular channel. The entry

point for the data teceive callback is defined in the Receive-
Callback patameter to. DLM_Open, described below. It
must-be a far pointer to a far pascal function defined as
follows:

 

void FAR. PASCAL ReceiveCaliback(DWORD ConnID,
BYTE FAR *BufferReceived,
WORD ByteCount,
BYTE OriginatingChanncl,
BYTE ReceivingChannel
DWORD Token,

: WORD StatusOfReceive)
Parameters: .
ConnID: Connection on which the data was received.
BufferReccived The user supplied buffer that was received.
ByteCount The nurnber: of bytes received.
OriginatingChannel Channel identifier of the channel-on the

: . remote machine which sent the data,
ReceivingChannel Channel identifier on the local machinethatreceived. the data,
Token Token value that was given in DLM_PostBuffer

. whenthis. buffer was posted to. DLM.
StatusOfReceive Status.of the operation.
The StatusOfReccive parameter can be any of the following values:
E_OK
B_TOOSMALL

{ndicates that the receive succeeded.
Indicates that the beginning of a data packet has
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arrived and the ‘given buffer was.enqueved butit
is too small to contain. the entire data packet.

E_CLOSED Indicates that the buffer was in the receive queue
: when thechannel on the local machine:was closed.

E_DATADROP Indicates’ that a data packet has arrived and there
is no buffer in the queuefor the receivingchannel,

E__PARTIAL Indicates that part of a data packet has been
dropped, either by the network or-by internal
memory limitations.ofthe MDM or DLM. The buffer

represents everything received up to the droppeddata, 

The state of the parameters’ depends. on the status of the
operation. The table’ below lists all possible status values
correlating them: with the: values’ returned in. the other
parameters, and:entry of Valid indicates that this parameter
contains meaningful data. The connection ID ‘is always. .

The host processor. signals the audio task on the audio/

comm board that a channel is accepted/opened on its
behalf.

 

 

 

valid.

: Original.Receiving
Status Buffer.- -ByteCoant Channel . Channel Token
E_OK Valid’ Valid Valid Valid ValidE_TOQSMALL Valid Valid Valid
E_CLOSED Valid Valid Valid
B_DATADROP NULL | . Valid Valid
E_PARTIAL Valid-..Valid Valid’~: Valid Valid: .

30

Whenerrors E:TOOSMALL, E_DATADROPor E__PAR-
TIAL. are returned the upper layer may not depend on the
contents of the returned databuffer.
 

Activated when an action completes for a given
channel. The entry point for the channel event:

EventCallback

callback is defined in ‘the EventCallback parameter
to DLM__Open.It is'a far pointer. to a far pascal

© function defined as. follows.
void FAR PASCAL EventCallback(DWORD ConnlD,

BYTE Channel,
‘WORD Event,
WORDStatus) -

Parameters ond
ConzID: Connection on which the event occurred... ©
Channet Channel on which the event occurred,
Event The type ofthe event
Status Status of the operation.
The event may be any of the following values.

 

CHANNEL_OPEN The given channel has been opened and is now
available for data transfer. :

CHANNEL__CLOSED The given channel has: beenclosed.

DSP Interface
The ISDN comm task 540 of FIG, 5. which mun om the

ISDN audio/comm. board 206’of FIG: 2 communicate with
the host processor 202 via the DSP interface 528, The host
processor operates under Microsoft® Windows 3.x environ-
ment.
Comm Task

The comm task 540 of FIG.-5 communicates. with’‘the

55

audio task: 538.on the ISDN audio/comm board 206: The ~
channel ID of the audio. virtual channel is accessible ioboth
the host processor andthe audio/commiboard, The modelis
as: follows:

A chamnelis opened by the host processor or. an. open:
channel request is granted by the host processor.

65

The audio task onthe audio/comm board notifies: the

comm -task that’all incoming ‘(if . the channel. was
accepted) or outgoirig Gifthe channel-was opened) will
be handled by:the on-board audio task,

Application-Level Protocols:
The application-level protocols for conferencing system

100 ofFIG.-5 are divided into those for the video, audio, and
data streams. -
VideoProtocol

Referring now to FIG. 24, there isshown a representation
of the structure of avideo packet as sent to or received from
the comm Subsystem, according to a preferred embodiment
of the..present invention, Source video is. video’ that -is
captured (and optionally monitored)on the local conferenc-
ing system and sent to the comm subsystem for transmission
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to a remote system,.Sink video is video that is captured
remotely, received. from the comm. subsystem,:and played
back on the local system. Thefirst ten fields (i.e., those from
IpData through dwReseérved[3]) are defined by. Microsoft®
as the VIDEOHDRstructure: See the Microsoft® Program-
mer’s. Guide in the Microsoft® Video for Windows: Devel-
opment Kit. The video packet fields aré defined as follows:

108

invention. Each compressed video bitstream represents one
frameof video. data stored-in the Data field for a video data
packet of FIG: 24..The video: compression/decompression
method associated with the. compressed video bitstream of
FIG. 25 is used for low-data-rate, relatively-low-frame-rate,
teleconferencing applications, The method preferably oper-
ates at: approximately (160x120) resolution, a data rate of

NhetSPUSP

’ IpData Long pointerto the video frame data. buffer.
dwBafferLength Length of the data buffer pointed to ‘by IpData, in bytes.
dwBytesUsed Length of-bytes-used inthe data buffer. :dwTimeCaptared Time, in milliseconds, ‘between the current frame and the begisining of

the capture séssion, Thisfield is preferably. used to carry.a timestamp
used to synchronizeaudio and video frames at the receiving endpoint.dwUser Reserved for application use.‘

-dwFlags Information about the ‘data buffer, defined flags are:
VHDR.:.DONE Data buffer is ready for the application.
VHDR_INQUEUE. . Data buffer is queued pending playback.
VHDR_KEYFRAME©~~ Data buffer is a key frame.
VHDR_PREPARED. Data buffer bas been prepared for use by

: : the driver.dwReserved Reserved for driver use. .
Type Type ofthe packet, defined types are:

4 VDATA(=1) -Video data packet,
VCNTL(=2) Control packet. ..:

Message ~ Unused for video datapackers, For controlpackets, miay be one of thefollowing: .
RESTART («WM_USER+55Ch) Request fora key frame. -
‘When a RESTARTcontrol packet:is ‘sent, no video frame data is sent.

 WM__USER is 2 Microsoft @ Windows defined value and is preferably400k. RESTART indicates the video: stream needs to be restarted-ta
recover from problems, WM__USERis a Microsoft @-defined constant,

*. indicating that all values greater than this numberareapplication...» defined constants. ©.
Data Compressed video frame data. ° 

Video data packets areused to exchange actualvideo frame anbéintmaaly 100 Kb/sec,aand a frame rate of around 10
data andare identified ty theTypefel. jinta.case, the 35° frames/sec. Under these conditions, the compressed videovideo software redirects the pData pointer to .the. Data array whichstarts atthe end of the packet. In this. bitstream maybe encoded or decodedin real-time by an
way, the packet header and data are kept contiguous in linear Intel® 1750 processor, or. decoded in real-time by an
memory. The VIDEOHDR dwBufferLength field is used is Intel® architecture processor such as an Intel® 80386,indicate the actual amount.ofvidéo data-in. the buffer and -40
therefore theamountof data to be sent/received.: Note that 80486, or Pentium® processor.
the receivingapplication must redirect IpData toits‘copy of Thefields of the compressed video bitstream of FIG. 25
Data since the memory pointer only -has local significance.le are defined as follows:
In a preferred embodiment, Data lengthhas an upper bound

, 45of 18K bytes.
Compressed Video Bitstream.-

Referring now to FIG. 25, there is shown a1 representation
of the compressed video. bitstream for conferencing system
100, according to a preferred embodiment of the present

aESSENSEessere
YersionNumber Compression method ID.
Flags Contains variousflag bits defined as follows:

FLAGS_MV 1
FLAGS_FILTER 2
FLAGS_STILL._IMAGE 4
FLAGS_STILLBLKS |. 8

DataSize Size of the bitstream in units ofbits.
Reserved] Reserved field.
ImageHeight Height oF imagein pixels.
ImageWidth Width of imagein pixels,

-UVquant Base quantization value for the U and V planes.
Yquant Base quantization value for the Y plane.”
StillStrip Strip of blocks encaded as still blocks (for detaimages only). If

StiliStrip.= 0,there is nostill strip. Otherwise, the strip-of blocks is
determined as follows. Consider the blocks of the Y, V, and U planes
in raster’order as a Hnear sequence of blacks, Divide. this sequence of
blocks into groups of 4 blocks, and: number each group with the

“ sequential integers 1, 2,3, etc. These numbers correspond to the value
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ofSullSuip, In a preferred embodiment, all plancs have dimensions
that are integer multiples of 4,
Locations of additional blocks in the iimage that are encoded as’ still
blocks :(only if the FLAGS_STILL_BLKS flag is set), The rule for
identifying these blocks is: based on the quantization value quant for

each block as determined during the decoding procedure. A block is:aSU block if
quant <= StiliThresh

These stil blocks are independent of the blacks inthe siifl strip, which
are encodedas still blocks regardless of their quant values.
Blocks to which ‘the loop filleris to be applied (only if the”
FLAGS_FILTER flag ‘is set) The rule for applying the loop filter is toapply it to a-block if -

quant <= FilterThresh- -

Array describing the motion vectors used in decoding ‘the iithage {onlypresentif the, FLAGS_MV flag is'set): There is one 8-bit motion
vector field for each (16, x 16) black in the image,

huffman data Thecompressed date for the image. 

FLAGS_MV.- indicates: whether motion. vectors -are

present in the bitstream (ie., whether. thé MotionVectors[]
array is present). A-delta frame. with FLAGS MV=0 is
interpreted’ as one in which. all the motion vectors.are 0,
FLAGS_FILTERindicates. whether:thé “loop ‘filter is
enabled for this image.’ If enabled, then the:loop filter may

 

be used on-each block inthe: image, as determined by ‘the. 2°
value of FiltefThresh. FLAGS.STILLIMAGEindicates

whethertheiimage is a still frame oradelta (non-still) frame.
Astill frame is one in whichall ‘blocks are encoded as still

blocks. In-a delta frame, most blocks ‘are delta blocks, but. -.
there may be a strip ofstill blocksinthe image, as specified 3°
by. the -StiliStrip field, and there may be. additional. still
blocks as determined by the, value of StillThresh. FLAGS_

_STILL_BLKS ‘indicates whether‘additional. still blocks”
are.enabled forthis image. Ifenabled, then any block with .*.
quantization value less than or equal to StillThresh iis coded: 33as a still block. ,

A quantization value is a number in the range 0-15 that
indicates one of.a set of sixteen (8x8)quantization matrices,
with 0 indicating the coarsest.quantization and 15 indicating
thefinest: The UVquant and Yquantvariables are referred to 4°
as base quantization ‘values. The. base quantization valueis
the value selected foruse at the beginning of'aplane, and is
used for the entire plane unless changed ‘by a NEWOQcode

inserted. in the bitstream. The preferred 16 quantization -matrices. are: : 45
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There is one motion vector per (1616) block of the Y plane,
listed in block. raster-scan order.The number ‘of (16>16)
blocks in the image, and hence the size of this array, can be
determined from ImageHeight and Image Width as:

(ImageHeight+-15)>>4)*((imageWidth+15)>>4)

In:each byte of the: MotionVector[] array, the upper 4 bits
specifies the X component of the. motion. vector and ‘the
lower 4 bits specifies the Y component (both in two’s-
complement. notation). Both. components, of: the motion
yector are. between +7 and —7, inclusive. The mation vectors

preférably apply to the plane only; the U and V planesare
processed ‘by the decoder using motion vectors of 0. .
Video Decoding Procedure

For conferencing system 100, images are excoded in a
9-bit YUV format. (i.e, YUV 4:1:1 format), in. which there

are three8-bit planes of pixels (¥,:U, and V) with U and.-V
subsampledby. 4xin. both directions. Each plane is. subdi-
vided into agrid.of (8x8) blocks of pixels; and each block
is encoded using afrequency-domairi transform. The planes
are encoded in the order Y, V, and U,and within each plane
the blocks are traversed.in raster-scan order.

Ifa given plane’s dimensions are not evenly divisible by
8, “partial blocks” at the right or bottom edges will occur.
Partial blocks are encoded by. padding them out to the full
(8X8) size (using whatever method the encoder chooses,
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such as replicating the last column and/or row orpixels) and
encoding them: as if they were full blocks: In the decoder,
such blocks are reconstructed by first decoding the full (8x8)
block but then writing only the partial blockto the-final
image bitmap in memory. The decoder. can determine the
location and sizes of partial: blocks entirelyfrom its knowl-
edge of the image dimensions (ImageHeight, and Image-
Width),

Bach (8x8) block is. encoded using a transform method,
Instead of the-diserete cosine transform (DCT), a simpler
transform known as the discrete slant transform (DST) is
used. The DST.is almost as good atthe DCT,in terms of
compression, and quality, but is simpler and faster for both
an Intel® i750@ processor and an Intel®architecture pro-
cessor such as an Intel® 80386, 80486, or Pentium® pro-
cessor to compute. .

All the data in the bitstream, after the header, is Huffman
encoded. Unlike H.261 and MPEG, which havea multiplic-
ity of Huffman tables, for conferencing system 100,a single
Huffman table is used for encoding all values. This single
Huffman table is:
 

 # codes

Oxx 4
10xxx 8

L1Oxxxx ° 16
1110x.00xx 32

“VMOnccnx 64
2111Oxxxaxx 64

11111 10xxxxxx 64

“Total 252 

This table defines.252 Huffman codes of lengths 3, 5, 7, 9,
IL, 12, and 13 bits. Only thefirst 231 ofthese Huffman codes
are preferably. used; the remaining ones are reserved for
future expansion. In the pseudo-code below, the function
huifdec() appears. This. function does a huffnan-decoding
operationon the next bits. inthe bitstream; and returns the
index of the code word in a lexicographically-ordcred list,

 

 

like -so:

Code word Value. returned

000 0
OOL 1
010 2
O1l 3

10000 4
10001 5

6

 

The first. step in decoding a block is to decode what are

known as. the “run/value pairs” (or mun/val pairs, for short)
for the block: Each run/val pair represents one non-zero DST
frequency-domain coefficient.

This procedurealso updates the current quantization value
(held in the variable quant) when a NEWQ codeis received
from the bitstream..The value of quant is initialized at the
start. of: each plane (Y,\U, and.V) to either Yquant: or
Uvquant, but may be adjusted up or down by NEWQcodes
in the bitstream. Note the following importantrule, not made
explicit. by the pseudo-code below: a\.NEWQ code may
preferably only occur atthe beginningof a block. A decoder

' may use this:fact to make decoding faster, since it need not
check for NEWQ codes in-the middle of parsing a block,

The procedure for decoding the run/val pairs and NEWQ
codes is as follows:
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The function tosigned() converts from.an unsigned number
to a non-zero: signed number, as follows:

 

 

 

k=0;
while (1)
{ ‘i

v = hnfidecQ); 5 pea)
reniredas : v=(n>> 1) +1;ee if(n & I).v=-v;
else if (v == NEWQ) ’ : - return(v);

quant += tosigned(huffdec()); } ‘else if (v =ESC) 4 get explicit cun,val from
A bitstream — to

: This conversion-is used on both the quantization change andrun(k++] = buffdec() + 1; 1

 

Pare the explicit value read after an ESC, both of which are= < Hy
valli] tasigned(tutidecd f (aufidec() <6) non-zero signed numbers. EOB,; ESC, and NEWQ are

else lookup run,val in tables specific decoded values defined as follows:i ,
run[k+H+] = runthl[e); 15 BOB-0
val[kt+] = valthl[v]; ESC=30

} NEWO=6.. 7
Finally, nintbl{] and valtbl[] are preferably defined as fol-
lows:

rantbl[} = {
0 1 1 2 2 1 0 1
1 1 3 3 2 1 I 5
4 4 3 6 6 3 1 2
1 3 I 2 7 1 0 2
7 9 8 4 1 $ 1 1
2 4 2 8 10 3 13 1
1 1 1 1 1 It 2 15
1 4 1 7 9 14 7 21
7 20 8 3 5 4 16 5
2 1 1 1 L 1 32 1
1 1 2 1 1 24 i 27

12 12 13: 13 29 12 B 14
14 31 29 28 28 30 10 10
10 iL 10 12 10. 21 9 9
30. 31 i 3 14 19 18 19
19 2i 18 Ig - 19 22. 23 20
22. 21 20 22 22 20 16 26
26 16 15 32 15 27 15 18
17. 17 25 17 17 24 25 16
2 3 1 3 3 3 3 2
3 2 3 4 4 3 3 3
3 3 4 3 3 1 I 1
I 2 1 1 L 1 1 1
2 2 2 9 2 2 2° 2
2 6 6 6 6 6 9 6
6 6 6 8 8 8 7 8

7 7 7 7 5 5 4 4
4 4 4 4 4 4 5 4
6 x 5 5 5 5 5

valtbl{} = {
-1 1 -l1 1 2 0 2

3 3 -1 1 2 4 -4 -1
i -1 1 -1 i 2 6 -2
5 2 5 3 -1 6 0 3
{ L 1 2 -7 2 ~9 10

3. 2 $s -l -1 3 1 ~10
-8 - 7 8 “yg 1 4 -1

-13 4 -12 2 -l 1 -3 -1
2 1 - od 4 ~2. 7. -l 4

6 17 -i5 —14 11 12 -i 13
14 15 ~4 4 16 +] -18 1

-1 2 2 =] 1 1 2 2
<1. 1 -1 ~1 1 ~1 1 2

3 2 2 ~2 3 2 2 3
“1 -1 2 1 2 2 -1 1
-1 1 2 1 ~2 2 -1 2
-1 -2 -1 i 2 -2 1 -1

1 2 2 1 1 =]. ~2 2
2 1 1 2 ~1 1 al 2

+10 -4 22 6 -7 ~ ~8 ib
—10 12 6 ~8 9 10 3 9

8 7 call 5 -5 21 2% 19
21 10 16 -17 -19 ~20 18 22
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115 116
-continued

8 7 -7 2 -8 -9 =U -12
9 6 5 4 3 4 3 -2

-3 -5 2 3 2 =2 “5 3
5 4 3 -4 7 7 9 8
6 5 ) 3 3 ~4 6 6

-6 5 ~6 4 3 -3 5
} :

The next step in decoding is to convert the run/valpairs 10 -continued
into an (8x8) block of DST coefficients, as follows: Define 1
the scan patti through an. (8x8) matrix by the following int rl12,r3,714.15,76,17.08;numbers: int t.tL.*p;

if (fwd)
15 {

O 1-4 § 17-18 37, 38 p= 5}
2 3 8:10 19 25 39° 45 rl = “poy
5 7.1L: 14.24 26° 44. 46 12 = tpt
6 12 13-15. 27°32 47 53 3 = *prt

16. 20 23.28.31 33° 52. 54 4 = "pH
21 22°:29° 30. 34 35% 55°60 20 1S = pH;
36°40 43 48 51° 56.59. GI- 16 = tpt;

41 4249 50 57.58 62 6 4 = tpto= +
SlantPart1;

where. the scan path is found by traversing these numbers in SlantPart2:
increasing order. The (8X8): block of DST coefficients coeff. 25 SiontPants
[8][B}is created by the following procedure: ‘p= &

gerbe
for (i=0; i<B;i+) eet 38:

for (j=0; j<8; j++) *ptt = 15;
coeffi) {j] = 30 “pet = 12;

start at position "—1' on the scan path (one step “before” “pH= 16:
0) for.(cach mm/val pair) “pet = 13;
{ . : “pH = 17;

step forward by ‘ram‘ positions on the scan path }
deposit ‘val’ at the new position : else

: . . 35 {.

Poe
The next step is to dequantize the block of coefficients. rl == opin

This is done by applying quantization matrix number quant, 18 = *ptt;
as follows: 15 = Spit;

40 r= pH;
16 = “ptt;

———— Sortefor (0; i<8; i++) wets .
for G=0; <8;jt) . a ae pe

coeffli}{j] = coeBTi]({} << qmatrixiquant)[i}[]; sjentPari4‘
oe 45 SlantPart2,

The next step is to-undo “DC prediction,” which is used SlantPart!
to: further compress the DC. cocilicient. cocff[0][0] in still Sone a
blocks. If the block being decoded is a still block (either “pH = 12;
becausethis is a:still image, or because this block is part of *pHt = 03;
the still strip ina relative image), DC prediction is undone: <9 “ptt = 14;. 3 : wees . *ptt = 15;
by applying the following equations: tpet = 16;. tea?

coeffl}[0}4+=prevDC. . wert atm
}

prevDC=coeff{0][0} }55 =

The value of prevDC is initialized to 8128 at the start of
each image plane. - where butterfiy(x,y) is the following operation:

The next ‘step is to transform the (8x8) coefficient array
into the spatial domain. This is done by applying an (8x1) butterfiy(x,y):
DSTto each of the 8 rows and 8 columns of coeff[}[]. The 60 t= x47;
8x1) DST can be described as follows: yRry;( x=;
 

slant8x1(s.d,fwd)  s = sre array, d = dst array, .
int s(],d[j,fwd; # fwd =1 for forward xform, 0 forif inverse

 

and SlantPart1, SlantPart2, SlantPart3, SlantPart4 are four
macros defined as follows:
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define SlantPartl\
bfiy(r1.14)\
bfly(r2.13);\
bfly(c5,58);\
bfly(r6,x7);\

fidefine SlantPart2\
bfly(r1,12);\
reflect(r4.73);\
bfly(3,r6);\
reflect(r8,27);

#define SlantPart3\
bfly(rJ.r5)\
bAly(r2,r6);\"
bfly(r7,13);\

t=r5 — (&5>>3) + €4>>1)3\
15 = 14. — (r4>>3) — (c5>>1);\
r4. == ty

Adefine refisct(s1;s2) :
t=81. + (s1>>2).+ (S2>>1)A
82 = --82.—.(S2>>2) + (sl1>>1}\
sl=t 

‘The (8x1) DSTs are preferably performed in the following
order: rowsfirst, then columns. (Doing columusfollowed by
rowsgives slightly different, incorrect results.) After doing
the (8x1) DSTs,all 64 valuesin the resulting (8x8) array. are
preferably right-shifted by. 3bits, and then clamped to the
range (—128, 127),.if a delta block,or to the range(0, 255),if a still block.©--

If the. block being decoded is a1 still block, no mote
processirig is required. ‘The DST calculation. produces the:
block of reconstructed pixels to'be. written to the image.

If the.block being decodedis.a relative block, the block
of reconstructed pixelsis. calculated as:
 

for (i=0, i<8; i+) :

for (j=; j<3;i)
imagefilff} = clamp0.255(prevfiltj) + array{il[j)); 

where array[][] is the result of the DST calculation, prev]
is the (8X8):block of pixels ‘from the previous image, and
clamp0_.2550is a function thatclamps avalue to the. range

10

20

118
x=(atbh+e +d)>>2

where _a,b,c,d are. the four pixels.in the corners of the (3x3)
block: On the edges of an (8x8) block, a one-dimensional (1
0:1) kemel-is preferably used: The corner pixels of the block
are preferably notfiltered.
Intra/Inter Decision Rules

Acertain class of motion compensated video compression
systems encode certain blocks in motion compensated dif-
ference images as .“intra” blocks’ and others as “inter”
blocks. The decision to encode a. block as an intra or inter
block is. based on a decision rule which. is referred to as the

“Sntra/inter decision rule’’.. This section describes a preferred
method for generating an intra/inter decision rule for con-
ferencing system:100, Theintra/inter decision nue generated
by: this method is (1) computationally simple, (2) encoded
implicitly.(requiring no bits for differentiating intra vs. inter
blocks, (3) adaptive to spatiotemporal image content, and(4)
statistically optimal in providing a means of differentiation
between motion compensation artifacts and scene features.

The conventional. objectiveof encoding some blocks as
intra in motion compensated differenceframes:is to reduce
the numberofbitsrequired to encodethose blocks that have
low spatial variation but high temporal variation.The objec-
tive of encoding some blocks as intra in difference framesis
to reduce theeffecis ofhigh frequency motion compensation

artifacts (sometimes referred: to as..“mosquitoes” in the
: literature) without‘having to-use- (computationally. expen-

35

(0,255). ‘The previousblock is the one in the same spatial: .
“Jocation as the block in thecurrent image, but offset by the
motion vector forthat block, which is either: determined
from the MotionVector array (if processing the ‘Y plane) or
is O (ifprocessing the U-or V plane, or if FLAGS_MV==0).

During décodingthe loopfilter may’need to be selectively
applied: If the FLAGS.FILTER flag is set, and if a block is

nota still block, andif the© quantization value for a blocksatisfies .

quant<=FilterTiresh

and if the block is not-empty(i.¢., does not cousist of only
_ BOB), then the loopfilter is applied to prev[] before ‘adding
the array[][] deltas. The preferred loopfilteris a filter with
-kernel as. follows:
 

 

where the pixel marked x is replaced by:

45

50

65

sive) loop ‘filtering. ‘An’ area in a motion compensated
difference frame that exhibits mosquitoes when encoded as
a quantized differétice will instead appear blurred if encoded
as a quantized intra.” -

The.preferred technique for generating an intra/inter deci-
sion nile for a given motion. compensated video compression
system works. as follows:
Given:- .
1. A transform

2. A set of N quantizers for Inter blocks (Q1, Q2, ..., QN)
3. A set of M quantizers for Intra blocks (K1, K2, ..., KN)
4, A set of. “training data”. that is representative ‘of the

application in hand.
Let SADG.) denote the “Sum of absolute diffetences” for
block (i,j) in a ‘motion compensated differenceiimage.
Step 1:

For-each Quantizer Qi, perform the following operation:
a. Compressthe training data, using Qi as the quantizer

for all theblocks in the all the motion compensated
difference images.

b. By a visual observation of the (compressed and decom-
pressed) training image : sequences, collect all blocks
that contain perceptible mosquitoes.

c. From the set of blocks collected:in (b), find the block
with the lowest:SAD; Denote the SAD ofthe. block

with the lowest SAD as. LSADi (corresponding to
quantizer Qi):

a.From the set of blacks. collected in (b), select a subset
of n blocks with the lowest SADs inthe set.

e. For each block in the subset collected in (d), determine
the numberofbits required to encode the block. Let B
be. the average numberof bits required to encode.a
block in thesiibset. For each intra quantizer Kj, ‘deter-

_ mine the average number of bits: BKj required to
encode a block in the subsetas an intra (using quantizer

- Kj). From the set {BK1, BK2, ... , BKM},find] such
. that-IB-BKjl is minimized. Kiis the intra quantizer

assigned to Qi:
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Step. 2;
From Step 1, for each Oi, there is:a corresponding LSADi

which is the lowestSAD value for which there are percep-
tible motion compensation artifacts and: an intra quantizer
Kj. The intra/inter decision muleis defined. as follows:

Foreach, block (p,q) in a‘motion compensated difference
frame, given ‘a quantizer Qi..(as- determined by an
external . quantizer~selection.-- process) the block. is
encoded as intra if and only ifSAD(p,q) >LSADi. Intra
quantizer Kj is used to.encode the block.©~

A major advantageofthe intra/inter decision rules generated
bythis techniqueiis that the intra/inter decision is implicit inthe ‘method and is known to. both the encoder and decoder.

Therefore, it does not need to be explicitly transmitted and
thus requiresno: bits.:
Post Reconstruction Loop Filtering

This section describes a preferred method of “loop filter-
ing” for conferencing system 100 for the reduction of high
frequency. artifacts associated with motion compensated ©
video ‘compression‘for the present invention;.A traditional

5

loop filtering operation operates on’the previously decoded *
(refererice) image. Certain blocks of the previously decoded
image. are low-pass filtered prior to mation compensation.
This reduces the high frequency content ‘in the. reference

block and, as a result, the high frequency contentin. the finaloutput.
In the preferredmethodof loop filtering, a low-passfilter

is applied to certain blocks after the motion compensation
and addition operation to generate a filtered reconstructed
image. This approach to:loop filtering|has two major advan-tages:
1. It is easier to.implement, sinice the:‘motion.estimation and

differencing operations may be merged into one opera-tion.”

2. It has: a, greater low-pass filtering effect on the. recon-.
structed image since the final imageisfiltered instead of
the reference image only.

Adaptive Loop Filter Switching Criteria
This section describes a preferredmethod for generating

_ a criterion for the switching. (“‘on” or “off’) ofa Joop filter
in conferencing system 100. The loop. filter. switching cri-
terion generated by this method.is better adapted. to. the
spatiotemporal:image content and: provides a differentiation
between motion compensation. artifacts: and scene features.
A traditional loop filtering operation operates on the previ-
ously decoded’ (reference) itnage... Certain. ‘macroblocks

120
2. A-set of N Quantizer (Q1, Q2,.... , QN)
3.-A set of representative “training data” for the application

at. hand.

Let SADG,j) denote the “Sum of absolute differences” for
Macroblock (i,j) in a motion compensated difference image.
Step 1: :

For:each Quantizer-Qi, perform the follawing operation:
a. Compress the.training data,-using Qi as the quantizer

for all'the macroblocks in the all the’ motion compen-
sated difference images. .

b. By a visual observation of the (compressed and decom-
pressed) training image sequences, collect all macrob-
locks. that contain perceptible high frequency motion
compensationartifacts (sometimes referred to as “mos-
quitoes”’ in the literature). :

c. From the set of macroblocks collected in (b), find the
macroblock with the lowest SAD. Denote the SAD.of
the macroblock. with the lowest SAD as LSADi. (cor-

- fesponding to quantizer Qi).
Step'2:

FromStep1; for each Qi, there is a corresponding LSADi
whichisthe lowest SAD value for which there are percep-
tible motion compensation artifacts. The loop filter switch-
ing criterion is defined as follows:

For each Macroblock (p,q) in a. motion compensated
difference frame; given:a quantizer Qi (as determined
by an external quantizer selection process) the. loop
filter is appliedif only. if SAD(p,q)>LSADi.

: Design of Quantization Tables

40

‘This section, describes’a preferred method for. designing
quantization tables to be used for quantization in conferenc-
ing system 100.. This preferred method exploits the percep-

tual propérties of the human visual system in a:statistical
“sense: to arrive at quantization tables that. minimize per-
ceived quantization artifacts at agiven effective bit rate.

Ia conventional. video compression systems, the quanti-
zation process is spatially adaptive. Different regions in the
image are quantized using different quantizers. In a trans-
form-based videocompression system that uses linear quan-
tization; the‘ quantization operation: may- ‘be completely
specified by a table of numbers, each of which corresponds

:“to the(linear), quantizer step size to be used to. quantize a

45

(typically 16x16 areas) of the previously decoded imageare, .
low-passfiltered prior to motion compensation. This reduces
the high frequency contentin the reference macroblock and,
as’a result, the high frequency contentin the final output,

The objective of loopfiltering is.to reduce high frequency
artifacts associated with residual ‘quantization: noise’, in
motion compensated difference images. Ideally, only those
macroblocks should: be “filtered that exhibit. such motion

compensation artifacts. A criterion for deciding whether or
not a given macroblock: should: be: loopfiltered: or. not is
referred to as the “loop: filter switching criterion.”

A:‘conventional loopfilter switching criterionis to apply
a loop filter if the macroblock has a non-zero motion vector
and not to apply it if the motion vector: forthe ‘given
macroblock. is the zero vector. Amajor drawbackofthis
criterion is that it: filters macroblocks that have non-zero

motion but.n0-motion compensation artifacts.
The preferred method for generating a loop filter switcli-

ing criterion ‘works as follows:
Given:
1. A transform

55
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specific frequency: band in the transform domain.
The present: invention relates to the design of the quan-

tization ‘table QIS](8}for- conferencing’ system’ 100. The
design process is. as follows:Given:

1. ‘Transform-based conférencing system 100
2..A set of video sequences that-are representative of the

application at hand
3. A specification of target bitrate (or compression ratio) for

theapplication. -
Obdjective;.

To design a set of N quantization tables QI, Q2, .
such that: ;

a QN/2 ‘results in target bitrate for typical video
sequences.

Ql,.. . .,.QN meet a specified dynamic range specifi-
cation. For a given video sequence, the bitrate gener-
ated using.-Ql. should be about K: times the bitrate
generated by QN: Here K is ‘the dynamic range. speci-
fication and is usually dependant on the variability: of
the allocated channel bandwidth of the channel over

"which the compressed video bitstream is being trans-
mitted.

c. Qi, ... ., QNminimize the perceived artifacts in the
processed (compressed and decompressed) video

-QN

b.
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sequence at their point of operation (in terms of bit
rate). : .

Procedure:

Step.1.:Design of Q1> QLis the weakest quantizer table andiss designed $0 asto
generate no perceptible artifacts at the expense of a bitrate
that-is potentially much higher than Target Bitrate. Q1 is
designed as follows:Set Qfi][jJ=1 for all i,j (all frequency bands)Starting from

‘- the lowest frequency band to the highest: frequencyband,
 

Increment Qli}lj] :

Use Q(8][8} as the quantizer in the given video compressionsystem.
If there are any perceivable artifacts in the processed videosequetice,

i.:Decrement QiijJ[j]
ii, Goto the next band

Else goto (a)

ve

 

The aboveprocess generates a quantizer table (Q1) that is at
the perceptual threshold, referred to as the perceptual thresh-:
old quantizer (PTO):
Step 2. Design of -Q2, Q3,....,QN/2

Let B1 be the bitrate generated using quantizer QL with a
typical video ‘sequence: Let BT be.the targetbitrate. The -
objectivenow is to design Q2, Q3, . ..: QN/2 such that QN/2
generates target bitrate (BT) for typical sequences and Q2,

» Q3,... .QN/2-1 generate monotonically. decreasing inter-
mediate bitrates ‘between B1 and BT. From.the- perspective
of a bitrate controller, itis desirable to-have alinear decrease
in bitrate with quantizer table index. Tables Q2, Q3,-.
QN/2 ‘are designed with. this‘ requirement in mind. The
following is the design procedure for tables Q2,Q3,.
QN/2:

Let dB=(BI-BTY(N/2).
Set Q2=Q1
For each quantizer Qk, k=2 to N/2.
Starting from the highest frequency band to the lowest

frequency band,
 

Set Qk = Ok-1

- Incrementall Qk{i)[j} with the same horizontal or verticaluency
c.° Use Qk{8]{8] asthe quantizer ia the given video compression

system :
If the bitrate is reduced by.dB,-

i Save the state of Qk[8}[8]*- Goto the next band al 1.Hse goto 2.
Amongst the.quantizer states saved in (d)(), select that
quantizerthat has the least perceptible artifacts for
typical. yideo. This is the choice for Qk. 

Step 3. Design-of ON/2+1,.. -,QN.
From theperspective of‘a bitrate controller,it is desirable

to have a progressively increasing |decrease ‘in bitrate with
quantizer table. index from, table: N/2+1 to table N. The

_ design of tables’QN/2+1, ..:, QNis.the same as ‘the design
for tables 2,.... , N/2:-except that for cach new fable, dQ

= 0

20

25

w
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increases instead of remainingconstant. The magnitudes ‘of
the dQs for quantizers’ QN/241, 28, QN depend onthe
desired dynamic rangeinbitrate and themanner of decrease
in bitrate with quantizer table index. For. example, if the
desired dynamic range is BT to BT/4 from QN/2 to QN and ©
the decrease in bitrate iis logarithmic then
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dQW/2+1) = dQQN/2)
for i=(N/2+2) to (N/2)
dQi = kdQi~1
AQ(N/2+1) + dQQN/242) +... .+dQN = BT — BT/4
dQQV2)1 +k ekk + ktk*k +...) =3BT
(L+k+ kk +k*k*k +...) = 3BT/4 / (AQN/2)
(1424+3+4+ 2... 4(N/2-1)) logk = log (3BT/4 / dQN/2)
logk = log (3BT/4 / AQN/2) / N/4

= (3HT/4 / dQN/2) to the power 4/N 

Adaptive Transform Coefficient Scanning
This section describes a preferred method of transform

coefficient: scanning in conferencing system 100, a trans-
form-based imagé and video. compression’ system, that
exploits the properties of the transform andthe associated
quantization technique to generate coefficient. scan orders
that- generate ‘the lowest bitrates. The image (for image
compression) or motion compensated difference (for motion
compensated video compression) is transformed.The trans-
formed coefficients are quantized. The transformed quan-
tizedcoefficients até scanned ina certain order from a two
dimensional.array. toa. one dimensional array, This. one
dimensional: array: is re-represented by a run-length - value
(RV), representation::This: representation is then entropy
coded and the result transmitted or stored to.be decoded.

The preferred method applies to the “scan” part of the
processing where the quantized transformed coefficients are
scanned from a two dimensional array’ to a one dimensional

array. The purpose of this scanning is to facilitate efficient
representation by. a RV representation. The'same scan-order
isapplied.to every block in the representation,

The preferred methodof scanninginvolves the following
operations: :
Given:
1, A transform. |
2. A set of N. quantizers (typically quantization matrices)

denoted: by Q1; Q2;....., QN.
3. Representative “training” data for the target application.
Step 1.

For each quantizer Qi, generate quantized transformed
blocks-for all. of the training data.
Step 2.

Compute the average amplitude for each.of the transform
coefficients from the quantized transformed blocks for all
the training data.
Step 3. .

Sort the average amplitudes computed in Step 2,
Step.4.

For quantizer Qi, the scan-order: Si is generated by the
locations of the (amplitude sorted) coefficients from Step 3.
The largest coefficient is the fitst:in the scan order and thesmallest is the last.

Using this preferred method, 2 scan order Si is generated for
each quantizer Qi, In the encode and decode. process, for
each block for which Qi is used as the quantizer, Si is used
as the scan’order.

The: advantage of this invention ‘over previous scanning
techniques is that due. to the adaptive scan orders, the. RV
representations are moreefficient and for a given quantizer,
fewer bits: are required to encode a given block than with
conventional nonadaptive zigzag scanning:
Spatially Adaptive. Quantization

This ‘section describes.a preferred method of spatially
adaptive quantization for conferencing system 100. The
preferred method provides.a means ofefficiently encoding
motion:compensateddifference images. Aconventional non-
adaptive quantization technique simply takes a given quan-

HUAWEI EX.1016 - 586/714



HUAWEI EX. 1016 - 587/714

5,488,570
123

tizer for each frame and applies that quantizer uniformly to
every macroblock(16x16 area) in the image. An adaptive
quantization technique applies different quantizers to differ-
ent macroblocks ina given frame. Information about which
quantizer:has been applied to which block is also encodedand transmitted.

The preferred method of spatially adaptive quantization is -
based on the' “sum of absolute difference” (SAD)tliat has
already. been compuied for each macroblock by the motion

estimation subroutine. The preferred quantizer. selection
method works as follows:Step 1.

The mean SAD. for the entire frame is computed, This
denoted by. MSAD.
Step 2, .

For each macroblock, if the SAD of the macroblock is
lower than the mean,thenit is assigned a finerquantizer than
the mean quantizer (which is the ‘global ‘quantizer forthis
frame passed down bythe. bit-rate controller). Conversely, if
the SAD in the macroblock is higher than the mean; ‘then it
is assigned acoarser quantizer. ~

In a case where: there. are 16 quantizers, numbered 1
through 16 with higher numbers denoting finer quantizers,
Jet SADG,) be the SADassociated: with the current mac-
roblock(i,j). Let MSAD be the mean SAD in the frame. Let
Q(i,j) denote the quantizer. assigned to the current macrob-

lock. Let.QG denote the global quantizer.for theframe. Then
Q(i,j)- is-assigned ‘as:

, QG,f}=QG+8#log2 (GADGJ}H2MSADV@SAD<ij)+© -MSAD)):

QC) is saturated to the Tange:(1,16) after performing the
above operation.

_ There are 2:major:advantagesof the preferred spatially
adaptive quantization technique over conyentional tech-niques:

1. The spatial adaptationiis based onvalues that have already
been computed in the motion estimation routine. There-

fore: thespatial adaptation| process is computationally
simple.

2. The. spatial adaptation process generates. an optimal
guality image given the bit-budget of the current frame by
distributing bits. to different macroblocks in. proportion to
the perceived effectof.quantization on that: macroblock,Fast Statistical Decode -.:

Host processor. 202. preferably: performs fast statistical
decoding. Fast. statistical. decoding’ on: host - processor 202

: allows: time efficient decoding of statistically coded data
(e.g-, Huffman decoding). Moreover, since statistical. Huff-
man coding uses code words thatare not fixed (bit) length,
the decoding of such codewords is generally accomplished
one bit ata time: The préferred method is as follows:
1, Get next input: bit and’ juxtapose: with bits already in

potential codeword. (initially:‘none),
2, If potential codéword is a complete codeword, then emit

“symbol”, eliminate bits in potential codeword, and go to
(1). Otherwise, if potential codeword is not a-complete
codeword, then go to(1)..

The. preferred method: of: the presentinvention provides
decoding of one.“symbo!”in one. operation, as follows:

a. Get next (fixed number)several-inputbits.

b. Use the input bits to select a symbol and emit symbol,
c. Go to (a).

= 0

is
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vnambiguously -yielding a symbol corresponding to the
codeword. The potential codeword is guaranteed to contain
a complete codeword since it. starts with a codeword, and it
is as long as the longest codeword.
Contrast, Brightness, and Saturation Controls

This sectiondescribes. preferred integer implementation
of contrast, brightness, and- saturation controls for the
present‘invention’ for adjusting and for application ‘of ‘the
controls to realtime’ video. The implementation has two
paris. Thefirst is a‘method ofgenerating translation tables to
implemént :adjustable ‘brightness, contrast, and saturation
controls. The: second isa method.-of using the tables to
change the appearance of video being displayed.

The generation of the tables uses integer operations in the
generation of tables that express floating: pointrelations.

~ Prior to application of any controls, the video data consists

30

of a description ofthe Y, V, and U componentsat 8 bits per
value. The problem is to provide a. translation from. the
decoded Y values to Y values that reflect-the current setting
of ‘the. brightness and.contrast controls, and further to pro-
vide a translation from the decoded U and V values to U and

V values that reflect the current setting of the saturationcontrol.

The’ method: begins :with..an identity translation -table -
(f(x)=x). As controls are changed, the’ identity translation
becomes‘perturbed cumulatively. In the case of brightness,

‘control. changes: are indicated by..a. signed biased..value
providing ‘both.direction and.magnitude ‘of the’ desired
change. The currenttranslation table are changed into f(x}=
x-k,for x>=k, and f(x)=0 for 0<=x<k (decrease) orf(x)=x-+k,
for x<=255-k, and £(x)=255 for 255>=x>255-k (increase);:

In the case ofcontrast, control: changes are indicated bya
scaled fractional value, The value indicated “‘n’’ represents

” “(-H)/SCALE” change: a “change” of (SCALE- 1) yields no35
change, a change of (SCALE)yields a change by 1/SCALE
in-each of the translation table values. The definition of
contrast: as- y'=(n*(y—128))+128 (for 8 bit values) is then
provided by subtracting 128 from the translation table value,

multiplying by SCALE; multiplying. by the indicate control
change.value,and thet dividing by SCALE twice to remove
the scale multiple implied in the representation of the control
change ‘value, and the: multiply explicitly performed heie.
128 is then addedto the modified translation table value and
the result is clamped to the range of 0 to. 255 inclusive.

This method avoids the use of floating point arithmetic in
the computation of the proper translation table values, In the
definition offered. of: “contrast” ‘the. value: ‘nis a floating
point number. Saturation is simply contrast a8 applied to the

’» chrominance data, and is handled-in the same way as the
50

60

Thestatistical. code, used .is designed 10 be. “instanta- .
neous,” which means.that no codeword “A”is a “prefix” of
any codewords: “B”. This allows’ alookup amble to be
constructed which may be indexed by a potential.codeword,

65

contrast control; but with a different copy of the translationtable.
The translation tables ‘are made available. to the host

‘ processorin the samelocale ag the data that they are used to
translate: after generation of the modified-translation tables,
the tables are appended to the dataarea for the luminance
and chrominance, at known fixed offsets from: the start of
same data areas (ona per.instancebasis, each video window
has its own copy ofthis data.) This allows the host processor
to access the translation tables with a 1 processor clock
penalty in address generation (for an Intel® 486 micropro-
cessof; there. is no penalty on an Intel® Peritium® proces-
sor), and witha high degree of locality of reference, and no
pointer register réloads (due to-the fixed offset.)

The translation of the decoded Y,:.V, and U. values is
performed by reading, and translating eight values and then
writing the eight translated values as two 32-bit valuesto the
destination. This is important to Intel® architecture micro-
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processors, and in particular is important:to the Intel® 486
processor, which usually runs with a write saturated bus.

For the method of performing the translation, the BX
tegister.is assumed to.contain zeroes in the high order 8(24)
bits. The low order 8 bits’ are. loaded’ with the value ‘to

translate, and.the value is‘used as the base register with'an
index register. {set to the offset of the translation table +base
of data buffer) in an indirect load to accomiplish the trans-
lation. ‘The destination. of the loadis changed as the opera-
tion is repeated‘over multiple values, until register storageis
exhausted, at which point. the. translated values. are: written

~ out and the ‘cycle repeats. The proccss here ‘described
executes at a sustained three or four clocks per value

- Wanslated. :
Audio Protocol . .

Refetring now.to FiG. 26, there is.shown a representation
of a compressed audio packet for conferencing system 100,

according to a preferred: embodiment of the present inven-
‘ tion. Source audio is audio that is captired.(and optionally

monitored) at the Jocal- system’ and. sent fo the. comm
subsystem for transmission. Sinkaudio is. aiidiothat. is
received from the comm subsystem for playback on the local

_ system.‘Audio.is preferably: handled.on audio/comm, board
206 and not on host processor 202. The compressed, audio
packetofFIG.26 is that whichis actually sent/received from
the communications. subsystem ‘and. nat necessarily that
manipulated by an application on. ihe: host: processor. The
audio packet fields. are defined as follows;

Value used .to synchronize audio and video. frames
at the recelve endpotat.’The audio stream preferably
generates timestamps as-a master clock that are
copied to the captured video frames before..tranismission.
Reserved field.
Bit-indicates’'whether:or not the audio stream is.
muted oc not. Theaudio is muted when the bit is set.

When the Mote. bit is set, no audio data is sent,Compressed audio data.:

‘Timestamp

Mute

Data

The length of the audio data istnot explicitly specified in the
packet header. A receiving endpoint’s comm subsystem

_ yeassembles an audio packet and therefore implicitly knows
the length and.can report it to its application. The length-of
an audio packetis a run-time. parameter and depends onthe
compression method and the amount: of latency desired in
the system. The preferred audio Comipression/decompression
method implementation has ..100 -msecoridlatency, which
‘translates to-200 bytes of compressed audio data per packet.
Compressed Audio Bitstreair: ~

‘The. preferred audio stream for conferencing system 100
is'a modification of the European Groupe Speciale Mobile.
(GSM). GSM ‘was developed in the context of the standard:
ization of the Europeandigital mobile radio. It resulted from:

35

40

‘the: combination-of ‘the‘Regular-Pulse “Excitation/Linear- .
Predictive-Codinigcodec developed by Philips: (Germany)
with: the -Multi-Pulse-Excitation/Linear-Predictive-Coding
codec devised by. IBM (France), For further information, see
the ETSI-GSM Technical Specification, GSM 06.10,version
3.2.0, UDC 621.396.21, published bythe European :Tele-

communication Standards Institute in ‘Valbonne: Cedex,-France,
‘The data rate of the standard GSMcodec is 13.0 Kbits/sec.

The preferred GSM implementation for conferencing. sys-
tem 100-has‘a bit rate of 16 kbits/sec, The. mean opinion
score (MOS) quality. rating’ of the’ preferred GSM imple~
mentation is 3.54. It is not prone torapid quality degradation
in the presence of noise. ‘The relative complexity is about 2
MOPSs/s. Due to implementation. processing: consider-

35
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ations, ‘the standard GSMimplementation is adjusted to
yield the preferred GSM implementation. In addition, head-
ers.are added to. provide extra control information, such as
frame counting and muting.

In order to save processing, the 260-bit audio frame is not
packed. Thisresults in a 320-bitfraies.,.These frames occur
every. 20 mseconds. This increases-the. bit rate from 13
kbits/sec to 16 Kbits/sec. The composition of the preferredaudio frameis.as follows:
 

unsignedint Jarl:
unsigned int Jar2:
unsigned int lar3:
ansigued int lard:
ansigaed int lar5:
ungigned int lar6:
unsigned int lar7:
unsignedint Jar8:
unsigned int lag -
unsigned int gain
unsigned int prid
onsigned int xmax
unsigned int x0
unsigned int x1
unsigned int x2 -
ansigued int x3
unsigned int x4
unsigned int x5

‘unsigned int x6
unsigned int x7
unsigned int x8
unsigned int x9
unsigned int x10
unsigned int x11
ansigued int x12
STP frame;
LIP_RPE sub-
frame (4);

typedef struct{ \* stp parameters *\

PLAMAG
} STP;

typedef struct {
/* ltp parameters */.

'“/* rpe parameters */SPHALYY
/* pulse amplitude*/

UF1909G9beUpUsueuountote
. }LTP_RPE

typedef struct {

__.} GBMBITS; 

Theresult .of not packing these structs on a Texas Instru-
ments® C31-DSP, a'32-bit jirocessor, is a 320-bit frame. At
a frame rate of 50 frames/sec, the data rate is 16.0 kbits/sec.

A header has also been added to’ groups of frames. The
lengthofthe Header is one 32-bit ward. The MSB is a mute
flag: (l=mute);:The rémaining. bits represent a timestamp.
This time stamp ‘is not’ actually time,. but is. preferably a
frame counter, The initial value of it. is arbitrary. It is
therefore a relative number representing the progress of
alidio frames:and useable for synchronization.
Data Protocol-

Data packets are inside TIL packets. The data conferenc-

ing application will have its own protocol inside. the THprotacol stack: : /
Communication-Level Protocols

The application-level. audio, video, and data packets
described’ in the: ‘previous section are. sent to’ the.‘comm
subsystem for ‘transmissionto. the remote ‘site.. The comm

subsystem-applies its own data stricture to the application-
level packets, which the comm subsystem treats as ‘generic
data, and defines a. protocol for transport. In a preferred
embodiment of the present invention, the basic transport is
unreliable. That is, ‘at the basic level, there is no guarantee
that application data will reach the destination site and, even
if it:does, there is no guarantee as to the correctness of the
data delivered. Some applications will use the unreliable
communication services, such as. audio. and video. For

applications requiring guaranteeu delivery ofdata, reliability
- 1s built on the basic unreliableservice: Application data is an

example of a data typerequiring reliable transport; control
information between. peer processes is another.
Reliable Transport Comim Protocols

Referring now to: FIG, 27, there is shown a representation
of the reliable transport comm packet structure, accordingto
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a preferred embodimentof the presentinvention. For reli-
able transport, conferencing ‘systern 100 preferably uses 4.
protocol akin to. LAPB.. Since: transport is preferably on
ISDN-B-channels, which are assurned to havealready been
set up, there is no need. to include: those. portions of LAPB
that deal with circuit ‘establishment and~ teardown.(e.g.
SABM, ERMR, UA; and:DISC). Therefore; the preferred
reliable. transport comm protoco] is void of those portions.
The. fields of the preferred reliable transport. comm packet
are defined ‘as follows:

Control Definesthe type of packet and relays acknowledgment
information, The-types of packets are: Information (D),.
Receiver Ready. (RR), Receiver Not Ready (RNR),and Reject (REI), :

Length Length of the client data portion.of the packet, inBs : :
CRC Cyclic redundancy check code. :
Data Client data of length specified by the Length field,

For an Information (1) packet, the format of the control
field.is as follows:
 

(Bit) 0 1-3 4 5-7
(Field) 0 NS P NR 

The NSbitfieldis used to refer to a send sequence number.
NSis interpreted as specifying to the teceiving site the next
packet to besent:. The’ NR ‘bit: field. is‘used to ‘referto a
receive sequence ‘number. It is used‘to acknowledge to‘ a’
sender that. the. receiver has: received packet: NR-I and is ©
expecting packet NR. ThePbit fieldis the LAPB poll bit and
is‘are not used in the.preferred: embodiment. All’ sequence
numbers are. modulo-8 meaning ‘that at most 7 packets can
be outstanding. It-is the responsibility of thetransriining
sites ‘to assure that they do not have more than 7 packets
outstanding, An Information packetis used to send client

data. Thereceive acknowledgment«can be piggybacked on‘inthe NR bitfield:
“The Receiver Ready QR), Receiver Not Ready (RNR);

and Reject (REJ) packetsare supervisory: packets: that-are
used. for acknowledgment, retransmission, arid flow control.
They are not used to. carry. client data.

For a Receiver Ready (RR) packet, the format of the
control field is as follows:
 

(Bit) 0 1 “2 3 40° $7
(Field) 1 o . 0 0 PF. NR 

The PFbit field is the LAPB poll/final bit and is not used in
the preferred embodiment..The RR packet. is’ used in’ two
cases. Thefirst-case is to acknowledgepacket receipt when
there aréno packets’ bending ‘transmission on which .to
piggyback the acknowledgment: The: second case is. when
the link is idle. In this case, an RR packetis sent periodically
to assure the remotesite that the local site is‘still alive and
doing well.ForaReceiver Not Ready (RNR) packet, the format ofthe
contral field is as follows:
 

Git) 0 I 2 : 3 4 5-7
(Field) 1 0 1 mm) PF. NR 

The RNR packet is-sent by a receiver to indicate to the
remotesitethat the remotesite should stop sending packets.
Some condition has occurred, such as insufficientreceive
buffers, rendering the remote site unable to accept any

10
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further packets. The RNR packet is intended to be used for
temporary flow. control... When the remote site is able to
accept more packets it issues an RR frame.

For a Reject (REJ) packet, the format of the control field
is as follows:
 

Git) 9 1 2-03 4 3-7
(Field) 1 0. 0 1 PF NR 

The REJ packetis sent as a form of negative acknowledg-
ment. Thé receiver of an RE] packet interprets the NR bit
field as'a request to retransmit all packets from NR to the
most currently sent, inclusive: .
Unreliable Transport Comm Protocols

At the lowest layer of conferencing system 100, an

unreliable protocolis preferably used to transport data on the
ISDN B-channels, For those applications requiring reliabil-
ity,the reliable protocol discussed in the previoussection is
added on topof the. unreliable protocol discussed in this
section: The unreliable protocolsits atop of HDLC framing
which the unreliable protocol uses for actual node-to-node
transport of packets. Even though HDLC framingis used, a
data link protocol is not implemented. In particular, there is
no guarantee that data packets will be delivered or that they
will be uncorrupted at the receive node of a link. The CRC
validation of the HDLC is:used to detect corrupted. data.

The unieliable protocol provides for logicalchannels and
virtualization of the two Basic: Rate ISDN‘ B-channels.

Logical. channels are local site entities that are: defined
between: theLM. and TH is layer and the. client (ie.,
application program) using them: The logical channels pro-
vide. the: primary mechanism ‘clients’ use to send multiple
data types (e.g., audio, video, data): The layer services

* multiplex these ‘data-types together for transmission tothe

40

45

remote. sites.

Ina preferred embodiment, logical channel zero is used as
a control channel. Site peers (i.e., two conferencing systems
in a_conferencing «session) use. this control’ channel .to
exchange information on their use of other logical channels,
Logical channels are half-duplex. Therefore, two channels
are necessary to send and receive data. A priority attribute is
associated with a logical channel (andtherefore with a data
type): The: unreliable:-protocol. asserts that higher. priority
datawill always be sent-ahead of lowerpriority data when
both are pending. Priorities are assigned by an APIcall to the
TI setvices. Audio has the highest priority, then data, and
last video.

Although the. ISDN: Basic Rate. Interface GRD defines
two physical 64 kbit/second: B-channels: for data, the ser-
vices at both DLM-and TI virtualize the separate B-chan-

nels as.asingle 128 kbit/second channel. Client data types,
| defined by. their ‘logical: channels, ‘are multiplexed into.a

60
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single virtual stream on this channel. In a preferred embodi-
ment, this inverse multiplexing is accomplished by breaking

all packets into an even numberof fragmerits and alternating
transmission on the two: physical B-channel. connections.
Jnitially, after channel establishment, the first fragment is
sent onthe Blchannel,the second on the B2-channel, etc. At
the receiving site, fragments are collected for reassembly of
the. packet.

Referring now to FIG, 28, there is shown a representation
of the unreliable transport.commm packet structitre,according
to a preferred: embodiment. of the present invention: The
fields of the preferred unreliable transport comm packet are
defined as follows:
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DestID

SrID

PkINo

SOP

Rsvd
FragNo

Data

129°

Standard HDLC. Flag field.
The receiving site’s logical channel identifier. Thetransmitting site peer acquires this ID by. .
commannicating tothe remote. site-before exchanging
date. This is done using. acontro! logical channel(i.e.,channel zero). :
The sendingsite’s logical channel identifier: The type:
of. data in the packet canbe. determingd-by knowing the
logical channel ID-to-data type:mapping. The current
implementation uses the followingmapping: The -mapping ‘is. fem DEM chaiinels to TH channels, which
occur at the:T level: At the time’the TIl channel is
opened for a datatype, TI] dynamically ‘assigns unique
DLM channels for different data types in ascendingorderstarting from one (1). *:
The packet sequence number. Distinguished from the
FragNo field which counts. thefragments within a
packet: The PitNo field is used by. the receivingsite
peer to implement a sliding window protocol: This
allows packet buffering which is used to compensate
for transmission delays, -
If the SOPbitis set, then the current fragment is the

. start of a:packet.If the EOPbitis set, then the current frogmentiis theend of a packet.
Reservedfield... ..
The fragment sequence mamber. Distinguished from the
PktNofield which counts: the number of whole packets.
The FragNo is used by. the receiving site peer to
reassemble fragments into packets. The SOP and
EOP fields. are used to locate the start and end of a-
whole packet, respectively.The data field.

20
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-continued 
CRC Standard ‘HDLC CRCfield.
Flag. Standard:HDLC Flag field. 

Data Structures, Functions,. and Messages
‘This sectioncontains the data structures and definitions of

the functions and messages for conferencing API 506, video
API 508, audio API 512, and comm API 510.
Conferencing API Data Structures, Functions, and Messages

Conferencing API 506. utilizes the following data types:
 
LPHCALL Pointer to a call handle,
LPAVCB ‘Pointer to an Audio Video Control

Block (AVCB).

LPCCR Pointer to a Configuration Control. Block (CCB).
LPBITMAPINFO Pointer to. Microsoft @ Windows

BITMAPINFO structure that defines a
DIB (Device-Independent. Bitmap).

LPHSTGRP ‘.. Pointer to the handle of-a stream proup.
LPABBUSCARDINFO Pointer ‘to a ABBUSCARDINFO;

which defines. the personal card
information, from Address Book.
Contains business card information;
format is specified by the GUL 

_ Conferencing’ API 506: utilizes the following structures
that are. passéd-to conferencing API 506 in function calls
(e.g., CF__Init, CF_CapMon) and then passed. by confer-
encing API 506 to the audio/video managers:
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LPAVCB

LPCCB

LPBITMAPINFO

LPHSTGRP

LPABBUSCARDINFO
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Pointer to an Audio Video. Control Block
(AVCB) .

Pointer to a Configuration Control Block
(CCB).

Pointer to a Microsoft® Windows BITMAPINFO

structure that defines a DIB” (Device-
Independent Bitmap) .

Pointer to the handle of a stream group.

Pointer to a ABBUSCARDINFO, which defines the
personal card information, from Address Book.
Contains. business card information; format is
specifiedby the GUI.

‘Conferencing API 506 utilizes the following structures

that are passed to conferencing API 506 in function calls (e.g.,

CFInit, CF.CapMon) and then passed. by conferencing API 506 to

the audio/video managers:

MCB (Media Control
» WORD wType»
»

Block)

Mediatype: wide tant)CFMT_AUDIO. - Audio Type (e.g., narrow or,eae
CFMT_VIDEO - Video Type

CCB (Configuration Control Block)
» WORD wVersion .
» MCB _... mtMedia[]

Version Number cb. /
list of Media types supported by the system.

AVCB(Audio Video Control Block)
» WORD wType

» Union {

Local or remote AVCB type:
CFAVCB3LOCAL - local AVCB type
CFAVCB.REMOTE - remote AVCB type

» /! Yocal- AVCB

» struct f°
n WORD wAIn Audio inputhardware source
” WORD wAGain — Gain of the loca! microphone
” WORD wAMute On/Offflag for audio muting
» . WORD . w¥In - Video input. source
” DWORDdwVDRate...Maximum video data rate
» WORD wVContrast Video contrast adjustment
» WORD wVTint Video tint adjustment
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» WORD wVBrightness ' Video brightness adjustment
» WORD .- wVColor Video color adjustment
» WORD wVMonitor On/Offflag for Jocal vidéo monitoring
» . “WORD w¥Mute On/Off flag for local video muting. As the flag is

turned on/off,it will temporarily stop or restart the
related operations, including playing and sending,
being performed on this.stream group. This can be
temporarily hold one video stream. and provide
more bandwidth for other streams to use. For
example, a.video stream can be paused while an
audio stream continues, to speed up a file transfer.

» } localcb

» // remote AVCB

» struct { . . .
» WORD wAOut Audio. cutput.hardware: destination
» WORD wAVol Volume ofthe local ‘speaker
» WORD wAMute On/Off flag for audio muting
» WORD wVOut Video output source
» WORD wVContrast Video contrast adjustment:
» - WORD wVTiit Video tint adjustment...
» WORD. wVBrightness. Video brightness’ adjustment .
» WORD: wVColor: ° Video color adjustment :
» ’ WORD wVMute. — On/Off flag forlocal video muting

} remotecb  ~ :
» }

» / ADDR Information - the address to be used for the conf. application to make a
Connection/call, via issuing the CF_MakeCal] with the remotesite.

» : 4’ NOTE: Thisis the. same as the TADDR ‘structure defined by TII.
y struct {
» WORD wType Type of Address, ‘e.g., phone number, internet
» address, etc:
» WORD wSize Size of the. following address buffer
woe LPSTR IpsAddrBuf Address buffer
wos }

Conferencing AP! 506 utilizes the following constants:

Conferencing Call States:

CCST.NULL Null State
CCST_IDLE Idle State.

' €CST_CONNECTED Connected state
CCSTCALLING Calling State
CCSTACCEPTING Accepting State
CCST_CALLED Called state
CCST_CLOSING Closing State
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Conferencing Channel States:

CHST_READY Ready State
CHST_OPEN / Opened state
CHST_OPENING Opéning.state
CHSTSEND Send state
CHST_RECV _ -Recv state
CHST_!“RESPONDING - . Responding state
CHST_CLOSING Closing state

Conferencing Stream States: .

CSST_INIT Init state
CSST..ACTIVE “Active state
CSST_FAILED Failure state

CStatus Return Values:

CF_OK _
CF_ERR_PATHNAME
CF_ERR_CCB ©
CF_ERR_AVCB

_CFUERR/TOO_MANY_CAPTURE
CF_ERRCALLBACK

CFERRFIELD
CF_ERR_STATE
CF_ERR_CARDINFO
CFERR_STRGRP
CF_ERR_FFORMAT
CF_ERR_HANDLE

CFERRPHONE#
CFCERR,TIMEOUT

CF_ERR_INSUFF_BUFSIZE
CF_ERRCALL
CF_ERR_RESOURCE_FAIL

In the above return values, CF_ERR_xxx means that the "xxx"

parameter is invalid.

The ‘functions utilized by conferencing API. 506 are

defined as follows:

CFInit

This function reads in the conferencing configuration parameters
(e.g., directory names in which the conferencing system software
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are kept) from'an initialization file (e.9g., ¢:\cyborg\vconf.ini),
loads and initializes. the: software ‘of video, comm., “and audio
subsystems. In addition, this function acquires the phone resource
that no other applications can access the resource until. this
application makes a call to CF_Uninit later to relinquish the phoneresource. ~ oO

Also, it allows the application to choose between the messaging and
the callback ‘interfaces to’ return. the event notifications. The
callback: interface ‘allows the conferencing. software to-call.a user
designated function to notify the application of incoming events.
The messaging. interface allows the. conferencing to notify the
application of incoming events by posting messages to application
message queues. The parameters to the function varying depending on
the notification method chosen. ;

CStatus. CFInit( LPSTR ipiniFile,
"> LPADDR lpLocalAddr,

LPCONN_CHR -ipConnAttributes,
WORD . wFlag, fe

CALLBACK: cbAppCall,
LPCCB ipCcb):: .

input ‘IpiIniFile; the’ pathname. to the conferencing INI
file.

ipLocalAddr:. -pointer-to the local address

‘pConnaAttributes pointer tothe attributes requested for
incoming calls .

wFlaq: Indicates: the typeof. notification to be used:
CALLBACK_FUNCTION.for callback interface
CALLBACK..WINDOW for post message interface

cbhAppCall: the callback routine or the message interface to
return the notifications from the

remote. site to’ the application.

output ae
Ipceb: .. returns the handle to the configuration control

.. block, preallécated by the||
application that contains the configuration
information.

Valid state(s) to issue:
Null State

State after execution:

CCST_IDLE
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Return values:
CF_OK

CFERR_PATHNAME
CF_!"ERR_!ccB
CF"ERR_“CALLBACK
CFERR“RESOURCE,FAIL
CF.ERRALREADY_INITIALIZED.

Callback -rqutine:
FuncName (WORD wMessage, WORD wParam, LONG lParam)

wMessage: - the Window message type {(e.g., CFM_XXKX_NTFY)
“wParam: ‘the. Call HandlelParam: . additional Information which is’ message-specific

‘NOTE: the. parameters. of the callback function are equivalent to
the last three parameter passed to a Window message handler
function (Win 3:1).

“CFUninit

This. function writes out the conferencingconfiguration
paraméters back..to the initialization file (e.g-,e¢:\eyborg\vconf. ini), “ unloads and. uninitializes the software ‘of
video,..comm., and audio subsystepa., ,,"In, addition, this function
relinquishes the phone resource with CF_Init.

cstatus CF_Uninit ({LPCCB 1pCcb)
input
ipcCchb: the handle to the configuration control block that

contains the configuration information.

Valid. state(s), to issue:CCST_IDLE

State after execution:
CCST.NULL

Return values:
CF_OK
TBD

Status Message:
CFM_UNINIT_NTFY: - UniInit complete.

Communication
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Call Management  _
The Call .Management functions will provide the application the

ability to é€stablish.and manage calls/connections to its peers. on
the network.

CFMakeCall

This function makes a call to the remote site to establish a
call/conrection for.the video conferencing. This call will be
performed asynchronously.

After all. related operations for CF MakeCall .. is eventually
complete, ‘the callback routine. (or the message) - specified in the
CFInit function will return the status of this call.

The peer application will receivea CFM_!CALLNTFY callback/message
asa result of this call.

CStatus CF_MakeCall  ( LPADDR lpAddress,
: LPECONN_CHR lpconaéttributes,

‘LPABBUSCARDINFO LpabCardinfo,
_-WORD TimeOut,

LPMTYPE lpMedia).
input. ~
lpAddress: pointer. to. the -address structure of the

destination (or Callee),.
lpConnAttributes pointer to ‘the attributes requested for the

call.

lpabCardinfo: ..' pointer to business card information of the
caller. —

wTimeOut: Number of seconds to wait’ for peer to pickup
the phone. .

lpMedia: pointer to a list of desirable media types.
If a null pointer is specified; the default
(best possibility) will be selected.

Valid state(s). to issue:
ccsT,._IDLE

State after execution:
CCST.CALLING

Return values:

CF'_OK
CF!ERR_STATE
CF"ERR.HANDLE |
CFERR.!RESOURCE.FAIL  
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Peer Messages: ..
A CFM_CALL_NTFY message will be. delivered to the remote site
to indicate the call request.

Status Messages:
CFMACCEPTNTFY: The peer process has accepted

© the call

CFM_PROGRESSNIFY: . The optional progress
. information of the call

CF_PROG.DIAL.TONE
CF_PROGDIALING..
CF_PROGRINGBACK

CFM_REJECT_NIFY:=-. The error reported for the
. call .

CF_REJ.TIMEOUT
CF_REJ_ADDRESS =
CF_REJNETWORK.BUSY

_ CF_REJSTATIONBUSY
CF_REJ_RESOUCE_FAIL

CF_AcceptCall

This Functionisvigsped to accept a call.request, received aS partof the. CFM_CALL Y, callback/message, that was initiated from the
peer. . :

Both sides will receive a CFM_ACCEPT_NTFY callback/message as a
resuit of this call.

CStatus CF_AcceptCall (.. HCALL. : hcall,
LPABBUSCARDINFO lpabCallee,;
LPMTYPE - IpMedia)

input.

hcalli: .. handle‘to the call (returned by the CFM_CALLNIFY
message) . ‘ :

lpabCaliee: pointer to ABBUSCARDINFO of. the callee who issues
this function.

IpMedia: pointer to a list of desirable media’ types. If a
null pointer is specified, the default (best
possibility) will be selected.

Valid state(s) to-issue:
CCST_CALLED:

State after. execution:
/ CCST“ACCEPTING
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Return values:
CFOK |
CF_ERR.STATE
CF_ERR.CARDINFO
CF_ERRHANDLE.
CF_ERR_RESOURCE_FAIL

Peer Messages: .
A CFMACCEPTNTFY message will be received by the remote
site.

Status Messages:
~ R. CFMACCEPT.NTFY message will be received by the accepting

site.

CF_RejectCall
Upon receivinga CFMCALL NIFY message, this function can be issued
to reject. the incoming call request. In fact; this:-function
neither picks up the. incoming call, nor sends a rejection: message
to the remote. Instead, it will simply ignore. the call
notification and let the peer application time-out. .This would
avoid the unecessary telephone charge or thejunpleaseant rejection
to the caller. : . Uapleasane
The peer application will receive a CFM_TIMEOUT_NTFY
callback/message asa result of this call.

CStatus CF_RejectCall  (HCALL hCal1)

nCall: handle to the call (returned by the CFM_CALL_NOTIFY
message) .

Valid state(s) to issue:
CCST.CALLED

State after execution:
CCST._IDLE

Return values:

CFOK.
CF_ERR_STATE
CF_ERR/RESOURCE_FAIL

Peer Messages:. :
A CFMREJECT.NTFY message will be resulted to the remote app

Status Messages:
none
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CF_HangupCall
This. function hangs up a call that was previously established. [t
releases all system resources, including all types of. streams,
channels, and data structures, allocated during this call.
CStatus. CF_HangupCall (HCALL hCall)
input
hCall: handle to.the call

Valid state(s) to issue:
‘CCST_CONNECTED

State after execution:
CCSTCLOSING.

Return values:
CF..OK

CFERR_STATE /
CFERR_“RESOURCE_|FAIL

Peer Message:
A CFM_!HANGUP|LNTFY message will be delivered to the remote
site.

Status Message:
A CFM_HANGUP_NIFY message will. be delivered —to the local
site when the Hangup is complete.

CFGetCallinfo

This function. xeturns the current status information. of the
specified call.

CStatus CF_GetCallInfo ( HCALL . * “hall,
LPCONNCHR lpConnAttributes,
LPWORD. lpwState,
LPMTYPE = lpMedia . .
LPABBUSCARDINFO lpabCardinfo)

input . : :
hCall: handle to the call

output
lpwState: current call state

lpConnattributes: Connection Attributes

IpMedia: - a list of selected.media types used for this
call. Note that this list. can be different
from the desired list.
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lpabCardinfo: peer’s business card information
Valid state(s) toissue:

--all call states

State after execution:

unchanged

Return, values:
CF_OK

CrERR_RESOURCEFAIL
CF_ERR_HANDLE

Channel Management... °
These Channel’.Management functions will provide the application
the ability to establish and manage virtual channels to its peerson the network.

CF_RegisterChanMgr

This function, registers» a Gallback or .an application window whose
message processing. function. will handle notifications generated
by network channel. initialization operations. “This funetion must
be. invoked before any CF_OpenChannel calls are made.

cStatus CF'_RegisterChanMgr ( HCALL hcall,
WORD. | wFlag,
CALLBACK cbNetCail)

input :
hcall: handle to the cali

wilag: Indicates the type of notification to be used:
CALLBACK.FUNCTION. for callback interface:
CALLBACK_WINDOW for post message interface

cbNetCall: Either a pointer to a callback function,. or. a
window handle to which messages will be posted,

depending on flags.
valid’ state(s) to issue:
callstate

CCST.CONNECTED

State after execution:
call state’

CCST__CONNECTED

Return values:

CF_OK ~
CF_ERR.HANDLE
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Callback routine format:
FuncName (UINT Message, WPARAM wparam,. LPARAM lparam)

Message: The message ‘type.
wParam: Word parameter passed to function

lParam: Long parameter passed. to function
NOTE: the callback function parameters are equivalent to the
second, third, as: fourth parameters that are delivered to a
Window message handler function. (Win 3.1).

Status, Messages: none
Peer Messages: none

CF_OpenChannel

This routine requests to open a network channel with the peer
application. The result. of the action is.given to the application
by invoking. the. callback: routine specified. by the call to
CF'_RegisterChanMgr. The application must specifyan ID for this
transaction. This ID is passed to the callback routine or posted
in a message.

Note that. the channels to be opened by the CF_OpenChannel call is
always “write-only", whereas the’ channels. to be opened. by the

CF_AcceptChannel call is ‘always "read- only".
CStatus. CF.OpenChannel (HCALL. hCalil, LPCHANINFO ipchan, DWORD
dwTransiD)
input
hCall: handle: to the call:
ipChan: Pointer to. a. channel -structure.. Filled by

application.
The structure contains:

- A. channel number.
- Priorityof this channel relative to other

channels.on this’ connection. Higher numbers
represent higher priority.

- Timeout value for. the channel

- Reliability. of the channel.
- Channel. specific information. See CHANINFO

‘ .definition in’ TII.

dawTransID: An application defined: identifier that is returned
with status messages to identify the channel

‘vequest that the message belongs to.
Valid state(s) to issue:

callstate...
CCSTCONNECTED
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channel.state

CHST_READY

State after execution:

call state _
‘CCST.CONNECTED

channelstate»
CHSTOPENING

Return values:

CF_OK
CF..ERR_HANDLE |

CFERR_STATE pagazty
CF.ERR.PROREEYA
CE]ERRNOCHANMGR
CFSERR_|CHAN|NUMBER
CF_ERR_|CHANINUSE

Status Messages:
CFM_CHAN.ACCEPT_NTFY: The peer process has accepted

: request...
CFM_CHANREJECT..NTFY: The Peer process has rejected

, request...
CFM.CHAN_TIMEOUT_NTFY: No answer from peer

Peer Messages:
CFMCHAN_OPEN_NTFY:

CF_AcceptChannel

Bw peer.application can issue ‘AcceptChannel in response toa
CFM_CHAN:OPEN.NTFY. (OpenChannel). message that. has. been received.
Theresult ofthe. AcceptChannel call is a one-way network channel
for receiving. data.

Note that. the channels to be opened by the CF"_OpenChannel call is
always “write-only", whereas the channels to be opened by the
CF_AcceptChannel call is always "read-only".

cStatus CF:AcceptChannel (HCHAN hChan, DWORD dwTransID)
input
hChan: handle to: the channel

dwTransID: A user defined identifier that was received as part
of the CFM_CHANOPEN_NTFY message.

Valid state(s) to issue:
call state

CCST_CONNECTED
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channel state

CHST..RESPONDING

State after: execution:
call state.

CCST_CONNECTED

channel state
-CHST_OPEN

Return values:

| CF.OK
CF_ERR_HANDLE
CF_ERR_STATE: |
CF_ERR_CHANNUM

Status Messages: none
Peer Messages:

CFM_CHAN_ACCEPT_NTFY The TransID is sent. in lParam.

CFRejectChannel

This routine rejects an CFM.CHAN-OPENNTFY from the peer,

CStatus CF_RejectChannel (HCHAN hChan, DWORD dwTransID)
input
hChan; Handle to the channel :
dwTransID: A user defined identifier that was receive as part

of the CFM_CHANOPENNTFY message.

Valid state(s) to issue:
call state’.

CCSTCONNECTED

channel state .
CHST_RESPONDING

State after execution:
call state ©

‘CCST_CONNECTED

Channelstate
CHST_READY
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Return values:
CF_OK:

CFERRHANDLE
-CF_ERRSTATE
CF_ERR_CHANNUM

Status Messages: none
Peer Messages: .

CFM.CHAN|REJECT“NTFY The TransID is sent as 1Param.

cr_RegisterChanHandler.
This function ‘registers a callback or an application window whose
message processing function will handle notifications generated
by network channel I0-activities. The channels that are.opened
will receive CFM-DATASENT_NTFY, and the accepted channels’ will
receive CFM_RECV_|COMPLTE.|NTFY.

CStatus CF"RegisterChanHandler (HCHAN hChan, WORD wFlag,; CALLBACKebChanHandiécall) :
input
hChan: « handle to the channel.
wFlag: Indicates the type of: notification to be used:

CALLBACK.FUNCTION . for callback. interface .
CALLBACKWINDOW ' for post. message. interface
NOCALLBACK —. , for polled status interface.

ebChanHandleCall:
Either a pointer to a callback function; or a window handle
‘to which messages will be posted, depending on flags.

Valid state(s) to issue:
callstate -

CCST__CONNECTED

channel state

CHST_OPEN

 
State after execution:
call state .

“CCST_CONNECTED

channel state

CHSTSEND (FOR OUTGOING CHANNEL)
CHST_RECV (FOR INCOMING CHANNEL)  
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Return values:

CF_OK:
CF_ERR_HANDLE

CFERR.STATE...
CF_ERRCHAN|NUMBER

Callback routine format:
FuncName (UINT. Message, WPARAM wParam, LPARAM 1Param)

Message: The message type
wParam: Word parameter passed to function
lParam: Long parameter passed to function (TransID)

NOTE. that. the callback function. parameters are equivalent to the
second, third, as fourth parameters that are delivered to.a
Windowmessage’ handler function (Win 3.1).

Status Messages: none

Peer Messages: none

CF_CloseChannel

This routine.will. close a network channel that was opened by
CF_AcceptChannel or:CF_OpenChannel. The handler for this channel
is automatically de-registered.:

CStatus CF‘CloseChannel (HCHAN hChan, .DWORD dwTransID)
input an
hChan: a handle: to the. Channel to be closed.

dwTransID: An. application defined identifier that is returned
with the response notification.

Valid state(s) to issue:
call state

CCSTCONNECTED

channel state

CHST..SEND, CHST_RECV, CHST_OPEN

State after -execution:

callstate
CCST..CONNECTED

channelstate
CHST:CLOSING
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Return values:
CF.OK

CF")ERR:]HANDLE
CFERR|_STATE

Status Messages:
CFMCHAN:CLOSE.NIFY:

Peer Messages: -
' CFM_CHAN"|CLOSENTFY:

Data. Exchange

All the: data:communication is done‘in "message passing" fashion.
This means that any send willsatisfy any receive on a specific
channel, regardless: of the: lengthof the sent. data and the
receive buffer length, If the length of the sent message is-
greater than the length: of the. posted receive buffer the data

will be truncated.
All these calls are "asynchronous", which means that the data in
the send .buffer must not’ be changed until a CFM_DATA_SEND_NTFY
notification has been .sent to the application, and the, contents of
receive buffer is not: valid until:a CFM_RECV_COMPLETE_NTFY has been
received.for that. channel. .

CF_SendData

Send data to peer. If there are no receive buffers posted on the
peer machine, the data’ will be lost.
CStatus CFSendData (HCHAN ‘hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID)

input

hChan: Handle to the channel.
lpsBuffer: A pointer:to the buffer to be sent.
Buflen: : The length of the buffer in bytes.
dwIransID: . This isa user defined transaction ID which.will

be. passed to the channel’ handler along with other
status message data to identify the transaction

-that the response belongs to.

Valid state(s) to issue:

call. state
CCST_CONNECTED

channelstate
CHST_SEND
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Stateafter execution:call state

CCST_!CONNECTED

channelstate
CHST_SEND

Return values:

CF_OK. a
CF__ERR:CHAN:.NUMBER

CF"ERR_“STATE ;
CFCHAN.TRAN_FULL (Channel ‘transaction. table full)

Status Messages:
CFM_DATA_SENT.NTFY

Telis the application that the data has been extracted
from the buffer and it is available for reuse.

CFM_DATA_LOST._NTFY
This message will be delivered to the caller if the
data could not be sent.

Peer Messages:
CFM_RECV_|COMPLETE;NTFY

indicatés that data was received.

CFM.CHAN|DATA_LOSTNTFY.
this: message will be delivered to the peer if there are
no RecvData calls pending. -

CF.RecvData

Data is received through this. mechanism. Normally this call is
issued in order to post receive buffers to the system. When the
system has received data in the given buffers, the Channel
Handler will. receive a CFM_RECV_COMPLETENTFY.

CStatus CF_RecvData(HCHAN hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID)
inputiChan: Handle to the channel
ipsBuffer: A. pointer to the buffer ta-be filled -in.
Buflen: The: length of the buffer in bytes. Max. bytes to: receive.

dwTransiID: | This is a user defined transaction ID which will
be passed to the’ channel handler along with other
status tMiessage to identify the transaction that
the response belongs to.
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Valid state(s). to issue:
call state

CCST_CONNECTED

channel state
CHST_RECV -

State after execution:
call state .

CCSTCONNECTED

channel. state
CHST_RECV

Return values:

CF_OK
CF_ERR_CHAN.NUMBER
CF_ERR_STATE oo 7
CF_CHANTRANFULL». (Channel transaction table full)

Status Messages:..
CFM_RECV..COMPLETE.NTFY

indicates that data was received.

CFM_CHAN.DATA_LOST.NTFY .
'. indicates. that the buffer was. too small for an incoming

data message, or sone other data error. The contents of
the data buifer are: undefined.

Peer Messages:
none

Communication Control & Statistics

CFGet

ChanInfo™ : .
This function will return various statistical information about a
channel. For exaniples: Bandwidth information, number of
sends/second,. number of receives/second, etc..Full set of
statistical information will be defined at a later time.

CStatus CFGetChanInfo(HCHAN hChan, LPCHANINFO IpCsInfo)
input
hChan: Handle to the specified Channel
lpcsinfo: Pointer to a CHANINFO struct.
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Valid state(s) to. issue:
call state |

CCST.CONNECTED

channel state .

Any except CHST.NULL, CHST_READY

State after execution:
call. state

CCST_.CONNECTED

channel .state
UNCHANGED

Return values:

: CF_OK
CF.ERR_CHAN:NUMBER

Status Messages: none

Peer Messages: none

Capture, Record, & Playback

These "convenience": calls will provide the application the
ability. to: capture, record, and playback the. audio/video streams
from the specified source (e.gs, from the local Audio/Video HW or
from the Network). and/or to. the specified: sync (e.g., local
Audio/Video HW, File, or Network).

CF_CapMon

This function starts the capture of video signals from the local
camera and displays them (via ‘the HW. ."monitor" function) in the
local.video_window which is pre-opened by the application. Also,
it starts the capture of audio signals from the local microphone
and plays them back through thelocal speaker. Note that as part

of the capture function, this: mgadEOF function is slightlydifferent from the "play": function, z later in "CF.PlayRevd"
and "CFPlayStream". The: "monitor" function is a low-overhead
display. operation supported. by the Video hardware that moves
uncompressed. digital. video from:camera to: the monitor screen.
Therefore, this function only. works for local video stream: For
the remote “video “stream received from. the. network, the "Play"
function must be ‘used. to display. it. on the screen (see later
section. for more details). Also, the monitor function can be turned
on/off later using CF..ControlStream calls.
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This. function allows the user to preview his/her appearance and
sound before sending’ the signals out to the remote.

cStatus CF_CapMon (HWND hWnd, LPHSTGRP lphStgrp, lpAInfo,. lpViInfo)
input
hWnd: handle to the local_video_window. pre-openedby. the

“ application
lpAinfo: Pointer to AINFO structure describing Audio stream

- attributes.
lpVinfo: Pointer to VINFO structure describing Video stream

_ attributes

output oe
iphStgrp: pointer to the handle of a stréam group to be

ue, - captured

Valid state(s) to issue:
CSsST_INIT

State after execution:
CSSTACTIVE

Return..values:

CF_OK
CF_ERR_TOO_MANY.CAPTURE-
CF_ERRHANDLE
CF..ERR_RESOURCE..FAIL

CFPlayRevd

This. function starts. the reception and display (via the software
"Play" function) ofremote video signals in the remotevideowindow
which is. pre-opened by” the application. Also, it starts .the
reception and: play of remote audio signals back through: the local
speakers. The "Play" function that is automatically invoked as
part of this function can be later turned on/off by the application
by issuing calls to CF.PlayStream. ;

Note that the call can only be correctly issued after the phone
connection is made. Otherwise, "CF.ERRSTATE" will be returned by
the call. Also, :

CStatus CFPlayRcvd (HWND hWnd, HCALL hCall; LPHSTGRP iphStgrp)
input :
hWnd: handle to the remote_video_window pre-opened by the

: application .
hCall: handle to the: call
lpAInfo: Pointer to AINFO structure describing Audio stream

attributes.
ipVinfo: Pointer to VINFO. structure describing Video stream

attributes
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output
lphStgrp: pointer to the handle to a stream group to. be

received

valida state(s) to issue:.
: cesTCONNECTED & CSST_INIT

State after execution:
CCST_CONNECTED. & CSST_ACTIVE

Return values:

CF_OK
CF_ERR_HANDLE

CFERR.STATE
CF.ERR_!“RESOURCE_FAIL

CF_PlayStream

This function starts or stops playing the captured video and
audio streams of a specified-stream group.

CStatus CF_PlayStream (HWND hWnd, HSTGRP hStgrp, Word wFlag)
input
hWnd: handle £0 Che "Play" window pre-opened. by the

application~
hstgrp: handle to the. stream. group
wFlag : start/stop flag

Valid state(s}. to issue:
CSST_ACTIVE

State after execution:

CSST.ACTIVE

Return values:
CFOK

CFERR.STATE
CF"ERR:STRGP
CF_ERR_HANDLE -
CFERRRESOURCE.FAIL.

CF_RecordStream

This function starts cy stops recording the capttired video and
audio streams ‘of a specified stream group into:a specified file.
Currently, . the only supported. file. format is AVI File. Also,
recording streams in a file will-overwrite, instead of append, to
an existing file.
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CStatus CF.RecordStream (HSTGRP hStgrp, Word wFormat,. Word wFlag,
' LPSTR: LpFile)

input - :
hStgrp: handle to the stream group
wFormat: °- the-file format for recording
wFlag: start/stop flag
lpFile: the pathname to the AVI file ‘to record the A/V

streams

Valid state(s). to issue:
CSST_ACTIVE :

State after execution:
CSsT..ACTIVE -

Return values:
CF_OK

CF"ERR.STATE
CF.ERR:STRGP
CFERR_]RESOURCE.FAIL
CF.ERR_FILE

Stream: Control & Status

These "convenience" calls will provide the application the
ability to-control: and obtain. the status information of the
specified stream group.

CF_ControlStream

This. function set the parameters to contro] the capture or
playback. functions of the local or remote video and audio. stream
groups.

CStatus. CF:_ControlStream (HSTGRP hStgrp, WORD wfield, LPAVCB
lpAvcb)
input : . :
hstgrp: handle to a stream group
wfield: field of the AVCB to be modified, the valid fields

. for local’ and remote AVCB are listed below:
“TBD .

lpAveb: Pointer to the AVCB

Valid state(s), to issue:
all states. except CSST_INIT

State after execution:

unchanged
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Return values:
CF OK :

CF.ERRFIELD’
CF"ERR.STRGP
CFERRSTATE
CF.ERRRESOURCE_FAIL

chgetétceimmats
This function returns the current. state and the AVCB,
preallocated by-the application, of the. specified stream groups.

| LPWORD -
CStatus CF.GetStreamInfo. (LHSTGRP hStgrp, 4PWERD IpwState, LPAVCE
lpAvcb) 4
input
hStgrp:. handle to a stream group

output
LpwState: return current application state
lpAvcb: return. the pointer to the AVCB preallocated by the

application.

Valid state(s) to issue:
all states

State after execution:
unchanged -

Return values:
CF_OK
CF_ERRRESOURCE.FAIL

CF_DestroyStream

This function destroys. the specified streamgroup that was
created by CF.-CapMon or CF_PlayRcvd. As part: ofthe destroy
process, all operations’ (e.g.,.sending/playing) being performed
on the stream. group will be stopped and all Allocated system
resources’ will be freed.

cStatus CF_DestroyStream (HSTGRP hStgrp)
input
hStorp: handle to a stream group to be destroyed

Valid state(s)to issue:
All stream states except CSST.INIT

State after execution:

CSST_INIT
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Return values:

CFOK.
CFERR_STGRP

Network. Linking

These "convenience" calls will provide the application ‘the
ability to.start/stop sending active captured audid/video streams
to the network.

CFSendStream

‘This function startsor stops sending the captured video and
audio streams of a specified stream group to‘the remote.

CStatus CF_SendStream (HCALLhCall, HSTGRPhStgrp, Word wFlag)
input
hCall :-. handle to the call
hStgrp: handle tothe ‘stream group
wFlag : start/stop flag

Valid state(s) to issue:
CSST_ACTIVE

State. after execution:

CSST_ACTIVE ©

Return values:

CF_OK.
CFERRSTATE
CF..ERR_STRGP
CF_ERR_CALL
CF_ERRRESOURCE.FAIL

cP.Mute

This function stops:.or resumes sending the captured video and
audio streams-of a specified stream. group te the remote’ site.

CStatus CF_Mute (HCALL hCall,; HSTGRP hStgrp, Word wFlag)
input .
hCall : handle ‘to. the call

hStgrp: handle to the stream group
wFlag : start/stop flag

Valid state(s) to issue:
CSSTACTIVE
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State after execution:

CSST_ACTIVE

Return values:

CF_OK
CF_ERR_STATE
CF_ERR_STRGP
CF_ERRCALL -
CFERRRESOURCE_FAIL

Frame. Grabbing

CFSnapStream

“This function takés a snapshot of the video stream of the
specified stream group and returns.a still image (reference)
frame ina buffer allocated by the VCI DLL to the application.
Currently, the only supported image format is DIB.

cStatus CFSnapStream (HSTGRP hStgrp, WORD wFormat, ‘—LPDWORD
lpdwbufsize, LPBITMAPINFO lpDib)
input

hstgrp: handle toa stream group
wFormat : still image format )

output :
lpdwbufsize: size of the returned buffer.
lpDib: pointer to the DIB buffer allocated by the VCI

DLL.

_Valié state(s) to-.issue:
CSST_ACTIVE

State after execution:
unchanged

Return values:

CF_OK
CF_ERR_STATE
CFERR_STRGP |

. CF_ERR_BUFFER.
CF_ERRINSUFF_BUFSIZE
CF_ERR_RESOURCE.FAIL

The messages utilized by conferencing API 506 are defined as
follows:

>
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This section describes the messages generated by VCI and the
parameters that are. passed along with them.

Call Messages

CFM|CALL_NTFY
This is a notification message that the system has just received
a cali request initiated from the remote site.
CFM-CALLNTFY

ReturnedParameters
wParam HCALL handle.to the call. This handle

should be used to accept/reject the
call.

lParam LPV.EBACK | pointer to a structure containing
incoming call info:

LPADDR Pointer to address
= of .Caller

LPCONN_CHR Pointer to
, Connection

Attributes

}

Valid Call states - To Receive the Notification:
CCST_IDLE

State after receiving the message:
_ CCST_CALLED

CFM_PROGRESS_NIFY

This is a. notification message that returns the status of the call
“in progress:from the phone system.

CFM.PROGRESSNTFY

Returned Parameters

wParam HCALL coe handle. to the call in progress
lParam DWORD substate of the call

 

Valid wSubstate values:
CF_PROG_DIALTONE

CFPROGDIALING
CFPROGRINGBACK
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Valid Call States To. Receive the Notification:
ccst.CALLING

State after receiving the. message:
> €CST_CALLING

CFM_ACCEPT_NIFY

The remote site has accepted the call request issued locally.

CFM:ACCEPTNTFY

Returned Parameters 

wParam HCALL “handle to‘the call.

lParam LPV_CBACK pointer to a structure containing call
info:

LPCONN_CHR Pointer to
. Connection
Attributes

LPABBUSCARDINFO Pointer to
. BusinessCard info of

: peer ‘
LPMTYPE Pointer to Media

Types structure
}

Valid Call States To Receive. the Notification:
ecst ACCEPTING/CCST_CALLING

State after receiving the. message:
ccstT.CONNECTED

CFMREJECTNTFY

The connection/call. can not be made due to the situation
described in the substates.

CFM_REJECT_NTFY

Returned Parameters
lParam DWORD substate of the call

Valid wSubstate values:
CFRETTIMEOUT.

CFREd_.“ADDRESS
Cr.REd-NETWORK’BUSY.
CFREJ_.STATION’.BUSY
CFREI_|"RESOUCEFAIL
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“Valid Call States To Receive the Notification:
CCST_CALLING

State after receiving the message:
CCSTIDLE

CFM.HANGUP.NTFY

The remote site has hung up the. call, or this is a response to a
locally initiated Hangup. .

CFM_HANGUP_NTFY

Returned Parameters oe,
wParam HCALL - handle to the call

Valid Call. States To Receive the Notification:
CCST.|CONNECTED and CCST.CLOSING

State after receiving ‘the niéssage:
“CCST_IDLE

Channel Messages

The Following messages are generated in response to the various
channel related:‘functions as) described with the function
definitions.

CFM_CHANACCEPTNTFY

This is a notification message indicating that the peer has
accepted. the Open Channel request (via issuging a
CF_Accept_Channel call).

CFM_CHAN_ACCEPT_NTFY

Returned Parameters

wparam HCHAN Handle to the channel to. be used
subsequently. by the application.

lParam DWORD _. . TransID provided by the application,
that identifies the application

transaction related to this
notification.

Valid. States To Recéive the-Notification:
call state .

CCSTCONNECTED ©
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channel state

CHST_OPENING

State after receiving the message:
call state.

ccSsT..CONNECTED

channel_state
‘CHST_OPEN

CFMCHAN.REJECT.NTFY

This is a notification message indicating that the peer has
rejected the Open. Channel request (via issuing. a
CFRejectChannel).

CFM_CHAN_REJECT_NTFY

- Returned Parameters =

. lParam ~~ DWORD Trans ID ‘provided by the application,
that identifies the application
transaction related to. thisnotification.

Valid States. To Réceive the Notification: .
call state

CCST_CONNECTED

channelstate
CHST_OPENING

State after receiving the message:call state’:

CCSTCONNECTED
channel state

CHSTREADY

CFM_CHANTIMEOUTNTFY

This is a notification méssage indicating that the peer has
failed to answer the Open Channel request before the local timer
expires.

CFM_CHANTIMEOUTNTFY
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Returned Parameters

lParam DWORD TransID provide
that identifies
transaction. rel
notification.

190

d.by the application,
the application

ated to this

Valid States To Receive the Notification:
call state

CCST.CONNECTED

channel ‘state .

CHST_OPENING

State after receiving the message:
call state

CCST.CONNECTED

~ CHSTREADY

CFMCHANOPENNTFY

This is a notification message indicating that the peer has
initiated. an Open Channel: request. {via issuing a CFOpen.Channel
call)...

CEM_CHANOPEN_NTFY
Returned Parameters
wParam. -HCHAN - Handle to the Channel. to be used

subsequently by

1Param LPV_CBACK Pointér to inf
: réquest

DWORD

HCALL

. LPCHANINFO

}

the application.

0 about incoming channel

Transid (to.be. used in
Accept/Reject. Channel}
Handle to Connection

Channel Info passed by
peer

“Valid States To Receive the Notification:
call state

CCST_CONNECTED

channelstate
CHSTREADY
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State after receiving the message:
call state

: -CCST.__CONNECTED

channel state - a
CHST_RESPONDING

CFM_CHANCLOSENIFY

This is a notification: message indicating that the peer has
initiated a Close Channel request (via issuing a CFCloseChannel

call)... This may also be in response to a locally initiated CloseChannel.

CFM_CHAN..CLOSE_NTFY

Returned Parameters
wParam -HCHAN: - Handle to the Channel

lParam DWORD If the callback is:a. remote Close
‘indication, lParam = 0

If the callback isa response to a
locally initiated CloseChannel
lParam = TransID specified by app.

Valid States To Receive the Notification:call.state° ~-

CCSTCONNECTED

CHST_SEND, CHSTRECV, CHST_OPEN

State after receiving the message:
callstate

CCST_.CONNECTED
‘channel state

CHST_READY

CFM_DATA_SENT_NTFY

This is a notification message indicating that. the data in the
buffer has been sent-.out (via the previous call to the
CF_SendData)... The data buffer used. in the CF_Send_Data is now

available. for reuse,

CFM_DATA|SENT.NTFY

 
HUAWEI EX. 1016 - 621/714



HUAWEI EX. 1016 - 622/714

5,488,570 |
193 : - 194

Returned Parameters

wParam WORD. The actual number of bytes: sant,
“LParam DWORD TransID provided by the application, that

: identifies the application transaction
related to this notification.

Valid States To. Receive the Notification:
call state.

CCSTCONNECTED

channelstate
CHST_SEND

State after receiving the message:~ call state

cesT.CONNECTED
channel. ‘state

CHST_SEND

CFM_RCV_COMPLETE_NTFY

This isa notification message indicating that:the system has
received data in the buffer posted by the application (via

issuing CF_RecvData calls).
CEM_RCV_COMPLETE_NTFY
Returned Parameters | mo Los
wParam-°WORD The actual numberof bytes received
lParam DWORD . TransID. providedby the application,

that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
call state ,

‘CCST.CONNECTED
channel state

CHST_RECV

State after receiving the message:
callstate’ .

CCST_CONNECTED

channel state
-CHST.RECV
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CFM_DATA_LOSTNTFY

This is a notificationmessage indicating that the data sent is
lost because the peer had no data buffers available to receive
it. This message will be delivered to both the sender and. the
receiver applications.

CFM_.DATA_LOST.NTFY

Returned: Parameters .
wParam WORD. Number-of bytes lost
lParam DWORD TransID provided by the application,

a that identifies the application
transaction’ related to this
notification.

Valid States To Receive the Notification:
cali. state coe

CCSTCONNECTED

channelstate
CHST..SEND

\CHST_OPEN.

State after receiving the message:
callstate

CCST_CONNECTED

channelstate
UNCHANGED

Video API Data Structures, Functions, and Messages

Video API 508 utilizes the following data types:

VSTATUS Video subsystem interface return status type.
WORD (16-bit) value.

HVSTRM Handle to a video stream
LPHVSTRM Pointer to the handle to a video stream
LPVINFO- Pointer’ to a video information (VINFO) structure
HVCCB Handle to the Video Configuration Control Block

(VCCB) =.
LPCHANID Pointer to the network channel ID (CHANID)
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Video API 506 utilizes the following structures:

3.1.2. Structure Types

VINFO (Video Stream Information)

> WORD wType Local or remote video
stream

» WORD. | wReserved DWORD alignment, future
use

» DWORD dwFlags Flags bits: various
, exclusive attributes

> WORD wContrast Contrast adjustment
» WORD wlint Color adjustment
» WORD wSaturation. Saturation value
> WORD wBrightness Brightness adjustment
» WORD . wDisplayRate ©Monitor/Playback window |

oe mo Blt rate; <= IRV frame
oot rate :

» WORD wReserved2 DWORD alignment, future
use

> Union {
> // Local video stream
» struct | : : . ;
> WORD wCaptureSource Video capture source
» , (placeholder)
» WORD wCaptureFormat Video capture. format
» (IRV, YUV-9, etc.)
» DWORD wCaptureDriver Four: CC code
» WORD | wDataRate>Maximum video. data rate

7 (kbits/sec)
» WORD wMaxFrameRate 1-30
> WORD ~ wOualityPercent 0-100;. 0: = Lowest

quality, east
» mo number of frames
a dropped; 100°=

» Highest quality,
> most number of

> frames. dropped
» } Local
» // remote video stream
» struct:

» WORD =) wPlaybackTarget Video. playback
> hardware
» (placeholder)
> WORD wReserved Alignment, future
» use

» } ‘remote
>

» HASTRM hAStrm Associated audio
> stream, as needed

> 4
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Video API 508 utilizes the following constants:

Constants

State values: : .

VST_INIT —— Init state
.VST_OPEN: Open. state
VST.CAPTURE Capture state
VST._PLAY | Blay’ state
VST.LINKIN Link In. state
VST_LINKOUT Link Out state
VST_ERROR. - Error ‘state

Status. Values

V_OK £or successful, rn, (=0V_ERR general errorSeeeeeein the system
v_ERR_VINFO invalid VINFO -
V_ERR_HWND ss invalid window handle
V_ERR_STATE invalid stream state to issue this

function: :
V_ERR_HVSTRM invalid :-stream. handle
V_ERR_CHANID invali@’ network. channel
VLERR-RSCFAIL system resource failure
V_ERR:FLAG duplicated operation or. invalid flag
V_ERR_FIELD invalid VINFO field

The functions utilized. by video API 508 are defined as
follows:

vopen -

This function.opens a’ video stream.- An info structure specifies
stream attributes.» Caller specifies’ window messages: or callback
function. for stream event notification.-Stream event

notification. is TBD,

VSTATUS VOpen (LPVINFO lpVInfo, LPHVSTRM lphvstrm, DWORD
dwCallback,

DWORD dwCal lbackiInstance, DWORD dwFlags,
int far * lpwField)

input

lpVinfo: _ pointer. to the video information structure, VINFO,
with specified attributes. If a NULL LPVINFO-is

specified, the default attributes set up as part
of. configuration. will be used.

dwCallback: Specifies the address of a callback function or a
handle to’a window.: In the case of a window, the
low-order word is used.
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Messages: sent to a callback. function are similar
to méssages sent: to a window, except’ they have two
DWORD parameters instead of a. UINT and a» DWORD
parameter. See the Microsoft Multimedia
Programmer's Guide, pp. 5-10. for. guidelines in
writing a callback function:

dwCallbackInstance:
Specifies user instance data passed to the
callback.....Unused if dwCallback.is a window.

dwFlags: VOpen flags parameter; flag values OR'da into
parameter.
For parameter. dwCallback,.values are:

. CALLBACK.FUNCTIONindicates callback. function
used: ct
CALLBACK.WINDOW indicates window handle.

output a ;
VSTATUS: returned parameter; see return values, below.
iphVstrm: pointer.to an opened video stream handle, returned

if VSTATUS=V_OK.

lpwFielid: a field in VINFO was incorrect. This parameter is
valid only when VSTATUS: returns the value:
V_ERRVINFO. A -l indicates VINFO was more

generally in error.

Valid state(s) to issue:
VST_INIT:

State after successful execution AV.OK):
VST_OPEN

Return values: / -
V..OK : for successful return (=0)
V_ERR_VINFO: : invalid VINFO -
V_ERR_RSCFAIL : system resource failure

3.3.2... VCapture

This function starts/stops capturing a video stream, from a local
video hardware source, such as a video camera or VCR. The

captured video can be displayed | in a window by using the VMonitor
function. A-.capture source is not explicitgly defined but
implied to be the local video capture hardware and driver.
VSTATUS vCapture (HVSTRM hvStrm, BOOL bFlag)
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input me
hvStrm: handle toa video stream.
bFlag: on/Off flag. Off=FALSE and On=TRUE.

Valid state(s) to issue: .
VST_OPEN (VCapture - on)
VST_CAPTURE (VCapture - off)

State after execution:
VST._OPEN |. +> VST_CAPTURE
VST.-CAPTURE ->. VST_OPEN

Return values:

V_OK) : for. successful return (=0)
V_ERR_STATE : invalid stream state to issue this function
V_ERR,HVSTRM° : invalid stream handle
V_ERR_RSCFAIL : system: resource failure

VMonitor

This function starts/stops monitoring (displaying video in a
window) a video stream captured from local: video camera or VCR.
The capture source is specified in the vCapture function; see
above.:

VSTATUS VMonitor(HVSTRM hVStrm, HWND hWnd, BOOL bFlag)

input :
hvStrm: handle to a video stream...
hWnd: handle to a window, pre-opened by the app, in which

monitoring is totake place.
If bFlag=FALSE, then the previously specified monitor

window is® disassociated from the stream (and the
. specified window is ignored).
bFlag: on/off flag. Off=FALSE and On<TRUE.

Valid state(s) to issue:

VST_CAPTURE/VST_LINKOUT

State after execution:
unchanged

Return values: -
V_OK : for successful return

‘V_ERR_STATE : invalid stream state to issue this function
V_ERR_FLAG * duplicated operation
V_ERR.HVSTRM : invalid: stream handle
V_ERR_HWND : invalid window: handle

V_ERR_RSCFAIL : system resource failure
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3.3.4. VLinkout

Link a network video sink to a video stream for remote
transmission. Usage: Local capture to network output.

“VSTATUS VLinkOut (HVSTRM hVStrm, HCHAN hChan, BOOL bPlag)

input
hastrm : handle to the video stream.

hChan : Channel handle. of the video output. sink.
' Tf bFlag=FALSE, then the previously specified

channel is. disassociated from the stream (and the
specified channel is ignored). -

bPlag : link or unlink flag. Link=TRUE; Unlink=PALSE,

Valid state(s) .to issue:
VST_CAPTURE (VLinkOut - Link)
VST_LINKOUT (VLinkOut - unlink)

State after execution:

VET_CAPTURE -> V3T_LINKOUT
VSTLINKOUT -> VST_CAPTURE

Return values: _
V_OK : for successful return
V_ERR_STATE. : invalid. stream state
V_ERR_CHANID--: invalid. network channel for video outputsource

V_ERR_RSCFAIL. : system resource failure

3.3.5. ViinkIn.

Link a network video source to:a video stream for playback.
Usage: Network input to local playback.

VSTATUS VLinkIn(HVSTRM hvStrm, HCHAN hChan, BOOL bFlag)
input
hvVStrm: handle to the video stream.

hChan: channel handle of the video. input source.
Tf bFlag=FALSE, then the previously: specified: channel
is disassociated. from: the stream (and the specified
channel is ignored)...

bFlag: link or unlink flag. Link=TRUE; Unlink=FALSE.
If FALSE, then ChanId is disassociated from the stream.

Valid state(s) to issue:
VST_OPEN VLinkIn - link)
VST._LINKIN VLinkIn - unlink)

HUAWEI EX.1016 - 628/714



HUAWEI EX. 1016 - 629/714

5,488,570
207 208

State. after execution: .
VST.-OPEN -> VST_LINKI
VST_LINKIN -> VST_OPEN

Return values:
V_OK : for successful return
V_ERR_STATE : invalid stream state
V_ERR_CHANID ; invalid network channel for video input

_ source

V_ERR-RSCFAIL. .: system resource failure

3.3.6. VPlay

This function starts/stops playing a linked-in video stream by
consuming a video stream from a video network source and
displaying. it in a window. Specifics of. the video network source
are assigned the stream using the VLinkIn function; sée above.

VSTATUS VPlay (HVSTRM hVStrm, HWND hWnd, BOOL bFlag)

input
hvstrm: handle to’ the video stream.
hWnd: handle to a window pre-opened by the app.
bFlag:. start play or stop play flag. Play=TRUE; Stop

Play=FALSE.. -
If stop play, then hWnd is disassociated from the
stream. (and the specified window is ignored).

Valid state(s) .to issue:
VST_LINKIN (VPlay -..on)
VST_PLAY (VPlay ~.-off)

State after execution: ae
VST_PLAY. -> VST_LINKIN
VST_LINKIN -> VST"PLAY

Return values:
V_OK : for successful. return
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM.. : invalid stream handle
V_ERR_RSCFAIL : system resource failure
V.ERR_FLAG : duplicated. operation

VPause

This function pauses or unpauses a video stream captured or
played locally.
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NOTE: This function is’ currently unimplemented..Its function has
been found to be available via combinations of the othér. stream

functions..To pause a local stream, use VMonitor (off); to pause
the remote stream,:.use VPlay.(off). To mute the local video
stream, at the remote site, use VIinkOut (off).

VSTATUS VPause(HVSTRM hVStrm,.BOOL bFlag)

input -

hvstrm: handle to. the video ‘stream.
bFlag: PauseOn/PauseOff flag. PauseOn=TRUE; PauseOff=FALSE.

Valid. state({s) to issue:
VSTCAPTURE
VST_PLAY
VST_LINKOUT

State after execution:

Unchanged

Return values:
V_OK > for successful: return
V_ERR_STATE.. .: invalid stream state to issue this function
V_ERR.HVSTRM. : ‘invalid’ stream handle
V_ERR.FLAG : duplicated operation
V_ERRRSCFAIL ©: system resource failure

3.3.8. VGrabframe

This function grabs the most current still image {key frame) from
a specified video stream. The frame is returnedin a DIB format.
VGrabframe allocates the DIB-bits-buffer,; and the user must free
it. The user provides the DIB BITMAPINFOstructure, of maximum
extent; which is. of:-£ixed length.

VSTATUS VGrabframe (HVSTRM hVStrm, LPSTR FAR *lplpvbits,
LPBITMAPINFO 1pbmi)

input ;
hvstrm: handle to the video stream.
lpbmi: pointer to a DIB. BITMAPINFO structure. The

BITMAPINFO must. have an extent equal’ toa
bmiColors array with 256 entries, giving a
BITMAPINFO structure of maximum length.
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output

lplpvbits: pointer to.a pointer to.a DIB image buffer that is
allocated by the video manager and freed by the
application. Windows GlobalAlloc (with ‘memory
attributes GMEMMOVEABLE.| GMEM_SHARE) and
GlobalLock are used to allocate the DIB bits
memory.

Valid state(s).to issue:
VST_MONITOR
VST_PLAY

State after execution:
Unchanged

Return values:

“-VOK : for successful return
V_ERR.STATE : invalid stream state to issue this function
V_ERR_HVSTRM ©: invalid stream. handle
V_ERR_RSCFAIL. :.system resource failure

ventl

This function controls a videostream by adjusting its parameters
(e.g., Tint/Contrast, Frame/DataRate).

VSTATUS VCntl (HVSTRM hVStrm, LPVINFO lpVInfo, WORD wField)

input
hvstrm : handle to the video stream

sutput
ipVinfo : pointer to the video.“information structure, VINFO,

that was preallocated by the apps, but filld@ by the
vide manager. :

wField : field value to be changed.

Valid state(s). to issue:

all states: except VST_INIT

State after execution:

unchanged

Return values:

V_OK : for successful return
V_ERR_HVSTRM : invalid stream handle
V_ERR,STATE invalid streamstate to issue this function
V_ERR_FIELD. invalid VINFO field
V_ERR-LPVINFO invalid VINFO pointer
V_ERRRSCFAIL : system resource failure

se08Oe
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3.3.10. VGetInfo

This function returns the status of a video stream.

VSTATUS VGetInfo(HVSTRM hVStrm, LPVINFO lpVInfo, LPWORD lpwState)

hVStrm: handle to the video stream.

output : .
ipVinfo:.. handle to the video information structure, VINFO, that

_ was preallocated by the apps, but filled by the video
' Manager

lpwState: pointer to a WORD where the state of the specified
stream can be returned.

Valid state(s). to issue:

all’ states except VST_INIT

State after execution:
unchanged

Return values:
V_OK '; Zor successful return

. V_ERR_STATE :. invalid stream state to issue this function
VvERR.HEVSTRM : invalid stream handle
Vv"ERRLPVINFO : invalid VINFO pointer

vClose

This function closes a video stream and releases all system
resources allocated for the stream.

VSTATUS VClose(HVSTRM hvStxrm)

input

hvstrm: handle to the video stream:
valid state(s) to issue:

All STATES except ‘in VST_INIT

State after execution:
ST_INIT

Return values:
V OK : £Eor successful return

V_ERR_HVSTRM =: invalid stream handle
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3.4. Video Subsystem Functions

The subsystem functions are used to manage and return information
about the video subsystem as.a whole. This. includes subsystem
initialization,’ shutdown, and.cost, or utilization, information.

3.4.1. ViInit

This function initializes the video subsystem. Capture and
playback applications can: be started. Windows INI file entries
are used to configure the subsystem.

Subsystem initialization also includes the measurement of the CPU
and display. subsystem’ (graphics adapter) in order.to provide
video cost information; see VCost, below.

VSTATUS: VInit (dwInitFlags)

adwinitFlags: initialization flags. Flag bits are OR’d
to determine interface options. Current
flag bitsare:

VM_CAPT_INIT: start capture
; application

VM_PLAYINIT: Start: playback
application

Return .values: ;
V_OK: for successful return
V_ERR: general error

3.4.2. VShutdown

This function uninitializes, or stops, the video subsystem.
Capture and playback applications are stopped.

VSTATUS. VShutdown()

Return values:

V_OK: for successful return
V_ERR: -. general error

VCost

This function gives the percentage utilization of the cPU
required to support a given video. stream:

NCA
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The function can be called repeatedly, and at any time after the
video manager is initialized (VInit called). Repeated calls can
be used to. determine an "optimal" configuration of lecal and
remote video. windows.

VSTATUS vost(Rees wDispFreq, wFrameRate, wFormat, dwFlags,LpwCost)

input ; :
wRes: resolution of a video display. window.
wDispFreq: display frequency of a video. display window.

Display. frequency is a function of the
FrameRate.

1 =.-All frames; 2 = Every other frame; 3 =
Every third frame; etc. 0 = no frames
displayed. ,

wFrameRate: captured video frame rate (fps). For IRV, this
is typically 10-15 fps.

wFormat: defines the video compression algorithm.
. Currently supported values are:

CAPT FORMAT.IRV

CAPTFORMATYUV
dwFlags: Flags. which further specify spécific video

attributes. ;

Currently suppported valués are:
; LOCAL_STREAM (=0x1)

REMOTE. STREAM (=0x2)
These. values specify whether the video in
question originates locally or remotely.

output
lpwCost : pointer to..a WORD where a| system utilization

value can be returned. The value returned is a-

system utilization percentage. It is 0 or
greater. Values greater than 100 can be
returned.

Return values:  . ..
V_OK: . for successful return
V_ERR: general error

Audio API Data Structures, Functions, and Messages

Audio API 512 utilizes the following data types:

HASTRM Handle to an audio stream
' LPHASTRM Pointer to the handle of an audio stream

AINFO Audio information structure

HUAWEI EX.1016 - 634/714



HUAWEI EX. 1016 - 635/714

LPAINFO
ACCB
LPACCB
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Pointer to an audio information structure
. Budio Compression Control Block

Pointer to the Audio Compression Control Block
Audio Device Capabilities structurePointer to the Audio Device. Capabilities structure
Status. code returned by, Audio Subsystem

Audio API 512 utilizes the following structures:

ADevCaps

QUT WORD

OUT WORD

OUT WORD

OUT char

OUT DWORD

OUT WORD

IN WORD

OUT WORD.

IN .LPACCB

wVersion

wMid

wPid

szPriame [MAXPNAMELE
N]

adwFormats

wChannels

-nAcceptCoders

nReturnCoders

1LpACCB

Version of the audio
manager

Manufacturer ID

Product ID

NULL terminated string
containing the name of
the audio manager

Sample wave formats
supported by subsystem
when no compression is
used

Number of audio- channels

supported by driver
(mono (1) or stereo (2))
Size of ACCB array
referenced by lpACCB

Number of ACCB
structures returned in

ACCB array referenced by
LpACCB

Pointer to an array of

ACCB strucBuegeoreshould be,
structure per supported
compression algorithm.

ACCB (Audie Compression Control Block)

char szProdName [MAXCOMP.. Name of
RESS] Compression

Algorithm
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WAVEFORMAT wt

WORD

WORD

WORD

WORD

AINFO

WORD

WORD

DWORD

DWORD -

wBitsPerSample

cbExtraSize

wAvgCompRation

samplesPerFrame

222

Wave. format as
defined Microsoft
Multimedia

Programmer’s
Reference

Number of bits per
sample. per
channel‘.

Extra number in

bytes of the
WAVEFORMAT
structure.

Specifies the
average
compression ratio
provided by the
compression device

The smallest
number of audio

samples required
by the compression
device to generate
a frame.

(IN/OUT Information of an Audio Stream)

wType

wCompress

awResolution

dwhLatency

Local or remote. audio
stream

Index: into compression
table

Resolution in
milliseconds with

which Audio. Manager
can adjust latency on

.an audio stream

Milliseconds of

latency from the time
the audio packet is
recorded to the time

it is put on the
network.
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Union {

// local audio stream
struct

WORD win

WORD wGain

‘WORD wAux

} lecal
// remote audio strea

struct’ {

WORD wOut

WORD wVol

remote

224

Audio input hardwaresource

Gain of the local
microphone

Volume. of the monitor
audio stream.

Audio output hardware
destination

Volume of the local

speaker

Audio API 512 utilizes the following constants:

State values:
AST_INIT Init state
AST_OPEN > Open state
AST_CAPTURE Capture. state
AST_PLAY Play state

Link In ‘state

Link. Out state
Error state

AST.LINKIN
ASTLINKOUT
AST_ERROR

Status values:

ALOK  ..
A_ERR_STATE
A_ERR_HASTRM
A_ERR_LPAINFO
A_ERR_FIELD

successful return

invalid AINFO field

invalid stream state
invalid stream: handle

invalid AINFO pointer
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A_ERR_LPHCHAN invalid network channel
A_ERR_RSCFAIL system resource failure’
A_ERR_STREAM too many outstandingaudio streams.
AERR.PENDING call. pending. on the.audio subsystem
A_ERR.NODEV .” invalid’ Audio Manager device number
A_ERR_NOCALLBACK APacketNumber issued without a registered

oe, callback function

ASTREAM_CLOSED Hang-up received on an audio stream
A-ERR_NOSUPPORT Feature not supported in current release

of Audio. Manager

The functions utilized by audio API 512 are defined as
follows: :

AGetNumPevs or AInit (synchronous)

This function retrieves the: number of oaAradoBoeeeeraeereinstalled on the system. AGetNumDevs. and AInity the samefunction. AlInit exists for symmetry with the Video Manager

UINT AGetNumDevs (void) or AInit (void)

Valid state(s) to issue:
ANY

State after execution:
NO..CHANGE a,

Return values:
Number of Audio Manager available. on the system.

AGetDevCaps (synchronous)

This function fills:.the ADevCaps structure with information
regarding the specified’ Audio Manager.

AStatus AGetDevCaps (UINT wNeviceID, LPACAPS ipCaps)

input

wDeviceID: Identifies the Audio Manager to query. Use a integer
from 0-to one less*than the number.of installed
audio managers. .

ipCaps: Specifies a far pointer to an.ADevCaps structure.
An array of ‘ACCR. structures: must be allocated to
receive a list of audio compression algorithms
supported by the Audio Manager. The ADevCaps fields
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1pACCB and wAcceptCoders should be set to reference
this array and the array size, respectively.

Valid state(s) to issue:

ANY

State after execution:
NO CHANGE

Return values:
ROOK © : for successful return
A_ERR_NODEV  =e_:. invalid wDevicelID

AOpen (asynchronous or synchronous)

This function opens an audio stream with specified attributes.

AStatus AOpen. (LPAINFO. lpAIn£fo, UINT wDeviceID, DWORD dwCallback,
DWORD .dwCalibackinstance, DWORD dwFlags,
LPWORD lpwField,.. LPHASTRM lphastrm)

input
IpAInfo: The audio information structure, Alnfo,

with specified attributes. NOTE: ‘normally
wCompress is. set to 0; this will select
the default coder tobe used on the audio
stream.

wDevicelID: Identifies the Audio Manager to use. The
value can. range. from.zero to one less than
the value returned by. AGetNumDevs.

dwCallback: Based on value of dwFlags, specifies the
. address of a callback function or a handle

to a window.

dwCallbackinstance: Specifies user instance data passed to. the
callback. This parameter is not used when
adwCallback is a windows handle.

dwFlags: Defines whether the application interface
to Audio. Manager will be asynchronous or
synchronous. If dwFlags is
CYCALLBACKNONE, the interface is
synchronousand dwCallback is a Window
handle used by the audio subsystem to
block while the underlying asynchronous
audio manager completes its service. IF
dwFlags is cy"CALLBACKFUNCTION or
CY“CALLBACKWINDOW, the interface is
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- asynchronous and the parameter dwCallback
is a Window handle or a function.

output

lpwField: One or more fields in AlInfo were

ineorrect.. ‘This. parameter. is set only
when AStatus returns the value:

: A_ERR_-FIELD. Its value is a bit-mask
- which identifies which fields are invalid.

iphaStrm: If. dwFlags.is CY.CALLBACK NONE specifying
that a. synchronous interface with the
audio subsystem is being used, the
subsystem will return the handle to the
new audio stream in this variable when
AStatus.is A_OK.

galiback
void CALLBACK AudioManagerFunc (hastrm, Message,

dwCallbackInstance,
dwParami,
dwParam2)

AudioManagerFunc is a place holder for the function name
provided. by the caller. The function must be “included. in an
EXPORT statement. in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since the callback
is executed in an interrupt context, limited functionality is
available to it*

Callback Parameters:

HASTRM hastrm : Audio stream to which callback
applies.

UINT Message : Message returned by the audio
subsystem.

DWORD dwCallbackInstance : caller specific instance data.
DWORD dwParami : Message specific parameter.
DWORD dwParam2 :; Message specific parameter.

Valid state(s) to issue:
AST_INIT
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State after execution:

AST_OPEN

Return Messages/Callbacks
AM_OPEN - -;,Posted at callback time..The value of Paraml

‘is. one of the values defined in Paraml Values
below. The value of Param2.is a HASTRM if

Paraml is A_OK.

Return/Paraml Values:
A_OK : for successful return

A_ERR_STREAM : too. many outstanding. audio streams
A_ERR_LPAINFO : invalid AINFO: pointer
A_ERR_FIELD : invalid AINFO Field{s)

A.ERRRSCFAIL : System resource failure
A_ERR_PENDING : open call. pending on the audio subsystem
A_ERR_NOSUPPORT. invalid dwFlags field
A_ERR_NODEV : invalid wDeviceID

ACapture (asynchronous or synchronous)
This function starts/stops capturing an audio stream from a local
audio hardware source, such as a microphone.

AStatus ACapture (HASTRM hAStrm, BOOL bFlag)

input
haAStrm: - handle of an audio stream
bFlag: - on/off flag.

Valid state(s) to issue:

AST_.OPEN (ACapture ~- on)
AST_CAPTURE (ACapture -. off)

State after execution:

AST_OPEN > AST.CAPTURE
AST_CAPTURE -> AST_OPEN

Return Messages/Callbacks
AM_CAPTURE : Posted at callback time. The value.of Param

is. one: of the values defined in Paraml Values
below. THe value of Param2 is the state of the
stream: TRUE. means capturing, FALSE means
capture disabled.

Return/Paraml Values:
A_OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
A_ERR_RSCFAIL : system resource failure
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A_ERR_FLAG ‘': duplicated operation
A_ERR_PENDING : call pending on the audio subsystem for this

stream. .

AMute (asynchronous or synchronous)

‘This function starts/stops. muting of an audio stream captured
from local .microphone or being played back on the speakers.

AStatus AMute(HASTRM hAStrm, BOOL bFlag)
input
hAStrm:-- ‘pointer to ‘the handle of an audio stream
bFlag: on/off flag.

Valid state(s)to issue:

AST_CAPTURE/AST_LINKOUT
AST_LINKIN/AST._PLAY

State after execution:
Unchanged

Return Messages/Callbacks _ —
AM_MUTE : Posted at callback time. The value of Paraml. is

one of.the values. defined in: Paraml Values below.
The value of. Param2 is the state of the stream: TRUE
means muting, FALSE means muting is disabled.

Parami Values:
AB_OK :. for suceéssful return
A_ERR.STATE : invalid stream state
A_ERR_FLAG : : duplicated operation
4A_ERR: HASTRM : invalid stream handle
A_ERR_RSCFAIL : system resource failure

Return values:

A_OK | : for succéssful return
A_ERR_PENDING : call pending on the audio subsystem for this

stream.

APlay (asynchronous or synchronous)

This function starts/stops playing an audio stream received from
a-network source. See details in "ALinkiIn".

- AStatus APlay(HASTRM hAStrm,. BOOL bFlag);
input

haAStrm: handle to. thé audio stream
bFlaq: on/off flag.
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Valid state(s) to issue:

ASTLINKIN
ASTPLAY

{APlay - on)
{(APlay - off)

State after execttion:
AST_LINKIN
ASTPLAY.

-> AST_PLAY
~> AST_LINKIN

Return Messages/Callbacks
AM_PLAY : Posted at callback time. The value of Paraml ' is

one of the values defined in Param1 Values below.
The value of Param2. is the state of the stream: TRUE
means playing; FALSE means play disabled.

Return/Paraml. Values:
A_OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid streamhandle
A_ERR_FLAG . : Guplicated. operation
A_ERR_RSCFAIL : system resource failure
A_ERR.PENDING : call pending on the audio subsystem for this

stream.

ALinkIn (asynchronous or synchronous)
This function. Jinks/unlinks- an input network | channel to/from the
specified audio stream. Once. linked, the: audio stream can be
played on the: local speakers/headphones via the APlay function
defined earlier.

AStatus ALinkIn(HASTRM hAStrm, LPHCHAN lphChan®, BOOL bFlag).;

input
haStrm:

lphChan:

handle to the audio: stream
. pointer to a channel handle identifying the audio
. network input: source

bFlag: “link or unlink flag.

Valid state(s) to issue:
AST_OPEN (ALinkIn: - link)

AST_LINKIN — (ALinkIn - unlink)

State after execution:
AST_OPEN: | -> AST_:LINKIN

AST_LINKIN -> AST_OPEN
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Return Messages/Callbacks
AM.LINKIN : Posted at. callback. time. The value of Paraml is

one of the values defined in Param] Values. below.
The value of Param2 is the state of the stream: TRUE
means linked, FALSE. means unlinked.

Return/Paranl Values:
A_OK. : for succegsful.return
ALERR...STATE .. : invalid stream state
AERR_|_HASTRM : invalid: stream handle
AL/_ERR_..FLAG” ; duplicated operation
A_ERR_._LPHCHAN : invalid network channel handle for audio

input. source
A_ERR_PENDING : call pending on the audio subsystem
A_ERR_RSCFAIL +: system resource failure

ALinkOut (asynchronous and synchronous)

This function links/unlinks an output. network channel to/from the
specified audio stream that will be captured or is being captured
from the local microphone.

AStatus ALinkOut (HASTRM hAStrm, LPHCHAN. lphChan, BOOL bFlag);

input
haStrm: handle to the audio streamiphchan: pointer -to a channel handle identifying the network

output destination
bFlag: link or unlink flag.

Valid state(s) to issue:
AST_.CAPTURE (ALinkOut --- Link)
AST.}"LINKOUT (ALinkOut -° unlink)

State after execution: .
AST_CAPTURE -> AST_LINKOUT
AST_LINKOUT -> AST_CAPTURE

Return Messages/Callbacks
AM_LINKOUT... : Posted at callback time. The value of Parami-

is one*of the values defined in Paraml Values
below; The value of Param2 is the state of the
stream: TRUE means linked; FALSE means
unlinked.

Return/Paraml Values:
A.OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
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A_ERR_FLAG : duplicated operation
A_ERR_LPHCHAN  : invalid network channel for audio output

: source .
ALERR_RSCFAIL =: system:resource failure
A_ERR_-PENDING : call pending on this audio stream.

ACntl (asynchronous or synchronous)

This function can be used.to control. the amount of latency on an
audio stream... In addition, the gains. of.an audio stream being
captured or the volume of an’ audio stream being played back can
also be. set. Finally, ‘the locally captured audio input can be
monitored by setting the wAux AINFO field.

AStatus “ACnti (HASTRM hAStrm, LPAINFO lpAInfo, WORD wField)

input , : , :
hAStrm : handle to the audio-.stream
lpAInfo . + pointer to the audio information structure,

AInfo,. with.specified attributes.
wField : the selected field of AInfo to change.

Valid state(s) to issue:
all states’ except ASTINIT

State after execution:
unchanged

Return Messages/Callbacks
AM.CNTL : Posted at callback time. If there is an-error,: the

value. of Paraml -is.one of the values listed. below in
Param1 Values: and :Param2 is ZERO (i.e. if Param2 ==
0): BRROR;).. I£ the command is successful, the’ value
of Paraml is: wField and ‘the value.ocf Param2 is the
pointer lpAInfo passed to the call aAcntl.'

Return/Paraml Values: .
A OK : for successful-return
ALERR_HASTRM : invalid stream handle
‘A_ERR_STATE : invalid stream state
A_ERR_LPAINFO «+: invalid.AINFO pointer
A_ERR_FIELD : invalid AINFO Field
A_ERR_ RSCFAIL...: system resource failure
A_ERR_PENDING call pending on this audio stream.

AGetinfo. (asynchronous and synchronous)

This function returns the AINFO and state of an audio stream.

AStatus AGet Info (HASTRM hAStrm, LPAINFO lpAInfo, LPWORD lpwState)
nee
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input oe
haAStrm: handle to the audio stream

output . - .
lpAInfo: pointer. to the handleof AINFO. that was. preallocated

by ‘the apps, but filled by the audio manager
lpwState: state of the specified stream

Valid state(s). .to issue:
all ‘states 6xcept AST_INIT

State after execution:

unchanged

Return Messages/Callbacks |
AM_GETINFO ; Posted.at callback time. If there is an

error, the value of Paraml is..one of the values

listed below, in Param Values and Param2. is
ZERO (i.e. if -Param2 == 0} ERROR;). If the
command is successful, both Parami and Param2
are ZERO.

Return/Paraml Values:
A_OK : for. successful return

A_ERR_STATE ; invalid stream state
A ERR.. HASTRM : invalid stream handle
A_ERR_LPAINFO : invalid AINFO pointer
A_ERR_RSCFAIL ©: system résource failure
A_ERR_PENDING : call pending on this audio stream.

AClose (asynchronous and synchronous)

This function, closes.an audio stream and releases all system
resources allocated’ for this stream.
AStatus AClose (HASTRM hAStrm)

input :
hAStrm: handle. to the audio stream

Valid state(s) to issue:
All STATES except in AST.INIT

State after execution:
AST_INIT

Return Messages/Callbacks
AM_CLOSE : Posted at callback time. Parami is one of the

Paraml Values listed below. Param2 is the stream
handle passed to AClose.
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Return/Parami Values:
A_OK : for successful return
A_ERR.HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.

ARegisterMonitor (asynchronous)

This function registers. an audio stream monitor. The Audio
Manager ttaintains a packet count on each open stream. This count
represents a running clock where the elapse time since the
initiation of the audio stream* is simply the. packet count times
the latency represented by each packet @lusers of the audio
subsystem gain. acceas to this*clock source via an audio stream
monitor.

AStatus ARegisterMonitor (HASTRM haStrm, DWORD dwCallback,
DWORD. dwCallbackinstance, DWORD. dwFlags, DWORD
dwRequestFrequency, LPDWORD lpdwSetFrequency)

input ..
haStrm: handle to the audiostream

dwCallback: Specifies. the address of a callback .
function or a handle to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback:. This parameter is not used with
windows callbacks.

dwFlags: Specifies whether the parameter. .dwCallback
is.a Window handle ora: function. If it is

a.Window handle, the value.is set to
CY.CALLBACK_WINDOW. If it is a function,
dwFlags is set to CY_CALLBACK_FUNCTION.

dwRequestFrequency: Specifies the period (in milliseconds) the
: Audio Manager should playback or record

audio béfore reporting the. current elapsed
time to the caller. A value of. zero means
don’t callback (use APacketNumber to. force
a callback) .

output
lpdwSetFrequency: The Audio Manager returns via this far

pointer the actualperiod (in
milliseconds) between AM_PACKETNUMBER
callbacks. This number will be set as
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Initiation here refers to the moment a local audio stream

enters the ASTCAPTURE state.
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close as possible to dwRequestFrequency
based on the resolution of latency
associated with the audio stream (see
AINFO field dwResolution) .

Valid state(s) to issue:

AST_PLAY, AST_LINKIN; AST:|‘CAPTURE, 'AST_LINKOUT

callback.

void: CALLBACK AudioManagerFune (hAStrm, Message,
dwCallbackInstance, dwParaml, dwParam2)

AudioManagerFunc: isa place holdex for the function name
provided by the caller. The function must be included in an
EXPORT statement in a DLL. The callback must also be locked in
memory as.it is called at interrupt time. Since this callback
is executed in an interrupt context, limited functionality is
available to it*.

Callback Parameters:

HASTRM hastrm : Audio stream to which callback
applies.

UINT Message : Message returned by the audio
subsystem.

DWORD .. dwCallbackInstance ': caller specific instance data.
DWORD dwParam1 : Stream’ status. oe
DWORD- awParam2 : Current packet number

multiplied by the packet
latency (in -milliseconds)

State after. execution:
NO CHANGE:

Return Messages/Callbacks
AM_PACKETNUMBER : Posted at callback time.

Paraml Values:

A_OK :.for successful return
A_STREAM_CLOSED + for successful return

Return values: .
A_OK : for successful return
A_ERR_STATE : invalid stream state
A_ERR.HASTRM : invalid stream. handie
A_ERR_PENDING : call pending on this audio stream.
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APacketNumber (asynchronous)

This function returns the elapsed time (in milliseconds) since
the packet on an audio stream was captured.

AStatus. APacketNumber (HASTRM hAStrm)

input /
hAStrm: - handle. to the audio stream

Valid state(s) to issue:

AST_LINKOUT, ASTPLAY, AST.CAPTURE, AST_LINKOUT

State after execution:
NO CHANGE

Return. Messages/Callbacks
AM_PACKETNUMBER..: Posted. at callback time. The value of. Paraml

is-one of. the values defined. in Paraml Values
below... Param2:is the current packet: number
multiplied by the packet latency (in
milliseconds). .

Param1: Values:
AOK... for successful return
A.STREAM_CLOSED : for successful return>

+

Return values: oo
A OK , : For successful return

A_ERR_STATE © : invalid stream state
A_ERR_HASTRM . : invalid stream handle
A_ERR_PENDING . :. call pending.on.the audio subsystem
A_ERR_NOCALLBACK : callback must be registered with

ARegisterMonitor

AShutdown (synchronous)

This function forcefully closésall open audio streams and
‘unloads: any open Audio Manager drivers.

BOOL AShutdownAPacketNumber (void)

Valid state(s) to issue:
any state accept AST_INIT

State after execution:

AST_INIT
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Return Méssages/Callbacks
none

Return values:

TRUE : for successful return

Comm API Data Structures, Functions, and Messages

Comm API 510 utilizes the following data types:

typedef WORD HSESS, FAR *LPHSESS; // session handle
typedef .WORD HCONN,. FAR *LPHCONN; // connection. handle
typedef: WORD HCHAN,: FAR. *LPHCHAN; // channel handle
ff
// TIT RETURN CODE. VALUES.
/
typedef enum _TSTATUS

SUCCESSFUL = 0,
PRIORITY_IN_USE. = 1,
CHANTRANFULL = 2,
CHANINVALID = 3,
CONNBAD_ID . = 4,
DRIVER_NOT_INSTALLED = 5,
HANDLEINVALID = 6,
INVALIDCONTROL_OP = 7,
INVALID”INFOTYPE = 8,
NO.CHAN_MGR = 3,
NO_DATA.AVAIL = 10,
NO_OPEN_CHAN = 11,
NO_SESSION = 12,
NOCONNECTION = 13,
NO_CONNECT_REQUEST. . = 14,
RELIABLEOPS:PENDING = 15,

REQUEST.WITHDRAWN = 16,
TOOMANYSESSIONS = 17,
TRANINVALID ~ = 18,
TRANSPORT_ERR = 19,

INVALID_PARM. = 20,
ALREADY_CONNECTED = 21,
GLOBAL-ALLOC_FAIL = 22,
INVALIDSTATE = 23,
NO_PKT,.BUFS = 24,
GALLOC_ERR = 25,
TOO!MANYCONN = 26,
TOO_MANY_CHAN.MGR = 27,
TOO.MANY_CHANNELS = 28,

WATCHDOGTIMEOUT = 29
} TSTATUS;

avr
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//
// CONNECTION ATTRIBUTES STRUCTURE
/

typedef .CONNCHARACTS CONN_CHR, FAR *LPCONN.CHR;
// So
// CHANNEL: INFO STRUCTURE

typedef struct tagCHANINFO

’ WORD Id;
WORD State;
WORD Timeout;
BYTE..Priority;
BYTE Reliability;
BYTE Info[16}; // User Info

} CHANINFO,’ FAR *LPCHANINFO;

// CONNECTION INFO STRUCTURE
ff
typedef struct tagCONN_INFO

WORD*wState; >
WORD wNumInChans;
WORD wNumOutChans; .

} CONN.INFO, . FAR *LPCONN_INFO;
// lParam structure for Session handler
// (in cases where multiple parameters are returned via 1Param)
//
typedef. struct tagSESS cB {

union tagSESSEV {
struct tagConReq {

HSESS: hSess;
LPTADDR lpCallerAddr;
LPCONN_.CHR lpAttributes;

} ConReq;
struct tagConAce {

DWORD dwTransiId;
LPCONN_.CHR lpaAttributes;

} ConAcc; ~
} SESS_EV;

} SESS._CB, FAR *LPSESSCp;
/f

// lParam structure. for Channel Manager
// (in cases where multiple parameters-.are returned via ilParam)
// -

typedef struct tagCHANMGR_CB {
union tagCHANMGR_EV

struct tagChanReq {
DWORD: dwTransId;
HCONN : hConn ;.
LPCHANINFO lpChanInfo;
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} ChanReq;
CHANMGR:EV;

} CHANMGR_CB, FAR *LPCHANMGR_CB;

typedef

}
tf

DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD
DWORD

DWORD

(//Structure for Channel’ Statistics

struct CHANSTATStag {
Tx;
RX;

Err;
OkNotify;
ErrNotify;
ErrNotifyBuf;
NopNotify;
Bytes; .
OkNotifyBytes;
ErrNotifyBytes;

CHANSTATS, FAR *LPCHANSTATS;

//Struecture for TII Statistics

#define MAX.CHANSTATS 17 ._
typedef struct. TII_STATStag {

DWORD RoundTripLatencyMs;
CHAN.STATS ChanStats [MAXCHANSTATS] ;

} TII_LSTATS, FAR *LP_TII_STATS;
Tf ae

i Address Structure/ .
typedef struct tagTADDR {

WORD

WORD
BYTE

' AddressType;
AddressLength;
Address [80];

} TADDR, FAR *LPTADDR;
/}
// Connection Characteristics

typedef struct tag_CONNCHARACTS {
WORD

WORD
Quality;

“BitRate;
} CONNCHARACTS, FAR *LPCONNCHARACTS;

Comm API $10 utilizes the following constants:

#define BITRATE_112KB 0
#definé BITRATE120KB. 1
#define BITRATE_128KB 2
#define CHANACCEPTED FIRST_TII_MSG +1
#define CHAN_BADID FIRST_TII-MSG +2
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taefine
#define
#define

TCHANNULL

ToCHAN|SENDING
Tv"CHAN|RECEIVING

0x00
0x06
0x07

257 258

#define CHANCLOSED FIRST_TII_MSG +3

#define CHAN||DATA_AVAIL FIRSTTIT~MSG +4
#define CHAN|DATA..SENT FIRST’TII“MSG +5
#define CHAN|CLOSERESP FIRSTTII_MSG +6
#define CHAN_RCV_COMPLETE FIRST_TIIMSG +7
#define CHAN_REJECTED FIRST_TII.MSG +8
#define CHANREJECT.NCM FIRSTTIIMSG +9
#define CHAN||REQUESTED FIRST..TII_MSG..+10
#define CHANTIMEOUT FIRSTTIIMSG +11
#define CONNACCEPTED .. FIRSTTIIMSG +12
#define CONNCLOSERESP FIRSTTII_MSG +13
#define. CONN.CLOSED. ~~ FIRST_TIIMSG +14
#define.CONNREJECTED FIRST_TII.MSG +15
#define. CONN:|REQUESTED FIRST|TIT]MSG +16
#define CONT...TIMEOUT FIRSTTIT1_MSG +17
#define CHANLOSTDATA FIRST.TII_MSG +18
#define COMM:INTERNALERROR PIRST_TII_MSG +19

- #define CONN:‘ERROR ~ : FIRST_TII_MSG +20
#define SESSCLOSED FIRST.TIL.“MSG +21
#define CONNPROGRESS FIRST.TILMSG +22

yenne TRANS.ERR FIRST'TILMSG +99
Wy CONNPROGRESS substates. These will be returned in wParam.
#define T_,PRG.BUSY 1
#define T.PRG.RINGING 2
#define T_PRGOTHER 3 //. place-holder for

othercodes
i CONN_REJECTED substates.. These will be returned in wParam./
#define TREC:BUSY 1
#define T_REJREJECTED 2
#define T..RETNETCONGESTED 3
#define T.REJ_._.NO--RESPONSE 4
#define T_RE...NET.FAIL 5
#define TREOINTERNAL 6
// . |f/ Flag indicating multiple,EREariowed tor session (in
// BeginSession)

woetine MULTI_CONNSESS 0x8000
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The functions utilized by comm API 510 are defined below.

One or. two groups of messages may be listed along with each

function description: status messages and peer messages. A
status message is.a.callback/message that the caller will receive

in response to the function call. Peer messages are
notifications that will be delivered to the peer application as a
result of invoking the function.

Session Management

Functions in this section will initialize all the

internal structures of the Comm sub-system and enable the

application to initiate and receive calls.

BeginSession Initializes the software and. hardware of the
appropriate. modules of the comm subsystem. It
also designates the method that the comm
subsystem: is*to use to notify the application
of incoming calls andrelated events. Two
‘types of event notification are supported:
callbacks and messaging. The callback
interface allows the comm system to call a user
designated function to notify. the application
of incoming events. The messaging interface
allows the:comm system to: notify the
application of incoming events by posting
messages to. application message queues... The
parameters to the function vary depending on
the notification method chosen: BeginSession
is not. allowed in interrupt/callback contexts.

TSTATUS BeginSession (LPTADDR lpLocalAddr, .LPCONN_CHR
lpConnAttributes, WORD. Flags, LPVOID
CallBack, LPHSESS lpSessionHandle)

lpLocalAddr Pointer to the local address at which to listen for
incoming calls... The Listen stays in effect until
the session is ended. Notification for all
connection events for this local address. will be
sent to the specified Callback:
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IpConnAttributes Pointer to the Connection attributes for
incoming calls.

Flags: Indicates the type of notification to be used:
CALLBACKFUNCTION. for callback interface
CALLBACKWINDOW for post message interface

CallBack: Either a pointer. toa callback function, or a window
handle to which messages will be posted, depending
on flags. The "callBack" will become the "Session
Handler". for this. session.

ipSessionHandle Pointer to. the Session Handle to be returned
synchronously. This Session Handle is used by

the application to initiate outgoing calls. It
will also be returned to the Session Handler
with incoming call notifications for this
session,

Return values:

SUCESSFUL ..
DRIVER:NOT_INSTALLED
TOO_MANY_SESSIONS

Callback: routine format:
FuncName(UINT Message, WPARAM wParam, LPARAM 1Param)

Message: The message type mo, ,
wParam: Word parameter passed to function
lParam: Long parameter passed to function’

All the connection related activities are handled by the session
handler.

The callback function parameters are equivalent to the second,
third, andg-fourthparameters that are delivered to a Microsoft®
Windows message handler function (Win 3/1).

Status Messages: none
Peer Messages: none

EndSession Closes all the open connections and prevents the
application from receiving and originating calls for
the specified session.

TSTATUS EndSession (HSESS SessionHandle, BOOL ForceClose)

SessionHandle Session Handlé
ForceClose: If true, then close session even if reliable

channels having pending operations are open.
Return values:
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SUCESSFUL End session was successfully initiated.
RELIABLEOPSPENDING Couldn’t close due to uncompleted

operations channels designated as:
reliable.

Status Messages:
SESS_CLOSED: EndSession camplete.

Peer Messages: none

Connection Management

These calls provide the ULM the’ ability to establish and manage
connections to its peers on the network,

MakeConnection Attempts to connect to a peer application. The
Session Handler (callback routine or the
Message ‘handler.) for the specified Session
will receive status of. the connection. When
the connection is accepted by the peer, the
Connection Handle will be given to the Sassion
Handler. The peer session will receive a
CONN_REQUESTED callback/message as a résult of
this call. oS

TSTATUS MakeConnection (HSESS Sessionhandle, DWORD TransId,
: LPTADDR lpCalleeAddr; LPCONN_CHR

ipConnAttributes;. WORD TimeOut, WORD
ChanMgzFlags, LPVOID ChanMgr)}

SessionHandle Handle for session, obtained via
BeginSession, :

TransId User defined identifier which will be
returned to the Session Handler along with
the response notification.

lpCalleeAddr: . Pointer to the address structure
(containing a phone number, IPaddress
etc.) of icallee.

ipConnAttributes. Pointer to the connection attributes.
TimeOut: Number of seconds to wait for peer to

Pickup the ‘phone. _ -
ChanMgr: The Channel Manager for this connection.

This is eithér a pointer to a callback
function,. or a‘“window handle to which
messages will be posted, depending on
chanMgrFlags.. The Channel Manager may
also be set. up separately via
RegisterChanMgr.
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Indicates the type of notification to be
used for the. Channel Manager: _
CALLBACK_FUNCTION for callback interface
CALLBACKWINDOW for post message

interface

Status Messages (sent to. the Session Handler) :.
CONN_ACCEPTED:
CONN”REJECTED:
CONNTIMEOUT:
CONNBUSY:

Peer Messages:
CONN_REQUESTED

AcceptConnection

The peer process has accepted the call
The Peer process has rejected the call
No answerfrom peer
Called destination is busy..

Issued in response to a. CONNREQUESTED
callback/message that has been received (as a
consequence of a MakeConnection call issued by
a peer). AcceptConnection notifies the peer
that the connection request has been accepted.
The local Session Handler will also receive an
asynchronous notification when the Accept
operation is’ complete.

TSTATUS AcceptConnection — (HCONN -hConn, WORD ChanMgrFlags,
LPVOID ChanMgr)

hConn: Handle to the connection (received as part of the
ChanMgr:

ChanMgrflags:

Return values:
SUCESSFUL

HANDLE:INVALID
REQUEST.WITHDRAWN

CONNREQUESTED .callback/message).
The.ChannelManager for this connection. This
is either a pointer to a callback function, or
a window handle to which messages will be
posted, depending on ChanMgrFlags. The Channel
Manager. may also be setup separately via
RegisterChanMgr. .
Indicates the type of notification to be used
for the Channel Manager:
CALLBACKFUNCTION for callback interface
CALLBACKWINDOW _ for post message interface

The Accept operation has been initiated.
The handle was invalid
The connéct request’ was withdrawn (peer
session. was terminated) .

NO_CONNECT_REQUEST There was no connect request to be
accepted
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Status Messages:
CONN_ACCEPTED.

Peer Messages:
CONNACCEPTED

RejectConnection Issued in response. to a CONNREQUESTED
. callback/message that has been received (as a

consequence of a MakeConnection call issued by
a peer). RejectConnection notifies the peer

“that the connection request has been rejected.

TSTATUS RejectConnection (HCONN hConn)

hConn: Handle. to the connection (received as part of the
. CONN_REQUESTED callback/message)..

Return values:

SUCESSFUL- Connection reject was returned to peer,
HANDLE”INVALID The handle was-invalid
REQUESTWITHDRAWN The connect request. was: withdrawn
NO_CONNECTREQUEST There was no connéct request to be
rejected

Status Messages: none

Peer. Messages:
CONNREJECTED

CloseConnection Closes the connection that was opened after an
AcceptConnection or an accepted call After a
MakeConnection function.

TSTATUS CloseConnection, (HCONN hConn, BOOL Force, DWORD TransId)
hCorn: Handle to.the connection. to be closed.
Force: If true, then close the connection regardless of any

pending operations-on reliablé channe's.
TransId User specified identifier which will be returned to

the local Session Handler with the asynchronous.
response notification (CONN_CLOSE_RESP).

Return: values:
SUCESSFUL Disconnect initiated.
HANDLEINVALID The handle was invalid
NO_CONNECTION Connection was not open
RELIABLEOPS”PENDING Could not close.due to pending

operations on channels designated as
reliable.
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Status Messages:
CONN_CLOSE_RESP

Peer Messages:
CONN_CLOSED

RegisterChamMgr Registers a callback or an application window
- whose message processing function will handle

low level notifications generated by data
channel initialization operations. This
function is invoked before any channels: can be
opened or. accepted. As part of connection
establishment. (MakeConnection,
AcceptConnection)’, a default Channel Manager
may be installed fora connection. The
RegisterChanMgr function allows the application
to override the. default. Channel Manager for
specific Channel IDs. °

TSTATUS RegisterChanMor (HCONN hConn, WORD Flags, LPVOID
CallBack, WORD ChanId)}

hConn: Handle ‘to the. Connection ;

Flags: Indicates the type of notification to be used:
CALLBACKFUNCTION.for calkback interface
CALLBACKWINDOW... for post message interface

CallBack: Bither a pointer to a callback fiunetion, or a window
handle to which messages will be posted, depending
on flags. All Channel Manager callbacks

ChanIid Specifies the Channel Id for which the Channel Manager is
being installed. It corresponds to the Channel: Id Number
specified in the CHAN_INFO structure; it is defined by
the application and is not to be confused with the
Channel. Handle. assigned by TII for a channel. A value of
OxOFFFF indicates allChannel Ids:

Return values:
SUCESSFUL; Channel Manager registered. ©
HANDLE_INVALID The handle was. invalid

Callback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type
wParam: Word parameter passed to function
lParam: Long parameter passed to function

The callback function parameters are equivalent to the second,
third, arid fourth parameters that are delivered to a Microsoft®
Windows message handler. function (Win 3.1).
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none

Peer Messages: none

OpenChannel Requests a sub-channel connection from the peer

the application by invoking the Channel Manager.
application. The result of the action is given to

The

application specifies an ID.for this: transaction.
This ID is returned to the Channel Manager when the
request is complete, along with the Channel Handle
ALE quest was accepted by the peer). All
Opechane requests are for establishing channels
for’ sending data. The receive channels are opened
as the result of accepting a peer’s OpenChannel
request.

TSTATUS:OpenChannel (HCONN hConn, LPCHAN INFO lpChaninfo,
DWORD TransID)

Handle for the Connection.
“Pointer.to a channel information structure. Filled

by application. The structure. contains:
o: A channel ID number (application-defined).

hConn:
ipChanInfo:

°

°oO
°
°

Priority of this channel relative to other
channels on this connection. Higher numbers
representhigher priority.
Timeout value for the channel

Reliability of the channel.
Length of the channel specific field.
Channel specific information.

This structure is delivered to. the Channel Manager

on the peer side along with the CHANREQUESTEDnotification.
TransibD:

Return values:
SUCESSFUL

HANDLEINVALID
BANDWIDTHNA
NO_SESSION

NO.CHANMGR
CHAN.ID,INVALID
CHANINUSE -

Status Messages:
CHANACCEPTED:
CHANREJECTED:
CHANTIMEOUT:

A.user defined identifier that is returned with
response messages to identify the channel
request.

Channel. request was sent.
The Connection handle was invalid.

Bandwidth is not available.
BeginSession: has not been called.
RegistexChanMgr. has not been called.

-The channel number is not in the valid range
The channel’ number is already is use.

The peer process has accepted request.
The Peer process has rejected request.
No answer from peer  
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Peer Messages:
CHANREQUESTED

AcceptChannel A peer application can issue AcceptChannel in
response to a CHANREQUESTED. (OpenChannel)
message that has been received. The result of
the AcceptChannel call is. a one-way

: communication sub-channel for receiving data.

TSTATUS: AcceptChannel .(HCHAN hChan,. DWORD TransID)

hChan: : Handle to the Channel (that was received as part of
the CHANREQUESTED callback/méssage)

TransID: The “identifier that was received as part of the
CHANREQUESTED notification.

Return values: :
SUCESSFUL’ Channel request was .sent.
CHANINVALID... The Channel handle was invalid

Status Messages: none

Peer Messages:
CHAN..ACCEPTED

RejectChannel Rejects an OpenChannel request (CHAN|REQUESTED ©
message) from the peer.

TSTATUS RejectChannel (HCHAN hchan, DWORD. TransID)
hchan: Handle’ to the Channel (that was received as part of

' the CHAN’REQUESTED .callback/message)
TransID: The identifier that was received as part of the

‘ CHANREQUESTED message. ;

Return. values:
SUCESSFUL . Reject request was sent. .

CHAN_INVALID The Channel handle was invalid.
Status Messages: none

Peer Messages:

CHANREJECTED

RegisterChanHandler Registers. a callback or an application
window whose message processing function
will handle low level. notifications
generated by data.channel IO: activities.
The channels that are opened will receive

nan
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CHANDATA SENT, .and the. accepted channels
willreceive CHAN|-RECV_COMPLTE.

TSTATUS. RegisterChanHandler (HCHAN hChan, WORD Flags, LPVOID
CallBack)

hChan: Channel Handle.
Flags: Indicates the’ type of notification to be used:

CALLBACK FUNCTION for callback interface
CALLBACK_WINDOW for post message interface

» NOCALLBACK -for polled status interface.
CallBack: Either a pointer to a callback function, or a window

handle to which messages will be posted, depending
on flags.

Return values:

SUCESSFUL Channel Handler installed.
CHANINVALID The Channel. handle was invalid ~

Callback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM LParam)
Message: The message type

wParam: Word parameter passed to function (é:g. bytesreceived)

lParam: Long parameter passed to function

The callback. function parameters are equivalent to the second,
third, and. fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

CloseChannel Closes. a. sub-channel that: was. opened by
‘ AcceptChannel -or Open Channel. The handler for

this channel is automatically de-“registered.
TSTATUS CloseChannel (HCHAN hChan, DWORD. TransId)

hChan: The handle to the Channel to be. closed.
Pracnia A user. specified identifier: that will be returned to
Taansid the local Channel ‘Manager along with the response

notification (CHANCLOSERESP).

Return values: ;
SUCESSFUL Channel Close has been initiated.
CHAN_INVALID Invalid channel handle.

Status Messages:
CHANCLOSERESP
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Peer Messages:
CHANCLOSED

DataExchange

All the data communication is done in “message passing"
fashion. This means that a send satisfies a receive on a

specific channel, regardlessof the length of the sent data and

the receive buffer length. If the length of the sent message is

greater than the length of: the posted receive buffer, the data is

Giscarded. Ali these calls are "asynchronous". which means that

the: data in the send buffer is not changed until a "data-sent"

event has been sent to the application, and the‘contents of

receive buffer are not valid until a "Yeceived-complete" event
has been detected for that channel.

SendData Sends data to peer. If there are no receive buffers
posted on the peer machine; the data will be lost.

TSTATUS SendData (HCHAN hChan, LPSTR Buffer, WORD.Buflen, DWORD
TransiID)

hChan: Handle to channel: opened via, OpenChannel.
Buffer: A pointer. to the buffer to be sent.
Buflen: The length of the buffer. in bytes.
TransID: This.is a user defined transaction ID which will be

passed to the local channel handler along with. the
status message to identify the transaction.

Return. values:

SUCESSFUL Data queued for. transmission.
CHANINVALID Invalid channel handle.
CHAN_TRANFULL - Channel transaction table full.

Status Messages:
CHANDATA..SENT Tells the application that the data has been

extracted from the buffer and it is
available. for reuse.

CHANDATA:LOST This. message will be delivered to the caller if
‘the data could not be sent.
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Peer Messages:
CHANDATA_LOST This message willbe delivered to the peer if

an adequate ReceiveData buffer is not posted.
‘CHAN_RECV.COMPLETE Indicates that data was received.

ReceiveData Data is received through this mechanism. Normally
this call is issued in order to post receive buffers

. to the system. When the system has received data in
the given buffers, the Channel Handler will receive
a "CHANRECVCOMPLETE" notification.

TSTATUS ReceiveData: (HCHAN hChan,, LPSTR Buffer, WORD Buflen,
DWORD TransID)

hChan: Handle to. channel handle opened via AcceptChannel.
Ruffer: © A pointer to the buffer to be filled in. ;
Buflen: The. length of the buffer in’ bytes. Max. bytes to

receive.
TransID: This is a user defined transaction ID which will be

passed to the channel handler along with the status
message to identify the transaction. This ID and
the number of. bytes actually received are returned
as part of the .CHANRECV-COMPLETE notification.

Return values:

SUCESSFUL Receive buffer was posted.
CHANINVALID’ .. Invalid’ channel. handle.
CHAN_TRANFULL Channel transaction table full.

Status Messages: : .
CHAN_RECV_COMPLETE Indicates that data was received.
CHANDATALOST ° This message will be delivered if the

buffer is inadequate for a data message
received from the peer.

Peer Messages:
none

Communications Statistics

GetTIIState Return statistics for the TII subsystem. See
TII_STATS structure. for details.

TSTATUS FAR PASCAL export GetChanStats (IN BOOL bResetFlag,
OUT LP_TII_STATS
ipTiiStats)

-bResetFlag: Boolean Reset statistics if true.
lpTiiStats: Pointer to the TII_STATS structure.
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Altemative. Embodiments .
In a preferred embodiment of conferencing system 100,

video encoding isimplemented on video board 204 and
video decoding is implemented on host-processor 202. In an
alternative preferred embodiment. of: the present invention,
video encoding. and decoding ‘are both: implemented on
video board 204. In anotheralternative preferred embodi-
ment of the present invention, video encoding and decoding
are bother implemented on: the host. processor.

In.a preferred embodiment ‘of conferencing ‘system 100, -:
audio. processing is. implemented ‘by audio: task 538° on
audio/comm board 206. In an alternative preferred embadi-
ment ofthe present invention, audio: processing ‘is. imple-
miented by Wave driver 524.on host processor 202...

In a preferred embodiment, conferéncing. systems. 100
communicate: over: an ISDN network. In alternative :pre-
ferred embodiments of. tte’ present invention; -alternative
transport media may be used such as Switch 56; a local area
network (LAN),.or: a. wide area. network (WAN).«. -:

In.apreferredembodiment, two conferencing systems 100
participate in a conferencing session.In altemative preferred
embodiments of the present. invention,.two or more confer-
encing systems 100 may participate in a conferencing ses-sion. : :

In a preferred embodiment; the local sources of analog
video and audio. signals are :@ camera and a microphone,
respectively. In. alternative preferred: embodiments ‘of the
presentinvention, analog audio and/or video signals :may
have. alternativesources such as being generated by a. VCR
or CD-ROM player-or received from a remote sourcé via
antenna or cable. .. os :

In a preferred embodiment, conferencing’ system 100
compresses and decomprésses. video using the IRV method
for purposes of video conferencing. Those skilled in the art

ill understand that the IRV. method of video. compression

0

i 5

20

" and decompression is not limited to video conferencing, and ©
may be.used:for other applications and other systems that
rely on or utilizecompressed video:|~.. ,

In a preferred embodiment, conferencing system 100
conipresses and decompresses video using the IRVmethod:

-. Those skilledinthe art ‘will understand ‘that. alternative
conferencing systems within the-scope of the present inven-

35

tion may..use. methods. other than the IRV method for -
compressing and decompressing ‘video signals. -

In apreferred embodiments conferéncing system 100 uses
the IRV method to compress and decompress a sequence of.”
video -images.. In alternative embodiments’ of the present
invention, the IRV method may be tised to.compress and/or

' decompress a single image either in a conferencing system
or in some other application.

It will be further understood that various changes in the
details, materials, and arrangemenits of theparts which have
been described andillustrated in order to explain the nature
of this invention: may: be made. by those skilled in the art
without departing from the principle and scope of the
invention as expressed in the following claims.

What is claimed is: =. :
1. A computer-implemented process for encoding. video

signals, comprising the’ steps‘of:
(a) encoding ‘one.or more training video frames using.a

selected quantization level to generate. one. or. more
encoded training video frames; :

(b) decoding the encoded training video frames to gen- ,
erate one or more: decoded training video frames;

(c) generating one or more-enérgy measure values corre-
sponding to the decoded training video frames;

(d) performing steps (a)-(c) for.a plurality of quantization
levels; : :

(e) selecting an energy measure threshold value for each
of the quantization levels in accordance with the
decoded training video frames;
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() generating a first. reference frame corresponding to a
first video frame;

(g).encoding a block of a second video frame. using the
first reference frame andaselected quantizationlevel to
generate a block of an encoded second video frame;

(h) decoding the block of the encoded. second videoframe
to’ generate a block of a sécond reference ‘frame,
wherein step () comprises the steps of:
(1) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (h)(1)

with the energy measure threshold value ofstep (e)
corresponding to the selected quantizatic:. level for
the block; and

(3) applyinga filter to generate the block of the second
"reference frame in accordance with the comparison

of step (h)(2); and -
(i) encoding a thirdvideo frame using the second refer-

ence frame,
2. The process of claim 1,. wherein:
step (g) comprises the. steps of:

(1) generating. pixel. differences between the block of
the second video frame andthe first reference frame;and: . .

(2) encoding the block of the second video frame in
accordancewith the pixel differences to generate the
block of the encoded second video frame; and

step (h)(1) comprises the steps of:
(i) decoding the block of the encoded second video

frame’ to generate decoded. pixel differences; and
(ii) generating, the.energy measure value cotresponding

to the block ofthe encoded secondvideo frameusing
the pixel differences.

. 3. The process of claim 2, wherein step (h)(3) comprises
the steps of:

-, @) applying the‘ filter'to a block. of the first reference.
frame;‘and .

ii) adding the decoded pixel differences to the ‘filtered
block of the first referenceframe to generate the block
of the second.reference. frame.

4. The process of claim 2,.wherein step (h)(3) comprises
the steps of: :

(i) adding the decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;

(ii). applying the filter to. the reconstructed block. to
generate the block of the secondreference frame.

5..The process of claim 2, wherein:

theencoded second: video frame is generated using
motion. estimation;

the second reference. frame is generated using motion
compensation;

the filter. comprises a spatial filter, and
the energy measure comprises a sum.of absolute differ-ences.

6.'The process of claim.1, wherein the encoded second
video frame is generated using motion. estimation and the
second reference frame.is generated using motion compen-sation: .

7. The process of claim 1, wherein thefilter comprises a
spatial filter.

§. The process of claim 1, wherein the energy measure
comprises: a.sum of absolute differences. — .

9. Anapparatus for encoding video:signals, comprising:
(a) means for encoding one or more training video frames

using a selected quantization level to generate one or
more encoded training video frames;
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(b) means for decoding the encoded training video frames
to generate one or more decoded training video frames;

(c) means for generating one: or more energy measure
values corresponding-to the decoded taining video
frames, wherein the processing of means (a)-(c) is
performedfor a plurality of quantization levels.and an
energy measure threshold. value is selected for eachof

the quantization Jevels. in accordance with the decoded
training video. frames;

(d) means. for generating a first reference frame corre-
sponding to a first. video frame;

(e). means for encoding a block of a second video frame
using the first reference frame and a selectedquanti-
zation Jevel to generate.a block of an encoded second
video frame;

(f) means for decoding the block of the encoded second
video frame to generate a block of a second reference
frame, wherein means(f) comprises.
(1) ‘means for generating dn energy measure value

corresponding to the block of the encoded second
video frame;

~ 0

15

(2) means for‘comparing theenergy measure value of
means (f)(1) with the. energy. measure’ threshold
value corresponding: to the selected quantization
level for the block;.and

(3) meansfor applying.a filter to genterate the blockof
the second reference frame in accordance. with the

comparison of means (f)(2); and
(i) means for encoding a third video framé using the

second. reference frame.

10. The apparatus of claim 9, wherein:
means (e) comprises:

(1) meansfor generating pixel differences between the
block of the second video frame andthe first refer-
ence frame; and :

(2) means for encoding the. block of the second video
frame.in accordance with the pixel: differences. to
generate. the block of the encoded second video
frame; and

means(f)(1) comprises: :
(i) meansfor decodingthe block ofthe encoded second

video frame to generate decoded pixel differences;
and

(ii) means for. generating the energy measure valuc
corresponding tothe block of the encoded second
video frame using the pixel. differences.

11. The apparatus. of claim.10, wherein means. ({(3)
comprises:

(i). means for applying: the filter to a block of. the first
reference frame; and

Gi) means for adding the decoded pixel differences to the
filtered block ofthe first reference frame to generate the
block of the second reference frame.

12. The apparatus of claim 10, wherein means (9G)comprises:

G) means for adding the.decoded pixel differences to a
block of the first reference frame to generate a recon-
structed block; and

(ii) meansforapplying thefilter to the reconstructed block
to generate the block of the ‘second teference frame.

13. The apparatus of claim 10, wherein:
the encoded second video: frame is generated. using

motion estimation; -

the second reference frame is: generated using motion
compensation; .

45
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the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute differ-ences.

14.-The apparatus of claim 10, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus. is electrically con-
nected to a memory device.

15. The apparatus of claim 9, wherein the encoded second
video frame is generated using motion estimation and. the
second reference frame is generated using motion compen-sation. .

16. The apparatusof claim 9, wherein the filter comprises
a spatial filter,

17. The apparatus of claim 9, wherein the energy measure
comprises-a sum of absolute differences,

18..The apparatus of .claim 9, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device.

19. A computer-implemented process for“encoding video
signals, comprising the steps of:

(a) generating. first reference frame corresponding to a
first video frame;

(b) encoding a block of a second video frame using the
firstreference frame and a selected quantization level to
generate a block of an encoded second video frame;

(c) decoding the block of the encoded second video frame
to generate a block. of a second reference frame,
wherein.step (c) comprises the steps of:
(1) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (c)(1)

with an energy measure’ threshold value correspond-
ing to the selected quantization level for the block;

(3) applyinga filter to generate the block of the second
reference frame in:accordance with the comparison
of step (c)(2);'and

(d) encoding a third video frame using the second refer-
ence frame, whereiti: the energy. measure threshold
value corresponding to the selected quantization level
for the block having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to. generate a
plurality of encoded training video frames;

decoding the encoded training video framesto generate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training video frames; and

selecting an‘en_:gy measure threshold value for each of
the quantization levels: in accordance with the
decoded training video frames.

20. The process of claim 19, wherein:
step (b) comprises the steps of:

(1) generating pixel differences between the block of
the second video frame and the first reference frame;
and

(2) encoding the block of the second video frame in
accordance with the pixel differences to generate the
block of the encoded second video frame; and

step (c)(1):comprises the steps of:
(i) decoding. the block of the encoded second video

frame to generate decoded pixel differences; and
(ii) generating the energy measure value corresponding

to the block of the encoded second video frame using
the pixel differences.

21. The process of claim 20, wherein step (c)(3) com-
ptises the steps of:
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(@) applying the filter to a block of the first reference
frame; and

(ii) adding the decoded pixel differences to the: filtered
block ofthe first reference frame to. generate the block
of the second’ referenceframe.°--:

22, The process of claim 20, wherein step (c)(3) com-
prises the steps of:

(i) ‘adding the decoded pixel differences toa block of the
first reference frame to generaté a reconstructed block;
and :

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

23. The process of claim 20; wherein:
the. encoded second video frame is generated using

motion estimation; .

the second reference frame is generated: using motion
compensation;

the filter comprises a spatial filter: and
the energy measure comprises’a sum of absolute differ-ences.

24. The process of claim 19, wherein the encdded second
video frame ‘is generated using: motion estimation and-the

second reference frame is generated using motion compen-sation.

25. The pracess of claim 19, wherein the filter comprises
a spatial filter.

26. The process of claim 19, wherein the energy measurecomprises 4 sum: of absolute differences.
_ An apparatus for. encoding video. signals, comprising:

‘(a) means for generating a. first reference frame: corre-
sponding toa first. video frame;

(b) means forencodinga block of a second video frame
using the first reference frame. and:a selected quanti-

zation level to, generate & block of ani encoded ‘second .
video frame;

(c) means for decoding the block of the encoded second
video frame to generate a block:of a secondreference
frame, wherein means (c) comprises:
(1) means. for. generating: an energy measure value::

~_ eorresponding to the block of the encoded second
video frame;..

(2) means for comparing the energy measure value. of
means (c)(1) with an energy measure threshold value
corresponding to the selected quantization level for
the block; and

(3) meatis for applying a filter to generate the block of
the: second reference frame in accordance with the

comparison of means: {c)(2); and -
(d) means for encoding a:third ‘video franié using the

second reference frame, wherein the energy measure
threshold. value corresponding to theselected quanti-
zation level for-the block having beendetermined by:

5
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(2) means for encoding the block of the second video

frame in accordance with the pixel differences to
generate the block of the encoded second video
frame; and

means. (c)(1) comprises:
(i) meansfor decoding the block of the encoded second

video frame to generate decoded pixel differences;and

(ii) means for generating the energy measure value
corresponding: to the block of the encoded second
video frame csing the pixel differences,

29,:The apparatus of claim 28, wherein means. (c)(3)
comprises:

(i). means for applying the filter to a block’ of the first
teference frame; and

(ii) means for adding the decoded pixel differences to the
filtered block of the first reference frame to generate the
block of the second reference frame. .

30. The apparatus of claim 28, wherein means (c)(3)comiprises: °

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate a Tecon-
structed block; and

(ii) meansfor applying thefilter to the reconstructed block
to generate the block of the second reference frame.

31. The apparatus of claim 28, wherein:

the encoded second video frame is generated ‘using_., Motion-estimation;
the second reference frame is generated using motion

compensation;
the filter comprises a spatial filter, and

the energy measure comprises a sum of absolute differ-ences,

32. The apparatus of claim 28, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected’ to: a bus, and the bus is electrically con-

" nected 'to.a memory device.
40
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encoding one or more training video frames using each
of a plurality. of quantization levels to. generate.a
plurality of encoded training video frames;

decoding the encoded taining video framesto generate
* a plurality of decoded training. video frames;
generating a plurality of energy measuré values corre-

sponding to the decoded training video frames’ and
selectingan energy measure threshold value foreach of

the quantization levels." in’ accordance with the
decoded training video frames.

28, The apparatus.of claim 27,’ wherein:
means (b) comprises:

(1) means for generating pixel differences between the
blockof the second video frame and the first refer-
ence frame; and

55

33.: The apparatus of claim 27, wherein the encoded
second video: frame is generated using motion ‘estimation
and the.second reference frameis. generated using motion
cOmpensation.

_,44. The apparatus of claim 27, wherein the filter com-
prises ‘aspatial filter.

35. The appatatus.of claim 27, wherein the energy mea-
sure-comprisés a sum of absolute differences.

36. The apparatus of claim: 27, wherein the apparatus
comprises. 2 pixel processor, the pixel processor is electri-
cally connectedto a bus, and the busis electrically con-
nected to a:memory device.

37. A computer-implemented process for decoding video
signals, comprising the steps of:

(a) decodirig an encodedfirst video frame to generate a
first referénce frame;

(b) decoding a block ofan encoded second video frame to
generate.a block of asecond reference frame, wherein
step (b). comprises the. steps of:
(1) generating an energy measure value corresponding

to the block-of the encoded second video frame;
(2) comparing the.energy measure value ofstep (b)(1)

with an energy measure threshold value correspond-
ing to.a selectedquantization level for the block; and

(3) applying a filter to generate the block of the second
reférence frame in accordance with the comparison
of step. (b)(2);.and

{c) decoding an encoded third video frame using the
second reference frame; wherein the energy measure
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thresholdvalue corresponding to the selected quanti-
zation level for theblock having been determined by:
encoding one or more training. video frames using each

of a plurality of quantization levels to generate’a
plurality of encoded: training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality-of energy measure values corre-
sponding to the decoded training video frames; and

selecting an energy measure threshold value for each of
the quantization levels in accordance. with: the
decoded training video frames.

38. The process of claim 37, wherein step (b)(1) com-
prises the steps of: ,

(i) decoding the block of the encoded second video frame
to- generate decoded pixel differences; and

Gi) generating the energy measure value corresponding to
the blockof the encoded second video frame using the. .
pixeldifferences.

39. The process of claim 38, wherein step (b)(3) com-
__ prises the steps of:

(i) applying the -filter to-a block of the first referenceframe; an
(ii) adding the decoded pixel differences to the filtered

block ofthe first reference frame to generate the block
of the second reference frame.

40. The process of claim 38, wherein step (b)(3) com-
prises the steps of:

(i) adding the:decoded pixel differences to a block of the
first reference frame to generate a reconstructed block;
and

(ii) applying. the: ‘filter to the. reconstructed. block to
generate the block of the second reference frame.

AL. The process of claim 38, wherein:
the encoded’ second video frame: is’ generated using

motion estimation;.

the second. reference frame is: generated using motion
compensation;

the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute differ-ences.

42. The process of claim 37, wherein the encoded second
video frame ‘is generated using’ motion estimation anid the
second reference frameis generated using motion compen-sation.

43. The process of claim 37, wherein the filter coniprises
a spatial. filter.

44. The process‘of claim 37, wherein the energy measure
comprises a sum. of absolute differences.

45. An apparatus for decoding video signals, comprising:
(a) means for decoding an encoded first video frame to

generate a first reference frame;
(b) means for decoding a block: of an encoded second

'  yideo:‘frame to generate’ a block of a sécond reference
frame, wherein means (b) comprises:
(1) means for generating. an..energy measure value

corresponding to the block of the encoded second
video frame; ,

(2) means for comparing the energy measure value of
meanis (b)(1) with an energy measure threshold value
corresponding to a selected quantization level for the
black; and :
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(3). means: for applying a.filter to generate the block of
the second: reference frame in accordance: with the
comparison of means (b)(2);:and

(c) means -for decoding an encoded third video frame
using the second reference frame, wherein the energy
measure threshold value corresponding to the selected
quantization level for the block having been determined
by:
encoding.one or moretraining video framesusing each

of a plurality of quantization levels to generate a
plurality ‘of encoded training video frames;

decoding the encoded training video framesto generate
a plurality of decoded training video frames;

generating a plurality of energy measure. values corre-
sponding to the decoded training-video frames; and

selecting an energy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames.

46. The apparatus of claim 45, wherein means (b) (1)
comprises:

(i) means: for decoding the block of the encoded second
video frame to generate decoded pixel differences; and

(it). means for generating the energy measure value cor-
responding. tothe block of the encoded second video
frame using the pixel. differences.

47. The apparatus of claim 46, wherein means (b) (3)
comprises:

(i) means for applying the filter to a block of the first
referenceframe; an

(ii) means for adding the decoded pixel differences to the
_ filtered blockofthefirst reference frame to generate the

block of the second reference frame.
48. The apparatus of claim 46, wherein means (b)G)

comprises:*.
Gi) means for adding the decoded pixel differences to a

block of the first reference frame to generate a recon-
structed block;: and

(ii) meansfor applyingthefilter to the reconstructed block
to generate the block of the second reference frame.

49. The apparatus of claim 46, wherein:
the encoded: second video: frame is generated using

motion estimation; _

the second reference frame is ‘Generated using motion
compensation,

the filter comprises: a spatial filter, and
the energy measure comprises a sum of absolute differ-ences.

50. The apparatus of claim 46, wherein the apparatus
comprises a hostprocessor, the host processoris electrically
connected to.abus, and the busis electrically connected to
a memory device.

51. The apparatus of claim 45, wherein the encoded
second video frame is generated using motion estimation
and the second reference frame is generated using motion
compensation, ,

52, The apparatus of claim 45, wherein the filter com-
. prises a spatial filter,

53. The apparatus of claim 45, wherein the energy mea-
sure comprises a sum of absolute differences.

54. The apparatus. of. claim 45, wherein the apparatus
69 comprises.a host processor, the host processoris electrically

connected to a bus, and the bus is electrically connected to
a memory device.
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UNITED STATES PATENT AND TRADEMARKOFFICE

_ CERTIFICATEOF CORRECTION

PATENTNO. : 5,488,570 .
DATED : January 30, 1996

INVENTOR(S) : Rohit Agarwal

It is certified that error appears in the above-indentified patent and that said Letters Patentis hereby
corrected as shown below:

Column 54 line 1, delete “#16Samples” and insert therefore -- + 16 Samples_
word word

Signed and Sealed this

Eighth Day of October, 1996

BRUCE LEHMAN

Attesting Officer Commissioner of Patents and Trademarks
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  - afZa_. PATENTAPPLICATION |
Do.No. 1094893-1 0

In.The UnitedStates Patent andTrademark Office

In re application oft. Beit,otet-al.
Application No. 09/411,369 - Examiner:_Johnson,B.
Filed: March 27, 1995 , ‘Group Art Unit: 2616
For: TEXT.AND: IMAGE.

SHARPENINGOF:JPEG
COMPRESSED.IMAGES iN
FREQUENCYDOMAIN-

| AMENDMENT

  

_ Date: February 10, 1997  

Commissioner of Patents:and Trademarks, oe
Washington, D.C. 20231 © . cod

Applicants respond to theOffice Action, dated November18, 1996,as follows.

In the Claims: .

Claim 1, line ‘5 after "(Qo)" ingen --related to but--.
Please cancelclaim 24 without prejudice.

Remarks oe

Claims:1-36 are pending. Claims25-36 are rejectedunder 35 USC§112,
second paragraph, as beingindefinite. Claims 1-3, 5-9, 14-17,‘20-24, 29 and34-36
are rejected under 35 USC §103(a) as being unpatentable:over.Sugiura (5:465164)
in view ofAgarwal (5,488,570):‘Claims 4, 10-18, 18,25-28, and30-33 are rejected
under 35 USC §103(a).as being unpatentable over Sugiura (5,465,164) and Agarwal
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_ 5,488,570), further inview ofTzou (A,776,030). Claim 19 is rejected under 35 USC
§103(a) over.Sugiura (5,465,164) and Agarwal (5,488,570), further in view of
Applicant’s admissionsofthe prior art.

 

In paper3, paragraph i, the Examiner states the following:
The claims refer to the JPEG. compression standard. However, the

specification doesnotindicate whichJPEG compression standard is being
referenced. Unless thedate and citation number of the standard are provided the
claimswill remain indefinite dueto. the indefinite reference.

Applicants traverse the: rejection. The.Examiner’8 attentioniis directed to
page 6,lines 11-13, wherein thedocument:describing the:JPEG compression
standardiis identified. Applicants|submit that claims 25-36 comply with the
requirements of35 U.S.C. g112.

 
In:paper3,paragraph3, the Examiner: states thefollowing:
As to representative,claims 14.and. 15, and claims 1-3, 5-9, 29 and 34-36,.

Sugiura teaches a. method ofcompressing and transmittingiimages whichproduces
decompressediimages havingimproved text and image quality, the method
comprising: |

compressing a. source imageinto compressediimage data usinga first
quantization table.(Qe) (QuantizationTable 105of Fig. 1);

forminga second quantization table(Qd), wherein the.second quantization
tableiis related tothefirst quantization table (Inverse Quantization Table 115 of
fig. 1);-

. ‘transmitting the’ compressediimage data (Interfaces 109 and 111,
Communications Cireuit. 110offig. 1);

al
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decompréssing the compressediimagedatausing the second quantization
table Qd. (Inverse Quantization:114 and Inverse Quantization ‘Table 115 of:fig. 1)

The Examiner. acknowledges thatSugiura does not explicitly teach that the
second quantization, tableis related to-the first quantization table scaled in
accordancewith a predetermined function of the energyina referenceiimage and
theenergy ina scannediimage. —

The Examiner asserts,.however, that Agarwal teaches decompressing
(decoding) a second video: frame by. relating(comparing)the énergy ofthe scanned
image (block.ofthe encodedsecond video frame) to the energy. of :a reférenceimage

: (correspondingtothe scaled quantization levelfor. thé block where the energy for
the quantization. level-is selected.in accordance with:training video frames)(col. 1,

__lines 35-60). ‘The Examiner.then concludes:thatit would have been obviousto.a
_ personof ordinary. skill at the time of theinvention for Sugiura to decompress using

a quantizationtable scalediin accordance with a predetermined function ofthe
energy in:a referenceiimage andthe energy-in a. scannediimage as taughtby
Agarwalinorder: to decrease quantization errors:

As to claims 16.and 17; the Examinerstates that Sugiura teaches that the
.' second quantization table.(nverse Quantization.Table) iisdetermined independent

oftheorderof transmission(fig. A)‘The Examinerargues thatitwould have been
obvious to a personofordinary skill iinthe artat the. time:of the invention to scale
prior or subsequent to thetransmission step since the second‘quantization table is
determined independent:of the order of transmission.

The. Examiner states;|as ‘to ‘claims20-23, that.selecting a targetiimage;
rendering the targetiimage into an image file; thetarget image having elements
critical to the quality of the imageare inherentiinusing a reference to control the
quality of the compression.process. The Examiner asserts that-images which have
text including|text with a serif font are well knownin the art (official notice).

The. Examirtier states, as toclaim24, that.in using a reference image to
control the quality ofthe compression process of a scanned image it would have
been obvious to a person of ordinary skill in the art at the timeof the invention that

3
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scanned image could bethe-reference image since thereferénce imageis:readily
available to bea scanned image andwouldserve as a check ofthe quality assurance
steps. .

Claim 1.is amendedto recite thatthefirst. and second tables are related but .
nonidentical. Claim 24 has beencancelled. In regard to:the remaining claims,
Applicantsrespectfully traversethe rejections. Nothing in the Sugiura and
Agarwal references relied upon bythe Examiner, either aloneor in combination,
teaches or suggests thesecond quantizationtable Qp, thatis nonidenticalto thefirst
quantizationtable Qzr used to quantize the image data and which is encapsulated
and transmittedwith the quantizedimagedata,as in thepresent invention.

The machine ofclaim 1 for transmittingcolor images includes a compression
engine that includesaquantizer meansforconverting the transformed image data
into.quantizedimage data, means for storing a secondmulti-element quantization
table andfurther. includes means forencapsulating the encoded image data and the
second quantizationtable to form anencapsulated data fileand still further —
includes a meansfor transmitting the encapsulated data file. Claim 14recites a
method including the steps of forming a second quantization table (Qn), wherein the
second quantization tableis‘related to the first quantization table in accordance
with a predetermined function ofthe energy in a reference image and the energy in
a scannedimage,and the step ofdecompressing the compressediimage data using
the second quantization table: Claim 25. recites a‘method including the step of
forming.a secondquantization table, where. the.second quantization table iis related
tothefirst quantization table accordingto,the expression Qo=SxQz. Claim 29
recites:a method including:the step. of.sealing the first quantization table to for a

| _ second quantizationtable,compressingasource image in accordance:with the
JPEG standard using the. first:quantization table, and decompressing the:source
image in accordancewith theJPEG standard using the second quantization table.

Incontrast, the references relied upon appearto be directed toward an
improvedfirst quantization table wherein the sametable iis used both to quantize
and inverse quantize the image data: ‘Whereas the Examiner characterizes Inverse

4
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Quantization Table 115 of Fig. 1 in Sugiura as the second quantization table Qp of
the present invention, Applicants are unableto find anything in Sugiura that
appears to support that assertion. The Examiner’s acknowledgementofthe fact
that Sugiura does not teach a second quantization table relatedto the first table
supports Applicants’ position.

Sugiura,in fact, appearsto be precisely the type of conventional device
discussed by Applicants at pp. 1-6 of the specification thatutilizes the same
quantization table for both quantization and inverse quantization. The Examiner’s
attention is directed to Fig. 1 of the Specification which illustrates a prior art device
that appears to be identical to the ADCT UNIT of Fig. 1 of Sugiura. Further, Fig, 3
of the Specification appearsto be identical to the functional blocks shown in the
lowerhalfof Sugiura’s Fig. 1. As described in Applicant’s specification, the
conventional art device performs quantization 20 on source image data using
quantization tables 24. The quantization tables are then encapsulated along with
the compressed data into a JPEG data message, as shown in Fig. 2 of the
specification. The quantization tables 48 are then extracted from the JPEG
message headers and used to inverse quantize 54 the compressed image data. Fig.
1 of Sugiura appearsto indicate that Sugiura is a conventional device as already
identified and distinguished over Applicants’ claims.

The Examinerfurther relies upon Agarwalto teach decompressing a second
video frame by relating the energy of the scanned imageto the energy of a reference
image. However,the cited referenceis directed toward a video-conferencing system
that uses temporal information to reduce quantizationerroreffects. (See Agarwal
at col. 1, ll. 45-50 andIl. 60-5,col. 27,IL. 40-45, col. 36, Il. 59-65,col. 188,Il. 21-32,
andcol. 118, 1. 33 to col. 119, 1. 10). The present invention, by contrast, is directed
towardstill-image compression. There is no temporal information presentinastill-
image. Even if the invention were used for successive images, in which Agarwal’s
use of temporal information could be useful, Agarwalstill does not use or suggest
use of a second multi-element quantization table as recited. In other words,
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Agarwal does not supply themissing element. Therefore, the teachings ofAgarwal
are inapplicableto the.-present invention. .

In light of. the above;Applicants submit that nothing in Sugiura and
Agarwal, alone or.in.combination, teaches or suggests the. secondquantization table
Qp of the present: invention, as recited inindependentclaim 1, from which claims2,
3 and 5-9 depend;inindependent:claim 14, from which claims. 15-17 and 20-24
depend; and in independent élaim 29, from which claims 34-36depend. Accordingly,
these claims are patentable ‘over thecited references. _

Inaddition,in regard to:¢laims 16 and 17, theExaminer has overlooked the
significanceof the-features ofthe invention asclaimed. By performing the step of
scalingthefirst quantization in accordance with the predetermined function prior
to. the transmitting.step,as recitediin claim:16;the.method of the present invention
may be used in transmittingiimagesto’a.conventional:decompression enginewhich
can decompress the iimage. withimprovediimage quality but without.making
changesto the:conventionaldecompression engine. (Spee. ‘p. 17, ll. 3-10). Similarly,

performing the step.of.scaling the.first.quantizationiin accordance with the
predeterminedfuriction. subsequent to the transmission step,. as: recited in claim 17,
permits the present:method.‘to:be utilizedtoiimprove the iimagequality of an image
transmittedfrom.a conventional device. (Spee. p.17, 1. 14, to p: 18, 1. 4). These
featuresof the present invention.as recited iin claims 16.and 17 provide these claims

_ with separate grounds for patentability in addition to:those discussedabove.

 
TheExaminer states,as5 to.representativeclaim 18, and claims 4, 10-18, 25-

28, and 30-33, that Sugiura doesnot explicitly teach theuse. of the variance in the
scaling factor to reducethe quantization error. ‘Tzou teaches thatiinan adaptive
systemthequantization ofan imageis:ordered accordirig to the varianceof the -
image coefficients to reduce quantization’ error (col, 2; lines 21-42). The Examiner
concludes thatitwould have. been obvious toa person ofordinary skill in the art the

6.
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time of theinvention to use the image ‘variances astaught by Tzou with the
reference and scanned image to arrive at thescaling factor of Sugiura. and Agarwal
inorder to reduce quantization error.

_ Applicantstraversethis rejection. As.withtheSugiura.and Agarwal.
references addressed.above, Tzou iis also directed toward:reducing artifacts due to
the quantization errors introduced bya quantizer; as noted by the Examiner and
discussed in Tzou (Abstract, IL, 3-5; col. 2, ll. 22-55): Tzou.appearsto utilize the —
sametablefor both quantization andinverse quantization of image data. The
arguments above.therefore apply equally to Tzou in that Tzouis:directed toward
improving the. quantization table Qz but does-notteach orr suggest the second
quantization. table:Qn.ofthepresent invention. .

The present invention; in.contrast, is notdirected at:reducing. quantization
errors but at improvingthe quality of the reproduced scannedimage by restoring
the image variance that existed in the image prior toscanning. The present
invention is:complementaryto: the teachings of.Sugiura, Agarwal and Tzouin that
the techniquesof the cited:references can:be used todesign. quantization tables (Qz)
to reduce quantization artifacts and ‘the. teachings of the present invention.may
thenbe:applied.to scalethe quantization tables ofthe conventional art in orderto
sharpen and furtheriimprovethe quality of.the scanned image.

To understand standard JPEGdecoders and the teachings of Sugiura, let
Yk]be the k-th elementof a block Gin zig-zagorder). If QzlkJis the corresponding
“quantization coefficient, then the output ofa conventional quantizer is generated by
performing:

Yelk] = Integer Round(¥[kI/ QukD. (1)

In standard JPEG coders, Qz is transmitted withthe data and thus Qp = Qz.If
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ee @

rth = Yih] - QulbIVelhl — ®@

then Sugiura proposes the following quantization. scheme:

Yalk] = Integer RoundlCt[k] + fk - 1)/Qzfk]]. _ 3)
Sugiura then transmits Qz.with the coded data.

In the present invention,equation 1 above is used to compute Yolkf.
However, the quantization‘table transmitted with the coded data is Qp; as defined
in the preferred embodimentby.

Qp= Sx Qe +B, - (4)

where S is the scaling matrix which restores the variance ofthe JPEG compressed
_ imageto that of the reference image. Qp is related to but nonindentical to Qz,as
recitedinthe claims.

Ina:standard JPEGdevice, equation 1 is used and Q;is. transmitted to the
decoder. In Sugiura, equation 3is used to improve the quantization, but it is still
Q: that iis transmitted to the decoder. The. present invention generates Qpfrom

_ equation 4and sends it, along with the compressed.imagedata, to the decoder.
Whatis: important to noteiis that-the referenceimage is. an original iimage —

rendered into ideal digital form bysoftware, not a scanned image subject to the
image degradation.inherenttin, the scanner. (Spec.p. 9, ll. 15--28). Therefore, using
the quantization table Qp.of the presentinvention to decompress the transmitted
image produces adecompressed image that.has approximatelythe same variance as
thereference iimage, rather thanthe variance ofthe scannediimage whose high
frequency characteristics were degraded by the scanner. (Spec. p. 13, Il. 2-15).

In addition, none ofthe references. cited above,;alone or in combination,
discloses the scaling matrixofclaims 4, 10, 25 or 32, wherein the scaling matrix is
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'-based uponthevariancematrix. of the reféretics iimage and thevariance. matrix of
the scannediimage. The cited references are directed toward animproved _
quantization matrix for quantizing a:scannediimage, wherein the.scanned image is
subject to the inherentdistortion ofthe:scanner, ratherthan the reference iimage of

_ the present invention:thathas.notbeenscannedand which therefore contains the
full variance oftheFeferenceiimage. Therefore, thesealingmatrix ofclaims 4, 10,
25 and 32 representsa separate ground. for patentability. ;

| “In light ofthe.above,Applicantssubmit that nothingiin Sugiura, Agarwal
: and Tzou; aloneorincombination,iin. any way, teachesor.suggests the quantization

table.Qo. or thee sealingmatrixofthe present invention.

 
Astoclaim.19,theExaminer acknowledgestthatSugiuraand Agarwal do not

explicitly teachencapsulatingthe second quantization table Qdwith the
compressediimage data:toform an encapsulated datafile and then transmitting the

- data file but asserts that Applicant admitsthattheprior art:teaches that the:data
includes thequantizationtables for use.in thedecompressionprocess (p. 5, lines 1-

6). The Examinereoneludes that it would have been obvious to a person of ordinary
skilliin the art:to include-the quantization table whichwill be used iin the
decompression processin the transmitted datafile as taught by the prior art for the
data fileofSugiura and Agarwal where the. second quantization table would be used
todecampress.

Applicants traversethis rejection. As discussed above, the references relied
upon do not teach or suggest. the. second quantization table of the present invention.
As regards Applicants’description of. the prior art, the Sugiura reference appearsto
disclose precisely the type of conventional device discussed by Applicants(Spec. pp.

“ 1-6). The addition ofApplicants’description ofthe prior-art, therefore, adds nothing
to the combination ofSugiura and Agarwal. In addition, Agarwalnotes that the

9
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intra/inter decision is known ‘tO.both the encoder-and decoder and therefore"does
notneed to.be explicitly transmitted". “(See Agarwal atcol. 119, ll. 11-15). This
appears to teachaway from eticapsulating and transmitting the second

. quantization table, as recited iinclaim.19, The addition of: the Applicants’
description ofthe prior: artto-analready deficientcombination of Sugiura and
Agarwal does not teach or suggestApplicants’ second quantization table,as recited
in claim 14 from which:daim i9 depends. ‘Thereforeneither the cited prior art nor
Applicants’ summary of it. teachthe additional refinements of encapsulating and

. transmitting the second quantization table to decompress the compressed image —
data, as recitedin claim 19. a

In addition; in concluding that-it wouldhave been obvious to.a person of
ordinaryskill:1in the.-art'to. include the:quantization table. which will be used in the
decompression process:in the transmitteddatafile. as taught bythe priorart, the
Examiner.has missed thepoint ofone ofthe:key featuresof. the present invention.
As. the Applicant has. detailed iin. regard to: the conventional.art, conventional devices
presenily send thequantization tablethatis used.to decompress the compressed
image data. “Animportant feature of thepresent invention is.its ability: to exploit
this characteristicof the conventional art to0 producea decompressed'inimage with
compressediimage toa:conventional:device, Spee. p. 17, il. 3-10). In the present
invention, the second quantization tableiis substituted. for the first quantization
tableiin the: encapsulated datafile thatiis transmitted to.a.conventional device
(Spee: Fig. 5). ‘The conventionaldecompression engine then transparently uses the
second quantization table to decompressthe image data (Spec. Fig. 3) and, in so
doing, restores the variance in. the: reproducediimage to approximately that of the
referenceiimage.“No changesto the conventional decompression engine.are
required:andnoadditional coniputationiin the.decompression engine is necessary to
improve the quality of the reproducediimage. Reconsideration of claim 19 in its
entirety will demonstrate that the claimed invention is patentable over Sugiura and
Agarwal, further in.view ofApplicants’ description of the:prior art.

10
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In viewofthe foregoingamendments and remarks, Applicants respectfully
submit that the application is now in condition forallowance and action to that end:
is requested. "

Please addressallfuture communications to:
Records Manager
Legal Department,20BO
Hewlett-Packard Company
P.O, Box10301.. ~~

Palo Alto, California: 94303-0890
Direct all telephone callsto::

PehrJansson:
(415) 857-7533"

Respectfullysubmitted,
GIORDANO BERETTA,etal.

  Pehr Jan on Te
Registration No. 35,759:
AttorneyforApplicant

Records:Manager-
- Legal Department,20BO:Hewlett-Packard:Gompany

P:O. Box 10301.~.

Palo.Alto, California 94303-0890

Al
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4, é “Washington, D.C, 20231
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ee 0S / 2oO BOX Load: 26

 PALTE QL TO IC Beles-
FPaALo ALTma gel Stes DATE MAILED: OS /20/99

This is a communication from the examinerin charge of your application. :COMMISSIONER OF PATENTS AND TRADEMARKS

OFFICE ACTION SUMMARY

L] Responsive to communication(s)filed on | Z/ a {at : .
iThis action is FINAL.
Cl Since -this application is in condition for allowance-exceptfor formal matters, prosecution as to the merits Is closed in

accordancewith the. practice under Ex parte Quayle, 1935:-D.C. 11; 453 O.G. 213. ..

Ashortenedstatutory. periodfor responsetothis action Isset to expire ‘3° : month(s), orthirty days,
whicheveris longer,.from the mailing date of this. communication: Failure to.respond within the period for response will cause
the application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained underthe provisions of 37 CFR
1.136(a).

Disposition of Claims

A Claim(s) U23, 25-3 bo is/are pending In the application.
Of the above, claim ‘s) is/are withdrawn from consideration,of Claim(s) [~i3 1% 33 is/are allowed.

[M ‘Claim(s) 74'~ 1S.1 LX, wen TF, 2s-22, 34- 36 is/are rejected,
C1 Claimis) is/are objected to.
C] Claimys) _,.are subject to restriction or election requirement.

 
 

Application Papers

See the attached Notice of Draftsperson''s Patenti Drawing Review, PTO:948.The drawing(s) filed on is/are objected to by the Examiner.
The proposed drawing correction,filed on a is: [] approved [[] disapproved,
The specification.isobjected toby the Examiner.
The oath or declaration is objected to bythe Examiner.

OOGOO
Priority under.35 US.C. §119

(1) Acknowledgmentis made ofa claim for foreign priority under 35:U.8.C: § 119(a)-(d).

FE] al. 2] Some*-[] None:~of the CERTIFIED copies of the priority documents have been

oO received.
[J received in Application No. (Series Code/Serial Number) _- .
(1. received in this national stage application from the International Bureau (PCT Rule 17.2(a)).

*Certified copies not received: 

(1. Acknowledgmentis madeof a claim for domesticpriority under 35 U.S.C. § 119(e).
. Attachment(s)

(1. Notice of Reference Cited, PTO-892
[-] information DisclosureStatement(s), PTO-1449, Paper No(s).
C interview Summary, PTO-413
oO Notice of Draftperson’s Patent Drawing Review, PTO-948

- [] Notice of Informal Patent Application, PTO-152

SEE OFFICE ACTION ON THE FOLLOWING PAGES--
PTOL-326(Rev. 9/95) % U.S. GPO: 1996-42 1-692/4020
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Serial Number: 08/411,369 Page 2

Art Unit: 2608

DETAILED ACTION

Claim Rejections - 35 USC§ 103

1. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 ofthistitle, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obviousatthe timethe invention was made to a person
havingordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in whichthe invention was made.

2. Claims 14, 15, 17, 20-23, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to claims 14, 15, 17, 29 and 34-36, Sugiura teaches a method of compressing and

transmitting images which produces decompressed images having improved text and image

quality, the method comprising:

compressing a source image into compressed image data usingafirst quantization table

(Qe) (Quantization Table 105 offig. 1);

forming asecond quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 offig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 offig. 1).
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Serial Number: 08/411,369 Page 3

Art Unit: 2608

Sugiura does not explicitly teach whereas Agarwalteaches that a second quantization

function (which can be incorporated into a table) is related to a first quantization table scaled in

accordance with a predetermined function of the energy in a reference image and the energy in a

scanned image in order to enhance the image during the decoding process(col. 1, lines 35-60

where an energy measure value correspondingto the block ofthe encoded second video frameis

the energy value of the reference image; the energy measure threshold value correspondingto the

selected quantization level for the block in accordance with the training video frames which are

the scanned images; the comparison function is the predetermined function; and the end resultant

filter function can be incorporatedinto a table such as the second quantization table). It would

have been obvious to a person ofordinary skill in the art at the time of the invention for Sugiura

to decompress using a quantization function which could be incorporated into a table based on a

first quantization table scaled in accordance with a predetermined function ofthe energy in a

reference image andthe energy in a scanned image as taught by Agarwal in order to enhance the

image during decoding.

As to claims 20-23, selecting a target image; rendering the target image into an imagefile;

the target image having elementscritical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which havetext including

text with a serif font are well known in the art (official notice).
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Serial Number: 08/411,369 Page 4

Art Unit: 2608

3. Claims 18, 25-28, and 30-32 are rejected under 35 U.S.C. 103(a) as being unpatentable

over Sugiura (5,465,164) and Agarwal(5,488,570) as applied above, further in view of Tzou

(4,776,030).

Asto claims 18, 25-28, and 30-32, Sugiura does not explicitly teach use of the variancein

the scaling factor to reduce the quantization error. Tzou teaches that in an adaptive system the

quantization of an image is ordered according to the variance of the imagecoefficients to reduce

quantization error(col. 2, lines 21-42). It would have been obviousto a person ofordinary skill

in the art at the time of invention to use the image variances as taught by Tzou with the reference

and scanned imageto arrive at the scaling factor ofSugiura and Agarwal in order to reduce

quantization error.

Allowable Subject Matter

4. Claims 1-13, 16, 19, and 33 are allowed. Thefollowingis a statement of reasonsfor the

indication of allowable subject matter: the prior art does not teach quantizing image data with a

first quantization table, encoding the quantized image, generating prior to transmission a second

quantization table related to but nonidentical to the first quantization table, and transmitting the

encoded image, encoding table and the second quantizationtable.
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Art Unit: 2608

Response to Arguments

5. In the first office action Examiner made a 35 USC §112, second paragraph rejection based

on the observation that the JPEG standard wasnottied to a citation number nor a date. Applicant

has respondedto this rejection by citing p. 6, lines 11-13. Examiner understands this response to

mean that the JPEG standard being referred to throughoutthe specification is that found in

“Information technology - digital compression encoding of continuous - tonesstill images - part 1:

Requirements and Guidelines,” ISO/IEC IS10918-1, October 20, 1992.” That being the case, the

35 USC §112, second paragraph rejection madein the first office action is withdrawn.

6. With respect to the 35 USC 103(a) rejections, Applicant arguesthat the references only

have one table and comments on Examiner’s acknowledgement that Sugiura does not teach a

second quantization table related to thefirst table. It is Examiner’s position that the combined

references of Agarwal and Sugiura or Agarwal, Tzou, and Sugiura teach a second quantization

table where given the inherent natureoffilters found in Agarwal in how they are represented by

tables, the filter function related to energy is factored into the second quantization table of

Sugiura so that the second quantization table is related to but nonidentical to the first quantization

table. Also in the first action Examiner stated that taken alone Sugiura taught that the second

table was related to the first table but not through an energy relationship.

Applicant further argues that Agarwal teaches a video image whereas the present

applicationis in the realm ofstill image compression. It is Examiner’s position that the concept of

relating compression and decompression functions through energyrelationships as applied to
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Art Unit: 2608

compression ofvideo images can be applied to compressionofstill images since both procedures

are in the realm of image compression. Furthermore, the claims do not requirestill images.

Conclusion

7. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time
policy as set forth in 37 C.F.R. § 1.136(a).

A SHORTENED STATUTORY PERIOD. FOR RESPONSE TO THIS FINAL
ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATEOF THIS ACTION.

IN THE EVENT A-FIRST RESPONSEIS FILED WITHIN TWO MONTHSOF THE
MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT
MAILED UNTIL AFTER THE END OF THE THREE-MONTH SHORTENED
STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE
ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE
PURSUANTTO 37 C.F.R.§ 1.136(a) WILL BE CALCULATED FROM THE MAILING
DATE OF THE ADVISORY ACTION. IN NO EVENT WILL THE STATUTORY PERIOD
FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM THE DATEOF THIS
FINAL ACTION.

8. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone numberis (703) 305-3865.
The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reachedon alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's
supervisor, Dwayne Bost, can be reached on (703) 305-4778.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone numberis (703) 305-3900.

By
Brian L. Johnson

May 17, 1997 DWAYNE BOST
ae SUPERVISORY PATENT EXAMINER

GROUP 2600
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» G1

2 0

L2
‘NTI

-L3
LA

ECO

L5

L6é
7
L8

L9
L10
L11

(FILE 'USPAT' ENTERED AT 14:37:17 ON 15 MAY 1997)
83 SEA ((TABLE## OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ

R (INVERSE QUANTIZ?)))/AB
4 SEA (((CODE BOOK) OR CODEBOOK) AND (DECOMPRESS### OR DEQUA

Z? OR (INVERSE QUANTIZ?))) /AB
3 SEA L2 NOT Ll

784 SEA ((TABLE# OR MATRI### OR CODEBOOK OR (CODE BOOK)) AND D

D?) /AB
QUE 382/CLAS
QUE 348
QUE 348/CLAS
QUE-358/CLAS
QUE L5 OR L7 OR L8

125 SEA L4 AND L9
113 SEA L10 NOT L1

FILE USPAT
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* BRIAN L. JOHNSON Wed May 14 19:02:45 EDT 1997 Page 1

  
(FILE ‘USPAT’ ENTERED AT 15:24:57 ON 14 MAY 1997)

SET PAGE SCROLL

Li 1379 S 382/254-275/CCLST
L2 QUE (DEQUANTIZ? OR QUANTIZ?) /AB
L3 65 S$ L1 AND L2
L4 QUE (DEQUANTIZ? OR DECOMPRESS?) /AB
L5 7 $ Ll AND L4
L6 3 § LS NOT L3
L7 1 S 5508942/PN
L8 QUE 382/CLAS
Lg QUE 358/CLAS
L10 QUE 348/CLAS.
Lil 49029 S$ L8 OR L9 OR L10
L12 83 S ((TABLE# OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ? OR (
L13 38 S$ L12 AND Lil
L14 36 S$ L13 NOT (L3 OR L6)
L15 45 S$ L12 NOT L1i3
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“ BRIAN L. JOHNSON Wed May 14 14:52:42 EDT 1997 Page 1

(FILE ‘USPAT’ ENTERED AT 14:19:05 ON 14 MAY 1997)

SET PAGE SCROLL

Li QUE (QUANTIZ OR DEQUANTIZ?) /AB
L2 33 8S L1

L3 QUE (CONTRAST OR RESOLUTION OR BRIGHTNESS OR INTENSITY OR ENE
L4 1S L2 AND L3
L5 64469 S (COMPRESS? OR DECOMPRESS?) /AB
L6é 3136 S L3 AND L5

L7 998 S DECOMPRESS?/AB

=> gs 17 and 13
5160 CONTRAST/AB
7753 RESOLUTION/AB
3514 BRIGHTNESS /AB

15650 INTENSITY/AB
50584 ENERGY/AB

L8 48 L7 AND 13
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BRIAN L. JOHNSON
*

1
L2
L3

L4
L5
ABIL:

L6
L7

L8
Lg

L10
11
L1i2
L13
L14
L15
L16

L17
TAB
L18
L19
L20
L21
L22
L23

Page 1 Rion Oct 28 17:16:11 EST 1996  
(FILE ‘USPAT’ ENTERED AT.16:17:15. ON 28 OCT 96)

0
41535

415

41535
88

0
7863

415
323
154

7595

32029
11644
47112
59791

215

1104
889
803
280

53
249

S 382,348,358/CLAS
S 382 OR 348 OR 358/CLAS
S L2 AND COMPRESSION AND QUANTIZATION
SET PAGE SCROLL
Ss
Ss

ANnNnNnNNnNNNNHNRNNA
n

RBuuuNnNNNH

382
L4

Li
L4
L7

L8
L7

382
348
358
L11
382
L14

14

L14

L18
L19
L20
L20
L21

OR 348 OR 358/CLAS

AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T

AND COMPRESSION
AND COMPRESSION

AND. QUANTIZATION

AND (MATRI### OR TABLE#)

AND QUANTIZATION (P) (MATRI### OR TABLE#)
/CLAS:”

/CLAS |
/CLAS ....

OR L12 OR ‘113

OR 358 OR 348/CLAS
AND COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T

AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

AND. COMPRESSION AND QUANTIZATION
NOT L17
AND REFERENCE:

AND. (DCT OR (DISCRETE COSINCE TRANSFORM)).
AND JPEG
NOT L22
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BRIAN L. JOHNSON
-‘

Lt
L2
L3

L4
L5

L6
L7
L8
L9
L10
L11
L12
Li3
Li4
L15
L16

L17
TAB

L18
L19
L20
L21

m Oct 28 16:47:22 EST 1996

  
(FILE ‘USPAT’ ENTERED AT 16:17:15 ON 28 OCT 96)

0
41535

415

41535
88

0
7863

415
323
154

7595
32029
11644
477112

59791

215

1104
889
803
280

Ss
s
s

382,348,358/CLAS
382 OR 348 OR 358/CLAS
L2 AND COMPRESSION AND QUANTIZATION

SET PAGE SCROLL
s
s

NNNANNNNNNN
n

nnunnh

382 OR. 348 OR 358/CLAS

Page 1

4 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR T

L1 AND COMPRESSION
L4 AND COMPRESSION

L7 AND QUANTIZATION
L8 AND (MATRI###.OR TABLE#)
L7 AND QUANTIZATION (P) (MATRI### OR TABLE#)
382/CLAS
348/CLAS
358/CLAS
L11.OR L12 OR L13

382 OR 358 OR 348/CLAS
L14 AND COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T

L14 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

L14 AND COMPRESSION AND QUANTIZATION
L18 NOT L17
Li9 AND REFERENCE

L20 AND (DCT OR (DISCRETE COSINCE TRANSFORM) )}
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{nitReview — a2.BOXie 6... o Nor6] Omit BOE)
RESPONSE UNDER37 CFR1.ue

EXPEDITED PROCEDURE REQUESTED i 8|vid
EXAMINING GROUP 2608

 
Attorney’s Do. No. 1094893-1

“IN THE UNITED STATES.PATENT AND TRADEMARK:OFFICE
In-re patent application: of . Examiner: Jehnwoni = cm. : 7 CD

Beretta, et al. ‘Group Art Unit: 2608; a Ce
So Tf

- U.S.Serial No. 08/411,369. em me| HEREBY CERTIFY. THAT THIS
‘ _ ‘ CORRESPONDENCE:IS. BEING DEPOSITED

=. Filed: March 27, 1995 7 ®SPAST ClASS MLWANSVELOPESODRESSED TO: °

| For: TEXT AND. IMAGE SHARPENINGOF JPEG (Col commissicnent oF PATENTS AND
COMPRESSED IMAGES IN FREQUENCY DOMAIN TRADEMARKS, WASHINGTON D.C. 20z21ASSISTANT COMMISSIONER FOR

75, WASHINGTON D.C. 20231

: (CT) ASSISTANT: COMMISSIONER. FOR
Box AF TRADEMARKS, 290° CRYSTAL DRIVE,ARLINGTON, VA: 220028518
Assistant Commissioner forPatents
Washington, D.C. 20231  

AMENDMENT AFTER FINALREJECTION UNDER 37 C.F.R.1.116
Applicants respond to the Office Action, Paper No. 5, dated May 27, 1997,

as follows: |

In the claims: |

Please amendclaims 14, 16, 19, 29 and 33 as follows:
14, | (First Amended) A method of compressing and transmitting images

which produces decompressed images having improved text and image quality,
the method comprising: |

compressing a source image into compressed image data usingafirst

quantization table (Qs);
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forming a second quantizationtable (Qp), wherein the second quantization

table is related to the firstquantization table in accordance with a

predeterminedfunction of the energy in areference image and the energy ina
pis configured to ~ scanned image, suchthat the secondquantization table.

compensate for image degradation caused bya. scanner;
transmitting the cornpressed image data; and |
decompressing the compressed image data using the second quantization

table Qp. :

16. (First Amended) A method of compressing and transmitting images

which produces decompressed images having improved text and image [quality

according to claim 15 wherein the step scaling the first quantization in |

accordance withthe predetermined furiction is performed] quality, the method

comprising:

 
scannedimage;.

transmitting the compressed image data; and

decompressing the compressed image data using the second quantization
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the first quantization table in accordan.ce with the predetermined function prior

to the transmitting step.

19. (First Amended) A method [according to claim 14further

 
uantization table De

forming a second quantizationtable _wherein the second quantization

talible is related to the-first quantization table in accordance with a

 
decompressing the compressed image data using the second quantization

s table Qn;

encapsulating the second quantization table Q@p with the compressed
image datatoform an encapsulateddata file; and

transmittingthe encapsulated datafile.

29. (First.Amended) A method of improving text and image quality of

~ compressed images that are compressed using the JPEG compression standard,
the method comprising:

selecting a reference image;
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determining the energy content ofthe reference image; 7
selecting a sclnned image;

' determiningthe energy content of the scanned image;
selecting a first quantization table (Qn).

_ scaling the first quantization table (Q;) to forma second quantization
‘table (Qn) according to the ratio ofthe energy in the réference image to the
energy content of the scanned image; such that the secondquantization table
(Qpyis configured to compensate for image degradation caused by a.scanner;

compressing a source image in accordance with the JPEG standard using
| the first quantizationtable (Q,); and |

decompressing the source image inaccordance with the JPEGstandard.

using the second.quantization table Qp wherebythe decompressed image has
improved image quality.

33. (FirstAmended) A methodof improving text. andimage quality

[according to claim 29 further comprising:] of compressed images:that are

 
selecting a scanned image: .

determining the enereycontentof the scanned image:

selectinga first quantizationtable (Qn); .
| ) to form a.second guantization  scaling the first uantizationtable {

table (Q») according to the ratio of the epergy in the reference image to the
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energy content of the scanned image;

 
using the second guantization'table Qp-whereby the decompressed image has
improvedimagequality;

encapsulating the-second quantization table (Qp) with the compressed

imageto form a. JPEGfile; and

transmitting theJPEGfile overa limited bandwidth channel...

REMARKS

Claims 1-13, 16, 19 and 33are indicated as allowed.Claims 14, 15,17,
20-23, 29 and34-36 are rejected under 35 U.S.C. §103(a) as being unpatentable
over Sugiura (5,465;164) in view of Agarwal (5,488,570). Claims:18, 25-28, and
30-32 are rejected under 35 U.S.C. §103(a) as being unpatentable overSugiura
(5,465,164) and Agarwal (5,488,570) as applied above, further in view of Tzou
(4,776,030). Reconsideration is requested.

Claims 16, 19 and 33 were indicated as allowed but depended from

rejected claims 14 and 29, respectively, and have therefore been rewritten in

independent form to includeall of the limitationsof their base claims. No new
matter has been added. Claims 16, 19 and 33; as amended, are now allowable as

independent claims.
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 Claims 14,15, 17. 20-23. -29 and 34-36 arépatentable under 35 U.S.C. §103(a)

 

TheExaminerstates that Agarwal .teaches that.a second quantization.

function (which can be incorporated into a table) is related to a first quantization

table, scaled in accordance with a predetermined function of the energy in a
‘reference image and the energy ina scanned image in order to enhance the
image during the decoding process (col. 1, lines 35-60 where an energy measure

value corresponding tothe blockof the encodedsecond video frameis then:

energy value of the referente image; the energy. measurethreshold value
. corresponding to the selected quantization level for the block in accordance with

the training video frames which are the scanned images; the comparison |
function is the predetermined function; andthe end resultant filterfanction can
be incorporated into a table suchas the second quantization table).

The Examiner concludesthat it would have been obvious to a person of

ordinary skill in the art at the time of theinvention for Sugiura to decompress
using a quantization function which could be incorporated into a table based on a

first quantization table scaled in accordance with a predetermined function of
the energy in a reference image and the energy in a scanned image as taught by

Agarwal in order to enhance the image.during decoding.
The Examiner takes:the position that the combined references of Agarwal

and Sugiura teach a second quantization tablewhere, given the inherent nature
of filters found in Agarwal in how they are represented by tables, thefilter

function related to energy is factored into thesecond quantization table of
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Sugiura so that the second: quantization table is related to but nonidentical to
the first quantization table.

Applicants respectfully traverse the Examiner’s characterization of the

quantization tables of Agarwal and Examiner’s position that Agarwal and

Sugiura teach a second quantizationtable based upon the inherent nature of the

filters found in Agarwal. Though Agarwal is a very long and complex reference,
the inventiondescribed appearsto be directed to exploiting. "the perceptual
propertiesof the human visual system in a statistical sense to arrive at

quantization:tables thatminimize perceived quantizationartifacts at a given
effective bit rate." (Col. 120, 11. 29-35), Agarwalthen. goes.on to describe a

process for designing aset of N quantization tables wherein table Q1is at the
perceptual threshold (i.e. itgenerates noperceptible artifacts but at the expense

of abit rate that is potentially muchhigher than a target bit rate) and wherein
the remaining quantization tables are:designed to have monotonically decreasing

intermediate bit rates. (Col. 120, 1. 48 to col. 121, 1. 67). It appearsthat the

quantization tables ofAgarwalare directed toward quantization tables which
reduce thebit rate required to encode animage with the least perceptible

artifacts for typical video. (Col. 121, I. 49-54),
Bycontrast, the present invention is directed toward a methodof

compressing and transmitting images which produces decompressed images

having improved text-and image quality, which includes forming a second

. quantization table Qn which is related to the first quantization table ‘Qz in
| accordance with a predetermined function of the energyin a reference image and

' the energy in a scanned image, as recited in claim 14 (from which claims 15, 17
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and 20-23 depend). Also, incontrast to the references relied ‘ipon the invention
includes a methodof iniproving text and image quality of compressed images
that are compressed. using theJPEG compression standard, which method
includesscalingthe first quantization table (Qs) to form a second quantization
table (Qp) according to the ratio of theenergy in the reference image to the

energy content of the scanned image, as recited in claim 29(from which claims
34-36 depend).

In the proserit invention, the second quantization tableis used to restore
the energy levelof the compressed image.which,likethescannedimage, suffers

from the inherent limitations of.a scanner, to the energy level of a reference |
image that does not suffer from the inherent limitations of the color scanner

- becauseit is not compromised by the misregistration and MTF limitations of the

scanner. (Spec. Dp: 15; 1-19 to p. 16, L 13), Agarwal thus does not appear to teach
the second quantization table of the presentinvention nor does the function of
the second table appear tobe inherentin the natureof the filters of‘Agarwal.

Claims 14 and 29 have been amended to more particularly point out and
distinctly clair the features of the present invention. Claim 14, from which
claims 15-17 and 20-24 depend, is amended to recite "forming a second
quantization table (Q,),Wherein the second quantization table is related to the
first quantizationtable in accordance withapredetermined function of the
energyin a reference image and the energy in a scanned image, such that the

 

degradation caused by.a.scanner". Claim 29,from whichclaims 34-36 depend,is

_ amended to recite "scaling thefirst quantization table (Qz) to form asecond
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quantization table (Q;) according‘to the ratio ofthe energy in the reference _

image to the energy content of the scanned image, such that the second

quantization table (Q>) is cont 1 ed to compensate for image degradation

caused by a scanner". Theamendments to.claims 14 and 29 are supported. by

the specification as originally filed at p. 13, ll. 2-14, p. 14, IL. 16-19, andp. 15, 1.

19 to p. 16, 1. 13. No new matter has been added.

In light of the amendments and remarksabove, Applicants submit that

nothing in Sugiura and Agarwal, alone or in combination, teaches or suggests
the second. quantization table Qn of thepresent invention, as.recited in.

| independentclaim 14,fromwhich claims 15-17and 20-24 depend;andin

independent claim 29, from which claims 34-36 depend: Accordingly, these
claims are patentable over the cited references.

In addition, in regard to claim 17, the Examinerhasoverlooked the
significanceof the features of theinvention as claimed. Performing the step of
scaling the first.quantization. in accordance withthe predetermined function..
subsequent to the transmission step, as recited inclaim. 17, permits the present

‘method to be utilized to improve the image quality of an image transmitted from

a conventional device to be decompressed using the second quantization table.

(Spec. p. 17, 1. 14, to p. 18, 1. 4). This feature of the present invention as recited

inclaim17 provides claim ‘17 with separate groundsfor patentability in addition

to those discussed above.
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(5,465,164) and Agarwal. (5,488,570) as applied above, further in viewofTzou

(4.776.030).

The Examinerstates that Tzou teaches that in an adaptive system the
quantization of an image is ordered according to the variance of the image
coefficients to reduce quantizationerror (col. 2, lines 21-42). The Examiner

‘concludes that it would have been obvioustoa person of ordinary skill in the art

- atthe time of the invention to use the imagevariances as‘taught'by Tzou with

the reference. and scanned imageto arrive at the scaling factor of Sugiura and

Agarwalin order to reduce quantization error. The Examiner takesthe position

that the combined references of Agarwal, Tzou and:‘Sugiura teach a second

. quantization table where given the inherent nature of filters found in Agarwal in

how they are represented bytables; thefilter function related to energy is

factored into the second quantization table of Sugiura sothat the second -
quantization table is related to but nonidentical to the first quantization table.

Applicants respectfully traverse. As discussed above with respect to

amended claim 14, from which claim 18 depends, and. amended claim 29, from

which claims 30-32 depend, and which applies with equal force to claim 25, from

which claims 26-28.depend; Agarwal does not appear to teach the second

quantization table of the present invention. |
Further, Tzou appears to be directed to an adaptive system:in which

quantization bits are allocated to various discrete coefficients according to the
variance of each coefficient and assigned in orderto obtain the largest reduction

10
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in quantization error. (Col.2, I. 21-55). There does not appear to be any
teaching in Tzou with respect to theuseof the. second quantization table of the
present invention that is related toa first quantization. tablebased upon the
energy level of a reference iimage, which does1not suffer from the inherent
limitations of a color scanner, versus the energy,level of a scanned image, that is —
affected by the limitations.of the color scanner, which enables. the energy level of —
scanned iimagestto be. restored to that of the referenceiimagein. order to improve
the quality of the scanned images..

Applicants thereforerespectfullysubmit‘that nothing in Sugiura, Agarwal |
. and Tzou, alone or in combination,teaches or suggests thequantization table

Qp.or the scaling matrix8,of the present invention.
In view of the foregoing remarks, Applicants respectfully submit that the

application is now. in condition for allowance and action to that endis requested.
Pleaseaddress all future communications tor.
Records Manager

- LegalDepartment, 20BO |
. Hewlett-Packard Company—

P.O. Box 10301

Palo Alto, California 94303-0890
Direct all telephonecalls to: Mare P,.Schuyler (415) 857-3359.

: Respectfully submitted,
-. GIORDANO BERETTA,

VASUDEY.BHASKARAN and

MARGER, JOHNSON,
~. McCOLLOM & STOLOWITZ, P.C.

1030 S.W. Morrison. Street
Portland, Oregon 97205
Telephone: (503) 222--3613  
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ee | ° RilMONSE UNDER 37 CFR 1.116DITED PROCEDURE REQUESTED
EXAMINING. GROUP. 2608

HEWLETT-PACKARDcompany Oo ~ PATENT APPLICATION
~~ Legal Départment,” 20BN :: / oy . LoYOG\0. Box 10301 : we o ATTORNEY Docket No, _L094893-1

oe i Alto, California 94303:0890 ae - . sO a
INTHE :

UNITED,STATES PATENT AND TRADEMARKOFFICE 2 <3"
~ZeapeNNStaventoris}: GIORDANO ‘BERETTA, a ma

: . ‘VASUDEV BHASKARAN and KONSTANTINOS KONSTANT INIDES S v
Serial No.: 08/411, 369.
Filing Date: March 27, 105"

vs Title: TEXT: AND, IMAGE SHARPENING OF JPEG COMPRESSED IMAGES
IN FREQUENCYDOMAIN

‘BOX AF
ASSISTANT COMMISSIONER FOR PATENTS
Washington;.D:C. 20231: :

Sir: .

Transmitted herewith is/are the:following in-the above-identified application:
POF Response/Amendment
PCE

Examiner:~B. Johns
Group Art Unit: 2608 S L69°

“|aa

aa:

() Petition to extendtime to respond
New:feeas calculated below Lo

( } "(Address envelope to""Box Non-Fee Amendments")
(°) Other: : —

CLAIMS.AS: AMENDED: BY one THAN A SMALLENTITY
ay ay.. oe gy 8 (6)

‘CLAIMS REMAINING. . NUMBER : HIGHEST NUMBER -PRESENT RATE“ AFTER AMENDMENT PREVIOUSLY PAID. FOR EXTRA
 

. (() Supplemental Declaration

No additional:fee:

(7)
ADDITIONAL

FEES

TOTAL So :
CLAIMS 35 _ 36 22 $ *0
INDEP. = a +240

{ } FIRST PRESENTATION OF A MULTIPLE DEPENDENT CLAIM +260[8|

asooo | dgsaza on |_|

TOTAL ADDITIONALFEE|§ 716 —FOR THIS AMENDMENT Aa.

to Deposit ‘Account 08-2025. -At any: time during ‘the pendency of this
application, ‘please charge any fees required: or credit any. “overpayment to-Deposit Account ‘08-2025
pursuantto:37 CFR 1:25: Additionally’ please charge any fées to Deposit Account 08-2025 under 37

- CFR-1.19, 1. 20 and 1:21. A duplicate copy of this sheet’is enclosed.

Charge|$ 240:

CTORDANOBERETTA,” VASUDEVa

0000020 DAH: 082025 08411369 . 7 a ‘gett? TSTOKES,00000080 Jthat this correspondence is ‘being KONS'
' deposited :with. the United States.Postal Service as

first class. mail. ‘in an. - envelope “addressed to: B
Assistant Commissioner. for Patents, Washington, ¥-D.C. 20231. ;  
 

Date of Deposit: uly: 28, 1997 jTyped Name:- mae} re ; Reg. No. 29, 596
= DateJuly 28, 1997

Signature:__

TelephoneNo.: (503) 222-3613

 
BHASKARAN and:

HUAWEI EX.1016 - 705/714



HUAWEI EX. 1016 - 706/714

- e . e: UNDER 37 CFR 1.116eo - -EMEBDITED PROCEDURE REQUESTED
: be EXAMINING GROUP 2608

» HEWLETT-PACKARD ‘COMPANY : PATENT APPLICATION
ak Repartment,“20BN. /OK 10307 © . ‘ . ATTORNEY DOCKET NO. 1094893-1

ri

 

 

JIN THE

UNITED STATES,PATENT AND TRADEMARK OFFICE
GIORDANO.. BERETTA, : eS =VASUDEV: “BHASKARAN and KONSTANTINOS KONSTANTINIDES Fad me PP]

; : &
Serial No.: 98/411, 369 Examiner: B. Johnsen : a. ~ CT ee

Filing Date: March 27, .1995 Group Art Unit: 2608 —~™ a

: Title: TEXT. -AND IMAGE:=SHARPENING OF.JPEG COMPRESSED IMAGES e.
™ IN FREQUENCY DOMAIN .
n BOX AF . 2. a oo... ASSISTANT COminissioNen-FOR PATENTS

Washington, D.C. '20231

IT.

Sir:

_ Transmitted herewith is/aréthe following in the above-identified application:
KF Response/Amendiient ., { }. Petition to-extend time to respond
cx". New fee as calculated.below as (_) Supplemental.Declaration
( ).No.additional fee. - (Address envelope to "Box Non-Fee Amendments").
(} Other: .
 

   
 

 
 

 

 
To}

 
 

 
 
 

 
 

CLAIMS AS AMENDED BY.OTHER THAN'A SMALL ENTITY
° ay

CLAIMS: REMAINING “NUMBER. ‘HIGHEST. NUMBER
(5). (6) (7) °

A PRESENT RATE ADDITIONAL
‘AFTER AMENDMENT] “ :PREVIOUSLY. PAID- FOR EXTRA | FEES

: TOTAL

[| -FIRST. PRESENTATION OFA MULTIPLE.DEPENDENT CLAIM ++26)
EXTENSION

FEE
90.00 $930.00 0.00

42)

 

  
 

  
TOTAL ADDITIONAL FEE 82g82gFOR THIS:AMENDMENT  

Charge: $240 to Deposit Account 08-2025.- Atanytime during the. pendency of this
application, please: charge any fees required or credit any overpayment to. Deposit: Account 08-2025
pursuant to 37..CFR 1.25. ‘Additionaily please charge: any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20.and 1. 21. A duplicate. copy<of this sheetis enclosed.

Respectfully: submitted,
RETTA,.GIORDA VASUDEV BHASKARAN and

ANTINIDES

 | hereby certify that this correspondence is being
‘deposited with the United States Postal Service -as
first. class mail-in. an envelope ‘addressed to: By.
Assistant Commissioner. for,Patents; : Washington, .“D.C. 20231.. :

"Date of Deposit:, July 28, . 1997.

 
Reg. No. 29, 396

DateJuly 28, 1997
Typed Name: ~

Signatures,

Telephone No.: (503) 222-3613
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    ibean
Va .

é . he 4 .- UNITEDSTATES DER<RTMENT OF COMMERCE

% Or) é . [. Patent and Trademark Officeae |Address: COMMISSIONER OF PATENTS. AND TRADEMARKS
Washington, D.C: 20231

FIRST NAMED APPLICANT _ ATTORNEY, BOGKETNO.

we/dii, a9 BERETTA i Eee

| ‘ 2epit /eod

RECORDS MANAGER
LEGAL DEPARTMENT 20B0

~ HEWLETT FACKARL COMPANY
Foo BOX i
Pati ALTOL

  

 
DATE MAILED:

Below Is'a communicationfrom the EXAMINER. In charge ofthis application

COMMISSIONER OF PATENTS AND TRADEMARKS

ADVISORYACTION

DATHE PERIOD FOR RESPONSE:

a). is, extended torun____=_oor-continues to run3mnths from the date of thefinal rejection . . |
6) [7]. expires three-monthsfrom the date ofthefinal rejection-or-as.of the mailing.date.ofthis Advisory.Action, whichever.is later. In no

event. however,will the statutory period for the response expire later than six months from:the date ofthefinal rejection.

Any extension oftime must be-obtained:byfiling.a petition under 37 CFR 4.136(a), the proposed response and the appropriate-fee.
The date on whichthe response,the petition., and the:fee have baenfiled'is.the.date of the response and also the date for the
purposesofdetermining the- period of extension and the corresponding amountof the fee.. Ary extension fee pursuant'to 37 CFR

; 1:17 will be. calculated from the date ofthe originally set shortened statutory period for response oras setforth in b) above.

oO Appellant's Brief is due in accordance with 37 CFR 1.192(a). ‘

za] Applicant's response to the final rejection,filed FRET has been considered with the following effect, but It is not deemedto place the application in condition for allowance: ©

1. [[] The proposed amendments to the claim and for specification will not be entered andthe final rejection-stands because:
-a. [[] There Is no convincing showing under 37 CFR1.116(b)-why the proposed-amendment is necessary and wasnot earlier

presented.

. b. L)They raisenew issues,that would requirafurther consideration and/or search. (See Note). .. we meee

c. (] Theyraise the issue of new matter. (See Note).

| . : . d.[[].They are not deemed to place the application in better form for appeal by materially reducing or simplifying the issuesfor .
appeal.

e. L] Theypresent additional claims without.cancelling a corresponding numberoffinally rejected-claims.

 
NOTE:
 

 

332. x Newly proposed oramended claims 14 b 2, 4ia be allowedif submitted in.a separately. filed amendment cancelling
the non-allowable claims. 25-29

3. ‘Upon the filing an appeal; the proposed amendment willbe entered ([] will not be entered and the'status of the claims willbe as follows:

Claims allowed: 1-23,29-36
Claims objected to:—
Claims rejected:_teeteOCS

However;

(] Applicant's response has overcomethefollowing rejection(s): 
 

4. x‘The atid:davit, exhibit or request for-reconsideration has been considered but does not overcome@ the rejection because _Y2. ard in5 
 
 

 

 

 
presented,

be ‘.. - [-]:The proposed drawingcorrection (has Ol has not beenapproved bythe examiner. 7

_ [Other

  
SUPERVISORYP,

Besishe oe PTOL=303:(REV.5+£9) me ATENT EXAMINERCEIge  
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10/20/1997
OL FCs116.

mE vo . . ’
HEWLE*T:PACKARD COMPANS, "PATENT APPLICATION
Legal Department, 20BN —— . we :
P. O. Box 10301 “ATTORNEY DocKET No. _1094893-1
Pato Alto, California 94303-0890

    oo ANNI
UNITED STATES PATENT AND TRADEMARK OFFICE ~ Sete

Inventor(s): Giordano Beretta, et ai

. Serial No.; 08/411,369 Examiner: B. Johnson
" oan .. . . ~
Filing Date: 03/27/95 . Group Art Unit:{2608

Title: TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY
DOMAIN

 ASSISTANT COMMISSIONER FOR PATENTS. oo ue
Washington, D.C. 20231 mTa

PETITION FOR EXTENSION OF TIME on 
C2

Sir:

In an Office. Action mailed on May 27, 1997 , on the above-identified U.S. Patent

- application, a shortened statutory period of — 3 months was set for response. [n accordance
with 37 C.F.R. 1.136(a), applicant(s) hereby request(s). a:

, (} one month
(X) two months ~

(.) three months
(_) four months

‘time: extension. so that the period for response to the Office Action expires on 10/27/97
JARTIS.00000048 DANION20ES 08411369

Charis08 EH 390 to Deposit Account 08-2025. At any time during the pendency of this
application, please charge any fees required or credit any overpayment to Deposit Account 08-2025
pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

| hereby certify that this corfespondence is being
deposited with the United States Postal Service as :

  
 

( ) First Class Mail Respectfully submitted,

(X) "Express Mail Post Office to Addressee" : Giordano.Beretta, et al
service under 37 CFR 1.10. tif

“Express Mail” label no, EM198802783US By__/Ue ; C.
in an envelope addressed to: Assistant Commissioner Marc P. Schuyler

‘for Patents, Washington, D.C. 20231.
Attorney/Agent for Applicant(s)‘Date-otDeposit: September 30, 1997 cok Reg. No. 35,675

Typed Name: Nelia de Guzman
. Date: September 30, 1997Signature: Aelia.

Telephone No.: 680/857-3359

Rav 10/96 (Ext Time)
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at OFoyf YW‘ ‘UNITED.STATES: DEPARTMENT OF COMMERCE:|Patent and. TrademarkOffice

  
 

 

$ -_g|Address; COMMISSIONER OF PATENTS AND TRADEMARKS

Somos “Washington, D.C; 20231_ Stargs. oF

stp Gg _ insane

ne0875 LN61/0116 ee
MARGER JOHNSON MCCOLLOM STOLOWITZ | JOHNSON. B
1030.80 MORRISON ST

ci AND OR 37205 /PORTE , 27d

. Wee&

DATE MAILED:

NOTICE OF ABANDONMENT

. This application is abandoned in view ‘of: -
E Appli¢ant’s falure to.timely file a proper response to the Office letter mailed.on

CLAA response (with aCertificate of Mailing or Transmissionof_.Yass received on
, whichis after theexpiration ot the period for response (including a total extension of time of month(s) which ‘expired on

EI. A propased response was receivedone, but it does not constitute a proper responseto thefinal
rejection.

(A properresponse to:afinal rejection consists only. of:-a timely. filed amendment which places the application in
Conditionfor allowance; a Noticeof Appeal; orthe filing of a continuing application under 37 CFR 1.62 (FWC).

LJ]: ‘No’response has been recived.
E) Applicant’s failure to timely pay. the required jissué fee within the statutory period of three months from the Mailing date

ofthe Notice of Allowance. .
O The issuefee(witha Certiticate of Mailing or Transmissionof - : ) was received on
0 The subimitted issue fee of$sinsufficient: .The issuefee required by 37 CFR 1.18is$

_ (0 Theissue fee has not been received.

[Applicant's failureto timely file new formal drawings as required in theNoticeof Allowability:
LI:Proposed. new formal drawings (with aCentficate of Mailing or Trangmissionof) were

“received on. .
[ The proposed wailtoraa drawingsfiled2.are not acceptable.
[} No proposed hew formal drawings have beenrecelved.:

iy The express abandonment under 37 CFR 1.62(9) in favor of the FWC application filed:on A SefA].
(7). The: letter of express abandonment whichissigned by the:attorney or agentiof record, the assignee of theentire -
-

interest,orall-of the applicants.
” The letter of express.abandonment whichiis signed by aniattorney or. agent (acting in arepresentative capacity: under
“37 CFR 1.34(a) upon the filingofa. continuing application. : é
The decision by. the Board of Patent Appeals and: Interferences rendered on.
for seeking court review-of the decision has expired and there are no allowed claims.   

   
The reason(s) below: DWAYNED. 80ST
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 PTO UTILITY GRANT

Paper number__2_-

The Commissioner of Patents
and Trademarks

 

Has received an applicationforapatentfora
new and useful invention. Thetitle and de-
scription of the invention are enclosed. The
requirements oflaw have been complied with,
and it has been determined that a patent on
the invention shall be granted under the law.

     

         

Therefore, this

United States Patent

Grants to the person(s) having title to this
patentthe right to exclude othersfrom mak-
ing, using, offeringfor sale, or selling the in-
vention throughout the United States of»
America or importing the invention into the
United States ofAmerica.forthe term setforth
below, subjectto the payment ofmaintenance
fees as provided by law.

                           

If this application was filed prior ta June 8,
1995,the term of this patent is the longer of
seventeen yearsfrom the date ofgrantofthis
patentor twenty yearsfrom the earliest effec-
tive U.S. filing date of the application, sub-
ject to any Statutory extension.

 
If this application was filed on or after June
8, 1995,the term ofthis patentis twentyyears
from the U.S. filing date, subject to an. statu-
tory extension. if the application contains @
specific reference to an earlierfiled applica-
tion orapplications under35 U.S.C. 120, 121
or 365(c), the term ofthepatent is twentyyears
from the date on which the earliest applica-
tion wasfiled, subject to any statutory exten-

sion. 3
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