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let a highly-active interface lock out the others (which would happen with a single 
queue). 
The transmit request may be a segment that is less than the MSS, or it may be as.much as 
a full 64K SMB READ. Obviously the fonner request will go out as one segment, the 
latter as a number ofMSS-sized segments. The transmitting TCB must hold on tp the 
request until all data in it has been transmitted and acked. Appropriate pointers to do this 
will be kept in the TCB. A large buffer is acquired from the free buffer fifo, and the MAC 
and TCP/IP headers are created in it. It may be quicker/simpler to keep a basic frame 
header set up in the TCB and either dma directly this into the frame each time. Then data 
is dmad from host memory into the frame to create an MSS-sized segment. This dma also 
checksums the data. Then the checksum is adjusted for the pseudo-header and placed into 
the TCP header, and the frame is queued to the MAC transmit interface which may be 
controlled by the third sequencer. The final step is to update various window fieids etc in 
the TCB. Eventually either the entire request will have been sent and acked, or a 
retransmission timer will expire in which case the context is flushed to the host. In either 
case, the INIC will place a command response in the Response queue containing the 
command buffer handle from the original transmit command and appropriate st&tus. 
The above discussion has dealt how an actual transmit occurs. However the real 
challenge in the transmit processor is to determine whether it is appropriate to transmit at 
the time a transmit request arrives. There are many reasons not to transmit: the receiver's 
window size is <= 0, the Persist timer has expired, the amount to send is less thap a full 
segment and an ACK is expected I outstanding, the receiver's window is not half-open 
etc. Much of the transmit processing will be in determining these conditions. 

5.3.4 Transmit Details - No Valid Context 

The main difference between this and a context-based transmit is that the queued request 
here will already have the appropriate MAC and TCP/IP (or whatever) headers in the 
frame to be output. Also the request is guaranteed not to be greater than MSS-sized in 
length. So the processing is fairly simple. A large buffer is acquired and the frame is 
dmad into it, at which time the checksum is also calculated. If the frame is TCP/IP, the 
checkswn will be appropriately adjusted ifnecessary (pseudo-header etc) and pfaced in 
the TCP header. The frame is then queued to the appropriate MAC transmit intepace. 
Then the command is immediately responded to with appropriate status through the 
Response queue. 

5.3.5 Transmit Notes 

1. Slow-start: the INIC will handle the slow-start algorithm that is now a part of the 
TCP standard. This obviates waiting until the connection is sending a full-rate 
before passing it to the INIC. 

2. Window Probe vs Window Update: an explanation for posterity . ... 
A Window Probe is sent from the sending TCB to the receiving TCB, and it means the 
sender has the receiver in PERSIST state. Persist state is entered when the receiver 
advertises a zero window. It is tbus the state of the transmitting TCB. In this state, be 
sends periodic window probes to the receiver in case an ACK from the receiver bas been 
lost The receiver will return his latest window size in the ACK. 
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A Window Update is sent from the receiving TCB to the sending TCB, usually to tell him 
that the receiving window has altered. It is mostly triggered by the upper layer when it 
accepts some data. This probably means the sending TCB is viewing the receiving TCB 
as being in PERSIST state. 

3. Persist state: it is designed to handle Persist state on the INIC. It seems 
unreasonable to throw a TCB back to the host just because its receiver advertised a 
zero window. This would nonnally be a transient situation, and would tent-1 to 
happen mostly with clients that do not support slow-start. Alternatively, tl:i.e code 
can easily be changed to throw the TCB back to the host as soon as a receiver 
advertises a zero window. 

4. MSS-sized frames: the INIC code will expect all transmit requests for which it has 
no TCB to not be greater than the MSS. If any request is, it will be dropped and an 
appropriate response status posted. 

S. Silly Window avoidance: as a receiver, the INIC will do the right thing here and 
not advertise small windows - this is easy. However it is necessary to also do 
things to avoid this as a sender, for the cases where a stupid client does advertise 
small windows. Without getting into too much detail here, the mechanism requires 
the INIC code to calculate the largest window advertisement ever advertised by the 
other end. It is an attempt to guess the size of the other end's receive buffer and 
assumes the other end never reduces the size of its receive buffer. See Stevens Vol. 
l pp. 325-326. 

6 The Utility Processor 

6.1 Summary 

The following is a summary of the main functions of the utility sequencer of the 
microprocessor: 

• look at the event queues: Eventl3Type & Event23Type (we assume there will be an 
event status bit for this - USE_EV13 and USE_EV23) in the events register; these 
are events from sequencers 1 and 2; they will mainly be XMIT requests from the XMT 
sequencer. Dequeue request and place the frame on the appropriate interface. 
• RCV-frame support: in the model, RCV is done through VinicReceiveO which is 
registered by the lower-edge driver, and is called at dispatch-level. This routine calls 
VinicTransferDataCompleteO to check if the xfer (possibly DMA) of the frame into host 
buffers is complete. Tue latter rtne is also called at dispatch level on a DMA-coi;npletion 
interrupt. It queues complete buffers to the RCV sequencer via the nonnal queue 
mechanism. 
• Other processes may also be employed here for supporting the RCV sequencer. 
• service the following registers: (this will probably involve micro-interrupts) 

Header Buffer Address register: 
buffers are 256 bytes long on 2?6-byte boundaries. 
31-8 - physical addr in host of a set of 

contiguous hddr buffers 
7-0 - number ofhddr buffers passed. 
Use contents to add to SmallHType queue 

Provisional Pat. App. of Alacritech, Inc. 58 
Inventors Laurence B. Boucher et al. 

Express Mail Label# EH75623010SUS 

ALA001 38444 

Ex.1031.062DELL



... 

Data Buffer Handle & Data Buffer Address registers: 
buffers are 4K long aligned on 4K boundaries ... 
Use contents to add to the FreeType queue. 

Command Buffer Address register: 
buffers are multiple of32 bytes up to lK long (2**5 • 32) 
31-5 - physical add.r in host of cmd buffer 
4-0 - length of cmd in bytes/32 

(i.e. multiples of32 bytes) 
Points to host cmd; get FreeSType buffer and move 
command into it; queue to Xmit0-Xmit31'ype queues. 

Response Buffer Address register: 
buffers are 32 bytes long on 32-byte boundaries 
31-8 - physical addr in host of a set of 

contiguous resp buffers 
7-0 - number of resp buffers passed. 
Use contents to add to the ResponseType queue. 

• low buffer threshold support: set approp bits in the ISR when the available-buffers 
count in the various queues filled by the host falls below a threshold. 

6.2 Further Operations of the Utility Processor 

The utility processor of the microprocessor housed on the INIC is responsible for setting 
up and implementing all configuration space and memory mapped operations, and also as 
described below, for managing the debug interface. 

All data transfers, and other INlC initiated transfers will be done via OMA. 
Configuration space for both the network processor function and the utility processor 
function will define a single memory space for each. This memory space will d~fine the 
basic commwtlcation structure for the host. In general, writing to one of these memory 
locations will perform a request for service from the INIC. This is detailed in t.l1e 
memory description for each function. This section defines much of the operatibn of the 
Host interface, but should be read in conjunction with the Host lnterface Strategy for the 
Alacritech INIC to fully define the Host/INIC interface. 

Two registers, DMA hardware and an interrupt function comprise the INIC interface to 
the Host through PCI. The interrupt function is implemented via a four bit register 
(PCl_INT) tied to the PCI interrupt lines. This register is directly accessed by the 
microprocessor. 

THE MICROPROCESSOR uses two registers, the PCI_Data_Reg and the 
PCI_Address_Reg, to enable the Host to access Configuration Space and the memory 
space allocated to the INIC. These registers are not available to the HosL but are used by 
THE MICROPROCESSOR to enable Host reads and writes. The function of these two 
registers is as follows. 

Provisional Pat. App. of Alacritecb, Inc. 59 
Inventors Laurence B. Boucher et al . 

Express Mail Label# EH756230105US 

ALA001 38445 

Ex.1031.063DELL



PCl_ Data_ Reg 

This register can be both read and written by THE MICROPROCESSOR. On write 
operations from the host. this register contains the data being sent from the host. . On read 
operations, this register contains the data to be sent to the host. 

PCT_ Address_ Reg 

This is the control register for memory reads and writes from the host. The structure of 
the register is as follows: 

Bit 31 - 24 Byte enable 7 - 0. Only the low order four bits are 
valid for 32 bit addressing mode. 

Bit 23 - 0 Memory access 
1 Configuration access 

Bit 22 - 0 Read (to Host) 
I Write (from Host) 

1 Bit 21 - 1 Data Valid 

Bit 20 - 16 Reserved 
Bit 15 - 0 Address 

During a write operation from the Host the PCI_Data_Reg contains valid data after Data 
Valid is set in the PCI_Address_Reg. Both registers are locked until THE 
MICROPROCESSOR writes the PCI_Data_Reg, which resets Data Valid. 

All read operations will be direct from SRAM. Memory space based reads will return 00. 
Configuration space reads will be mapped as follows: 

Confi~on Space 1 
00 

SMM Adciress Offset 
00 

04 
08 
oc 
10 
3C 

Confii'Jration Space 2 

00 
04 
08 
oc 
10 
3C 

All other reads to configuration space will return 00. 
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PCI_Dala_Reg

This register can be both reed and written by THE MICROPROCESSOR. 0n write

operations from the host, this register contains the data being sent from the host. . 011 read
operations. this register contains the data to be sent to the host.

PCI_Addrecs_Reg

This is the control register for memory reads and writes Erom the host. The structure of

the register is as follows:

Bit 31 — 24 Byte enable 7 — 0. Only the low order four hits are
valid for 32 hit addressing mode.

Bit 23 — 0 Memory access
1 Configuration access

Bit 22 — 0 Read (to Host)

1 Write (from Host)

1 Bit 2! — 1 Data Valid

BitZO— 16 Reserved

Bi115~ 0 Address

During a write operation from the Host the PCI_Data_Reg contains valid dam alter Data

Valid is set in the PC1__Address_flReg. Both registers are locked until THE
MICROPROCESSOR writes the PCLDatafiReg, which resets Data Valid

All read operations will be direct from SRAM. Memory space based reads will return 00.
Configuration space reads will be mapped as follows:if.frhT1.114?"'fail]ElTED-1THI]?! W W

00 00

O4 04
08 08
0C 0C
10 10

3C 14

WW2

00 00
04 18
08 08

0C 1C

10 20
3C 24

All other reads to configuration space will return 00.
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.. 
6.2.l CONFIGURATION SPACE 

The INIC is implemented as a multi-function device. The first device is the network 
controller, and the second device is the debug interface. An alternative production 
embodiment may implement only the network controller function. Both configuration 
space headers will be the same, except for the differences noted in the following' 
description. 

Vendor ID -This field will contain the Alacritech Vendor ID. One field will be•used for 
both functions. The Alacritech Vendor ID is hex 139A. 

Device ID - Chosen at Alacritech on a device specific basis. One field will be used for 
both functions. 

Command - Initialized to 00. All bits defined below as not enabled (0) will remain 0. 
Those that are enabled will be set to 0 or 1 depending on the state of the system: Each 
function (network and debug) will have its own command field. 

Bit 0 - 0 1/0 accesses are not enabled 
Bit 1 - 1 Memory accesses are enabled 
Bit 2 - 1 Bus master is enabled 
Bit 3 - 0 Special Cycle is not enabled 
Bit 4 - l Memory Write and Invalidate is enabled 
Bit 5 - 0 VGA palette snooping is not enabled 
Bit 6 - 1 Parity checking is enabled 
Bit 7 - 0 Address data stepping is not enabled 
Bit 8 - SERR# is enabled 
Bit 9 - 0 Fast back to back is not enabled 

Status - This is not initialized to zero. Each function will have its own field. The 
configuration is as follows: 

Bit 5 - 1 66 MHz capable is enabled. This bit will be set if the INIC 
Detects the system running at 66 MHz on reset 

Bit 6 - 0 User Definable Features is not enabled 
Bit 7 - I Fast Back-to-Back slave transfers enabled 
Bit 8 - 1 Parity Error enabled - This bit is initialized to 0 
Bit 9,10 - 00 - Fast device select will be set if we are at 33 MHz 

01 - Medium device select will be set if we are at 

Bit 11 - 1 
Bit 12 - 1 
Bit 13 - 1 
Bit 14 - 1 
Bit 15 - 1 

66MHz 
Target Abort is implemented. Initialized to 0. 
Target Abort is implemented. Initialized to 0. 
Master Abort is implemented. Initialized to 0. 

· SERR# is implemented. Initialized to 0. 
Parity error is implemented. Initialized to O. 

Revision ID - The revision field will be shared by both functions. 

Class Code - This is 02 00 00 for the network controller, and for the debug interface. 
The field will be shared. 
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6.2. l CONFIGURATION SPACE

The INIC is implemented as a multi-function device. The first device is the network

controller, and the second device is the debug interface. An alternative production
embodimcnt may implement only the network controller function. Both configuration

space headers will be the same, except for the difierences noted in the following
description. -

Vendor ID — This field will contain the Alacritech Vendor ID. One field will belused for
both functions. The Alaeritech Vendor ID is hex 139A.

Device ID — Chosen at Alaeritech on a device specific basis. One field will be used for
both functions.

Command - Initialized to 00. All bits defined below as not enabled (0) will remain 0.
Those that are enabled will be set to 0 or 1 depending on the state ofthe system. Each

limetion (netwurk and debug) will have its own command field.

Bit 0 — 0 IIO accesses are not enabled

Bit 1 — 1 Memory accesses are enabled
Bit 2 — 1 Bus master is enabled

Bit 3 — 0 Special Cycle is not enabled
Bit 4 — 1 Memory Write and Invalidate is enabled

Bit 5 — 0 VGA palette snooping is not enabled
Bit 6 — 1 Parity checking is enabled
Bit 7 — 0 Address data stepping is not enabled
Bit 8 — SBRRJll is enabled

Bit 9 — 0 Fast back to back is not enabled

Status —’I‘his is not initialized to zero. Each function will have its own field. The

configuration is as follows:
Bit 5 — l 66 MHZ capable is enabled. This bit will be set if the WC

Detects the system mnning at 66 MHZ on reset
Bit 6 — 0 User Definable Features is not enabled

Bit 7 — 1 Fast Back-to-Baclt slave transfers enabled

Bit 8 — 1 Parity Error enabled — This bit is initialized to 0
Bit 9,10 — 00 — Fast device select will be set if we are at 33 MHz

01 — Medium device select will be set ifwe are at
66 MHz

Bit 1 l — 1 Target Abort is implemented. Initialized to 0.
Bit 12 — 1 Target Abort is implemented. Initialized to 0.
Bit 13 — 1 Master Abort is implemented. Initialized to 0.

Hit 14 —1 ' SERR# isimplemented. Initialized to 0.

Bit 15 e 1 Fruit}; error is implemented. Initialized to 0.

Revision ID — The revision field will be shared by both functions.

Class Code — This is 02 00 00 for the network controller, and for the debug interface.
The field will he shared.
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Cache Line Size -This is initialized to zero. Supported sizes are 16, 32, 64 and ·128 
bytes. This hardware register is replicated in SRAM and supported separately for each 
function, but THE MICROPROCESSOR will implement the value set in Configuration 
Space l (the network processor). 

Latency Timer - This is initialized to zero. The function is supported. This hardware 
register is replicated in SRAM. Each function is supported separately, but THE ' 
MICROPROCESSOR will implement the value set in Configuration Space I (the 
network processor). 

Header TYPe -This is set to 80 for both functions, but will be supported separately. 

BIST - Is implemented. In addition to responding to a request to run self test, if test after 
reset fails, a code will be set in the BISI register. This will be implemented separately 
for each function. 

Base Address Register - A single base address register is implemented for each function. 
It is 64 bits in length, and the bottom four bits are configured as follows: 

Bit 0 - 0 Indicates memory base address 
Bit 1,2 - 00 Locate base address anywhere in 32 bit memory space 
Bit 3 - 1 Memory is prefetchable 

CardBus CIS Pointer - Not implemented- initialized to 0. 

Subsystem Vendor ID - Not implemented-initialized to 0. 

Subsystem ID - Not implemented-initialized to 0 . 

Expansion ROM Base Address - Not implemented-initialized to 0. 

Interrupt Line - Implemented-initialized to 0. Thls is implemented separately for each 
function. 

Interrupt Pin - This is set to 01, corresponding to INTA# for the network controller, and 
02, corresponding to INTB# for the debug interface. This is implemented separately for 
each function. 

Min_ Ont - This can be set at a value in the range of 10, to allow reasonably long bursts 
on the bus. This is implemented separately for each function. 

Max _Lat - This can be set to 0 to indicate no particular requirement for frequency of 
access to PCI. This is implemented separately for each function. 

6.2.2 MEMORY SPACE 

Because each of the following functions may or may not reside in a single location, and 
may or may not need to be in SRAM at all, the address for each is really only used as an 
identifier (label). There is, therefore, no control block anywhere in memory that 
represents this memory space. When the host writes one of these registers, the utility 
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Cache Line Size — This is initialized to zero. Supported sizes are 16, 32, 64 and 128
bytes. This hardware register is replicated in SRAM and supported separately for each

fimction, but THE MICROPROCESSOR will implement the value set in Configuration
Space 1 (the network processor).

Latency Timer — This is initialized to zero. The function is supported. This hardware
register is replicated in SRAM. Each function is supported separately, but THE
lVflCROPROCESSOR will unplemettt the value set in Configuration Space 1 (the
network processor).

Header Type — This is set to 80 for both functions, but will be supported separately.

BIST - Is implemented. In addition to responding to a request to run self test, if test after
reset fails, a code will be set in the BIST register. This will be implemented separately
for each function.

Base Address Register — A single base address register is implemented for each fimction.
It is 64 bits in length, and the bottom four bits are configured as follows:

Bit 0 — 0 Indicates memory base address
Bit 1,2 — 00 Locate base address anywhere in 32 bit memory space
Bit 3 — 1 Memory is prefetchable

CardBus CIS Pointer - Not implementedh—itfitialized to 0.

Subsystem Vendor [D # Not implemented—initialized to 0.

Subsystem H) — Not implemented—initialized to 0.

Expansion ROM Base Address — Not implemented—untiahzed to O.

Interrupt Line — Implemented—initialized to 0. This is implemented separately for each
fimction.

Interrupt Pin — This is set to 01, corresponding to MN! for the network controller, and

02, corresponding to lN'I'B# for the debug interface. This is implemented separately for
each function.

Min__Gnt # This can be set at a value in the range of 10, to allow reasonably long bursts
on the bus- This is implemented separately for each fimction.

MaxfiLat — This can be set to 0 to indicate no particular requirement for frequency of

access to PC]. This is implemented separately for each fimction.

6.2.2 MEMORY SPACE

Because each ofthe following functions may or may not reside in a single location, and
may or may not need to be in SRAM at all, the address for each is really only used as an

identifier (label). There is, therefore, no control block anywhere in memory that
represents this memory space. When the host writes one of these registers, the utility
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processor will construct the data required and transfer it. Reads to this memory will
generate 00 for data.

6.2.2.1 Network Processor

The following four byte registers, beginning at location but] of the network processor‘s
allocated memory, are defined.

()0?

04-

08—

0C—

10—

14_

18—

Interrupt Status Pointer -- Initialized by the host to point to a four byte area
where status is stored

Interrupt Status — Returned status from host. Sent afier one or more

status conditions have been reset. Also an interlock for storing any
new status. Once status has been stored at the Interrupt Status Pointer

location, no new status will be stored until the host writes the Interrupt
Status Register. New status will be cred with any remaining

unoleared status (as defined by the contents of the returned status)
and stored again at the Interrupt Status Pointer location. Bits are
as follows:

Bit 31 ERR u Error bits are set
Bit 30 — RCV — Receive has occurred

Bit 29 — XMT # Transmit command complete
Bit 25 — RMISS —- Receive drop occurred due to no buffers

Interrupt Mask — Written by the host. Interrupts are masked for each
of the bits in the interrupt stems when the same bit in the mask

register is set. When the Interrupt Mask register is Written and as

a result a status bit is unmasked, an interrupt is generated. Also,
when the Interrupt Status Register is written, enabling new status
to be stored, when it is stored if a bit is stored that is not masked

by the Interrupt Mask. an interrupt is generated.

Header Buffer Address — Written by host to pass a set ofheader buffers to the
INIC.

Data Buffer Handle — First register to be written by the Host to transfer a receive
data buffer to the INIC. This data is Host reference data. It is not used by the
INIC, it is returned with the data buffer. However, to insure integrity of the

buffer, this register must be interlocked with the Data Buffer Address register.
Once the Data Buffer Address register has been written, neither register can be
written until after the Data Buffer Handle register has been read by THE
MICROPROCESSOR.

Data Buffer Address * Pointer to the data buffer being sent to the [NIC by the
Host. Must be interlocked with the Data Buffer Handle

register.

Command Buffer Address XMTO — Pointer to a set of command

buffers sent by the Host. THIE NUCROPROCESSOR will DMA the buffers to
local DRAM found on the FreeSType queue and queue the Command
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Buffer Address XMTO with the local address replacing the host
Address.

10 — Command Buffer Address SM'I‘l

20 — Command Buffer Address SMT2

24 a Command Buffer Address SMT3

28 — Response Buffer Address -- Pointer to a set ofreaponse butters sent
by the Host. These will be heated in the same fashion as the

Command Buffer Address registers.

6.2.2.2 Utility Processor

Ending status will be handled by the utility processor in the same fashion as it is: handled
by the network processor. At present nvo ending status conditions are defined B31 —

command complete, and B30 -— error. When end status is stored an interrupt is
generated.

Two additional registers are defined, Command Pointer and Data Pointer. The Host is

responsible for insuring that the Data Pointer is valid and points to sufficient memory

before storing a command pointer. Storing a command pointer initiates command decode
and execution by the debug processor. The Host must not modify either command or

Data Pointer until ending status has been received, at which point a new command may
be initiated. Memory space is write only by the Host, reads will receive 00. The format
is as follows:

00 — Interrupt Status Pointer - Initialized by the host to point to a four byte area
where status is stored

04 — Interrupt Status — Returned steals from host. Sent after one or more
status conditions have been reset. Also an interlock for storing any
new status. Once status has been stored at the Interrupt Status Pointer
location, no new status will be stored until the host writes the Interrupt
Status Register. New status will be ored with any remaining
nucleated status (as defined by the contents of the returned status)

and stored again at the Interrupt Status Pointer location. Bits are
as follows:

Bit 31 — CC — Command Complete
Bit 30 — ERR — Error
Bit29 —- Transmit Processor Halted

BitQB — Receive Processor Halted

Bit27 — Utility Processor Halted

08 - Interrupt Mask — Written by the host. Interrupts are masked for each
of the bits in the interrupt status when the same bit in the mask
register is set. When the Interrupt Mask register is written and as
a result a status bit is unmasked, an interrupt is generated. Also,
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when the Interrupt Status Register is written, enabling new status
to be stored, when it is stored if a bit is stored that is not masked

by the Interrupt Mask, an interrupt is generated.

0C — Command Pointer — Points to command to be executed. Storing
this pointer initiates command decode and execution.

to — Data Pointer — Points to the data buffer. This is used for both read and write data,

determined by the command function. :

7 Debug Interface

In order to provide a mechanism to debug the microcode running on the microprocessor
sequencers, a debug process has been defined which will run on the utility sequencer.
This processor will interface with a control program on the host processor over PCI.

7.1 PCI Interface

3‘: This interface is defined in the combination ofthe Utility Processor and the Host

if; Interface Strategy sections, above.3

f: 7.2 Command Format
E The first byte of the command, the command byte, defines the structure of the remainder
E of the command. The first five bits of the command byte are the command itself. The
5" next bit is used to Specify an alternate processor, and the last two bits specify which

3.3, processors are intended for the command.

éfi

; 7.2.1 Command Byte
a?

‘s 7 7- 3 2 1 - 0
Command Alt. Proc. Processor

7.2.2 Processor Bits

00 — Any Processor
01 _ Transmit Processor
10 — Receive Processor

1] — Utility Processor
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7.2.3 Alternate Processor

This bit defines which processor should handle debug processing ifthe utility pr'ocessm
is defined as the processor in debug.

0 — Transmit Processor

1 — Receive Processor

7.2.4 Single Byte Commands

(JO—Halt

This command asynchronously halts the processor.

08 — Run

This command starts the processor.

a 10 — Step
5

i This command steps the processor.
5;;

:2 7.2.5 Eight Byte Commands

is 18 —Break
a

1.; o 1 2 — 3 4:;

fe‘E Command Reserved Count Address

This command sets a stop at the specified address. A count of 1 causes the specified
processor to halt the first time it executes the instruction. A count of 2 or more causes the

processor to halt alter that number of executions. The processor is halted just before
executing the instruction. A count oft) does not halt the processor, but causes a_ sync
signal to be generated. If a second processor is set to the same break address, the count
data from the first break request is used, and each time either processor executes the
instruction the count is decremented.

20 — Reset Break

0 1 - 3 4 ~ 7

Command Reserved Address
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This command resets a previously set break point at the specified address. Reset break

fully resets that address. Ifmultiple processors Were set to that break point, all Will be
reset.

‘28 — Dump

0 1 2 - 3 4 — '7

Command Descriptor Count Address

This command transfers to the host the contents of the descriptor. For descriptors larger

than four bytes, 51 count, in four byte increments is specified. For descriptors utilizing an
address the address field is specified.

7.2.6 Descriptor

00 F Register

This descriptor uses both count and address fields. Both fields are four byte based (3
count of 1 ti’ansfers four bytes).I'Eil

ref.it"s-i1‘lii'11:51.7"i153:till3.31.?'5511HE.
01 — Sram

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address.

02 — Dram

This descriptor uses both count and address fields. Count is in four byte blocks. Address

is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address

03 — Cstore

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address

Stand-alone descriptors:

The following descriptors do not use either the count or address fields. They transfer the
contents of the referenced register.

04 — CPU_STATUS

{IS—PC
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06 — ADDR§REGA

07 7 ADDR_REGB

08 —- RAM_BASE

09 — FILE_BASE

0A — INSTR_REG_L

OB -mS'I'R_REG_H

0C — MAC_DATA

0D — DMAfiEVENT

0E — MISC_EVENT

0F — Q_IN_RDY

10 —- CLOU'I‘_RDY

11 — LOCK. STATUS

12 — STACK - This returns 12 bytes

13 — Sense _ Reg

This register contains four bytes of data. If error status is posted for a command, if the

next command that is issued reads this register, a code describing the error in more detail
may be obtained. If any command other than a dump of this register is issued after error
status, sense information will be reset.

4":Iiiirll'n'lt'T“lE“'Ilia:HH'lT'53}Elliill“33
30 # Load

0 l 2 — 3 4 ~- 7

Command Descriptor Count Address

This command transfers from the host the contents of the descriptor. For descriptors

larger than four bytes, a count, in [our byte increments is specified. For descriptors

utilizing an address the address field is specified.

7.2.7 Descriptor

00 4 Register

This descriptor uses both count and address fields. Both fields are four byte based.
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01—Sram

This descriptor uses both count and address fields. Count is in four byte blocks. . Address

is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address.

(IQ-Dram

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address

03 — Cstore

This descriptor uses both count and address fields. Count is in four byte blocks. Address

is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address. This applies to WCS only.

Stand-alone descriptors:

The following descriptors do not use either the count or address fields. They transfer the
contents of the referenced register.

04 -— ADDR_REGA

05 ~ ADDR_REGB

06 — RAM_BASE

07 — FILE_BASE

08 — MAC‘_DATA

09 -— Q_[N_RDY

0A — O_0UT_.RDY

OB —» DBG_ADDR

38 — Map

This command allows an instruction in ROM to be replaced by an instruction in WCS.
The new instruction will be located in the Host buffer. It will be stored in the first eight

bytes of the buffer, with the high bits unneed. To reset a mapped out instruction, map it
to location 00.

0 l - 3 4 — 7
Command Address to Address to

Map To Map Our
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8 HARDWARE SPECIFICATION

FEATURES

- Peripheral Component Interconnect (PCI) Interface

- Universal PCl interface supports both 5.0V and 3.3V signaling environments.

— Supports both 32-bit and 64 bit PCI interface.

- Supports PCI clock frequencies from lSMI-Iz to 661MHz

- High perfomtanoe bus mastering architecurre.

- Host roe-roomr based communications reduce register accesses.

- Host memory based interrupt status word reduces register room.

- Plug and Play compatible.

- PCI specification revision 2.1 compliant.

- PCI bursts up to 512 bytes.

- supports cache line operations up to 123 bytes.

- Both big-endinn and little-endiau byte alignments supported.

- Supports Expansion ROM.

si

mi“.iiiu‘ittitiiiliit?"”flit.Eli3H'i-"TFill14TH]'l. . Network Interface

- Four internal 802.3 and ethernet compliant Macs.

- Media Independent interface (Mil) supports external PHYS.

— 103As‘a-T, lODBASE—TXIFX and 100BASE-T4 supported.

— Full and halfouplex modes supported.

- Automatic PHY status polling notifies system of status change.

~ Provides SNMP statistics counters.

~ Supports broadcast and multicast packets.

- Provides promiscuous mode for network monitoring or rrmltiple unicast address detection.

— Supports “huge packets” up to 32KB.

- Mac—layer loop-back test mode.

- Supports auto-negotiating Phys.

Provisional Pat. App. of AlaCritOCh. Inc.
Inventors Laurence B. Boucher et a1.

Express Mail Label if EH756230105US

D‘@@u@;os“llou"""n"

70

ALA00138456

DELL Ex.1031.074



Ex.1031.075DELL

- Memory Interface

- External Dram buffering of tranmit and receive packets.

- Bufi'ering configurable as 4MB, 3MB. 16MB or 32MB.

- 32-bit interface supports throughput of 224MBls

- Supports external FLASH ROM up to 4 MB, for diskless boot applications.

- Supports external serial EEPROM for custom configuration and Mac addresses.

- Protocol Processor

- High speed. custom, 32—bit processor executes 66 million instructions per second.

~ Processes 1P, TCP and NETBIOS protocols.

- Supports up to 256 resident 'FCPIIP contexts.

- Writahle control store (WCS) allows field updates for feature enhancements.

- Power

— 3.3V chip operation.

- PCI controlled 5.0V!3.3V U0 cell operation.

0 Packaging

- 212-pin plastic ball grid may.

- 91 PCI signals.

- 53 MI] signals.

- 58 external memory signals.

— l clock signal.

— 54 signals split between power and grannd.

lit-"it"5?ER'll?"Elli;fl1E3!it?"EllIi}El"5.!
ll‘ -

vl’.

- 272 total pins.
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GENERAL DESCRIPTION

The microprocessor is a 32-bit, hill-duplex, four channel. 10f lilo-Megabit per second (mops). Intelligent
Network Interface Controller. designed to provide high-speed protocol Wing for server applications. It
combines the functions of a standard network interface controller and a protocol processor within a single
chip. Although designed specifically for server applications. The microprocessor canbe used by; PCs.
workstations and routers or anywhere that 'I‘CPIIP protocols are being utilized.

When combined with four 302.3:‘MII compliant Phys and Synchronous Dram (SDrarn), the INIC comprises
four complete othernet nodes. It contains four 802.3lethemet compliant Macs, a PCI Bus Interface Unit (BIU),
a memory controller. transmit fifos, receive fifos and a custom TCPfleNETBlOS protocol processor. The
[MC supports lUBase-T . IUDBase-TX, motions—Flt and tOGBase-Ttt via the M11 interface attachment of
appropriate Phys.

The INIC Macs provide statistical information that may be used for SNMP. The Macs operate in promiswous
mode allowing the [NIC to function as a network monitor, receive broadcast and multicast packets and
implement multiple Mac addresses for each node.

Any 802.3!MII compliant PHY can be utilized. allowing the lNIC to support lUBASE-‘I‘, IUBASE-TZ,
lOOBASE-TX, lflOBase—FX and lflOBASE-T4 as well as future interface standards. PHY identification and

initialization is accomplished through host driver initialization routines. PHY status registers can be polled
continuously by the IN'IC and detected P‘HY stauts changes reported to the host driver. The Mac can be
configured to support a maximum frame size of 1518 bytes or 32768 bytes.

The 64-bit. multiplexed Bill provides a direct interface to the PCI bus for both slave and master functions.
The [NIC is capable of operating in either a 64-bit or 32—bit PCI environment. while supporting 64-bit
addrasing in either configuration. PCI bus frequenciec up to GoMHz are supported yielding instantaneous bus

_ transfer rates of SSBMBls. Both 5.0V and 3.3V signaling environments can be utilized by the INIC.
Configurable cache-line size up to 256]! will accommodate future architectures, and Expansion ROMfFlash
support allows for disklas system booting. Non-PC applications are supported via programmable big and little
end'tan modes. Host based communication has been utilized to provide the best system performance possible.

The INIC supports Plug-N—Play aumonfiguration through the PCI configuration space. External pull-up and
pull-down resistors. on the mention-y no pins, allow selection of various features during chip reset. Support of
an external eeprorn allows for local storage of configuration information such as Mac addressee.

External SDram provides frame buffering. which is configurable as 4MB, 8MB, 16MB or 32MB using the
appropriate SIMMs. Use of -10 speed grades yields an external buffer bandwidth of 224mm. The buffer
provides temporary storage of both incoming and outgoing frames. The protocol processor accesses the frames
within the buffer in order to implement TCPllP and NEI'BIOS. Incoming frames are processed. assembled
then transferred to host memory under the control of the protocol processor. For transmit. data is moved from
host memory to buffers where various headers are created before being transported out via the Mac.
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BLOCK DIAGRAM

'MIIA MIIB MIIC MIID

thA thB thC thD

6': 8: & &
Rch Rch Rch Rch

Sen S ' I Se Se .

EXTERNAL

MEMORY

BUS «fl.iilrh“KCHI]?"fl?‘“iii3:?!:15?"U:'52"?!II]91“.!'55}!
  

lKB X 128 Sram

“PROC & DMA Ctrl

PCI BUS

INTERFACE UNIT 

PCI BUS
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OUTLINE

o CoresiCeIls

LSI Logic Ethernet-110 Core. mom 8-: 10133156 Mac with M1] interface.

L51 Logic single port Sram, triple port Sram and ROM available.

LS] Logic PCI 616MHz, 5V mmpafible [IO cell.

LSI Logic PLL

6 Die Size f Pin Count

LSI Logic 610 process.

MQDJILE DESEE EEEED AREA

Scratch RAM. nuns sport, 4.3? 115 mm, 06.2"? :an

5‘; WCS, BKX49 sport. 6.40 ns norm, 18.29 mm1

{E MAP. 123x“! sport. 3.50 ns norm, 00.24 mm”5.1

5-, ROM. “(149 32001, 5.00 as 110111., 00.45 mm“

ii REGS, 512x32 tpon. 6.10 ns nom., 03.49 mm2

1:: Mars, .75 mm2 x 4 = 03 .30 mm"
4:3 PLL. .5 01.11:1 a 00.55 mm1

5:; MISC LOGIC. 117.260 gates I (5035 gates I mm” = 73.29 mm”
Q TOTAL CORE 56.22 mm1
lflé

:* (Core side)1 = 56.22 mm2

- Core side 5 07.50 mm

Die side 2 core side + 1.0 mm (U0 cells) = 08.50 mm

Die area = 8.5 mm x 8.5 mm = 72.25 mm“

Pads needed : 220 signals is 1.25 (vss, vdcl) == 275 pins

= 272 pinsLS! PBGA
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e Datapath Bandwidth

(lOMBIsIlUOB-ase) x 2 (full duplex} x 4 connections

Average frame size

Frame rate = SDMWsISIZB

Cpu overhead I frame = (256 B context read) + (648 header read) +
(1283 context write) + (1283 misc.)

Total bandwidth = (51213 in) + (512B 011:) + (5123 Cpu}

Dram Bandwidth required = (1 53613Iframe) 3: (156.250 framesIs)

Dram Bandwidth @GOMEz = (32 bytes I 16713.5)

Dram Bandwidth @ “MHz = (32 byte: I lSDns)

PC] Bandwidth required

PC! Bandwidth available a 30 M112, 32b, average

PCl Bandwidth available @ 33 MHz, 32b, average

PC] Bandwidth available @ 60 MRI, 321). average

PC] Bandwidth available @ 66 MHZ, 32h. average

PC! Bandwidth available @ 30 MHz, 64]), average

PC] Bandwidth available (a 33 MHz. 64h, average

PCI Bandwidth available @ 60 Mill, 64b. average

PCI Bandwidth available @ 66 MHz, 64h. average

2|:

1- Cpn Bandwidth

Receive frame interval = 5123 I 40MBIs,...::with"I“:iii"if~"125::1:11!iii:'Ti.‘.5“tim
instructionsIframe

m

1|

I1

l1

[instructions I frame @ 60m = films/frame) I (50ninnsn'uctinn)

Inmnctlnns I frame @ 66MB: == (12.8usfframe} I (45mlin511'ueti0n)

instructionslfi'ame

Required instructions I frame (per Clive)
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. Performance Features

- 512 registers improve performance through reduced scratch ram accesses and reduced instructions.

- Register windowing eliminates context-switching overhead.

- Separate instruction and data paths eliminate memory contention.

- Totally resident control store eliminates stalling during instruction fetch.

- Multiple logical processors eliminate context switching and improve realitime response.

- Pipelined architecmre increases operating frequency.

- Shared register and scratch ram improve inter-processor corrununication.

— Fly-by state-Machine assists address compare and checkmm calculation.

- 'l‘CPer—eontext caching reduces latency.

- Hardware implemented queues reduce Cpu overhead and. latency.

- Horizontal microcode greatly improves instruction efficiency.
- Automatic frame DMA and status between Mac and dram buffer.

- Deterministic architecture coupled with context switching eliminates processor stalls.

31,;
SW
Fl:hi

fi‘.
9:;

£3:

a

n;
1::

. .3

. 1-"!
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PROCESSOR

The processor is a convenient means to provide a progranunabie state-machine which is capable of processing
incoming frames, processing host commands. directing network traffic and directing PCI bus traffic. Three
processors are implemented using shared hardware in a three—level pipelinetl architecuire which launches and
completes a single instruction for every clock cycle. The instructions are executed in three distinct phases
corresponding to each of the pipeline stages where each phase is responsible for a different function.

The first instruction phase writes the instruction results of the last instruction to the destination operand.
modifies the program counter (Po). selects the address source for the instruction to fetch. then fetches the
instruction from the control store. The fetched instruction is then stored in the instruction register at the end of
the clock cycle.

The processor instructions reside in the on~chip controlrstore. which is implemented as a mixture of ROM and
Sram. The ROM contains 1K instructions staring at address 0x000!) and aliases each 0x0400 locations
throughout the first 0x8000lof instruction space. The Srarn (WCS) will hold up to 0x2000 instructions starting
at address 0x8000 and aliasing each 0x2000 locations throughout the last 038000 of instruction space. The
ROM and Sram are bath 49nbits Wide accounting for hits [48:0] of the instruction micrnword. A separate
mapping ram provides bits [55:49] of the microword (HapMdz) to allow replacement of faulty ROM based
histructions. The mapping ram has a configuration of 123x? which is insufficient to allow a separate map
address for each of the 1K ROM locations. To allow rte-mapping of the entire 1K ROM space. the map rain
address lines are connected to the address hits Fetch[9:3]. The result is that the ROM is re—mapped in blocks
of 8 contiguous locations.

The second instruction phase decodes the instruction which was stored in the instruction register. It is at this
point that the map address is checked for a non-zero value which will cause the decoder to force a Imp
instruction to the map address. If a non-zero value is detected then the decoder selects the source operands for
the Alu operation based on the values of the OpdASel, OdeSel and Alqu fields. These operands are then
stored in the decode register at the end of the clock cycle. Operands may originate fl’om File, Sram. or flip-
flop based registers. The second instruction phase is also where the results of the previous instruction are
written to the fi'am.

The third instruction phase is when the actual All: operation is performed. the test condition is selected and the
Stack push and pop are implemented. Results of the Alu operation are stored in the results register at the end
of the clock cycle.

Following is a block diagram which shows the hardware functions associated with each of the instmetion
phases. Note that various functions have been distributed across the three phases of the instruction execution in
order to minimize the combinatorial delays within any given phase.
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INSTRUCTION SET

The microinstrucrions are divided into six types according to the program control directive. The micro-
instruction is further divided into sub-fields for which the definitions are dependent upon the instruction type.
The six instruction types are listed below.

WM

2123 M... 15.3.3111. 11.5.1131. _..i$li.3.3.l_ M— M 115.310.].
J’cc 0110000000 ObDO. 31110;). Wei. Opdflflll. 13:301. Lit-til
mp obuouoouu uthl. limp. Optimal, OdeSel. l'lgsol. {literal
Jlr onooooooo onto, noon, consul. apnoea, 319391, Literal

Rh: 0130000000 Obll. Ail-WP. DpdAB-l, udeSel. Dth, Literal
It'xt: 0130000000 01:11. Alt-sop. Wei. W01. F193e1. Literal
lap Hephddr om, onmootx, ohm, 013W. om, Ohm

All instructions include the Alu operation (Alqu). operand “A” select (OpdASel), operand "B” select
(OdeSel) and Literal fields. Other field usage depends upon the instruction type.

The “jump condition code“ (Jet) instruction causes the program counter to be altered if the condition selected
by the “test select” {’I‘stSel) field is asserted. The new program counter (Po) value is loaded from either the
Literal field or the A1th as described in the following section and the Literal field may be used as a source
for the Alu or the ram address if the new Pr: value is sourced by the Aid.

The “jump” (Jmp) instruction causes the program counter to be altered unconditionally. The new program
counter (Po) value is loaded from either the Literal field or the AluOut as described in the following section.

The format allows instruction bits 23:16tobe used to perforrna flagoperation and theLiteral fieldmay be
usedasasource for theAlnorthermnaddressifthenewPevalue isaourced by the Alu.

The “jump subroutine“ (Jar) instruction causes the program counter to be altered unconditionally. The new
program counter (Po) value is loaded From either the Literal field or the AluDut as described in the follWing
section. The old program counter value is stored on the top location of the Pia-Stack which is inmlernented as a
LIFO memory. The format allows instruction bits 23:16 to be used to perform a flag operation Eand the Literal
field may be used as a source for the Alu or the ram address if the new Pt: value is sourced by the Alu.

The "Nat“ (Nxt) instruction causes the program counter to increment. The format allows instruction bits
23:16 to be used to perform a flag operation and the Literal field may be used as a. source for the Alu or thc
ran-t address.

The “rewrn from subroutine" (Rte) instruction is a special form of the Nxt instruction in which the “flag
operation” (FlgSel) field is set to a value of Uhff. The current Pt: value is replaced with the last value stored in
the stack. The Literal field may be used as a source for the Aln or the ram address.

The Map instruction is provided to allow replacement of instructions which have been stored in ROM and is

implemented any time the “map enable" (qufliln) bit has been set and the content of the “mapi address”
MapAddr) field is non-zero. The instruction decoder forces a jump instruction with the Alu operation and
destination fields set to pass the MapAddr field to the program control block.

The program control is determined by a combination of Pngtrl. DstOpd, FlgSel and TstSel. The behavior
of the program control is defined with the following "(Z-like" description.
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W

if (HApEn & [Hapnddr Ea 0b0000000)]{ {Ire-map instr
Stack: a Stuckc;
Shack! - Stackn;
StackA - stackfi;

Inacradd: - 0118000 | PcIZHZI] | (nomad: <¢ 3),-
Pc - Instrfifldr + [Execute & -Dbgfld);

Fetch - Dbglki ? Dbgmdrtinstrhddr;
Dbgnddr - Dbgaddr + [Execute E Dbgfld];}

else if (Pgnfltrl —- Jcc}{ [launditicnal jump
Scackc - snacks;
Stackfl I Stackfl;
Stack; I Stackh;

11:2:er = damn-.301 :1 9c: {AluDfihvaf—‘l ? MuOutfl-ittrnl:
PC - Instrndd: + {Ixacuta & —Dbgfld)

Fetch - Dbgfld ? nbglddr:rnstrnddr;
Dbgndd: - nbghdd: + (3xacute & Dbgfld];}

else it (Pgnctrl -- .‘J‘mphf ”jump
Stackc - stacka;
Stuckn - Stackfl;
Shanta s stackh:

33 Instrmdr = (MuDst == Pc) ? unautmitaral;
f: P: s Instrhdd: + (Exacutu 5 unhgfld}
:3 Patch - nbgud ? nbglddrglnstrhddr;
Efi nhgnddr - Dhgndd: + (Execute & Dhgfld);}

:: else if (Pgmctrl -- Jar){ [/jump subroutine
if Stackc - Stackfi;ti Stickn a Stackh;
£3 Shanta - Pa;
5 Inatmdxlr = (Mung: -- Pc} ? Aluoutzmceral;

;5 P: a Instrldd: + (Exacute E ~Dbgfld}
-_ Fetch - nbgud ? nbgnddrtInntrAddr;

i: Dbgadfl: = Dhghdd: + (Execute & Dbgfld);}

é else if (as-193.31 n RtsH ”return B‘mmuti“
..='"

Stacks
stacks

Pc
Patch

Dbgde

else {
Instrhdd:

Stack;
StackB
Stuckc

Pc
Fetch

Dbgmd:

I'I'Il
(II

Inseradd: 2 Staukh:
Stackn I: Stan-flea,-

stacks;
Brrvoc;
Instrnddz + (nxacutn & -Dbgfld)
Dhgfld '3 Dbgnddrdnstrmdr:
nbgldd: + (Exncuta a Dbgfld1;}

Pc; {Icontinue
Stackn;
StackB:
Stackc;
Inacraddx + (Bxecutc E -Dbgfldl
Dbgfld ? Dhgaddralnatrhddx:
Dbgadd: + (Exncuta & Dbfifld};}
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W

m mum—m

01300000 A = EA 51 -—[1 << EH; Hbit clear
c- o; v- {3 :— 32} 2 1:0;

0000001 11 = {A 0 B); Illegical and
c : 0,- v . o,-

0b00010 1 - (Literal E B),- Nlogical and
C = 0; V = 0:

01300011 A. = (—Litoral E B]; Illegical and not
C = O; V’ a 0:

01300100 A x (A. i {1 (4 El}: ffbit set:
CH 0,-V- {B :2 32} ? 1:0;

01300101 A = (A I B}; {flogical or
c = 0: V = 0;

01300110 A = (Liter-.1 I B); f/logical or
_ c - 0; v . 0;

:1 0000111 A = {-Litnral | n}; Hlogical or ml:
3- c = 0: v - 0.-

ad— ODDIOOO for (1:31; i>=0; i--] if Eli] continue; #1:. Hpriority em:
'.,-._, C-D;V-(B)?D:1;

g DbOlDDl II I (h i B); Illogical xor
E c ,, 0,- v - 0,-

#3. 01301010 A = ({Litoral} ‘ B); ”logical 100:
E C a O; V = 0;

': 01301011 a = ({«Literafl ‘ B] ,- ”logical xor not
.._"-. c - 0; v w 0,-

"1; 01301100 .1 = B,- ”move
CED;V=D;

0001101 0. .1 3:31:24] “ B[23:16] * 3(15:031 "‘ 5(07:0o]://hash
C - 0; V - 0;

0001110 A - {B[23:16].B[31:24}13[07:00].B[15:08]}: stap bytes
C I O; V I 0;

0001111 {3:15:00} , B£31:16] }.- stap doublets
uO;V-0;D”

II

Provisional Pat. App. 01' Alan-item. Inc. 81
Inventors laurence B. Rancher at :1].
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Ia;If

.eiYI155;:"h”I?m‘11?‘“fin[1!H:“at:{anpm

81392

ObIOUOO

OblUOOI

DthOID

DbIODll

OblolOO

0b10101

Oblflllfl

Ob10111

ObIIODO

111311001

Ob11010

Obllflll

OblllDO

0b11101

Ob11110

Oblllll

 
IENCIIQH l__

R - (A + B};
c . (1 +3)[321,- 11.0,-

A = (A + B + C);
C I (A + B + Cll32]; V = O;

A - {Literal + 3};
C a (Literal + B}[321: V = 0;

A = (-Literal. + B};
C v- (-Litufl + B)[32]; V= O,-

A = {A - B);
C u {A — B)[32]; V = O;

A: u. - B - 4:};
C I [A - B - -C}[32]: V = 0;

A I [-3 + B);
C x (-A + B)[32]; V s O;

A = (-A + B - ~C}
c - (—14. n- —c}{32],—vs a;

A = [1 cc 3};
C AKSI]; V = (3 >= 32} ? 0:1;

1 a (5 << Literal);
c 3(31]; V : {Literal >= 32) ? 0:1;

A - {B :c l}:
c- Bl31];v=n;

“=IA-B};
c I (A - Bil321: V = 0;

A = (A >3 B):
c AID]; V = [3 >= 32) ? 1:0;

A = {3 » Literal}.-
C I Ala]: V = (Literal 5: 32} ? 1:0;

A:[B§)1):
C a AID]; V = D;

n = {B - A};
c - {B - 13(32]: V = 0:

havisiunal Pat. App. of Alacritech. Inc.
Inventors Laurence B. Bomber er a1.

Express Mail Label # EH756230105US

{/add B

{Jada B, Cirry

ffadd constant

ffsub constant

(laub 3

fKBuh 3. horror

Ilsuh L

l/sub 3. borrow

fishift let: a

fjnhift left I

Ilshift left a

ffcompare

fishift right A

fishift right B

{/ahift right a

ffcompare
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ii"iii."“it[Ei111Fri!
HI]1'7"'iiiiii'-
FEir‘l'ui”ifp

.129.

MEL—

ObDOOOaaaaa

uhnoolaaaaa

ObUDlXXXXKX

0b0100000xx

obeloooorxx

0b01000103x

DhOIODOIIXX

0bo1oolxxxx

DDOIULUOUOO

We

run Insempdsunml I rilenneei;
Allows paged access to any part of the register file.

Cpunag riten{2'h11, aphid. Wanner)”;
Allows direct access to Cpu specific registers.

reserved Reserved for future expansion.

CpuSlams onoooooooooooooemoooooooooooooocc
This is a rail-only resister providing information about the Cpu executing
([313dean cycles after the mrrent cycle. “(10‘ represents a value
irxiiauiogthe Cpu. Currently. only Cpuld values oft). land: are returned.
“H“ represents the current state of Ht, '1)“ h'liicalfi DWI! and “-11"
imitates BigMd. Writing this register has no effect.

resarvod Reserved for future expansion.

Pi: 0x0 Doom

Writing to this address causes the program control logic to use mum as the
new Pl: value in the event of a Jan). Joe or Jsr instmctionfor the Cpu
executing during the current cycle. If the current instruction is Nn, Map, or
Rte. theregisoerwfitehasnoefiea. Rwdingthisregister retumstl-ievaluein
B: for the Cpu executing (Optfielfltm) eyelet alter lhe current cycle.

Dmddr exnooonm
Writing torhls registeraltersthe comenisoflhedehug address register
(DbgAddr) for the Cpu oncoming (OptBelll:0]) cycles after the current
cycle. DbgAdtlr provides the fetch address for the (towel—store when
DthdhasbeEnseloctedandtheCpuisexemrfing. Dthddr is alsousetl
as the camel-store address when performing a WrWesfiDthddr or
RdWesa'DbgAddr operation. “D" repmelus hit 31 of the register. It is a general
purpose flag that is used for event indication during simulation. Reading this
register returns a value prom.

reset-val Rwerved for filture expansion.

RHInAddr {0b1CCC. 0x000. Dbl. W}
W = AluOutllS]?Ah10u1:(Al‘n0ut lRamBase):
PrevCC = AhrOut[31] ? CCC : AluCC:

A readerite register. When reading this register. the Mn condition codes from the previous
immunn are returned together with anAdrlr.

Ahmnel.
30 Fruit Previous Mu Carry.
29 1’er Previous All: Overflow.
28 Prevz Previous All: Zero.
21': 16 Always ll.
15 Aivvays 1.
14:0 RamAdrlr Contents of last Snrn address used.

When wiring this register, if alu_m.tt[31] is set, the previuus common codes will be overwritten with
hits 30:23 of AluOut. ll AluOutUS] is set. hits 14:0 will be written to the RmAddr. 11‘ AluOut [15]
is not sut. hits 14:0 will be ore-d with the contents of the anBase and written to the RarnAddr.

Provisional Pat. App. of Macritech, Inc. 83
Inventors Laurence B. Boucher at al.
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,r'iair-rt"iiftii"if"'iiiIiiiiflth}IE3[1535

529118.91:— W

011010100001 AddrRegA axoooonnnn
AddrRegA = Mnt‘rnr;

A rudr'write operand which loads AdflrRegA used to provide the address for read and write

When AddrRegAIlS] is set. the contain-r will be presented directly to the ram. When AddrRegAfls] 13
met, tileconlentewill firstbeored with the Wormwmmnmmmmn tothe

ram. Writing 00 this register takes priority over Literal loads using F1301). Reading thisregisrer mm
the current value or the register.

012010100010 Adar-keen axoooonnnn
AddchgB = AluOut:

A readt'Wtite operand which loads AddrllegB used to provide the address for read and write
operations.

When AddrRegBflS] is set. the contents will hr.- presentnd directly to the ram. When AddrRegBIlS] is
reset, the comma will first he med with the contents of the Marie register before presentation tothe

ram. Writing to this register takes priority over Literal loads using 31301,). Reading this register tenure
the outrun value of the register.

010010100011 Addrkeghb DxOODOMM
Adam = Ah10ul;AddrRegB = mom;

A dentnafiononlyoperandwhichtoadshdflrllogn anaAddrRegAusedro providemeaddrm for
read

and write operations Writing to this register talent priority over Literal loads using F'lgOp. Reading this
register returns the value Um.

DbDlOlDDlOD Wm OKOOODW
RmnBase = Alqur;

A readiwrite register which provides the base addms for ram read and wrilr cycles. When
RamAddrfls] is set, the contemswill not be used. When RaInAddrUS] is reset. the corner-its will first
be ored with the contents ofthe Ramane register before presentation to the ram. Ruining this register
returns the value for the current Cpn.

0b010100101 Fiieliase OhDDOOOODOODODDOUODDU0000mm
Fileliasc - AluOul;
FileAddr = OpdSeim '? OpdSeI:(OpdSel + FileBase):

A readiwnte register which provides the base address for file read and write cycles. When OM]
is

set, lbecorrtcutswill mtbeusedandOpdSelwillbepreeeme-d directlytctheaddreesline-softhefile.
When 0pdSol[8] is reset, the comenm will first be oted with the contents of the Fileane register
before presentation to the file. Reading this register returns the value for the current Cpu.

013010100110 InstrRagL UxIIIIIIII
This is a read-only register which returns the contents of lustquBIIU]. Writing to this register has no
cfi'ect.

ob010100111 lnstrRegl-l OxOOIIIIII
This is a readout): register which returns the contents of lnstrRegfiSfiZ}. Writing to this register hasno
cfi'cct.

Provisional Pat. App. of Alacritech, Inc. 34
Inventors Laurence B. Boucher er 3].
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Ex.1031.089DELL

MW

013010101000

OhD 10101001

013010101010

013010101011

013010101100

’Efii‘

iflfl..

J3:frit'i-i"it?U”i?‘"lfiiu[1:1H:‘Jii'E

Minus] Dxf f f E ff ff

This is a Ind-only Iegisler which supplies a value 0mm?“ Writing to this
register has no effect.

Fret-£11m: A fme-rum-iing timer with a resolution of 1.00 micmsooonds and a maximtu'n count
of 71 minutes. This timer is dared during reset.

liter-all. lush'lififl]
A mdonly register. Writing to this regiswr has no effect

11mm Instrus:01< < 16;
A readonly register. Writing to this regime: has no effect

Mata-Woungtomisaddrees loadschluOut data into LheMacDalaregister foruse
during Mac operations. The Mat: operation, resulLing from writing to the M9101: register,
determine the definition of the Mucous regime!- contents as follows.

mm W
WW comm

mmhmtuudfordiesmphiopomion.

WrMcf: hrstl. md. NW]. cram, fdld, Ill-st]. human, nopn. pander, pay]. xtfllfl, ipur1[6:01.
'W‘zlfiflln W533}.
kafgnflwfimmmofflwmnm.wwul Losic’s
Mel-Howl“: Tmflmhrdwfloddefinifiomaflhficbfls.

WrMmg UWSSSESSSSSS
Load: manor); [mo the Mae's random numberm.

Ram ammonium
Read: Will] of WWI.

WrPhy onxmmmmppppnooooooooooooooo
“Prim remain] of phyl'P] with Muomusn].

Reading this register returns prsdIlSfll] of Mad] which comins phy sums data returned to die
Mac at The completion of a 11de ootm'nand. This data is invalid while May is worked
as a. mail! of a Rdl’hy command. Refer to the appropriate phy technical manual for a '
definition of the phy register contents.

Provisional Pat. App. of Alacritech. Inc. 85
Inventors Laurence B. Boucher ct a1.
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MW

013010101101 Macoii - A write only register. Writing to this address loads Ike Mani-id resist-Er and sums
cxwition of the specified opal-man as follows.

sum
lime-m

ammonium

(imam

OM32“!

0min

axiomaxn
OWNER

ammonia:

abomimno ChCmd

31:11

07:05 reserved
04:60 Chit!

012010101110 ChErm

56731120001:E313-""KimflIi?!17‘53it}E31E-‘I

W
MandamfimoiaMIcOpfwaMJ‘hemmtwflfoerbc
WWWWMmmmmuim.
Werx-Wfimthscomofmumihamgmismorm_I‘heuser
mmmrmmmwmmflmmmmmum
mam.
Wgurng-WiimthmananacDmmaho-eodregjsmanmM].mawm
MMMMMWWMWWWWMW
aim.
Ram-mummufmgffi1mrphilflonuhmmhisofmm.
Themmyhemflfiommalfifllfiflsyha bands-ISM.
WrPliy -WrmmeconmmofoDua[15:01mmerengl oi' phyfl’lanmhfll’
WhinufMacfl-fl. Mmmimhummumwmm
another comma! or changing the comm: omeD-fla.
WrAildi-AL - Write: the mm ofmum Iii MacAdierllszflj for Miic[M].
WrAddrAH - Writs lb: conical: ofmutt!) in Mddruflafi] for Math“.
WrAddrBL - Wiilm iii: contain 0! Wlfizo] in MKWBuSdI] for; Marni}.
WrAfllerH -Wrihs III: 00mm: ofMacDalaUlfl] to MME‘THS] fen.r Mum.

A write-only usher.

hiLmdncfinfimEEmw
Dainwdmnwflmebilsisiwed.

108 mammal 0--Smpacxcmfionof1hemmapemfimmflcmmemrmomgevcm

i-WmMmeaan.
Z—Tnnsfwdmnfiiuml’umhm-
3-mmamfrnm‘sxmmm.
d—TramferdaiafiomSnmmEan
S-TnnsfeidaiafiomBIMemtuSm.
S—Tiusfcidant'iumPfiwSm.
T—‘I‘i'iiisfui'dmfioerimeci.
Dahwiimmdiescbiisisimed.
mummw fonhechaniflconimsnd.

A wail-(ml).r register.

LMEMMW
31:00 (.2th

019010101111. CHIEVM

Ewhhiircprmmsdic dons flsgforflicrwpoofivedmachanncl. Time
bits areset bya dma summer iqioncuaiiplecianofihechannel
command. Cleared wreathsprocmmr writes 0 to anespondjng
ChCmd register.

A rm-Oliy regimen

mum—immbm—
PdeEmt Indicates that a PC! iiiiijamr is aumipting [0 read a 11ch register.

30 PuWi-Evnt Indiana that a PC] initiator has posted a write to a W. regiswr.
29 TimeEi-nt An mm which occurs once every 2.00 iiiillisewaids
28:03 remand Rm for filture use.

Provisional Pat. App. 01" Macritech, Inn. 36
[nvmmrs Laumncc B. Bouchcr at al.
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Ii1

'3I31[1‘‘9?
1311.?m

.15.".:‘EEt‘ih!'1‘."Hi"I:"'ELM

0b010110000

013010110001

ObOIOIIDDIG

013010110011

when

013010110100

013010110101

QCtrl Awfite-onlyregistermdmselectartdmmptdaieaq.

reserved Data written to these bits-are ignored.
Used onlyduringInr'lQ operations [capacity thesizeof the QdeinDram.
7kQumedepthisnKewhsflflKB).
fi-Quméepth‘rslfilimtriutifilifl).
S-QueucdwdlittSK mew].
4-mme4x cm'ufldKB).
S-Queutdcpmlezx can-13m).
Z-Qtenedepthinlx unrtemKB}.
l-QmedepdtisSIlZ mum).
U~Qumedepd1i5256ewieeflxBl
Spudfiesthcqrmteopemionropcflorm.
Limo Dinbhsailqtlm.
é—m Fmbitsallqm.
5-3mm; mmqmflummuqrmm
4—mwmmqmywmmmmqnm.
3—RdQ RemnaqtmenwinrezislerDmL.
2-mtl Memflotwbeused.

1-1::th SetflieqummmmernmymdinifializenQSz
til—Sen wmmqumummmmnoqm.

Spwifies the III-lute on which to perform all opemiuns except [)th or EnQ.

A readhrrile register. Writing this register will reullt in the data being pushed on to
the selected queue. Reading this register fetches qume dart popped off during the
preview RdQ operation.

Reserved fur fumre expansion,

A write-only register used to enable and disable Mat: dammit and receive
sub-channels.

118m... denim—M
reserved Datawrittentotheeehitsareignmed.

thnset, indicatesto theMactranmitorrmeivewquem datdesubcharmel
contains a tramjt or receive descriptor.

mned Data written to these bite is ignored.
Selects a Mac receive sttbclnnnel when set. klecu a m: murmir subctermcl

cleared.

reserved Data written to this hit are ignored.
Selects suhchannel B when set or A when rm.
Provides the Mac mun'ber for the subchanncl emhlc hit.

OXOOOOODOA

A readfwritc 013mm Micaring which ul’lhe 16 entriu is least recently used. When
Rmding'l‘hisregistertheleast memlyneedem-yisrcmmedafie: whjchitis
auromalimlly made the most merely usedentry. This register shotild only be Md
in conjunction with a ‘Movc‘ uperatiun of the ALU. else the results are
tit-predictable. Writing to this register forces the addressed entry to become the lat-rt
recently used entry.

hit_ name; ‘
31:11
10:3 QS:

7:5 QOp

4:0 Qld

QDm

tanned

XCVCLI'I

hit...
31:09
3 unable

07:05
D4 RwCh

03
02 SM
01:00 Mack]

Lrtt

Mm OXOUDODUOA

A writ: only operand forcing the addressed entry to become the most recently um
entry.

Provisional Pat. App. of Mantitech, Inc. 87
Inventors [antenna B. Bomber er 31.
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GbOlOlllOOO

0b010111001

0b010111010

0b010111011

oho101111xx

01:01le

DbDlllOXXxx

flT”mflflWflflflH
wh

Erm-""
I". ...

- fli- Qfifigfi‘WfiD

ohm,

Q0115“!

QEmPt!

Constants

menu!

A mad-only register comprising QI-Id not full flags for such of 111:: 32 quarts.

A rad-only register comprising QT! not empty flags for each of the 32 mm.

A read-only rcgistcr comprising QEmpty flag: for each of the 32 queues.

A reed-only register comprising (1th flags for each of the 32 qum.

Reserved for firmre expulsion.

{013000, OpdSell4:Ol}

Ruched for future mansion.

Provisional Pat. App. of Alacrimch, Inc.
Inventors Laurence. B. Bouchcr at 31.
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Ex.1031.093DELL

:'i

“It::'.

'"IH]ET-1"?‘5}?!HE.-‘..h

I".Ii

ailiEin‘TI‘Ia“if.

MW

obonuxxxx W

ab 1 aaaaaaaa

09933113.]. W
I) nap
1

9951:1131. W
0 am' I’. trauma:
1 transpose bytes

MULLED. m:
o quadlet
1. tr iplet
2 501113]. at
J byte

W

suntan trans- by“ arm
M3. .112”. an: sum
1itt l. e D 0 abod
1 :'. I: {1 IE 0 1 aha):
1 in: 1!: ll 2 ahxx
little 0 3 mac
1 :i. tr. 1 e 1 0 abcd
1 i t I: la 1 J. abcx
1 i t t 1 e 1 2 abxx
1 i lit 1! l 3 am

BIG 0 o ahcd
BIG 0 2. 2mm
BIG 0 2 Med
516 0 2| ma
BIG 1 o ahad
BIG 1 1 Dad
BIG 1 2 Juan
BIG 1 3 W

WE—

eadluu erasu— 09d 11.;
m1. .2219. um 911:.
little 0 Q abcd
1 1'. hr. 1 e 0 1' 111cc!
1 i t I: 1 r: o D Rod
1 .i. t C 1 e D 3 MG
1 1:1: in 1 Q ubcd
1 it b 1: 1 T $de
lit: 3.3 .1 D Rod
1 it:1e 3. B mu
big 0 Q ahead
big 0 't‘ Xbcd
big G Ll )Uch
big o a ma
big 1 Q abcd
big 1 T awed
big 1. u Had
big 1 H mm

File I'ilofiOpdSnltam];

 

Anew: dirocl. nun-paged. amass to the top half of the register file.

mm: - mad: 4- l09d3.1[1:01}:

W

11-3 1121 13:2 file!
:1de Obcd Dead 0006
tzap Oahc 00b: DDDc
trap trap ooab 0001)
tzap trap 1: rap 0 a on
dcba. Odd: 00d: 000d
trap I: cba 0 0CD 0 00 c
trap trap ooh: DDDb
trap trap trap ocoa
abcd name no.» can;
trap 13th 00b: 0001:
t rap trap 006d 0 00 c
trap trap crap 900d
dcba Och: 00h- DOD:
trap Ddch Mich 000]:
trap trap nude 000:
trap trap trap 000d

m

9&1 91:1. 92:3 91:3
abcd trap but}: trap
-had bod- trap trap
- - Gd » at! ~ (31- - t rap
“Ad "(1- -d-- d"-
dcba 1-. up r.up I:up
-dc.b dcb- trap trap
"dc ~dc'v dc" trap
---d --d- -d-v d."-
ahcd trap trap trap
bcd- -'.bcd'. trap trap
cd— - -cd- - -cd. trap
d--- -d-- --d- ---d
dcba trap trap trap
dcb- -dcb trap txap
dc-— -d¢:- —-dc trap
d--- -d-- --d- ---d.

Provisional Pat. App. of Alanritech. Inc.
Inventors Laurence B. Rancher at :1.
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mwfifl—fi

Obxooxxxxx

obxaloouuo

OthIDDOOI

Dbx0100010

0bx0100011

DbKOIODIOO

0bfi0100101

nhxulonllu

obx01uo111

ObXOIDlooo

obx0101001

obx010101x

g DbXDlDllXK

ObXO 1 1cm
L

3::5——
’1‘:

“j obxnlnm=13;
i own13m
.m

0bx1xxxxxx

E1353]...

ObOODODDOO

ObDDOOODOI

DbDOODOOlO

OhOOODDOII

ObOOOOOLGO

DbDUOOOlOl

ODOOODOIIX

ODUDGDlXXX

DhDDOlDXXX

ObOODLIKXK

B} @@@@I t? ,® ..fl.lQ_|

’rst = Tat-.Sellfi “ AluUutITstSoliqml] Hun bit

Tut: a TatSeIIT] " C {marry

Int: a 'raeSell'r] “ 11* Humor

1's: a 13:531.”) “ 2. Hzezo

Tat = TstflalI'I] " [2 I -c] {fleas or equal

Tat a Tstsnli'r] “ Prove {rpmious carry

Tat :- IstSlliT] “ PIEW “previous error

Tat . TatSal ['1] " Prwz Hpreviouu sew

Tat = Tet5a1[7] " (Prafl a 2.] New zero

Tst = TetSal [1'1 ‘ 00pm: liqueue op okay

1's: - reserved

Tet - reserved

Ta: = reserved

he = TatsnM'r] ‘ mum] (Imammvatmof
WstSelDfl) = l: tithebcklhensetit‘

Tet; - Tatfieli'fl ‘ IadrITstSellZflfl mealstltevalue attack.

In: = renewed

'1'" — reserved

 

No operation.

SelfRst Forces a self reset for the entire chip excluding the PCI configuration
rem

SelBigEnd Selects big-endinn 1110:]: for ram mm for the 0mm Cpu.

Serum Selects linie-endian morte for ram am for the cut-rm Cpu.

DblMap Disable instinction rem-rapping for the want Opu.

EnhMap Enable insn-Imcinn mmpping tor the wrrent Cpu.

mod

mewed

ClrLck Imle'IBSEmflH = 0;
Clurs the semaphore register bit for thccurrerl (Jpn only.

Kenwed

Previsinmll Pat. App- of Alacritech, Inc.
Inventors Laurence B. Bencher et 21.

Express Mail Label fi‘ EH756230105US

©Ifl HEI lfi ’ 

9O

ALA00138476

DELL Ex.1031.094



Ex.1031.095DELL

GbOOlIXXXX

ObOIODOODO

ObDlODODDl

ObDIDOOOlD

UbOlDOOOll

DbOlDOOlGO
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W W
RImAdrlr = [MES]. C’Iittfll :(I'Jteral i Hemline):D

1 math- = anqwfi ?AddrRegA : {Adar-W 1 Mare);
2 RmAddr = laddrkeanJ] ? Adam-:3 : (Adda-Rests | mm;
3 “(Opel-A - - MAM}

W - WIS} ‘i AluOut :(AlnDut } Mm):
else if (OpdA —- = ram)

RamAddr - Addrllegnflfl 1’ AddrRt-gll : (W | RamBm};else
Rmhddr a: Adm-mus; ? Adah-Rm : (Adds-M I mm):

W W
D nap
1 AM a M
2 Audi-Rags :- Literal;
3 AndrkegA a Uta-a]: AddrRegB - literal;

note: When specifying the same register for both the load and select fields, the current. value of the
register. before it. is loaded with the new value, will be used for the ram address.

reserved

WrWrsLflDhg Cams the bits [31:0] of the camel—store at address DbgAddr to be
writlen with the current AluOut data.

WrWesHong Causes the bits [63:31] of the annual-store at address Dthddr to be
written with the currem AluOut data then increments DbgAddr.

RdWaIflDhg Chum the bits [3 i :01 of the control-store at address DbgAddr to be
mnved to file address Oxlff.

Wallet»; (hum the hits [63:32] of the control—store at address Dbethr to be
moved to file address Oxlfi’then increments Dthddr.

reserved

Step Allows the Cpu [FlgSelll :01) cycles she: the cummt cycle to cream: a single
immion, There is no effect if the Cpu is not halted. An offset of 0 is not allowed.

1’ch Selects the P: as the address source for the comm-stare during
insmrerian fetches for the Cpl-I mum) cycIes afier the current cycle.

DbgMd Selects the DbgAddr address register as the addrm source for the
Dowel-store during immitm fetches for the C131: mgSelllzfll)
cycles afier the current eyelet

'Hlt Halts the Cpu (HgSelIl :01) cycles after the (ml-rm: cycle.

Run Clears Halt for the Cpu mum) cycles after the when: cycle.

reserved

reserved

reserved
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SRAM CONTROL SEQUENCER (SrumCtrl)

Sram is the norms for data movement within the INIC. A hierarchy of sequencers, working in concert.
ancornplish the movement of data between dram. Sram. Cpu, ether-net and the Poi bus. Slave sequencers.
provided with stimulus from master sequencers. request data movement operations by way of the 5mm. Poi
bus. Dram and Flash. The slave sequencers prioritize. service and acknowledge the requests

The preceding block diagram shows all of the master and slave sequencers of the INlC product. Request
inforrnnlion such as rfw, address, size, endian and alignment are represented by each request line.
Acknowledge information to ouster sequencers include only the size of the transfer being acknowledged.

The following block diagram illustrates how data movement is accomplished for a Pet slave write to Drain.
Note that the Psi (Pei slave in) module Motions as both a master sequeneer. Psi sends a write request to the
Sraan'l module. Psi requests limit to move data from Sam to dram. pr subsequently sends a read request
to theSramCtrl rrtodulelhen wfitesthedamtothedramvln theXctrlrnodule. Aseachpieee ofdalais moved
floor the Sram to pr. pr- sends an acknowledge to the Psi module.
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SRAM CONTROL SEQUENCER (SramCtrl)
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Dlla D Data N
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5: Register

5.: Allgn

e . m

:5:

Partial Align

Registerl

133MHz

Partial Align

Ack 8mm
r’ Rd

Auk}: Dam

Provisional Pat. App. of Alacritech. Inc.
Inventors [meme B. Rancher et a1.

Exprfis Mai] Label 9‘ EHTSGZSOIUSUS

B EQWWJQHMif‘ fi

ALA00138480

DELL Ex.1031.098



Ex.1031.099DELL

The 'Sram control sequencer services requests to store to. or retrieve data from an Sram organized as 1024
locations by 128 bits (16KB). The sequencer operates at a frequency of 133MHz, allowing both a Cpu access
and a dma access to occur during a standard 66MB; Cpu cycle. One 133MHz cycle is reserved for Cpu
accesses during each 66MHz cycle while the remaining 133MHz cycle is reserved for dma accesses on a
prioritized basis.

The preceding block diagram shows the major functions of the Sram control sequencer. A stave sequencer
begins by asserting a request along with rtw. ram address, eudian, data path sine. data path alignment and
request size. SramCtr‘l prioritizes the rcqmts. The request parameters arc then selected by a multiplexer
which feeds the parameters to the Stem via a register. The requester profidcs the Sram address which whcn
coupled with the other parameters controls the input. and output alignment. Stan: outputs are fed to the output
aligner via a register. Requests are acknowledged in parallel with the returned data.

Following is a timing diagram depicting two ram accesses during a single 66be clock cycle.

Cpu
CLOCK

ML

Du —:om“:o:¢:ox“ntuli-E311:“'iii:lfliii?-17“it“ItJillFl
H' in:

1.!"S

l Four—lunar E “rot-mm ; run—m 5 mourn-rmE . I'm-mnnum i ; ammo-

mvv‘w-M- : mvwmm t mun-noun. i mtr'm-uo- il WFQIWM r ”Hartman-rm- } Mano-M19— l mrmmn— j._ murmur-um- 1 mmr'nuoh l moon-merchan- ; wander-mg... ir I . .
" ‘ Anatomy-mo— l mmml‘mh ’ mammal-q.“ '
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EXTERNAL MEMORY CONTROL (Xetrl)

Xctrl provides the facility whereby pr. 106. Mg and Eectrl access external Flash and Drem..Xetrl
indudes an arbiter. U0 registers. data multiplexers, address multiplexers and control multiplexer; Ownership
of the external memory interface is requested by each block and granted to each of the requesters by the
arbiter function. Once ownership has been muted the multiplexers select the address. data and control signals
from owner, allowing access to external memory.

XIdReq
erAddr

XIdStatc
erCtrl

Xdeau:

Kan-Rec;
prAddl'
prState:

prCtrl
prDatn

.ti'jlEJIl1!'5:5.?Li:'“i136:flIJJ535E'll:'E‘llI‘lTE}“.53
Dcngeq
Dcngddr
DcfgState

DchCu'l
Dcngam

EectrlReq
EectrlAddl'
EectrlSme
EeenlCtr]

EecutData
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EXTERNAL MEMORY READ SEQUENCER (er)

The Jim sequencer acts only as a slave sequencer. Servicing requests issued by master sequencers, the Km
sequencer moves data from external sdram or flash to the Srarrt, via the Xctrl module, in blocks of 32 bytes
or less. The Dance of the sdram requires fixed burst sizes for each of it's internal banks with rats procharge
intervals between each access. By aeteczing a burst size of 32 bytes for sdtam reads and interleaving bank
accesses on a 16 byte boundary, we can ensure that the res ptecharge interval for the first bank is. satisfied
before burst completion for tlte second bank, allowing us to rte—instruct the first bank and continue with
uninterrupted dram access. Sdrams require a consistent burst size be utilized each and every fimeilhe sdram is
accessed. For this reason. than stltarn access does not begin or end on a 32 byte boundary, adrartt bandwidth
will be reduced due to less than 32 bytes of data being transferred during the burst cycle.

The following block diagram depicts the maior functional blocks of the Xrti sequencer. The first‘step in
servicing a request to move data from sdram to Sram is the prioritization of the master sequencer requests.
Next the er sequencer takes a snapshot of the dram read address and applies configuration mformation to
determine the correct bank, row and column address to apply. Once sufficient data has been read. the Krd
sequencer issues a write request to the StamCtrl sequencer which in turn sends an acknowledge lo the er
sequencer. The lid sequencer passes the aclntowledge along to the level two master with a size code

indicating how nntch data was written during the Stain cycle allowing the update of pointers andjcounters. The
dram read and Stem write cycles repeat until the original burst request has been completed at which point the
X11! sequencer prioritizes any restraining requests in preparation for the next burst cycle.

Contiguous dram burs: cycles are not guaranteed to the Km! sequencer as an algorithm is implemented which
ensures highest priority to refresh cycles followed by flash accesses, dram writes then dram reads.

Following is a tinting diagram illustrating how data is read from sdram. The dram has bwu configured for a
burst of four with a latency of two clock cycles. Bank A is first aelectcdl‘activated followed by a read
command two clock cycles later. The bank aeleodactivnte for bank B is next issued as read data begins
reuniting mo clocks after the read command was issued to bank A. No clock cycles before we need to
receive data from bank B we issue the read conunand. Once all 16 bytes have been received from bank A we
begin mociving data from bank B.

seine fl[‘ll‘][[HHflflnHHflflflfifl”fl

tel: wra h cont-0k Mb ad: 1113 - sell) [db

madam tarantcttommtot

madam macaw WM“?

Provisional Pat. App. of Macritech. Inc. 9?
Inventors Laurence B. Boueher et al.

Express Mail Label # EH756230105‘US

Bil-M'Wiufitu all In '

ALA00138483

DELL Ex.1031.101



Ex.1031.102DELL

miilen'I‘H'TE'ELFTC"Em[JiflEEHIEH}EH‘3

EXTERNAL MEMORY READ SEQUENCER (er)

I-11 To Reqmsm
mp XAddr . To Xctd
D25

D2rl EN

qu fi—SmmGnt
P50 KDaIa ‘ SmmDnta
W
thB

XmiC

thD XCtrl 4 To Xctrl

SB
To xcm

Ac}: To requeswr

XctrlReq

XctflDin Srachq
XcIflGnt

SramGnt

SmnA:k

Sram AckSz Srame
SramPamms

- 'u - tonal Pat. App. of Alacritech. Inc.
Inventors Laurence B. Bomber e1 :11.

Express Mail Label 9‘ EHTSGZBGIDSUS

 

9B

ALA00138484

DELL Ex.1031.102



Ex.1031.103DELL

EXTERNAL MEMORY WRITE SEQUENCER (XWI‘)

The pr sequencer is a slave sequencer. Servicing requests issued by master sequencers. the Km sequencer
moves data from Sram to the external sdrarn or flash, via the Karl module. in blocks of 32 bytesgor lees while
accumulating a checksum of the data moved. The nature of the sdram requires fixed burst sizes for each of it's
internal banks with rats precharge intervals between each acorns. By selecting a burst size of 32 bytes for
cdrarn writes and interleaving hank accesses on a 16 byte boundary. we can ensure that the res prechage
interval for the first bank is satisfied before burst completion for the second bank, allowing us to re-instruct
the first bank and continue with uninterrupted dram access. Sdrarm require a consistent burst size be utilized
eachandeverytimetheodramisancessed. Forthis reexamifau adrarnaucessdoesnotbeginorendona32
byte boundary, sdraru bandwidth will be redlwed due to less than 32 bytes of data being transferred during the
burst cycle.

The following block diagram dqaicts the major functional blocks of the Km sequencer. The first step in
servicing a request to move data from Sram to sdram is the prioritization of the level two master requests.
Next the XM sequencer takes a Snapshot of the dram write address and applies configuration information to
determine the correct dram, bank. row and column address to apply. The pr oequencer immediately issues a
read command to the 3mm In which the Sram responds with both data and an acknowledge. Thepr
sequencer passes the acknowledge to the level two master along with a size code indicating how nruch data
was read during the 5mm cycle allowing the update of pointers and counters. Once sufficient data has been
read from Sram. the Km sequencer issues a write command to the dram starting the burst cycle and

3‘? computing a checksum as the data flies by. The Sram read cycle repeats until the original burst request has
E been completed al which point the Km sequencer prioritizes any remaining requests in preparation for the
Q next burst cycle.
E

; Contiguous dram burst cycles are not guaranteed to the Km sequencer as an algorithm is implemented which
F: ensures highest priority to refresh cycles followed by flash accesses then dram writes.51:7

'5” Following is a timing diagram mummig how data is written to edram. The dram has been configured for a
’ burst of four with a latency of two clock cycles. Bank A is first selectedfactivaied followed by a. write

“I command two clock cycles later. The bank selecilactivate for bank B is next issued in preparation for issuing
{w the second write command. As soon as the first 16 byte burst to bank A complete: we issue the .write
7: command for haul: B and begin supplying data.

*1.-
1'35:.r

.ili'...

controls sc Var: sci sale a so rdb

“We l———m——9§flflflfiflt

mam {9.3394 HEDGE?
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EXTERNAL MEMORY WRITE SEQUENCER (prJ

I I To Mism-
P2d XAddr . TD Xclrl
52d

D2d

02d
Psi XData 4 T0 Kan-1
RCVA

53 Rch
E Rch
Q RsvD XCU‘I ‘ TO Xctri

gag
t:
if;
_ :1, “ T0 DZd

a“: I l
5;; PMChkSum A TO P2d
i:

E To xcul
Ack 'I‘O roqucs‘cr

Xctheq

Srachq
XctrlGnt

Srame
SramAck
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SradeData SramPamm
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Bldg-Won

PCI MASTER-OUT SEQUENCER (Prue)

The Pmo wquencer nets onlyr as a slave sequencer. Servicing requests issued by master sequencers. the Pure
sequenoer move-s data from an Stain based life to a Pci target, via the PciMstrIO module, in bursts of up to
256 hm. The natureofthe PClhusdictatestheuseofthewritelinecommnndtoemne optimalsystern
performance. The write line command requires that the Prno sequencer be capable of transferring a whole
multiple (1X, 2X, 3X, ...) of cache lines of which the size is set through the Pci oonfiguration registers. To
accomplish this end. Pmo will automatically perform partial bursts until it has aligned the transfers on a cache
line boundary at which time it will begin usage of the write line command. The Stain fifo depth, of 256 hm.
has been chosen in order to allow Pmo to accommodate cache line sizes up to 128 bytes. Provided the cache
line size is less than 128 bytes. Pmo will perform multiple, contiguous cache line bursts until it has exhausted
the supply of data.

Pmo receives requests from two separate sources; the dram to Pei (Hap) module and the Srnm ID Pei (52p)
module. An operation first begins with prioritization of the requests where the 52p module is given highest
priority. Next, the Pm modue takes a Snapshot of the Stan: fife address and uses this to generate read
requests for the SrornCtrl sequencer. The Pmo rmdule then proceeds to arbitrate for ownership of the Pci bus
via the PeiMstrIO module. Once the Pure holding registers have sufficient data and Pei bus mastership has
been granted. the Pun module hcgius transferring data to the Pei target. For each successful transfer. Pam
sends an achsowledge and encoded size to the master sequencer, allow it to update it‘s internal pointers,
counters and stems. Once the Pei burst transaction has terminated, Pmo parks on the Pci bus unless another
initiator has requested ownership. Pmo again prioritizes the incoming requests and repeats the process.

 
 

PCI BUS
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PCI MASTER-IN SEQUENCER (Pmi)

The Pmi sequencer note only as a slave sequencer. Servicing requests issued by master sequencers. the Pmi
sequencer moves data from a Pei target to an Sram based fifo. via the PciMslIIO tmdule, in bursts of up to
256 bytes. The nature of the PCI bus dictates the use of the read multiple command to ensure optimal system
performance. The read multiple command requires that the Pmi sequencer be capable of transferring a cache
line or more of data. To accomplish this end. Pmi will automatically periorm partial cachelinebitrsts until it
has aligned the transfers on a cache line boundary at which time it will begin usage of the read multiple
oommand. The Sram fife depth, of 1‘36 bytes, has been chosen in order to allow Pmi to accommodate cache
line sizes up to 123 bytes. Provided the cache line size is less than 123 bytes. Pmi will perform multiple,
contiguous cache line bursts until it has filled the life.

Pmi receive requests from two separate sources; the Pei to dram (PM) module and the Poi to Stan: (P23)
module. An operation first begins with prioritization of the requests where the P25 module is given highest
priority. The Pmi module then procwds to arbitrate for ownership of the Pei bus via. the PeiMstrIO module.
Once the Poi bus manta-ship has been granted and the Pmi holding registers have sufficient data,:the Pmi
module begins transferring data to the Bram filo. For each successful transfer. Pmi sends an acknowledge and
encoded size to the master sequencer. allowing it to update it's internal pointers, counters and sums. Once the
Poi burst transaction has terminated, Pml parks on the Poi bus unless another initiator has requested
ownership. Pmi again prioritizes the incoming requests and repeats the process.

 

 
 

PCI BUS 
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‘ ' Dram TO PCI SEQUENCER amp)

The DZP sequencer acts is a master sequencer. Servicing channel requests issued by the Cpn, the D2p
sequmcer manages movement of data from dram to the Pei bus by issuing requests to both the Xnd sequencer
and the Pine sequencer. Data transfer is accomplished using an Sram based fife through which data is staged.

132;: can receive requests from any of the processor's thirty-mo dma channels. Once a command 115an has
been downed. DIP fetches a firm descriptor from an Srarn location dedicated to the requesting channel which
includes the dram address, Pei address, Pci endian and reqnfit sine. Mpthen issues a request to the D25
sequencer causing the Srarn based fifo to fill with dram data. Once the fifo contains sufficient data for a Pei
transaction, on: issues a request to Pmo which in turn moves data from the fifo to a Poi target. The process
repeats until the entire request has been satisfied at which time D21) writes ending stems in to the 3mm dmn
duet'iptor area and sets the channel done bit associated with that channel. mp then monitors the drnn channels
for additional requests. Following is an illustration showing the major blocks involved in the movement of data
from dram to Pei target.
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PCI T0 DRAM SEQUENCER (P2d)

The P211 sequencer acts as both a slave sequencer and a master sequencer. Servicing channel requests issued
bythe Cpu, meHdscqumermanagccmovemem ofdatafrom Pcibus to dramby issuingrequeetstohoth
the Km- sequencer and the Pm! sequencer. Data transfer is accomplished using an Srnm based fifo through
which data is staged.

PM can receive requests from any of the processor's thirty-two tima channels. Once a emand request has
been detected. Phi. operating as a slave sequencer. fetches a time descriptor from an Srarn location dedicated
to the requesting channel which includes the dram address. Pci addresa. Pci endian and request size. I’Zd then
issues a request to Pmo which in turn moves data from the Pci target to the Bram life. Next, PM issues a
request to the pr sequencer causing the Sram based fifo contents to be written 10 the dram. The process
repeats until the entire request has been satisfied at which time PM writes ending status in to the 3mm dma
descriptor area and. sets the channel done bit associated with that channel. Pld then rmnitots the dma channels
for additional mquwts. Following is an illustration showing the major blocks involved in the movement of data
from a Pei target to dram.
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‘ PCI T0 DRAM SEQUENCER (PM)
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SRAM TO PCI SEQUENCER [$213)

”the 82p sequencer acts as both it slave sequencer and a master sequencer. Servicing channel requests issued
by the Con, the 82p sequencer outrages movement of data from Sram to the Pei bus by issuing requests to the
Pmosequencer

521) can receive requests from any of the processor's thirty-two dma channels. Once a command request has
been detected. 82]). operating as a slave sequencer. fetches a time descriptor from an Stain iocatitiu dedicated
to the requesting channel which includes Ihe Stain address. Pei address, Pci earlier} and request size. 829 then
issues a request to Prm which in turn moves data from the 5mm to a Pei target. The procure repeats until the
entire request has been satisfied at which time 52p writes ending status in to the 5mm onto descriptor area and
sets the channel done hit associated with that channel. 82p then monitors the rims charmels for additional
requests. Following is an illustration showing the major blocks involved in the movement of data from Sam to
Pci target.
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SRAM TO PCI SEQUENCER (52p)
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PC] T0 SRAM SEQUENCER (P25)

The P23 sequencer acts as both a slave sequencer and a master sequencer. Servicing channel requests issued by
the Cpu. the P25 sequencer manages movement of data from Put the to Sram by issuing requests to the P‘s-oi
sequencer.

P25 can receive requests from any of the processor's thirty-mo dma channels. Once a command request has
been detected, P25, operating as a slave sequencer. fetches a dma descriptor from an 3mm locatidn dedicated
to the requesting channel which includes the Sram address, Pei address, Pct endian and request size. P25 than
issues a request to Pmo which in turn moves data from the Pei target to the State. The process repeats until
the entire request has been satisfied at which time P25 writes ending status in to the dma descriptor area of
Srarn and sets the channel done bit associated with that channel. P23 then monitors the dim channels for
additional requests. Following is an illustration showing the major blocks involved in the movement of data
from a Pei target to dram.
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‘ ‘ PC] T0 SRAM SEQUENCER (1’25)
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SramAck

SmdeData

 
HOProvisional Pat. App. of Alacritecll, Inc.

Inventors Laurence B. Bomber el'. 31.

Express Mail Label fl EH756230105US

' D @Q gm 5}? m....1!: ©Iu 1 @'  

ALA00138496

DELL Ex.1031.114



Ex.1031.115DELL

DRAM TO SRAM SEQUENCER (D25)

The in; sequenoe: acts as both a slave sequencer and a master sequencer- Servicing channel requiem issued
by the Cpu, the on; sequencer manages movement of data from dram to 3mm by issuing requests to the X111
sequencer.

025 can receive requests from any.r of the processor's thirty-two data channels. Once a command requeet has
been detected, 1328, operating as a slave sequencer, fetches a (into descriptor from an Sram location dedicated
to the requesting channel which includes the dram address, Sram address and request sine. D25 then issues a
request to the X11! sequencer causing the transfer of data to the Stain. The process repeats until the entire
request has been satisfied at which time D25 Writes ending status in to the Sram dma descriptor area and sets
the channel done bit associated with that channel. D23 then monitors the dnaa channels for additional requests.
Following is an illustration showing the major blocks involved in the movement of data from dram to Sram.
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DRAM T0 SRAM SEQUENCER (925)

CHANNEL
[D

Dram
PTR

COUNT

Sram
PTRg":-Min-#1!“1.5JENWE"'155m:Fi11'”2.3%[2F273’55.; I XFR

I OPTIONSerAck

SEQ
Slate

XIdSmms

SramAck

StadeData
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SRAM TO DRAM SEQUENCER (52d)

The 52d sequencer acts as both a slave sequencer and a master sequencer. Servicing channel requests issued
by the Con, the 82d sequencer manages movement of data from Sram to dram by issuing rcqumts to the Km-
sequencer.

32d can receive requests from nnz.r of the processor‘s thirty-two dma channels. Once a command request has
been detected. 82d, operating as a slave sequencer, fetchfi 3 dm descriptor from an Sram location dedicated
to the requesting ctmmel which excludes the dram address. Stem address, checksom reset and request size.
8211 the]: issues a request to the Km sequencer causing the mfer of data to the dram. The pmeess repeats
until the entire request has been satisfied at which time 82d writes ending status in to the Sram dmn descriptor
area and sets the channel done hit minted with that channel. 82:! then monitors the drama channels for

additional requests. Following is an illustration showing the major blacks involved in the movemiml of data
from Sram to dram.
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SRAM T0 DRAM SEQUENCER (32d)

prAck

prStams

StamAck
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PCI SLAVE [NPUT SEQUENCER (Psi)

The Psi sequencer acts as both a slave sequencer and a master sequencer. Servicing requests issued by a Pci
master, the Psi sequencer manages movement of data from Poi bus to Sram and Pci bus to drain ria Sram by
issuing requests to the SramClJ-i and XM- sequencers.

Psi manages write requests to configuration space, expansion mm, dram. Sram and memory mapped registers.
Psi separates these Pci bus operations in to two categories with different action taken for each. D'ram accesses
result in Psi generating write request to an Stan: buffer followed with a write request to the pr_isequeneer.
Subsequent write or read dram operations are retry terminated until the buffer has been emptied. ‘An event
notification is set for the processor allowing message passing to occur through dram space.

All other Pci write transactions result in Psi posting the write information including Pci adorns, Pci byte
marks and Pci data to a reserved location in Srarn. then setting an event flag which me event processor
monitors. Subsequent writes or roads of configuration, expansion rom, Sram or registers are terminated with
retry until the processor clears the event flag. This allows tilt: INIC to keep pipelining levels to a- minimum for
the posted write and give the precessor ample time to modify data for subsequent Pei read operations.

The Following diagram depicts the sequence of events when Psi is the target of at Fri write Operation. Note that
events 4 through 7 oocttr only when the write operation targets the dram.
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PCI SLAVE OUTPUT SEQUENCER (P50)

The Pet) sequencer acts as both a slave sequencer and a master sequencer. Servicing requests issued by a Poi
master. the P50 sequencer manages movement of data to Pei bus fem Stern and to Pei bus from dram via
Sram by issuing requests to the SramCtrl and er sequencers.

Pso manages read requests to configuration space. expansion tom. dram, Sram and rrternory mapped registers.
Pso separates these Pct bus operations in to two categories with different action taken for each. Dram accesses
result in Poo generating read request to the Xrtl sequencer followed with a read request to Seam buffer.
Subsequent write or read dram operations are retry terminated until the buffer has been emptied.

All other Pei read n’anaaofiona result in Poo posting the read request information including Pei address and Pei
byte marks to a reserved location in Sram. then setting an event flag which the even; processor monitors.
Subsequent writes or reads of configuration, expansion rom, Start] or registers are terminated with retry until
the processor clears the event flag- This allows the INIC to use a mieroeoded response mechanism to return
data for the request. The processor decodes the request information. formulates or fetches the requested data
and stores it in Brain then clears the event flag allowing Poo to fetch the data and rem it on the Pci bus.

The following diagram depicts the sequence of events when P50 is the target of a Pct read operation.

EVENT NOTIFY
EVENT CLEAR

PCI BUS
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FRAME RECEIVE SEQUENCER (Rch)

The receive sequencer (RcvSsq) analyzes and manages incoming packets. stores the result in dram
buffers. then notifies the processor through the receive queue (Reva) mechanism. The process begins
when a buffer descriptor is available at the output of the Fred). RevSeq. issues a request to the films
which responds by supplying the buffer descriptor to RcvSeq. RcvSeq then waits for a receive packet.
The Mac. network. transport and session information is analyzed as each byte is received and stored
in the assembly register (Assy'Rag). When tour bytes of information is available, RcvSeq requests a
write of the data to the Stern. When sufficient data has been stored in the Stem based receive fits, a

dram write request is issued to m. The process continues until the entire packet has been received
at which point RcvSeq stores the results of the packet analysis in the beginning of the dram butter.
Once the buffer and status have both been stored, RcvSeq issues a write-queue request to limp.
0mg responds by storing a buffer descriptor provided by RcvSeq. The process then repeats. If
RcvSeq detects the arrival of a packet before a free buffer is available, it ignores the packet and sets
the FrameLost status bit for the next received butter.

The following diagram depicts the sequence of events for successful reception of a packet followed by
a definition of the receive buffer and the butter descriptor as stored on the Rcht. -

i:isinor"if455.:initis
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FRAME RECEIVE SEQUENCER (Rch)
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RECEIVE BUFFER DESCRIPTOR

lanthanum
31:30 reserved
29:28 size
2?:00 address

mm

A copy ofthe bits in the FreeBumsa.
Represents the last address +1 to which frame data was transferred. The address
wraps around at the boundary dictated by the 8 bits. This can be used to determine
the size of the frame received.

RECEIVE BUFFER FORMAT

FRAME Status A

hit= nuns—g
31 attention

30 Composite!”

29 CtrlFrame

a! 28 IpDn
:1 2? 302.3011
3:": 26 MaeADet
; 25 MacBDet
f" 24 Mach/[est
i 23 MaeBest
1f 22 [pm
3r: 21 Ichst
e: 20 Frag
_! 19 IpOfist
e-i 18 IpFlgs
E 17 [Mrs
ii 16 TepFlgs
{1 15 TWOPt'»
.fi 14 TepUrg
a; 13 CarrierEvnt

12 LongEvnt
ll FrameLost

10 reserved
10 NoAck

09:08 FrameTyp
07:06 ka'I'yp
05:04 Trnspt'l‘yp
03 NetBios
02 reserved
0] :00 channel

D‘IQWIWfi

OFFSET 0x0000:0x0003

i . .

Indiana one or more of the following: CompositeErr, llpDo. lMaeAtDet 8t.
lMacBDet, IpMest. IpBest. lethernet 6t. !802.3Snap, Elpd. chp .
Set when any of the error bits of ErrStatm are set or if frame processing stops
while receiving a Top or Udp header.
A control frame was received at our unions! or special MltCst address.
Frame processing l-[lted due to exhaustion of the 1P4 length counter.
Frame processing Hlted due to exhaustion of the 802.3 length counter.
Frame‘s destination address matched the contents of Maehddrn.
Frame‘s destination address matched the contents of MacAddrB.
The Mac detected a MltCst address.
The Mac detected a BrdCst address.

The frame processor detected an IP MltCst address.
The frame processor detected an IP BrdCst address.
The frame processor detected a Frag 1P datagram.
The frame processor detected a non-zero IP datagram offset.
The frame processor detected flags within the IP datagram.
The frame processor detected a header iength greater than 20 for the I? datagram.
The frame processor detected an abnormal header flag for the TCP segment.

The frame processor detected a header length greater than 20 for the TCP segment.
The frame processor detected a non-zero urgent pointer for the TCP segment.
Refer to EHO Technical Manual.
Refer to E! 10 Technical Manual.

Set when an incoming frame could not be processed as a rault of an outstanding
frame completion event not yet serviced by the utility processor.

The frame processor detected a
00 — Reserved. 01— ethemet. 10 - 802.3. 11 - 802.3 Snap.
00 - Unlmown. 01-1134. 10 - [p6 11—ip other.
00 — Unknown. 01— reserved. 10 - Top 11 - Udp
A NetBios frame was detected.

The Mac on which this frame was received.
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FRAME Status B

hit. Home.“
31 802.35hrt

30 BufOtrr
29 Badet
28 InvldPrmhl
27 CrcErr
26 Drthbbl
25 CodeErr

24 lpfidrSln‘t
23 l'pl'nernplt
22 IpSnmEn
2! TepSnmEl-r
20 TopHdrShri
19: 16 Presst

15:08 W
07:00 Ctxflsh

TIME STAMP

hit: mt
31:00 Rchime

CHECKSUM

bite. an..=..=.=
31:16 lpChlmtn-i

15:00 TcpChltsum

RESERVED

FRAME Data

OFFSET 0x0004:0x0007

l . I.
End of frame was encountered before the 802.3 length count was exhausted.
The frame length encoded the buffer space avaflable.
Refer to E!!!) Technical Marmot
Refer to E110 Technical Manual.
Refer to Euo Technical Manual.
Refer to E1I0 Technical Manual.
Refer to £110 Technical Manual.

The lP4 header length field contained a value less than 0x5.
The frame terminmed before the 11" length oonnter was exhausted.
The [P header cheeksnm was not Oxfffl’ at the completion of the IP header read.
The session ohecksum we: not Oxffff at the termination of session pming.
The TC? header length field contained a value less than 0:5.
The state of the frame processor at the tone the frame processing terminated.
oboooo Processing Mac header.
obuuot Processing 602.3 1M header.
oboom Processing 302.3 stow header.
oboou Processing unknown network data.
0b0100 Processing IP header.
0130101 Proconsing I]?I data {unknown transport] .
01:03.10 Processing transport header {1? does) .
ohotn Processing transport dots [IF decal .
omoao Processing IF processing complete.0131001 Reserved.
0131013: Reserved.
Dbuxx Reeemed.
The Mac destination—address hash. Refer to 3110 Technical Marmot

The 8-bit context-hash generated by exclusive-om all bytes of the [P source
address, [P destination-address, transport source port and the transport destination
port.

OFFSET exooosnxoooa

Meow“
The contents of FrenCIIE at the completion of the frame receive operation.

OFFSET 0x0000:0x000F

 
completion. If an IP (magi-am was not detected. the checksum provides a total for
the entire clan portion of the received frame. The data area is defined as thooe bytes
received afier the type field of an ethemet frame, the LLC header of an 8023 frame
or the SNAP header of an 802.3-SNAP frame.

Reflects the value of the transport checksum at IP completion or frame completion.
If IP‘ was detected but: session was tmlmown. the checksum will not include the

pmedo—heedcr. If [P was not detected. the checksum will be 030000.

OFFSET Oxfill10:0xflfl11

OFFSET 0x001 22END OF BUFFER
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FRAME TRANSMIT SEQUENCER (thX}

The transmit sequencer (thSeq) analyzes and manages outgoing packets. using buffer descriptors
retrieved from the transmit queue (thQ) then storing the descriptor for the freed buffer in the free
oufier queue (Freon). The process begins when a buffer descriptor is available at the output of the

thO. thSoq issues a request to the 0mg Mitch responds by supptying the bufier descriptor to
thSeq. thSeq then lacues a read request to the er sequencer. Next, Xmfieq issues a read
request to SrarnCtrl then instructs the Mac to begin frame transmission. The Mac accepts date from
thSeq which analyzes the packet as it flys-by in order to generate checksums to insert in the data
stream. Once the frame transmission has completed. thSeq stores the buffer descriptor on the
Front] thereby recycling the buffer.

The following diagram depicts the sequence of events for successful transmission of a packet followed
by a definition of the receive bufi‘er and the buffer descriptor es stored on the th0.
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FRAME TRANSMIT SEQUENCER (th20

MacData_IN

MacCtrlIN

MacSmtusJN

MacAddIA

MacAddrB

SramAck

SradeDam

FREEQJD

Ctrl_Q_1'D

Xle_lD

PauseClr

PauseDei

Cpu_PauseReq
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TRANSMIT BUFFER DESCRIPTOR

 
not alter the outgoing data stream.

  

  

30 reserved

29:28 size Represents the size of the buffer by indicating at what boundary the buffer should
start and terminate. This is used in combination with EndAddr to determine the
starting address of the buffer :

S = 0 2563 boundary. AWN] ignored.
5 = 1 2K?! bomtdary. A[10:l}] ismmd.
S = 2 4K3 boundary. A[11:l}] ignored.
S t 3 32KB boundary. Alum] ignored.

27:00 EndAddr The address of the last byte to transmit plus one.

TRANSMIT BUFFER FORMAT

i? CHECKSUM PRIMER OFFSET UXBOOONXODGI‘}

S 31 :00 Primer A value to be added during checksum accumulation. For IPv4. this should include

3:: the psueddheader values. protocol and Tap-length.
,m

j; RESERVED OFFSET 0x0004:0x0005

ff FRAME Data DFFSEI' DxODOBEND OF BUFFER
%

i;
.; TRANSMIT Status VECTOR

‘1‘! m: nm=ca mmwmw ‘- r——' m i If” E m 3—- '31 LnkEr-r Indicates that a link status ermr occur-ed before or during transmit.
30:15 reserved
14 ExcessDeferx-ai Refer to £110 Tedmt'cal Mmal.
13 IateAhort Refer to El 10 Teclmt‘cal Manual.
12 EXCEECOH Refer to EIIO Technical Manual.
1! Underline Refer to EllO chlmlcal Mutual.

10 Exeeength Refer to £1.09 Teclvu'cal Manual.
09 Okay Refer to El 10 Technical Manual.
08 deferred Refer to £110 Technical Manual.
0? BrdCst Refer to 5:10 Technical Manual.
06 MiltCst Refer to END Tecltrfical Manual.
05 CrcErr Refer to El10 Technical Manual.
04 LateCnll Refer to El l0 Technical Manual.
03:00 CollCnt Refer to El l0 Technical Manual.
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QUEUE MANAGER (ng)
The NC includes special hardware assist for the implementation ofmessage and pointer queues. The

hardware assist is called the queue manager (Quiz) and manage: the movement of queue entries between Cpn
and Sram, beaveen clma sequencers and Stain as well as between Sram and dram. Queues comprise three distinct
entities; the queue head (Qfld), the queue tail (QTI) and the queue body (Qde). QHd resides in 64 bytes of
scratch ram and provides the area to which entries will be written {pushed}. QT! resides in 64 bytes Iofscrateh
ram and contains queue locations from which entries willbe read (popped) . Qde resides in drain 'and contains
locations for expansion of the queue in order to minimize the Bram space requirements. The Qde size depends
upon the queue being seemed and the initialinafiou parameters presented during queue initialization.

ng accepts operations from both Cpu and tuna sources. Executing these operations at a frequency of
133MHz, ng reserves even cycles for time requests and reserves odd cycles for Cpu requests. Valid Cpu
operations include initialize queue (InitQJ, write queue (WrQ) and read queue (RdQ). Valid drna requests
include read body (Rdde) and write body {Wrde}. (In): working in unison with Qid and D2q generate
requests to the Km and m sequencers to control the movement of data between the 03d, QT] and Qde.

The preceding block diagram shows the major finictions of (has. The arbiter selects the next operation to be
performed. The dual-ported Sram holds the queue variables EdWrAddr, HdeAddr, 'I‘lWrAddr.
TIRdAddr, deWrAddr, deRdAddr and 052. (2111; accepts an operation request, fetches Lhequeue
variables from the queue ram (Qram), modifies the variables based on the current state and the requested
operation then updates the variables and issues a read or write request to the Stem controller. The Sram

3 controller services the requests by writing the tail or reading the head and rerumjng an acknowledge.
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PRIORITIZE

‘-
register

.. OUT mm

'Qram'

”W register

133M

 
 

I ng ALU

133MHz register

513m Sm'n Q Q Q Q BODY BODY
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DMA OPERATIONS

DMA operations are accomplished through a combination of thirtytwo drna channels (DmaCh) and seven dim
sequencers (DmaSeq). Each dma channel provides a mechanism whereby 3 Con can issue a conunand to any
of the seven dma sequencers. Where as the drna channels are rnnlti—pm'pose. the dma sequencers they
conunand are single purpose as follow.

W name WW“.—
0 none This is a no operation address.
I Met] Moves data from ExtMe-m to Mom.
2 DZsSeq Moves data from ExtMern bus to sum.
3 D2pSeq Moves data from ExtMem to Pei bus.
4 SZdSeq Mews data from slam to ExtMem.
5 $2qu MovesdatafiomsmmloPcibus.
6 PZdSeq Moves data from Pei bus to Erthdern.
7 P258121 Movcedata fromPcibusmosram.

The processors manage thus in the following way. The processor writes a dim descriptor to an Srarn location
reserved for the time channel. The format of the dim descriptor is dependent upon the targeted drna sequencer.
The processor then writes the Elma sequencer number to the channel command register.

Each of the dim sequencers polls all thirtytvvo dma channels in search of oorrunands to execute. Once a
command request has been detected, the rims sequencer fetches a dnta descriptor from a fixed location in
Srarn. The Srarn location is fixed and is determined by the dnna channel number. The time sequencer loads the
dn-Ia descriptor in to it‘s own registers. executes the command, then overwrites the rims descriptor with ending
srams. Once the command has halted. due to completion or error, and the ending status has been written, the
drum sequencer sets the clone bit for the current time channel.

The (lone bit appears in a dma event register which the Cpu can examine. 'Ihe Cpu fetches ending status from
Sram, then clears the clone bit by writing zeroes to the channel command (ChCmd) register. The channel is
now ready to accept another command.

"'iti]IE}:'15iii[1}iii'5'!
The format of all channel command registers is as follows.

hi1... name— dsacfinttnn—__________
31:11 reserved Dalawriflentothmebilsis ignnmd.
10:8 ChCmd 0 - Slaps enemrfion ofdlecurl'em operationandelears thecorreqsonding ever! flag.

1 — Transfer data from Emblem to ExtMem.
Z-TransferdatafmmEnMemhnstoxi-am.
3-TramferdatafromEinMemtoPcibus.
4-Tramfer data from Bram toExtMem.
S-TransferdatsfromsrammPcihus.
6-‘l‘ransfcrdatsfroml‘cibusloEMMem.
7-Tramfetdamt‘roml’cibuatoSI-am.

n-.

.15.“;fitin‘E”i3"11

07:05 merited Data written to tlmc bits is igmred.
04:00 Chld Provide: the channel 111.1th for the channel command.
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The formal of the m or P25 descriptor is as follows.

“1,... m—
]‘2?:96 MAGGIE Bits [63:32] nflhe Pei MESS.
95:64 PciAder Bits [31 :00] of the Pei address.
59:32 MemAcldl' Bits [17:00] of 01: £1me address or bite [15:00] of the Sram address.
31 Pcifindian When set, selects big endian mode for Pei transfers.
30 WiIieDhl Mien see. disables Poi 64-bit mode.

22 Danna]: Selects Flash for Ihe external memory deslination ofm.
15:00 Hrs: Bits[15:00]offliereqoeueddmslze expressedinbyles.

The format of the 829 or D21: descriptor is as follows.

hit_ name— nesaim‘ __ _ . _ _
123:96 MemAddr Bile [27:11)]of01e EntMu'n address or bits [15:00] of the 5mm address.
95:64 PdAddrH Bits [63132] of the Poi address.
63:32 PdAder Bits [31:01)] of the Poi address.

30 Std-13:1: Selena; Flash for the external memory source of D29.
23 PelEndnn When set. selects big endian mode for Pci transfers.
22 WideDbl When set. disables Pol 64-bit mode.
15:00 Xerz Bits [15:00] ofthc requested om size expressed in bytes.

E": The format of the 8211. D211 or 1125 dmfiplor is as follows.

21‘ 1211... name...— Wm————-——=——=——-——-=——=—=—‘
iii: 121:124 reserved Reserved for form use.
;..__ 123296 SmAddr Bits [27:00] of the Ear-Men: address or bits [15:00] ofthe Sum address.
I 95:60 ran-red Reserved for future use.
"a—,_ 59:32 DslAddr Bits [21:00] of the 13an address or bits [15:00] at the Sram mas.

2; 30 W Selmnashronhemnnmmmymceormmms.
=== 22 “35th Selects Flash for lhe external memory destination of $21) or me.
_'" 15:00 XIrSz Bits [15:00] ofthe requested dma size expmscd in bylaw.3.2

3—; The format of the ending mom or all channels is as fOlIOWS.

,3: hi!— nams_.... mom——
3‘ 127:64 reserved Not used.

1 63:32 Gridiron Repreoemsthel's oomplh‘nemsumofallhallwords minaret-red duringaPZdorDZd
operation only.

31 :24 ream-rod Reserved for future use.
23:20 51131311]: TED.
19:l6 MSW TED.

15:00 Xerz Bits [15:00] ofthemldunldnnslze eaqarosoedinoym. This value wfllbezero ifthedma
operation was suwmml

The format of the CilEvnt register is as follows.

31:00 (2th Baehbitrcprcsunsrhcdoncfiagfonherwpwdvcdmachmncl.Mbitsarcsctbyn
dma seqmer upon completion ofthe channel command. Cleared when the processor
Writes 0 to the corresponding ChCmd register ChCmep field.
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Appendix A

The following load calculations are based on the following basic formulae:

N = X * R (Little‘s Law) where

N = number ofjobs in the system (either in progress or in a queue),
X = system throughput,
R = response time (which includes time waiting in queues).

U = X "‘ S (from Little‘s Law) where
S = service time,
U = utilization.

R = S I' (l-U) for exponential service times (which is the worst—case assumption).

A 256 byte frame at lOOMb/sec takes 20 user: per frame.
4 * 100 Mbit ethernets receiving at full flame rate is:

51200 (4 "‘ 12800) frameslsec @ 1024 bytesfframe

102000 framesisec @ 512 byteslframe
204000 fiameslscc @ 256 bytesffi'amc.

The following calculations assume 250 instructions/0011113. 45113ec clock. Thus

3 = 250 "‘ 45 nsecs = 11.2 usecs.

Av. Frame Size Thruput Utilization Response Nbr. in system
(X) (U) (R) (N)

1024 51200 .57 26 usecs 1.3
512 102000 > 1 -- --
256 204000 > 1 -- --seerctseosronns
Lets look at it for varying instructions per frame assuming 512 bytes per frame average.

Instns Service Thrupnt Utilization Response Nbr. in system
Per Frame Time (S) (X) (U) (R) (N)
250 11.2 usec 102000 > 1 -— -~

250 11.2 85000 C“) .95 224 usecs 19

250 11.2 80000 C”) .89 101 8
225 10 102000 1.0 -- -—

225 10 95000 (*) .95 200 19

225 10 89000 (**) .89 90 8
200 9 102000 .9 90 9
150 6.7 102000 .68 20 2

C“) shows what frame rate can be supported to get a utilization of less than 1.
C") shows what fi'ame rate can be supported with 8 SRAM TCB buffers and at least 8
process contexts.
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If 100 instructions I frame is used, S = 100 * 45 nsecs = 4.5 usecs, and We can support
256 byte frames:
100 4.5 204000 .91 50 10

Firstly note that these calculations assume that response times increase exponentially as

utilization increases. This is the worst-case assumption, and probably may not be true for
our system.

The figures show that to support a theoretical full 4 * 100 Mbit receive load with an
average frame size of 512 bytes, there will need to be 19 active “jobs" in the system,

assuming 250 instructions per frame. Due to SRAM limitations, the current design
specifies 8 SRAM bufl'ers for active TCBs, and not to swap 3. TCB out of SRAM once it
is active. So under these limitations, the MC will not be able to keep up with the fiill

frame rate. Note that the initial implementation is trying to use only SKB of SRAM,
although 16KB may be available, in which case 19 TCB SRAM buffers could be used.
This is a cost trade-off.

The real point here is the effect of instructionsfframe on the throughput that can be

maintained. If the instructionsifiame drops to 200, then the INIC is capable of handling
the full theoretical load (102000 fi'amesfsecond) with only 9 active TCBs. If it drops to

100 instructions per frame, then the INIC can handle full bandwidth at 256 byte frames
(204000 frames/second) with 10 active TCBs. The bottom line is that ALL hardware-

assist that reduces the instructionsfframe is really worthwhile. If header-assist hardware
can save us 50 instructions per home then it goes straight to the throughput bottom line.
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