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Abstract

This paper describes recent experiences with
evaluating and implementing advanced
internetwork communication protocols on top of
ATM. First, performance results with conventional
TCP/IP over ATMbased on DigitalEquipment’s
Gigaswitch /ATMare reported.lt becomes obvious
that current protocols must be tuned specifically in
order to exploit ATMperformance. n order to

address advanced quality of service issues based on

resource reservation, the paper describes an
implementation of Ang (IP next generation) and
RSVP (Resource Rservation Rotocol) over ATM
Solutions for mapping quality of service and traffic

parameters in an adequate way are presented.

Moreover, the issue of address mapping frémgl
onto ATMis discussedimplementation results and
experiences in these areas are illustrated. Finally,
ongoing current work on resource reservation in
advance is presented.is outlined that longer-term
resource planning and scheduling provides
additional benefits for selected ATM applications.

l. Introduction

ATM components fotocal aea netwoks [21]
have become widely available asogucts. With
the curent UNI 3.1 (User Netwolk Interface)
specification and the enging UNI 4.0
specification of the ATM forum [3, 4]
interopeiability can also be achieved on aoad
basis. t now becomes merand mog impotant to
actually suppdrapplications on top of ATMuvith
sufficient perbrmance, and also in hetgeneous
netwok envionments. Although it is aleady
possible to un applications dectly over AAL5
(ATM Adaptation Layer5), additional tanspot-
and netwok-level piotocols ae required in
hetengeneous settings, faxample with Etheret,
FDDI, and ATM subnetwds being inteconnected
[1, 19] . The typical choice of many vendas to
offer the TCRIP protocol suite[24] over ATM,
based on theP over ATM recommendation of the
ATM Forum [18]. LAN Emulation ([15, 17])
presents another altemative however with
significant limitations. Nbst impotant,
compatibility of existing applications with ATN&
achieved by using IP over ATM.
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In section 2 of this paperwe first present
expefences and pesfmance esults for P over
ATM based on a local ATMhetwok using CEC
Gigaswitch/ATM Compaisons with othestandad
netwoking technologies @& also pedrmed
expeimentally. k¥ becomes obvious that cent
transpot protocols ae not ideally suited foATM,
and that tuning mechanisms and functional
improvements are required.

Meanwhile, the ETF (Intemet Enginedng
Task Foce) has also specified a follow-on siem
of IP, the P version 6 (or Png - IP next geneation)
protocol[13, 14, 20]. The majogoal is to enhance
the IP addess space due to thapid gowth of the
Intemet and to offer additional functionality.
Moreover the esouce esewvation potocol RSVP
[5, 11, 27] has been developed. Such etquol is
crucial for guamanteeing quality of seice (Qo0S)
chamcteistics based on explicitly esewed
netwok, memoy and pocessing @ésouces[6]. It is
of paticularimportance in hetexgeneous netwés
with partial ATM infrastructures.

Section 3 of the papeherefore addessesPng
and RSVP and epots concepts andfirst
expefences with Png and FSVP over ATM. In
paticular, the poblem of mapping QoS andaffic
parametes in an adequate way discussed. This is
of specific impotance as the kind of QoS
specification diffes significantly between &/P
and ATM ® that the mapping is nonitial.
Moreover concepts formapping Png addesses
onto ATM addesses & also pesented, and
relevant  implementation-level  aspects e ar
discussed. Bsed on this wdr eaty expeiments
with these new mtocols have become possible;
this way, the new functionality careadily be
exploited by emeging ATM applications,
especially in heterogeneous network environments.

Section 4 discusses ongoingseach woik on
resouce fesevation in advance. We gsent new
concepts fofongerter management of diguted
resouce kequitments in ATM ettings. The
requirements and basic concepts of an adequate
resouce scheduling in conjunction witlesevation
protocols ae discussed. This way, specific quality
of sewice chaacteistics forimportant application
scenaios can be guanteed at aathereaty stage.
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Section 5 pesents concluding emaks and
summarizes the major findings.

According to the knowledge of the autlspionly
few results in these aas ae found in the cuant
literature so far In [16], the tansferof data over
ATM using available bitate is examined. Bmory

channel via multimode filr Cell assembly and
disassembly is done in Hdware. Only AALS5 is
currently implemented.

The switch itself offes a total pedrmance of
10.4 Gigabit/s and is input-buffed. Pssible head-
of-line-blocking, a potential pblem of input

management is discussed and advanced switching buffering, is reduced by a specific output por

concepts a pioposed. ldwever higherievel
protocols ae not investigated/et. [7] pesents a
higherlevel investigation of application-level
performance in ATM netwoks; however like
many othersimilar studies, it is only based on
analytical and numé&al models and does not
include pactical meas@wments. While many
reseach effots also concenite on QoS
specification and supesion [6, 25], the actual
implementation of QoSefated esewation
protocols especially oveATM has hadly been

addessed yet, with a few exceptions such as the

ST-1l work descibed in [9] and aough compdson
of the ETF and ATM swices models [8].
Although esouce resevation in advance has been
consideed by sevel authos aleady [22, 23, 26],
implementation concepts erstill at a vey eaty
stage.

Il. IP over ATM: Performance
Evaluation

In this section, we psent selected permance
results of conventional TCR? over ATM and
discuss our expamces. First, our expeimental
environment is briefly introduced.

Il.LA. Network Structure

Fig. 1 shows our netwhr structure. Seveal
multimedia wokstationsof type DECstation 3000
AXP 700 and 300 and sewer are connected with
our DEC Gigaswitch/ATMvia fibre optic links.
ATM access is implemented by adapterds in the
workstations and by line cds in the switch. The
adaptercards perbrm cell geneation from input
packets of vaable size and émsmit the cells using
SONET/SDHframes with standdr155 Mit/s per

GIGAswitch / ATM

DECstation 300 AXP 300

5

DECstation 300 AXP 700

Kalpana Ethernet Switc

DECcencentrator 500

[

Fig. 1: Experimental environment: structural
overview
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allocation algoithm (pamllel iterative matching).
Both PVCs (pemanent vitual channels) an8VCs
(switched vitual channels) @& suppaded;
signaling is based onTiU Q.93B with Q.2931 as
the follow-on vesion Moreover CBR (constant bit
rate), VBR(variable bit ate), and ABR(available
bit rate) both with point-to-point and point-to-
multipoint VCs, ae basically possible. ¢dwever
the diver and subsystem softwarcurently does
not suppar CBR yet, so that the expenents wee
mainly based on ABR.

The multimedia wdtstations a& also connected
via Ethenet and hve access to anoth&thenet
switch, and also to an FDDing andin this way to
the Intemet via a concerdtor Each station is
equipped with typical devices such as caaser
microphones, speaker etc., using MM
(Multimedia Envionment) as an inteal softwae
platform. Overall, the installation and maintenance
of our environment did not erate majomproblems,
and existing applications could easily betpdrto
run within this infrastructure.

11.B. Results

Within our expeiments, we evaluated the
performance of TCRP over ATM. Fig. 2 shows
the associated ptocol stucture. On top of the
ATM hardware, a diver module povides the
interface to the connection management module
(CMM). The CMM handles conection
establishment and catinates the othemodules. 1

netperf netserver netperf netserver
[ netpert | | | g 1
i T
‘ \socket layer / | ‘ \socket layer / ‘

TCP

TCP
I‘I’ I‘P B
N =

-

ATM, Ethernet, FDDI

Fig. 2: Protocol structure: Overview

also has an intemte to the signalling module
(implementation of signalling ptocol), to the
ATM addeess esolution potocol (ATM ARP with
dedicated AR sewer) and to the P convegence
module. This module maps classicBldnto ATM,;
this includes access to the ATMRP sewer,
initiation of connection establishment toP |
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destinations, and transfer of data.

The application consists of a bidational
client/sever interaction. A component named
"netsewer"' receivesdata while anothecomponent
at each peersite named tetperf sends data
accoding to a load specificatiorThenon each site
performance chacteistics are evaluated. The
components intect via a conventional socket layer
offered by TCP In altenative tests, Ethaet and
FDDI were also used instead of ATM.

Fig. 3 shows a majosummay diagam of the
results. Bth the message sizesansfered via
TCPIP and the buffersizes at the eceivers site
were vaied; initial expeiments have atady
shown a stng influence of both pametes. The
major target paameterwas the actual tlughput
that could be achieved. Bir tansmission was
unidirectional only.

Throughput [Mbit/s]

64 .
Message size

32k 16k
8k
4k
2 2 [Bytes]

k 5o
Buffer size [Bytes] 6 128

Fig. 3: TCP/IP over ATM: Throughput with varying
buffer and message sizes

The maximum thoughput achieved was 135
Mbit/s with optimal paameter values. Although
this equals 87% of the physical bandwidth, it also is
notable that the QP load of moe than 60% was
significant then, caused both by the sended
receiver applications and by ptocol processing.
Nevetheless, the expenent has showrthat the
bandwidth of ATMcan oty be exploited based on
adequate mtocol paametersetting and sufficient
CPU capacity.This means, that without tuning the
protocol paametes, namely message sizes and
buffer sizes higherfevel transpot and application
protocols pesent majoperformance bottlenecks in
ATM applications In any case, it becomes obvious
that local potocol pocessing atherthan physical
communication causes the majgerformance
limits with today’s hardware.

With a buffer size of less than 64 kbytes,
performance dopped significantly, forexample
down to values between 60 and 90biys for
buffers of 32 kbytes. The higherlues (90 Nbit/s)
could only be achieved with significant message
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sizes. Hwever many applications often do not
deliver messages that efdaige enough to achieve
satisfying perdrmance For example, we also
obseved these mblems with bulk data ansfervia
existing emote pocedue call potocols oveiATM.
In these caseshe constant paof the ovehead of
protocol pocessing hasncreasing influence. Of
course, especially vey small messagessulted in
very poor performance. Simildy, very small
buffers lead to ver poor performance, too,as
buffer overflow resuled in loss of data and
subsequent retransmissions.

Moreover buffer sizes may be limited by the
hardware, especially if multiple ATMapplications
coexist on a system. Thdore, it can be
recommended to considdre possible use of ATM
already duing application development, for
example fordesigning the dataansferphases and
the mechanisms to be used. Automatic adaptation
of protocol paametes accoding to the unddying
network would also be a reasonable goal.

-

Throughput [Mbit/s]

ATM bi
ATM uni

Ether uni

5
51
Message Size [Bytes] ﬁ

Fig. 4: Throughput comparison among heterogenec
networks

Fig. 4 shows theesults of futher expeiments
with bidirectional taffic and with Ethemet
compaed with ATM, using buffersizes of 128
kbyte. Fist, ATM performance dops to 110 Mit/s
and less peconnection although a 155hbil/s VC
is available foreach diection. This is caused by
significantly gowing CRJ load,because of the fact
that both the sendeand eceiverapplications and
protocols have to be handled on each machine. The
comparson with Ethenet shows that much lower
throughput (a maximum of 8.5 iht/s) is achieved
as expected, and that biglitional taffic leads to
even moe significant eductions (down to 3 blt/s
per connection) due to the stk medium with
collisions. For=DDI, similar effects wee obseved,
i.e. a moe than 50% peormance eduction per
connection for bidiectional teffic. The major
reason is that the FDandwidth of 100 Mit/s is
to be divided among all communication f{rens
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while ATM VCs can be pvided exclusively for
each pair of stations, and also for each direction.

Under nomal load conditions (with egular
backgound load), we also obsexd that the quality
of video tansmission véaed significantly due to the
current netwok and local load conditions. This
problem can only be adessed by offéng CBR
and VBRmechanisms with guanteed bandwidth.
However this requires esouce esevations in the
end systems and in the active nettvoomponents
(i.e. switches, auterss, bidges etc.). mpotant
resouces ae bandwidth, memar or buffers, and
CPU cycles.

For these easons, we arcurently woking on
the implementation of 8/P (resouce resewration
protocol) overATM. Major problems and concepts
are discussed below. This wois coupled with the
implementation of Png over ATM which is also
described.

[ll. IPng and RSVP: Concepts and
Implementation over ATM

The deployment of the newtemet Rotocol on
sepaate data link technologies is yeimportant in
view of a boad popagation conceing both
already existent technologies such as Htherand
new technologies such as ATMhis pat of the
paper descibes an implemented adaptation of
Intemet Rotocol next genettion on ATM Futther,
it introduces an appach to solve the pblem of
mapping QoS pametes required by applications
onto ATM parametes to utilize the advantages of
resouce esevation in ATM. These considations
are especially based on thee®duce ReSevation
Protocol (RSVP) as a futue constituent of an
Integmated  Serices htemet. The  major
chacteistic of RSVP is an extended suppoof
QoS for the Intemet Rotocol, wheeby IPng is
especially suitable supporg such esewation
protocol. Theefore we compa the emaging
integrated taffic sewices that a& being developed
by IETF and ATM Forum.

[II.LA. Major Concepts of IPng

IPng is a new vesion of the htemet Rotocol
which is assigned P version number6 and is
formally called Pv6. Because RBng is an
evolutionay step fom the htemet Rotocol (IPv4),
it comptises on one hand nunwers mechanisms of
IP which have been expanded kept in Png. On
the otherhand, it contains new mechanisms and
chamcterstics. The impovements of BPng in
contrast to Pv4 fall primarily into the following
categories:

Packet structure
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The IPng headerdee fig. 5) distinguishesdm
the IP headerin such a way, that some elements
have been educed and otheelements will be
optional. The distinction of options into diffarce
extension headsr will reduce the bandwidth
needed forthe IPng header Theefore, the Png
basic headewize is only the twofold of thePl
Vers.| Prio. | Flow Label A

Payload Lengthl Next Heade|‘ Hop Limit

a1ig oy

32 Bit
Fig. 5: IPng basic header

headereven though Rng increases theR addess
size fom 32 to 128 bit. 1 addition, the time of
packet pocessing in outes will be reduced
because the extension headgneally contains
information concering the endsystems. Changes in
the way Png headeoptions ae encoded allow for
more efficient fowarding, less stngent limits on
the length of options, and emter fexibility for
considering future options.

Addressing

The extension of thePhg addesses mvides
more addessing hiesirchy levels and a much
greater number of addessable nodes. nl
conjunction with these aspect®nf offes new
addess fomats. One of these is the Anycast
Address identifying sets of nodes, waby a packet
sent to an Anycast Addss is delivexd to one of
the nodes only.

Security and authentication

IPng includes additional options forthe
definition of extensions which pvide suppar for
authentication, data intagr, and confidentiality.
These basic elements &g will be included in all
its implementations.

Quality of service aspects

The Flow Label and therrity fields in the
IPng heademay be used by a host to identify those
packets forwhich a special handling byPhg
routess is equested, such as non-default quality of
sewice or"real-time" sevice. The chaacteistics of
this special handling fathe coresponding labelled
packets belonging to the same flow may be
conveyed by a easouce resevation potocol or
IPng options. This capability is impant in oder
to suppor multimedia andrealtime applications

Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

which requie some dege of consistent

throughput, delay, and/or jitter.
Transition mechanisms

To facilitate the migation from IPto IPng, IPng
includes tansition mechanisms, allowing an
adoption and deployment ofPrig in a highly
diffuse fashion, and a dict intepperbility
between P and Png. Examples of suchansition
mechanisms ar the dual P layer, automatic and
configured tunnelling, and thePlheadertranslation
as a special case of the communication oépiang
with IP hosts.

In conjunction with the adaptation d®lg onto
different link layes, IPng hosts need tceesolve or
detemine the neighbodink layeraddess which is
known to eside on attached links. The neighbour
discovey protocol will be applied forthat, using
ICMP messages fomformation intechange. This
is geneally done via multicasting the addrses of
neighbouing routess, thereachability of neighbour
hosts, and some additional infieation. Moving the
addess esolution up to theGQMP/IP layer makes
IPng moe independent &m the unddying link
layer. However although the neighboutiscovey
protocol was designed fothe deployment of
different link layes, it is mainly suited for
broadcast media like Ethernet.

[11.B. Integrating IPng and ATM

Recently, fomats and methods weerspecified
for the tansmission of ing packets ovedifferent
netwoks like Ethenet, FDD and Token kg. In
the following, we outline basic concepts fan
initial implementation of Png over ATM. As a
genenl basis, the following pametes must be
derivable from IPng paametes to allow suppdrof
applications via ATM networks:

¢ ATM address of destination,
¢ Quality of service and traffic parameters,

e Connection states and identifief the ATM
virtual channel.

The first thiee paametes represent infomation
which ae needed forthe signalling potocol to
establish a viwal connection. For making
resewvations for dedicated flows, it isequired to
detemine the associated wial channel identifier
Facilitating the assignment dPrig packets to ATM
VCs, the Png packet headecontains the flow
label, whee packets with flow label zerare sent
as best effort data.

To detemine the ATM destination addrss
accoding to the neighboudiscovey protocol, the
multicast capabilities of ATMmust be exploited.
That is, befoe sending multicast messages for
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neighboursolicitation, an addrss tanslation of a
multicast Png addess into a coasponding ATM
addess has to be perimed. To educe the
ovethead which will occurin conjunction with
using a centrl Multicast Addess Rsolution Serer

(MARS) [2], the ETF curently discusses sesr
solutions. Curntly, addess esolution for our

implementation ofng overATM is realized based
on the principle of classical IP over ATM.

The specification of QoS andaffic pamametes
for dedicated flows has to be pemihed by the
application. wever with the assistance ofS¥/P,
application-level QoS anddiffic palmametes can be
mapped onto ATM parmametes explicitly as
discussed below.

I1I.C. RSVP - Basic Concepts

Proposed as aimtemet daft, RSVPis a known
constituent of the ntegiated Serices htemet. t
provides especially eal-time applications with
guamanteed, pedictable and cordiled end-to-end
performance aass netwdss. £ is a leceiver-
oriented potocol, which may be classified as a
contmol protocol of the htemet Rotocol. Theefore,
it offers a flexible handling of hetegeneous
receives as well as an adaptation to dynamically
changing multicast @ups. The main task
performed by FSVP is signaling of esouce
requirrments at connection setup time. To be
precise, BBVP does not actuallyeseve orallocate
resouces but atherindicates esewvation requests
to the underlying systems.

Sender Router Receiver
“SB Path A, Path IB

| ResvErr : ResvErr ]

! PathTear | | PathTear |

Resv
PathEr
ResvTear

Resv
PathEr
ResvTear

— — ™ downsteam —®  yupsteam

Fig. 6: Exchange of RSVP messages

The transmission of BVP contol information
is implemented by encapsulatingSRP packets
into IP or IPng packets. Bsewations may be
performed for both unicast and multicast
connections. The basis of @sevation is a detailed
desciption of the flow taffic and the QoS
chamcteistics. h accodance with this fact, /P
defines the so-called flow and filtespecification.
The flow specification specifies theaffic (TSpec)
using token bucket pametes for descibing busty
traffic, and also detemines the equired QoS
paametes (RSpec). The filter specification
contains an identification of the flow fawhich
resewvations have been permed. Even though the
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