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. 1. PTO Utility Patent Application Transmittal Form (PTO/SB/05); ; S :
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US. Utility Patent Application entitled: :
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STERNE, KESSLER, GOLDSTEIN & Fox P.L.L.C.oo

-

Assistant Commissioner for Patents

September 28, 1999
x Page 2

a. A specification containing:

(i) 55 pages of description prior to the claims;
(ii) 4 pages of claims (16 claims);
(iii) a one (1) pageabstract;

b. Eleven (11) sheets of drawings: (Figures 1-11);

3. USPTO Utility Patent Application Transmittal Form PTO/SB/05;

4. 37 C.F.R. § 1.136(a)(3) Authorization to Treat a Reply As Incorporating An
Extension of Time(in duplicate); and

5. Two(2) return postcards.

It is respectfully requested that, of the two attached postcards, one be stamped with the
filing date of these documents and returned to our courier, and the other, prepaid postcard, be
stamped with the filing date and unofficial application numberand returned as soon as possible.

This application claimspriority to U.S. Application No. 08/896,797, filed July 18,
1997, now allowed, whichis a continuation of U.S. Application No. 08/595,323,filed,
February 1, 1996, now U.S. Patent No. 5,822,523.

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copyofthis letter
is enclosed.

 
This patent application is being submitted under 37 C.E_R. § 1.53(b) without

Declaration and withoutfilingfee.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

Raymond Millien

Attorney for Applicants
Registration No. 43,8060050002.pto
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CERTIFICATE OF MAILING BY "EXPRESS MAIL"

“Express Mail” Mailing Labei No. TBs

37CFR 1. 10 om the date indicated above and is ackiressed to:
Assistant Commissioner for Patenta , Waahingion, D.C. 20231

wearin

PATENT

Attorney Docket No. 16326-701

SERVER-GROUP MESSAGING SYSTEM

FOR INTERACTIVE APPLICATIONS

Inventors: Daniel Joseph Samuel
Marc Peter Kwiatkowski

Jeffrey Jackiel Rothschild

FIELD OF THE INVENTION

The present invention relates to computer network systems, and

particularly to server group messaging systems and methods for reducing

message rate and latency. 
Background of the Invention

There are a wide rangeofinteractive applications implemented on

computer systems today. All are characterized by dynamic response to the

user. The user provides input to the computer and the application responds

quickly. One popular exampleofinteractive applications on personal

10 computers (PCs)are games. In this case, rapid response to the user may mean

redrawing the screen with a new picture in between 30ms and 100ms.

Interactive applications such as gamescontrol the speed oftheir interaction

with the user through an internal time base. The application usesthis time base

to derive rates at which the user input is sampled, the screen is redrawn and

15 sound is played.

Petitioner Riot Games,Inc. - Ex. 1004, p. 5



Petitioner Riot Games, Inc. - Ex. 1004, p. 6

-2-

As computers have become more powerful and common, it has become

important to connect them togetherin networks. A network is comprised of

nodes andlinks. The nodes are connected in such a waythatthere exists a path

from each nodeover the links and through the other nodesto each of the other

5 nodes in the network. Each node may be connected to the network with one

or morelinks. Nodesare further categorized into hosts, gateways and routers.

Hosts are computer systemsthat are connected to the network by onelink.

They communicate with the other nodes on the network by sending messages

and receiving messages. Gateways are computer systems connected to the 4

10 network by more than onelink. They not only communicate with the other

nodesas do hosts, but they also forward messages on one oftheir network

links to other nodes on their other network links. This processing of

forwarding messagesis called routing. In addition to sending and receiving

messages and their routing functions, gateways may perform otherfunctions in

15 a network. Routers are nodes that are connected to the network by more than

one link and whosesole function is the forwarding ofmessages on one network

link to the other networklinks to whichit is connected. A network consisting
 

of many network links can be thought of as a network of sub-networks with

gateways and/or routers connecting the sub-networks together into whatis

20 called an internet. Today the widely known example of a world wide internetis

the so called “Internet” which in 1995 has over 10 million computers connected

full time world-wide.

With so many computers on a single world-wide network, it is desirable to

create interactive networked applications that bring together many people in a

25 shared, networked,interactive application. Unfortunately, creating such
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shared, networked,interactive applications runs into thelimitations ofthe

existing network technology.

As an example, consider a game designed to be deployed over a network

whichis to be played by multiple players simultaneously. The game could be

5 implemented in software on a PC connected to a network. A rate set byits
internal time base, it would sample the inputs ofthe local user, receive

messages from the network from the PCs ofthe other players and send

messages out to the PCs ofthe other players. A typical rate will be ten time

per second for a time period of 100ms. The messages sent between the PCs

10 would contain information that was needed to keep the gameconsistent

between all of the PCs. In a gamethat createdtheillusion ofa spatial

environment where each player could move, the packets could contain

information about the new positions ofthe players as they moved. Today there

are many commercial example ofPC gamesthat can be played between

15 multiple players on Local Area Networks (LANs)or by twoplayers overdial-

up phonelines using modems. The network messages sent by such games

contain a widevariety of information specific to the game. This can include

 
position and velocity information of the objects in the game along with special

actions taken by a playerthat effect the other players in the game.

20 The case of a two player game played over a modemis particularly simple.

If the message rate is 10 messages per second, each PC sends 10 messages per

second to the other PC and receives 10 messages per second. The delay

introduced by the modemsand phoneline is small and will not be noticed in

most games. Unfortunately, the case of two players is uninteresting for

25 networked interactive applications. With the same gameplayed with 8 players

on a LAN,the message rate increases. Each PC must send 7 messages, one to
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each ofthe other 7 players every time period and will receive 7 messages from

the other players in the same time period. If the messaging time periodis

100ms, the total message rate will be 70 messages sent per second and 70

messages received per second. As can be seen the messagerate increases

5 linearly with the numberofplayers in the game. The message rates and data

rates supported by popular LANsare high enough to support a large number of

players at reasonable message sizes. Unfortunately, LANsare only deployed in

commercial applications and cannot be considered for deploying a networked

interactive application to consumer users.

10 The wide area networks available today to consumerusers all must be

accessed through dial-up phonelines using modems. While modem speeds

have increased rapidly, they have now reachedabit rate of28.8 Kbits/sec

which is close to the limit set by the signal-to-noise ratio ofconventional phone 
lines. Further speed increases are possible with ISDN,but this technology is

15 not ready for mass market use. Other new wide area networking technologies

are being discussed that would provide much higher bandwidth, but none are

close to commercial operation. Therefore, in deploying a networked, 
interactive application to consumers,it is necessary to do so in a way that

operates with existing networking and communications infrastructures.

20 In the exampleofthe 8 player networked game, consider a wide area

network implementation where the PCs of eachofthe players is connected to

the network with a 28.8 Kbit/sec modem. Assumethat the network used in

this example is the Internetso that all of the network protocols and routing

behavior is well defined and understood. If the game uses TCP/IP to sendits

25 messages between the PCsin the game, the PPP protocol overthe dial-up

phonelines can be advantageously used to compress the TCP/IP headers.
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Even so, a typical message will be approximately 25 bytes in size. Sent

through the modem, this is 250 bits. The messages are sent 10 times per

second to each of the other PCsin the game and received 10 times per second

from the other PCs. This is 35.0 Kbits/sec which exceeds the capabilities ofthe

5 modem by 20%. Ifthe messages are reduced to 20 bytes, just 8 players can be
supported, but this approach clearly cannot support networked interactive

applications with large numbersofparticipants. There are other problems

beyondjust the bandwidth of the network connection. There is the loading on

each PC caused by the high packet rates and thereis the latency introduced by

10 the time needed to send all of the outbound packets. Each packet sent or

received by a PC will require some amount ofprocessing time. As the packet

rate increases with the numberofplayers in the game, less and less of the

processorwill be available for running the game softwareitself. Latency is

importantin an interactive application because it defines the responsiveness of
15 the system. Whena player provides a new input on their system, it is desirable

for that input to immediately affect the gameonall of the other players

systems. This is particularly important in any game where the game outcome

 
dependson players shootingat targets that are moved by the actions ofthe

other players. Latency in this case will be the time from whena player acts to

20 movea target to the timethat the target has moved on the screensofthe other

players in the game. A major portion ofthis latency will come from the time

needed to send the messagesto the other seven players in the game. In this

example the time to send the messagesto the other 7 players will be

approximately 50 ms. While the first player of the seven will receive the

25 message quickly, it will not be until 50 ms have passed that the last player of

the seven will have received the message.
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Internet Protocol Multicasting

As mentioned before, the Internet is a widely known example of a wide

area network. TheInternetis based on a protocol appropriately called the

Internet Protocol (IP). In the OSI reference modelfor layers of network

protocols, IP correspondsto a layer 3 or Network layer protocol. It provides
services for transmission and routing ofpackets between two nodesin an

internet. The addressing model provides a 32 bit address for all nodesin the

network and all packets carry source and destination addresses. IP also defines

the routing ofpackets between networklinks in an inter-network. Gateways
and routers maintain tables that are used to lookup routing information based

on the destination addresses of the packets they receive. The routing

informationtells the gateway/router whetherthe destination ofthe packet is

directly reachable on a local network link connected to the gateway/routerorif
not, the address of another gateway/router on one ofthe local network links to

which the packet should be forwarded. On top ofIP are the layer 4 transport

protocols TCP and UDP. UDPprovides datagram delivery services to
applications that does not guarantee reliable or in-order delivery of the
datagrams. TCP is a connection oriented service to applications that does

providereliable delivery of a data stream. It handles division of the stream into
packets and ensuresreliable, in-order delivery. See the Internet Society RFCs:
REC-791 “Internet Protocol”, RFC-793 “Transmission Control Protocol” and

RFC-1180 “A TCP/IP Tutorial”. IP, TCP and UDPare unicast protocols:

packets, streams or datagramsare transmitted from a source to a single
destination.

As an example, consider Figures 1 and 2. Figure 1 showsa conventional
unicast network with hosts 1, 2, 3 and 4 and networklinks 11, 12, 13, 14,

Petitioner Riot Games,Inc. - Ex. 1004, p. 10
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15,16,17, 18 and 19 and routers 5, 6, 7, 8, 9 and 10. In this example, each host

wants to send a data payload to eachofthe other hosts. Host 1 has network

address A, host 2 has network address C, host 3 has network address B and

host 4 has network address D. Existing network protocols are typically based

5 on packet formats that contain a source address, destination address and a

payload. This is representative of commonly used wide area network protocols
such as IP, There are other componentsin an actual IP packet, but for sake of

this example, only these items will be considered. Figure 2 showsthe example

packets that are sent by the hosts to one another using a conventional unicast
10 network protocol such as IP. Host 1 send packets 20, to host 3, packet 21 to

host 2 and packet 22 to host 4. Host 1 wants to send the same data P1 to each
ofthe other three hosts, therefore the payload in all three packets is the same.

Packet 20 travels over network links 11, 12, 15 and 18 and through routers 5,

6, and 8 to reach host 3. In a similar fashion host 3 sends packets 23 to host 1,

 
15 packet 24 to host 2 and packet 25 to host 4. Host 2 and host 4 send packets

26, 27, 28 and 29, 30, 31 respectively to the other three hosts. All ofthese

packets are carried by the unicast networkindividually from the source host to 
the destination host. So in this example each host must send three packets and

receive three packets in order for each host to send its payload to the other

20 three hosts.

As can be seen, each host must send a packet to every other host thatit

wishes to communicate with in an interactive application. Further, it receives a

packet from every other host that wishes to communicate with it. In an
interactive application, this will happen at a regular and high rate. All ofthe

25 hosts that wish to communicate with one anotherwill need to send packets to

each other eight to ten times per second. With four hosts communicating with
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one anotherasin this example, each host will send three messages and receive

three messageseight to ten times per second. As the numberofhosts in the

application that need to communicate with one another grows, the message
rate will reach a rate that cannot be supported by conventional dial-up lines.

This makesunicast transport protocols unsuitable for delivering interactive

applications for multiple participants since their use will result in the problem of
high packet rates that grow with the numberofparticipants.

Work has been done to attempt to extend the IP protocol to support

multicasting. See RFC-1112 “Host Extensions for IP Multicasting.”. This
documentdescribes a set of extensions to the IP protocol that enable IP

multicasting. IP multicasting supports the transmission of a IP datagram to a

host group by addressing the datagram to a single destination address.
Multicast addresses are a subset ofthe IP address space and identified by class

D IP addresses- these are IP addresses with “1110” in the high order4 bits.

The host group contains zero or more IP hosts and the IP multicasting protocol
transmits a multicast datagram to all members of the group to whichit is

addressed. Hosts may join and leave groups dynamically and the routing of

multicast datagrams is supported by multicast routers and gateways. It is

proper to describe this general approach to multicast messaging as “distributed
multicast messaging”. It is a distributed technique because the job of message

delivery and duplicationis distributed throughout the networkto all of the
multicast routers. For distributed multicast messaging to work in a wide area

network, all of the routers handling datagramsfor multicast hosts must support

the routing of multicast datagrams. Such multicast routers must be aware of
the multicast group membership ofall of the hosts locally connected to the
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router in order to deliver multicast datagramsto local hosts. Multicast routers

must also be able to forward multicast packets to routers on their local network

links. Multicast routers must also decide to whichifany local routers they

must forward multicast datagrams. When a multicast datagram is received, by
a multicast router, its group address is comparedtoalist for each local

multicast router ofgroup addresses. Whenthere is a match, the datagram is
then forwarded to that local multicast router. Therefore, the multicast routers

in the network must maintain an accurate and up to datelist ofgroup addresses

for which they are to forward datagrams to. Theselists are updated when

hosts join or leave multicast groups. Hosts do this by sending messages using
Internet Group ManagementProtocol (IGMP)to their immediately-

neighboring multicast routers. A further attribute of distributed multicast

messaging is that the routers must propagate the group membership

information for a particular group throughout the network to all of the other

routers that will be forwardingtraffic for that group. RFC-1112 does not

describe how this is to be done. Manydifferent approaches have been defined

for solving this problem that will be mentioned later in descriptions ofrelated

prior art. Despite their differences,all ofthese approaches are methods for

propagation of multicast routing information between the multicast routers and

techniquesfor routing the multicast datagrams in an inter-network supporting
distributed multicast messaging.

The distributed multicast messaging approach has a numberofundesirable

side effects. The process of propagation ofgroup membership information to

all of the relevant routers is not instantaneous. In a large complex networkit

can even take quite a period oftime depending on the numberofroutersthat

must receive that updated group membership information and how many
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routers the information for the group membership update must past through.
This process can easily take many seconds and even minutes depending on the
specifics ofthe algorithm that is used. RFC-1112 mentionsthis problem and
someofthe side effects that must be handled by an implementation ofa

practical routing algorithm for multicast messaging. One problem results when

groups are dynamically created and destroyed. Since there is no central

authority in the network for assigning group addresses, it is easily possible in a
distributed network for there to be duplication ofgroup address assignment.
This will result in incorrect datagram delivery, where hosts will receive

unwanted datagramsfrom the duplicate group. This requires a method at each

hostto filter out the unwanted datagrams. Anotherset ofproblemsresult from

the time delay from whena groupis created, destroyed orits membership
changed to whenall of the routers needed to route the datagramsto the

member hosts have been informed ofthese changes. Imagine the case where

Host N joins an existing group by sending a join messageto its local router.

The group already contains Host M which is a numberofrouter hops away
from Host N in the network. Shortly after Host N has sentit join message,
Host M sends a datagram to the group,but the local router ofHost M has not

yet been informed ofthe change in group membership and as a result the

datagram is not forwarded to oneofthe particular network links connected to

the local router ofHost M thatis the only path in the network from that router

that ultimately will reach Host N. The result is that Host N will receive no

datagrams addressed to the group from Host M until the local router ofM has

its group membership information updated. Other related problems can also

occur. When a hostleaves a group, messages addressed to the group will

continue for some time to be routed to that host up to the local router of that
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host. The local router will know at least not to route the datagram onto the

local network of that host. This can still result in a great deal of unnecessary

datagramsbeingcarried in a large network when there are many active

message groups with rapidly changing memberships.

Finally, distributed multicast messaging does not sufficiently reduce the

message rate between the hosts. With distributed multicast messaging, each

host need only send one message addressed to the message group in order to

send a messageto all of other hosts in the group. This is an improvement over

conventional unicast messaging where one message would need to be sent to

each ofthe other hosts in a group. However, distributed multicast messaging

does nothing to reduce the received messagerate at each of the hosts when

multiple hosts in a group are sending messages to the groupclosely spaced in
time. Let us return to the example of a group of ten hosts sending messages

seven times per-secondto the group. With conventional unicast messaging,

each host will need to send 9 messages to the other hosts, seven timesper-

second and will receive 9 messages, seven times per-second. With distributed

multicast messaging, each host will need to send only one message to the group

containing all of the hosts seven times per-second, but will still receive 9

messages, seven times per-second.It is desirable to further reduce the number

of received messages.

An exampleofdistributed multicasting is shown in Figures 3 and 4. Figure
3 shows a network with multicast routers 39, 40, 41, 42, 43 and 44 and hosts

35, 36, 37, 38 and networklinks 45, 46, 47, 48, 49, 50, 51, 52 and 53. The
four hosts have unicast network addresses A, B, C, D and are also all members

ofa message group with address E. In advance the message group was created
and each ofthe hosts joined the message group so that each ofthe multicast
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routers is aware of the message group and has the properrouting information.

A network protocol such IP with multicast extensions is assumed to be used in

this example. Host 35 sends packet 54 with source address A and destination

multicast address E to the entire message group. In the same mannerhost 37

sends packet 55 to the group, host 36 sends packet 56 to the group and host38

sends packet 57 to the group. As the packets are handled by the multicast

routers they are replicated as necessary in order to deliver them to all the

membersofthe group. Let us consider how a packetssent by host 35 is

ultimately delivered to the other hosts. Packet 54 is carried over network link

45 to multicast router 39. The router determines fromits routing tables that

the multicast packet should be sent onto networklinks 46 and 47 and

duplicates the packet and sends to both of these network links. The packet is

received by multicast routers 40 and 43. Multicast router 43 sends the packet

onto network link 50 and router 40 sends its onto links 48 and 49. The packet

is then received at multicast routers 44, 42 and 41. Router 41 sends the packet

over network link 51 whereit is received by host 36. Router 42 sends the

packet over network link 52 to host 37 and router 44 sends the packet over

link 53 to host 38. A similar process is followed for each of the other packets

sent by the hosts to the multicast group E. The final packets received by each

host are shown in Figure 4.

While distributed multicasting does reduce the number of messages that

need to be sent by the hosts in a networked interactive application, it has no

effect on the numberofmessagesthat they receive. It has the further

disadvantages ofpoor behavior when group membershipis rapidly changing

and requires a special network infrastructure of multicast routers. It also has

no support for message aggregation and cannotdo so since message delivery is
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distributed. Distributed multicasting also has no support for messages that

define logical operations between message groups and unicast host addresses.

All of these problems can be understood when placed in context of the

design goals for distributed multicast messaging. Distributed multicast

messaging was not designed for interactive applications where groups are

rapidly created, changed and destroyed. Instead it was optimized for

applications where the groups are created, changed and destroyed over

relatively long time spans perhaps measured in many minutes or even hours.

An example would be a video conference whereail the participants agreed to

connect the conference at a particular time for a conference that might last for

an hour. Another would be the transmission ofan audio or video program

from one host to many receiving hosts, perhaps measured in the thousands or

even millions. The multicast group would exist for the duration of the

audio/video program. Host members would join and leave dynamically, but in

this application it would be acceptablefor there to be a significant time lag

from joining or leaving before the connection was established or broken.

While IP and multicast extensions to IP are based on the routing of packets,

another form ofwide area networking technology called Asynchronous

Transfer Mode (ATM) is based on switching fixed sized cells through switches.

Unlike [P which supports both datagram and connection oriented services,

ATM is fundamentally connection oriented. An ATM network consists of

ATM switches interconnected by point-to-pointlinks. The host systems are

connected to the leaves of the network. Before any communication can occur

betweenthe hosts through the network, a virtual circuit must be setup across

the network. Two forms of communication can be supported by an ATM

network. Bi-directional point-to-point between two hosts and point-to-
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multipoint in one direction from one host to multiple hosts. ATM, however,

does not directly support any form of multicasting. There are a number of

proposals for layering multicasting on top of ATM. One approachis called a

multicast server, shown in Figure 8. Host systems 112, 113, 114, 115 setup

point-to-point connections 106, 107,108 and 109 to a multicast server 105.

ATM cells are sent by the hosts to the multicast server via these links. The

multicast server sets up a point-to-multipoint connection 111 to the hosts

whichcollectively constitute a message group. Cells sent to the server which

are addressed to the group are forwarded to the point-to-multipointlink 111.

The ATM network 110 is responsible for the transport and switching for

maintainingall of the connections between the hosts and the server. Thecells

carried by the point-to-muitipoint connection are duplicated when necessary by

the ATM switches at the branching points in the network tree between and

forwarded down the branching networklinks. Therefore, the network is

responsible for the replication of the cells and their payloads, not the server.

This method has the same problemsas distributed multicasting when used for

an interactive application. Each hoststill receives individual cells from each of

the other hosts, so there is no aggregation of the payloads ofthecells targeted

at a single host. There is no support for addressing cells to hosts based on

logical operations on the sets of members of host groups.

Related Prior Art

There are a numberofexisting patents and European patent applications

that are related to the area of the invention. These can be organized into two

separate categories: multicast routing/distribution and source to destination
multicast streams.
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Multicast routing and distribution

These patents are US 4,740,954 by Cotton et al, US 4,864,559 by Perlman,

US 5,361,256 by Doeringer et al, US 5,079,767 by Perlman and US 5,309,433

5 by Cidonet al. Collectively these patents cover various algorithms for the

routing and distribution of the datagramsin distributed multicast networks.

None deal with the problems described previously for this class of multicast

routing and messagedistribution such as poor behaviors when the message

groups changerapidly. In all of these patents, messages are transmitted from a

10 host via a distributed network ofroutersto a plurality ofdestination hosts

which are members of a group. Since these patents deal only with variants of

distributed multicasting they provide no means to reduce the received message

rate, no method to aggregate messages and provide no methodin the messages

to perform logical operation on message groups.

15 Source to destination multicast streams

These are PCTs and a European patent application. They are EP 0 637 149

A2 by Perlman et al, PCT/UJS94/11282 by Danneels et al and

PCT/US94/11278 by Sivakumar et al. These three patent applications deal

 
with the transmission ofdata streams from a source to a group ofdestinations.

20 In none of these patent applications, is a method described for transmitting data

between multiple members of a group. In all of these applications, the data

transmission is from a source toaplurality of designations. Since these patent

applications deal only with point-to-multipoint messaging, they can provide no

means to reduce the received message rate, no method to aggregate messages

25 and provide no methodin the messages to perform logical operation on

message groups.
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SUMMARYOFTHEINVENTION

The presentinvention relates to facilitating efficient communications

between multiple host computers over a conventional wide area

communications network to implement an interactive application such as a

computer game between multiple players. In such an application, the hosts will

be dynamically sending to each other information that the other hosts need in

order to keep the interactive application operating consistently on each of the

hosts. The invention is comprised of a group messaging server connected to

the network that maintains a set of message groups used by the hosts to

communicate information between themselves. The invention further

comprises a server-group messaging protocolused by the hosts and the server.

The server-group messaging protocolis layered on top of the Transport Level

Protocol (TLP) of the network andis called the Upper Level Protocol (or

ULP)., In the OSI reference model the ULP can be thoughtofas a session

layer protocolbuilt on top ofa transport or applications layer protocol. The

ULPprotocoluses a server-group address spacethat is separate from the

address space of the TLP. Hosts send messagesto addressesin the ULP

address space to a group messaging server using the underlying unicast

transport protocolof the network. The ULP address spaceis segmentedinto
unicast addresses, implicit group messaging addresses and logical group

messaging addresses. The implicit and logical group messaging addresses are

collectively called group messaging addresses.

Host systems mustfirst establish connections to a group messaging server

before sending messages to any ULP addresses. The process of establishing

this connection is done by sending TLP messages to the server. The server

establishes the connection by assigning a unicast ULP address to the host and
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returning this address in an acknowledgment messageto the host. Once

connected, hosts can inquire about existing message groups, join existing

message groups, create new message groups, leave message groups they have

joined and send messages to ULP addresses known by the server. Each
messagegroupis assigned either an implicit or logical ULP address depending

on its type.

Figure 5 shows an example of a wide area network with a group messaging

server ("GMS"). Hosts 58 has TLP address A and ULP address H, host 59 has
TLP address C and ULP address J, host 60 has TLP address B and ULP

address I and host 61 has TLP address D and ULP address K. The networkis

a conventional unicast network of networklinks 69, 70, 71, 72, 73, 74, 75, 76,

and 77 and unicast routers 63, 64, 65, 66, 67, and 68. The group messaging

server 62 receives messages from the hosts addressed to a message group and

send the contents of the messages to the members ofthe message group.

Figure 6 shows an example of datagrams sent from the hosts to a message

group that they are membersof. As before, a TLP such as IP (where the
message header contain the source and destination TLP addresses) is assumed
to be used here. Host 58 sends message 80 which contains the TLP source

address A ofthe host and the destination TLP address S for the GMS 62. The

destination ULP address G is an implicit ULP address handled by the GMSand

the payload P1 contains both the data to be sent and the source ULP address H
of the host. It is assumedthat prior to sending their ULP messagesto the

GMS,that each hostas already established a connection to the GMSand

joined the message group G. Host 60 sends message 81 with payload P2
containing data and source ULP address I. Hosts 59 sends message 82 with
payload P3 containing data and source ULP address J. Host 61 sends message
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83 with payload P4 containing data and source ULP address K. The GMS
receivesall of these messages and sees that each messageis addressed to

implicit message group G with members H,I, J, and K. The GMScan either
process the message with or without aggregating their payloads. Figure 6
shows the case where there is no aggregation and Figure 7 showsthe case with

aggregation.

Without aggregation, the GMS generates the outbound messages 84, 85,

86, 87, 88, 89, 90, 91, 92, 93, 94, and 95 which it sends to the hosts. The

datagrams have TLP headers with the source and destination TLP addresses of
the GMSandthe hosts respectively. The next field in the datagrams is the

destination ULP of the datagram. Datagrams 84, 85, and sent to host 58 with

TLP address A and ULP address H. Datagrams 87, 88, and 89 are sent to host

60 with TLP address B and ULP address I. Datagrams 90, 91 and 92 are sent

to host 59 with TLP address C and ULP address J. Datagrams 93, 94 and 95

are sent to host 61 with TLP address D and ULP address K respectively. As

can be seen from the payloads that each host has received, each host has

received the payloads from the other three hosts. Note that each host has not

received a copy ofits own original message. Thisis because the GMShas
performed echo suppression. Thisis selectable attribute of the GMSsince in
someapplications it is usefulfor the hosts to receive and echo of each message
that they send to a group that they are also members of. In the example of
Figure 6, it has been shown howthe present invention can achieve the same
message delivery as distributed multicasting without its disadvantages.
Without aggregation, the present invention enables a host to send a single
message to multiple other hosts that are members of a message group. It
reduces the messagetraffic that a host must process in an interactive

Petitioner Riot Games,Inc. - Ex. 1004, p. 22



Petitioner Riot Games, Inc. - Ex. 1004, p. 23

 
 15

20

25

-19-

application by reducing the number of messagesthat each host mustsend to the

others. Without aggregation, however, there is no reduction in the number of

messages received by the hosts. Without aggregation we can achieve the same

message rate as distributed multicasting without the need for a network with

multicast routers, we can use a conventional unicast network such as the

Internet. The present invention also avoids the problems that dynamic group

membership causes for distributed multicasting. Group membership can be

changed very rapidly. Groups can be created,joined andleft by single unicast

messages from hosts to the GMS. These messageswill be point-to-point

messagesand will not have to propagate inthroughout the network nor have to
cause routing table changesin the routers. This ability to rapidly and

accurately change group membershipis critical to the implementation of

networkedinteractive applications. Consider a computer game for multiple

players that supports hundredsofplayers that are spread throughout a three

dimensional space created by the game. At any time only a few players will be

able to see and effect one another in the game since otherplayers will be in

other areas that are out of sight. Using conventional phonelines to carry the

data from each players computerto the network, it will not be possible to send

all actions of each playerto all ofthe other players, but because only a few

players will be in close proximity at any one time, it will not be necessary to do
so. It is only necessary to send data betweenthe playersthat are in close

proximity to one another. These “groups” ofplayers naturally map onto the
message groups ofthe invention. As players move aboutthe three dimensional

space of the game, gamewill cause them to join and leave message groupsas

necessary. If this does not happenrapidly it will limit the interactivity of the

gameor causeinconsistent results for the different players in the game.
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The invention also allows aggregating message payloads of multiple

messagesdestined to a single host into a single larger message. This can be

done because of the GMS whereall of the messages are received prior to being

sent to the hosts. Figure 7 shows an example of how this works. The hosts

send their messages to the GMSin exactly the samefashion as in Figure 6

using the same addresses previously defined in Figure 5. Host 58 sends

message 96, host 60 sends message 97, host 59 sends message 98 and host 61

sends message 99. The GMSreceivesall of these messages and creates four

outbound messages 100, 101, 102 and 103. The process by which these

messageswill be explainedin detail in the detailed description of the invention.

Each messageis destined to a single host and contains an aggregated payload

with multiple payload items. Message 100 has a destination ULP address H for

host 58 and aggregated payload P2, P3 and P4 from the messagesfrom hosts

59, 60 and 61. Message 101 is targeted at host 60, message 102 is targeted at

host 59 and message 103is targeted at host 61. As can be seen, each host

sends one message and receives one message. The received message is longer

and contains multiple payloads, but this is a significant improvement over

receiving multiple messages with the wasted overhead of multiple message

headers and message processing time. Overall the invention has dramatically

reduced the amount of data that mustbe sent and received by each host. Since

the bit rate over conventional phone lines using a modemis low, a reductionin

the amount of data that must be sent and received directly translates into

improved time and latency for message communications between the hosts.

Hosts create, join and leave message groupsusing control messagesin the

ULPprotocolto the GMS. Hosts mayalso read and write application specific
state information that is stored in the GMS. When hosts send messages to
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other hosts, the message must beat least addressed to an implicit group

address. The ULPimplicit address will always be the primary address ina

message from one host to another. The message may optionally specify

auxiliary destination addresses. In many cases the implicit ULP address will be

the only destination ULP address in the message. The GMSwill handle

delivery of the ULP messages addressed to the implicit message grouptoall of

the hosts that are members of the group. A ULP send message may optionally

specify an addresslist of auxiliary addresses in addition to the primary

destination of the implicit ULP address. This auxiliary address list can contain

only unicast and logical ULP addresses. The addresslist can also specify set

operators to be performed between the sets of host ULP addresses defined by

the unicast addresses and logical groups. Once the addresslist has been

processed to yield a set ofhosts, this set is intersected with the set of hosts that

are membersofthe implicit message group specified by the primary implicit

ULPaddress in the message. This ability to perform logical set operators on

message groupsis very usefulin interactive applications. It allowsa single

ULP message toselectively deliver a message to hosts thatfit a set of

computed criteria without the sending host having to know the anything about

the membersofthe groupsin the addresslist. Recall the example of a

networked game with hundredsofplayers in a three dimensional environment

created by the game. Consider an implicit message group consisting ofall of

the gameplayers in a certain area of the game whereall of the players can

interact with one another. Consider that the players are organized into multiple

teams. Logical message groups could be created for each team within the

game. To send a messagetoall the players within the area that were on one

team, a ULP message would be sent to the ULP implicit message group forall
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the players in the area with an auxiliary address of the logical message group

for all the players on the selected team. The GMS would perform the proper

set intersection prior to sending the resulting messages to the targeted hosts.

The result of this will be that the message will only be delivered to the players

on the selected team in the selected area of the game.

In summary, the present invention deals with the issues of deploying an

interactive application for multiple participants on wide area networks by

providing a method for reducing the overall message rate and reducing latency.

This invention uses a Server group messaging approach, as oppose to the above

described “distributed multicast messaging” approach. Thepresent invention

overcomesthe undesirable side effects of the distributed multicast messaging

approach. Further, it reduces the message rate betweenthe hosts. As pointed

out in an example discussed above, with prior art distributed multicast

messaging, each hostwill need to send only one messageto the group

containingall of the hosts seven times per-second, but will still receive 9

messages, seven times per-second. Thepresent invention of server group

messaging has each host sending one message, seven times per-second and

receiving one message, seven times per-second.

The presentinventionis different from the multicast routing and
distribution method disclosed in U.S. Patent Nos. 4,740,954, 4,864,559,

5,361,256, 5,079,767 and 5,309,433. Since these patents deal only with
variants ofdistributed multicasting they provide no means to reduce the

received messagerate, no method to aggregate messages and provide no

method in the messages to perform logical operation on message groups. This

differs from the present invention where messages from multiple hosts
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addressed to a message groupare received by a group server which processes

the contents of the messages and transmits the results to the destination hosts.

The present inventionis also different from the source to destination

multicast streams approach disclosed in EP 0 637 149 A2, PCT/US94/11282

and PCT/US94/11278. In all of these references, the data transmission is from

a sourceto a plurality of designations, whereas the present invention describes

data transmission from a sending host to a server host system and then from the

server hostto the destination hosts.

These and other features and advantagesofthe present invention can be

understood from the following detailed description ofthe invention together

with the accompanying drawings.

DESCRIPTION OF DRAWINGS

Figure 1 shows a conventional unicast network consisting ofhosts,

network links and routers.

Figure 2 shows the unicast datagrams on a conventional unicast network

that would be needed to implementan interactive application between four

hosts.

Figure 3 showsa priorart multicast network consisting of hosts, network
links and multicast routers.

Figure 4 showsa multicast datagrams ona prior art multicast network that

would be needed to implement an interactive application between fourhosts.

Figure 5 shows a unicast network equipped with a group messaging server

in accordance withthe present invention.

Figure 6 shows the ULP datagrams without payload aggregation on a

network according to the present invention that would be needed to implement

an interactive application between four hosts.
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Figure 7 shows the ULP datagrams with payload aggregation on a network

according to the present invention that would be needed to implement an

interactive application between fourhosts.

Figure 8 showsa prior art ATM network with a multicast server.

Figure 9 showsthe detailed datagram format and address format for ULP

messages in accordance with the presentinvention.

Figure 10 showsthe internal functions of the GMS according to the present

invention.

Figure 11 showsthe host software interface and functions needed to

support the ULP according to the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides a method for multiple host computers to

efficiently communicate information to one another over a wide area network

for the purposes of implementing an interactive application between multiple

users. The method consists of three components: a host protocolinterface, a

protocol and a server. The protocolis between the host protocolinterface and

the server and is implemented on top of the network transport protocol of a

wide area network. The protocolis called the Upper Level Protocol (ULP)

since it is layered abovethe existing network Transport Level Protocol (TLP).

In the OSI reference model the protocol can be described as a Session Layer

protocol on top of the Transport Layer of the network. Figure 11 showsthe

hostprotocolinterface, 151, relative to the interactive application, 150, and the

host interface for the Transport Level Protocol , 153. The networkinterface,

155, provides the physical connection for the host to the network. The

network communications stack, 154, is the communications protocol stack that

provides network transport services for the host and the host interface for the
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Transport Level Protocol, 153, is and interface between host application

software and the network transport services of the network communications

stack.

The interactive application can send and receive conventional network

messages using the host interface to the TLP. Theinteractive application also

can send and receive ULP messages through the hostinterface for the ULP.

Internal to the host interface for the ULPis a table, 152, of all ULP addresses

which the host can send messages to. Each entry in the table contains a pair of

addresses, a ULP address and its corresponding TLP address. Whenthe host

sends a message to a ULP address, that message is encapsulated in a TLP

messagesent to the TLP address corresponding to that ULP address. This

allows the ULP messages to be handled transparently by the transport

mechanisms ofthe existing network. A core function of the ULP is group

messaging where hosts send messages to message groups populated by

multiple hosts. This allows a host to send a message to multiple hosts with one

ULP message. Since the ULPis layered on top of the TLP, the group

messaging functions of the ULP operate on a conventional unicast network

where TLP messages can only be sent from onehost to only one other host.

The group based messaging is implemented through the use of a server

called a group messaging server. All ULP messages from the hosts are sent

from the hosts to a group messagingserver using the TLP protocol. The

server processes the ULP portion of the messagesand takes the necessary

required by the ULP message. Control ULP messagesare processed locally by
the server and may be acknowledged to the sending host. ULP messages

addressed to other hosts are processed by the group messaging server and then
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re-transmitted to the proper ULPdestination hosts, again using the TLP

protocol to encapsulate and transport these messages.

In Figure 5, hosts 58, $9, 60 and 61 send messages to one another using
the ULP over a conventional unicast network using a group messaging server

62. The network consists of conventional routers 63, 64, 65, 66, 67 and 68

connected with conventional networklinks 69, 70, 71, 72, 73, 74, 75, 76 and

77. Host 58 can send a messageto hosts 59, 60 and 61 by sending a single

ULP message to the group messaging server 62 where the ULP message

specifies a destination address that is a ULP message group. The ULP

message is encapsulated in a TLP message addressed to the group messaging
server. This causes the message to be properly routed by router 63 to network

link 71 to router 67 to the server 62. The group messaging serverreceives the

ULP message and determinesthat the message is addressed to a message group

containing hosts 59, 60 and 61 as members. The server sends the payload of

the received message to eachofthe hosts in three new ULP messages

individually sent to the three hosts. Since each message is encapsulated in a

TLP message, the messages are properly carried over the conventional unicast

network. Thefirst ULP messageis sent by the group messaging server to host

61. This messageis carried by networklinks 71, 70, 72 and 75 and routers 67,

63, 64 and 65. The second ULP messageis sent by the group messaging server

to host 60. This messageis carried by networklinks 71, 70, 73 and 76 and

routers 67, 63, 64 and 66. The third ULP messageis sent by the group

messaging server to host 61. This messageis carried by network links 74 and
77 and routers 67 and 68.
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The invention can be implemented both in a datagram form and in a

connection oriented form. To best understand the details of the invention,it is

best to first consider a datagram implementation.

Datagram Transport Implementation

The ULP can be implemented as a datagram protocol by encapsulating

addresses, message type information and the message payload within a

datagram ofthe underlying network transport protocol. The general form of

the ULP datagram message format is shown in Figure 9 as elements 123, 124,

125, 126, 127, 128 and 129. The transport header 123 is the datagram header

of the TLP that is encapsulating the ULP datagram. The ULP message type

field 124 indicates whetherit is a send or receive message,if it is a control

message or a state message. The following table showsthe different message

types. The ULP messagetypefield must be present in a ULP datagram.

Message Types
Send

Receive

Send Control

Receive Control

Send State

Receive State

AnhhWWre
Send messagesare always sent from a host to a group messaging server.

Messages from a group server to the hosts are always receive messages. Send

Control messages are messages from hosts to a group messaging server

requesting a control function be performed. Receive Control messages are

acknowledgments from a group messaging serverto the hosts in response to a
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prior Send Control messages. The Send and Receive State messages are

special cases of the Send and Receive Control messages that allow hosts to

read and write application specific state storage in the group messaging server.

The specific control functions supported by the ULP will be explained later.

The destination ULP address 125 is required in ULP datagrams and

specifies the primary destination of the ULP message. The address countfield

126 is required in ULP send messagetypes andis not present in ULP receive

message types. Whenthe address countfield in a ULP send messageis non-

zero, it specifies the numberofauxiliary destination addresses for the send

messagethat follow the address countfield. These auxiliary destination

addresses are shown as items 127 and 128,butit is understood that there are as

many auxiliary ULP destination addresses as specified by the address count

field. Finally there is the payload 129.

The payload format for ULP datagrams is defined by items 116, 117, 118,

119, 120, 121 and 122. Item 116 is the message count and defines how many

payload elements will be contained in the payload. A single payload element

consists ofa triplet of source ULP address, data length and data. Items 117,

118 and 119 comprise the first payload element of the payload. Item 117 is the

ULPaddress ofthe source ofthe payload element,item 118 is the data length

for the data in the payload element and item 119 is the actual data. Items 120,
121 and 122 comprise the last payload elementin the payload. ULP send

messages only support payloads witha single payload element, so the message

countis required to be equal to one. ULP receive messages may have payloads

with one or more payload elements.
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ULP Address Space

The address space of the ULPis divided into three segments: unicast host

addresses, implicit group addresses and logical group addresses. All source

and destination addresses in ULP must bein this address space. The ULP

address space is unique to a single group messaging server. Therefore each

group messaging server has a unique ULP address space. Multiple group

messaging servers may be connected to the network and hosts may

communicate with multiple group messaging servers without confusion since

each ULP datagram contains the header of the TLP. Different group

messaging servers will have unique TLP addresses which can be used by the

hosts to uniquely identify multiple ULP address spaces. The format for ULP

addresses is shown in Figure 9 comprised of items 130, 131 and 132. The

address formatfield 130 is a variable length field used to allow multiple address

lengths to be supported. The address type field 131 indicates the type ofULP

address: unicast host, implicit group or logical group. The encodingis as

follows:

Address Type Encoding
00 Unicast Host Address

01 Unicast Host Address

10 Implicit Group Address

11 Logical Group Address

The address format encoding determines the length ofthe address field and

therefore the total length of the ULP address. This encoding is shown below.

Note that when the address type specifies a unicast host address, the low bit of

the address type field is concatenated to the address field to become the most

significant bit of the address. This doubles the size of the address space for
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unicast host addresses whichis useful since there will generally be more hosts

than group messaging servers.

Address Format Encoding
0 29 Bit Address Field

10 4 Bit Address Field

110 11 Bit Address Field

ULPunicast host addresses are assigned to each host whenit first connects

to a group messaging server. When a host sends a message to other ULP

address, the unicast ULP address of the host will appear as the source ULP

addressin the received payload element. Unicast ULP host addresses can also

be used as destination addresses only as auxiliary addresses in a ULP send

message. They are not allowed to be used to as the primary ULP destination

address. This means that hosts cannot send ULPdirectly to one another, but

always must send the messages to one another through a group messaging

server.

Implicit group addresses are created by a group messaging server in

response to a control message to the server requesting the creation of an

implicit message group. The host requesting the creation ofthe implicit

message group becomes a memberofthe message group whenit is created.

Other hosts can send inquiry control messages to the group messaging server

to learn of its existence and then send a implicit group join message in order to

join the group. The group messaging server maintainsalist of ULP addresses

of hosts that are membersofthe implicit message group. Implicit ULP group

addresses are the only ULP addresses allawed to be the primary destination of

a ULPsend message. Implicit ULP addresses will never appear as ULP source

addresses in a payload element.
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Logical ULP addresses are used both to address logical message groups

and for specifying set operations between the group membersofthe auxiliary

ULP addresses in a ULP send message. Logical message groupsare created

and joined similarly to implicit message groups, however, logical ULP

addresses may only be used as auxiliary ULP addresses in a ULP send message.

Logical ULP addresses will also never appear as source ULP addresses in a

payload element. The support of set operations between message groups as

part of a ULP send message will be explained in a later section on ULP send

messages.

Group Messaging Server Internal Functions

The internal components of the group messaging server are shown in

Figure 10.

In the preferred embodiment, the group messaging serveris a general

purpose computer system with a network interface to connect it to a wide area

network. Item 135 is the network interface for the group messaging server and

includes not only the hardware connection to the network but the

communications protocol stack used to implement the TLP on the server.

Item 136 is an overall control function for the group messaging server.

This control function is responsible for all ULP messagesthat are sent or

received by the GMS. Internal to this control function are several important

storage and processing functions. Item 137 is an address map forall hosts

currently connected to the GMS. This address mapis a list of the ULP host

address of each host connected to GMSandits corresponding TLP address.

This enables the control function to construct the necessary TLP headers for

sending ULP messages to the hosts connected to the GMS. Item 138 is a list

of all of the currently active implicit ULP addresses currently recognized by the
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GMS. Item 139is an application specific state storage and processing

function. Manyinteractive applications deployed over a networkwill be able

to be implemented solely with host based processing. In these casesall data
that needs to be sent between the hosts can be transported using the ULP.

However, someapplications will need maintain a centrally stored and

maintained repository of application state information. This is useful when

hosts may join or leave the application dynamically. When hostsjoin such an

application, they will need a place from which they can obtain a snapshotof the
current state of the application in order to be consistent with the other hosts

that already where part of the application. To read and write this state storage

area, the ULP supports send and receive state message types. Within these

messages,thereis the ability to access a state address space so that different

portions of the state can be individually accessed. Application specific

processing ofstate written into this state storage area can also be implemented.
Items 140 and 141 are two of multiple ULP server processes running on

the GMS. These are software processes that are at the heart of the ULP. Each

implicit ULP addresses recognized by the GMShas a one-to-one

correspondence to a ULPserver process and to a message group maintained by

the process. Since all ULP send messages must have an implicit ULP address
as the primary destination address of the message, every ULP send messageis
sent to and processed by a ULP server process. These processes are created by
the GMScontrol function in response to ULP control messagesto create new

implicit ULP addresses. They are destroyed when the last host whichis a
memberofits message grouphas left the message group. Internal to a ULP

server processis a list, 142, of the ULP host addresses of the membersofthe
message group, a set of message queues 143 for each host which is a member
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of the message group and a message aggregation function 149 whichis used to

aggregate multiple messages to a single host into a single message.

Item 145 maintainsalist of all of the logical ULP addresses and message

groups in the GMS. Items 144 and 146 represent two of multiple logical ULP

addresses. For each logical ULP address, there is a correspondinglist, 147 and

148 of the host ULP addresses of the membersofthe logical message group.

The logical message groups are not tied to specific ULP server processes, but

are global with a GMStoall of the ULP server processes.

Control Functions

The control functions consist of connect, disconnect, create group, close

group,join group, leave group, query groups, query group members, query

groupattributes. These control functions are implemented by a ULP send and

receive control messages. The controlfunctions are initiated by a host sending

a ULPsend control message to a GMS. These messages only allow a primary

ULPdestination address in the message and do no allow auxiliary addresses.

The primary ULP addressis interpreted as a control address space with a

unique fixed address assigned to each of the control functions enumerated

above. The contents of data in the payload supplies any arguments needed by

the control function. Returned values from the control function are retumed in

a ULPreceive control messagethat is addressed to the host that sent the

original control message for which data is being returned. The detailed

operation ofthese control functions is described below.

Connect

This control function allows a host to connect to a GMS. Thedestination

ULPaddress in the messageis a fixed addressthat indicates the connect

function. The source ULP address and any data in the payload are ignored.
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Uponreceiving this message, the GMS controlfunction, 136, creates a new

host address and enters the host address in the host address map 136 along

with the source TLP address from the TLP header of the message. Upon

successful completion, the GMScontrol function responds with a receive

control ULP message addressed to the host along with a function code in the

data portion of the payload that indicates successful host connection. The

destination ULP address in the message is the ULP addressassigned to the

host. The host saves this and uses it for any future messages to the GMS. If

there is an error, the control function returns a message to the host with a

function code in the data portionofthe payload indicating failed host

connection.

Disconnect

This function allows a host to disconnect from a GMS. Thedestination

ULP address in the messageis a fixed address that indicates the disconnect

function. The source ULP addressis used to remove the host from

membership in any implicit or logical groups prior to disconnecting. Any data

in the payload is ignored. The GMScontrolfunction also removesthe entry

for the host from the host address map. Upon successful completion, the GMS

control function responds with a receive control ULP message addressed to the

host along with a function codein the data portion of the payload that indicates

successful host disconnection. The destination ULP addressin the messageis

the ULP address assigned to the host. If there is an error, the control function

returns a message to the host with a function codein the data portion of the

payload indicating failed host disconnection.
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Create implicit group

This function allows a host to create a new implicit message group and

associated implicit ULP address and server process. The payload in the

message may contain a single payload item whose data field holds attributes of

5 the group. Theseattributes can be used to define any optional functions ofthe

group. The destination ULP address in the messageis a fixed address that

indicates the create implicit group function. The GMScontrol function

allocates a new implicit ULP address, adds it to the implicit ULP addresslist

138 and creates a new ULP server process 140. The host that sends this

10 message is added to the membership list of the implicit group. This is done by

adding the source ULP addressin the message to the group membershiplist

142 in the ULP server process. Upon successful completion, the GMScontrol 
function responds with a receive control ULP message addressed to the host

along with a function codein the data portion of the payload that indicates

15 successful implicit group creation. The source ULP addressin the payloadis

the ULP address assigned to the new implicit group. Ifthere is an error, the 
control function returns a message to the host with a function codein the data

portion of the payload indicatingfailed implicit group creation.

Createlogicalgroup

20 This function allows a host to create a new logical message group and

associated logical ULP address. The payload in the message may contain a
single payload item whosedata field holds attributes of the group. These

attributes can be used to define any optional functions of the group The

destination ULP address in the messageis a fixed address that indicates the

25 create logical group function. The GMScontrolfunction allocates a new

logical ULP address and addsit to the logical ULP addresslist 145. The host
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that sends this message is added to the membershiplist of the logical group.

This is done by adding the source ULP address in the message to the group

membership list 147 for the new logical message group 144. Upon successful

completion, the GMScontrol function responds with a receive control ULP

message addressed to the host along with a function codein the data portion of
the payload that indicates successfullogical group creation. The source ULP
address in the payload is the ULP address assigned to the new logical group. If
there is an error, the control function returns a message to the host with a

function code in the data portion of the payload indicating failed implicit group

creation.

Joingroup

This function allows a hostto join an existing logical or implicit message

group. The destination ULP address in the messageis a fixed address that
indicates the join group function. The data portion ofthe payload contains the
ULPaddress of the groupthatis to be joined. The GMScontrolfunction
looks at this address and determinesif it is an implicit or logical ULP address.

If it is an implicit ULP address, the GMS control function finds the ULP server

process selected by the address in the message payload and adds the source
ULP host address from the message to the group membershiplist 142. Ifit is a

logical ULP address, the GMScontrol function finds the logical ULP address
144 selected by the address in the message payload and adds the source ULP
host address from the messageto the group membershiplist 147. Upon

successful completion, the GMS control function responds with a receive
control ULP message addressed to the host along with a function code in the

data portion ofthe payload that indicates successful group join. The source
ULP addressin the payload is the ULP address of the group that was joined. If
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there is an error, the control function returns a message to the host with a

function code in the data portion of the payload indicating failed implicit group

creation.

Leavegroup

This function allows a host to leave an existing logical or implicit message

groupthatit is a member of. The destination ULP address in the messageis a

fixed address that indicates the leave group function. The data portion of the

payload contains the ULP address of the group that is to be left. The GMS

control function looks at this address and determines if it is an implicit or

logical ULP address. If it is an implicit ULP address, the GMScontrol

function finds the ULP server process selected by the address in the message

payload and removes from the group membershiplist 142 the source ULP host

address from the message. If the host is the last memberofthe group, the ULP

server process is terminated and the implicit ULP addressis de-allocated. If it

is a logical ULP address, the GMScontrolfunction finds the logical ULP

address 144 selected by the address in the message payload and removes from

the group membership list 147 the source ULP host address from the. Ifthe

host is the last memberofthe group, the ULP addressis de-allocated. Upon

successful completion, the GMScontrol function responds with a receive

control ULP message addressedto the host along with a function codein the

data portionof the payload thatindicates successful group leave. If there is an
error, the control function returns a message to the host with a function code in

the data portion of the payload indicating failed implicit groupcreation.

Querygroups

This function allows a hostto get a list of all implicit and logical message

groups currently active on a GMS. The destination ULP address in the
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messageis a fixed address that indicates the query groups function. Any data

portion of the payload is ignored. Upon successful completion, the GMS

control function responds with a receive control ULP message addressed to the

host along with a payload with multiple payload elements. Thefirst payload

element contains a function code indicating successful query groups. The

source ULP addressinthe first payload element is ignored. Each of the

subsequent payload elements contain a ULP group address in the source

address field of the payload element that is one of the active group addresses

on the GMS. Thereis no data field in these subsequent payload elements. If

there is an error, the control function returns a messageto the host with a

function code in the data portion of a payload with a single payload element

indicating failed query groups.

Querygroupmembers

This function allows a host to get a list ofall hosts that are members of a

message group. The destination ULP address in the messageis a fixed address

that indicates the query group members function. The data portion ofthe

payload carries the address ofthe message group for the query. Upon

successful completion, the GMScontrol function responds with a receive

control ULP message addressed to the host along with a payload with multiple

payload elements. Thefirst payload element contains a function code

indicating successful query group members. The source ULP addressin the

first payload element is ignored. Each of the subsequent payload elements

contain a ULP host address in the source address field of the payload element

that is one of the active group addresses on the GMS. Thereis no data field in

these subsequent payload elements. If there is an error, the control function
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retumms a messageto the host with a function code in the data portion of a

payload with a single payload element indicating failed query group members.

Querygroupattributes

This function allows a host to get a list of the attributes of a message

group. The destination ULP address in the messageis a fixed address that

indicates the query groupattributes function. The data portion of the payload

carries the address of the message group for the query. Upon successful

completion, the GMScontrol function responds with a receive control ULP

message addressed to the host along with a payload with a two payload

elements. The first payload element contains a function code indicating

successful query group members. The second payload element contains the

attributes of the message group. If there is an error, the control function

returns a messageto the host with a function codein the data portion of a

payload with a single payload element indicating failed query groupattributes.

Send Message Operation

In order to fully understand the operations of the send messagefinction, a

numberofindividual cases are worth considering.

Single implicit destinati

The most simple case is a send messageto a single implicit ULP address.

In all send message datagrams, the destination ULP address 125 must be an

implicit ULP address. In this case of a single implicit destination, this is the
only destination address in the datagram. The auxiliary address count 126is

zero and there are no auxiliary destination addresses 127 or 128. The payload

consists of a message count 116 of one, the ULP ofthe host sending the

message in the source ULP address 117 and the data length 118 and data 119.
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Send message datagrams may only have a single payload item so their message

count field 116 must always be one.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

The GMSreceives the message and the GMS controlfunction 136 determines

thatit is a send message datagram and looks up the implicit destination address

in its implicit ULP addresslist 138. If the address does not exist, an error

messageis returned to the sending host with a ULP receive message datagram.

If the address is valid, the GMScontrol function removes the TLP header from

the datagram and sends the ULP portion to the ULP server process

correspondingto the destination implicit ULP address. Assumefor discussion

that this is the ULP server process 140. The ULP server process 140 will

extractthe single payload item from the message 117, 118 and 119 and place
the payload item in each of the message queues 143. There will be one

message queue for each memberofthe message group served by the ULP

server process 140. The membersofthe group will have their host ULP

addresses listed in the host addresslist 142. Each message queue in a ULP

server processwill fill with payload items that are targeted at particular

destination hosts. The mechanisms by which payload items are removed from

the queuesandsentto the hosts will be described later.

ii icast destinati

In this case in addition to an implicit destination 125, thereis also a single

auxiliary address 127 in the datagram. The auxiliary address count 126is one

and the auxiliary destination addresses 127 is a unicast host ULP address. The

payload consists of a message count 116 of one, the ULP ofthe host sending
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the message in the source ULP address 117 and the data length 118 and data

119.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

5 The GMSreceives the message and the GMScontrol function 136 determines

that it is a send message datagram and looks up the implicit destination address

in its implicit ULP addresslist 138 and the unicast host ULP auxiliary address

in the host address map 137. If either of addresses does not exist, an error

message is returned to the sending host with a ULP receive message datagram.

10 If the addresses are valid, the GMS control function removes the TLP header

from the datagram and sends the ULP portion to the ULPserver process

corresponding to the destination implicit ULP address. Assume for discussion

that this is the ULP server process 140. The ULPserver process extracts the

auxiliary ULP address from the message and determines from the address that

15 it is a unicast host ULP address. The server process then checksto see if this

address is a member of the message group defined by the host addresslist 142.

 
If it is not, no further action is taken and the payload item in the message is not

placed in any of the message queues 143. Ifthe host addressis in the message

group, the payload item in the messageis placed in the single message queue

20 correspondingto that host. The net effect is that the ULP server process has

performeda set intersection operation on the members of the message group

selected by the implicit ULP destination address and defined by the group

membership list 142 with the membersofthe set of hosts defined by the

auxiliary address. The payload item is them sent only to the hosts that are

25 members ofthis set intersection.
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Auxiliary logical destination

In this case in addition to an implicit destination 125, there is also a single

auxiliary address 127 in the datagram. The auxiliary address count 126 is one

and the auxiliary destination addresses 127 is a logical ULP address. The

payload consists of a message count 116 of one, the ULP ofthe host sending

the message in the source ULP address 117 and the data length 118 and data

119.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

The GMSreceives the message and the GMScontrol function 136 determines

that it is a send message datagram and looksup the implicit destination address

in its implicit ULP address list 138 and the logical ULP auxiliary addressin list

of logical ULP addresses 145. If either of addresses does not exist, an error

messageis returned to the sending host with a ULP receive message datagram.

If the addresses are valid, the GMScontrol function removes the TLP header

from the datagram and sends the ULP portion to the ULP server process

corresponding to the destination implicit ULP address. Assumefor discussion

that this is the ULP server process 140. The ULP server process extracts the

auxiliary ULP address from the message and determines from the address that

it is a logical ULP address. Assumefor this example that this logical ULP

addressisthe logical address 144. The server process fetches the group
membershiplist 147 corresponding to the logical address and performs a set

intersection operation with the group membershiplist 142 of the server

process. If there are no membersofthis set intersection, no further action is

taken and the payload item in the messageis not placed in any of the message

queues 143. If there are membersofthe set intersection operation, the payload
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item in the messageis placed in the queues corresponding to the hosts that are

membersof the set intersection.

ili wi

In its most sophisticated form, a send message can perform set operations

5 between the implicit message group of the ULP server process and multiple

logical and unicast ULP addresses. This is done by placing multiple auxiliary
destination ULP addresses in the message with logical operators imbedded in

the addresslist. The address count 126 holds a countofthe total auxiliary

addresses in the addresslist 127 and 128. The auxiliary addresses are a mix of

10 logical ULP addresses and unicast host ULP addresses. Two logical ULP
addresses in the ULP address space are assigned the role of specifying set

operations to be performed betweenthe logical message groups and unicast
host addresses in the messagelist. They are specially assigned addresses for

the functions set intersection, set union. A third logical addressis used to

1$ indicate set complement. The payload consists of a message count 116 of one,
 

the ULP ofthe host sending the message in the source ULP address 117 and

the data length 118 and data 119.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.
20 The GMSreceives the message and the GMScontrol function 136 determines

that it is a send message datagram and looks up the implicit ULP message in

the implicit ULP addresslist 138 andall of the addresses in the addresslist
either in the host ULP address map 137 orin the logical ULP addresslist 145

as appropriate. If any of addresses does not exist, an error message is returned
25 to the sending host with a ULP receive message datagram. If the addresses are

valid, the GMScontrol function removes the TLP header from the datagram
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and sends the ULPportion to the ULP server process correspondingto the

destination implicit ULP address. Assumefor discussion that this is the ULP

server process 140. The ULP server process extracts the auxiliary ULP
addresslist from the message and scans it from beginning to end. The scanning

and processing ofthe set operators is done in post-fix fashion. This means that

arguments are read followed by an operatorthat is then applied to the

arguments. The result of the operator becomesthefirst argument ofthe next
operation. Therefore at the start of scanning two addresses are read from the
addresslist. The next address will be an operatorthat is applied to the

arguments and theresult of this operatoris the first argumentto be used by the

next operator. From then on a single addressis read from the address list

followed by a logical ULP address whichis operator on the two arguments

consisting of the new argument and the results ofthe last operator. The logical
address used to indicate set complementis not a set operator, by an argument

qualifier since it can precede any address in the address list. The meaning of
the set complement argumentqualifier is relative to the group membership of

implicit group address in the send message. If the set complement qualifier

precedes a unicast host address which is not a member of the message group
selected by the implicit ULP address in the send message, the effective

argumentis the set ofall hosts that are members ofthe implicit message group.
If the set complement qualifier precedes a unicast host address which is a
memberof the message groupselected by the implicit ULP address in the send

message,the effective argumentis the set ofall hosts that are members of the
implicit message group exceptfor the original unicast host address qualified by
the complementfunction. If the set complement qualifier precedes a logical
ULP address the effective argumentis the set ofall hosts that are members of
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the implicit message group specified by the send message excepthosts thatare

members of the logical message group preceded by the set complement

modifier. Once the entire address list has been processed to a single result set

ofhosts, a set intersection operation is performed onthis set and the set of

membersof the implicit message group 142 defined by the implicit address in

the send message. If there are no membersofthis set intersection, no further

action is taken and the payload item in the message is not placed in any of the

message queues 143. If there are membersofthe set intersection operation,

the payload item in the messageis placed in the queues correspondingto the

hosts that are members ofthe set intersection.

Message Delivery and Aggregation

Once messages are entered into the message queues in the ULP server

processes, there are a variety ofways that they can ultimately be delivered to

the targeted hosts. In the invention, the delivery methodis set on a per-ULP

server process basis by attributes that are provided at the time that an implicit

ULP message group and server process are created. It is important during the

description of these methods to keep in mind thatthe inventionis intended to

provide an efficient means for a group of hosts to send messages to each other
at a rapid rate during the implementation of a networked interactive

application. Also assumed in the following description is that the GMS
performs echo suppression whena host sends a message to a group that it
belongs to. This means that the host will not receive a copy of its own message

to the group either as a single un-aggregated message oras a payload item in
an aggregated message. This is controlled by a ULP server process attribute
that can be changedto stop echo suppression, but echo suppressionis the

default.
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ImmediateDelivery

The most simple delivery method is to immediately deliver the payload

items to their targeted hosts as soonas theyare placed in the message queues.

Each payloaditem in a message queue will contain a ULP source address, a

data length and the data to be sent. To implement immediate delivery, the ULP

server process will remove a payload item from a message queue for a

particular host 143. The host address for this host will be obtained from the
group membership list 142. The payload item and the destination host address
will be sent to the GMScontrol function 136 whereit will be used to create a

ULPreceive messagesent to the destination host. The GMScontrol function

136 will use the destination ULP host address to look up the TLP address of

the host from the host address map 137. This will be used to create a TLP

header for the message 123. The ULP message type 124 will be ULPreceive,

the destination ULP address 125 will be the destination host, the address count

will be 0 and there will be no auxiliary addresses. The payload in this case will

have a message count116 of 1 and the payload item comprised of fields 117,

118, and 119 will be the payload element taken from the message queue.

Immediate delivery is useful when the message rate between a group of

hosts is low. Consider four hosts that are members ofan implicit message

group where each memberofthe group sends a messageto every other
memberofthe groupat a fixed rate. With immediate delivery, each host will
send three messagesto the other membersofthe group and receive three

messages from the other membersofthe groupat the fixed rate. This is
acceptableis the size of the groupis small and the message rate is low.
However,it is obvious that total messagerate is the product of the underlying

message rate and the total number of members of the group minus one. Clearly

Petitioner Riot Games,Inc. - Ex. 1004, p. 50



Petitioner Riot Games, Inc. - Ex. 1004, p. 51

 10

15

20

25

-47-

this will result in unacceptably high message rates for large groupsand highly

interactive message rates. A group of 20 membersthat had an underlying

message rate of 10 messages per second would yield a total message rate at

each host of 190 messages sent and 190 messages received every second. This

message rate will be unsupportable over a conventional dial-up connection to a
conventional wide area network suchas the internet.

Aggregation

A key conceptin the present inventionis the aggregation of multiple

messages in a message queueinto a single ULP receive message to a host that
contains multiple payload itemsin the payload. The ULP server process 140

removes payload items from a message queue 143 for a host and accumulates
them in an aggregation buffer 149. The aggregation buffer has buffer areas for
each host for which there is a message queue. These individual host areas

within the aggregation buffer are called host aggregation buffers. The start and

end ofthis aggregation period can be controlled in a number ofways that will
be described in the next sections. At the end of the aggregation period, the

each host aggregation buffer may hold multiple payload items. The host
ageregation buffer will hold a message count ofthe payload items followed by
the multiple payload items. The contents of a host aggregation buffer along
with the ULP host address of the corresponding host are sent to the GMS

control function 136 whereit will be used to create a ULP receive message

sent to the destination host. The GMScontrolfunction 136 will use the

destination ULP host address to look up the TLP addressofthe host from the

host address map 137. This will be used to create a TLP header for the
message 123. The ULP message type 124 will be ULPreceive, the destination
ULP address 125 will be the destination host, the address count will be 0 and
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there will be no auxiliary addresses. The payload in this case will have a

message count 116 set by the message count value from the host aggregation

buffer. The payload will contain all of the payload items from the host

aggregation buffer.

The effect of aggregation will be to greatly reduce the total message rate

received by the hosts. A single message to a hostwill be able to carry multiple

payload items received from the other hosts during the aggregation period.

This fits very well the interactive applications of this invention where groups of

hosts will be sending messagesto all the other hosts in the groupat a periodic

rate. Aggregation will be very effective in collecting togetherall of the

messages from all of the other hosts into a single message for each member of

the group. The reduces processing at each receiving host since a single

messagewill be received rather than many separate messages. Aggregation

will also reduce the total data rate to the hosts since aggregationeliminates the

need for separate message headers for each payload item. The savings will be

significant for small payload items since there will be only one message header

comprising fields 123, 124 and 125 for multiple payload items. In cases where

a group of hosts are sending messages to the group at a periodic rate, it is often
thecase in manyinteractive applications that the data being sent by each host
to the groupis very similar to the messagessent by the other hosts. This

affords the opportunity within an aggregated payload of multiple payload items

to apply a data compression methodacross the multiple data elements of the

payload elements. A wide variety ofknown data compression methodswill
lend themselvesto this application. Thefirst data elementin thefirst payload

item can besent in uncompressed form with each subsequent data element

being compressed using some form ofdifference coding method. A variety of
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known data compression methodsuse the concept of a predictor with

differences from the predicted value being encoded. Thefirst data elementin

an aggregated payload can be used as this predictor with the subsequent data

elements coded using such a data compression method. These conventional

data compression methods do not assume any knowledgeofthe internal
structure or function of portions of a data element to compress. It is also

possible to make use of application specific coding techniques that take

advantage of such knowledge to potentially achieve muchhigher coding

efficiency.

Server[sochronous

One method by which the aggregation time period can be defined is called

Server Isochronousor SI. In this method, A ULP Server Process defines a

uniform time base for defining the aggregation time period. This time baseis

defined by three parameters: the time period, the aggregation offset and the

transmit offset. These parameters are set by the attributes provided in the

create implicit group control function at the time the implicit group and the
ULP server process are created. The time periodis a fixed time interval during
which the ULP server process will accumulate messagesin the message

queues, aggregate the messages in the queues and send the aggregated
messagesto the targeted hosts. The aggregation offset defines the pointafter
the start of the time period after which arriving messages will be stored in the
message queuesfor delivery in the next time period. Therefore, at the
aggregation offset after the start of the time period, a snapshotwill be taken of
all of the messages in each message queue. New messages will continue to
arrive and be entered into the queuesafter the aggregation offset. Only those

messagesin the queues before the aggregation offset point will be aggregated
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into outbound messages. The resulting aggregated messages will then be sent

to their targeted hosts at the point in time which is the transmit offset after the

start of the time period. Theresult is that messages arrive continuously and are

stored in the message queues. Oncepertime period the are aggregated into

single messages to each host whichis the target of messages and once per time

period these aggregated messagesare sent to the hosts.

Another embodiment of the SI methodis to allow the ULP server process

to dynamically vary the time period based on somecriteria such as the received

messagerates, and/or received data rate. The ULPserver could use a function

to define the aggregation period based on the number of messages received per

second orthe total number of payload bytes received per second. One

reasonable function would be to shorten the aggregation period as the rate or

received messagesor data rate of the received payloads increased. This would

tend to keep the size of the outbound messages from growing too much as

received messages and/orreceived data rate grew. Other possible functions

could be used that varied the aggregation period based on received message

rates, received payload data rates or other parametersavailable to the ULP

server process.

HostSynchronous

The host synchronous or HS methodofdefining the aggregation time

period allows the definition of a flexible time period that is controlled by the

hosts. It is based on the conceptofa turn whichis a host sending a message to

one or more members ofthe implicit message group whichis operating is HS

mode. Once every host in the message group has taken a tum, the aggregation

period ends. A snapshot ofthe contents of the message queuesis taken, the

contents of each of the queuesis aggregated and the aggregated messages are
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sent to the hosts targeted by each message queue. A refinement to this

technique qualifies which of the three ULP send message types to the group

constitute a host turn: a send only to the implicit address of the group, a send

to a unicast host address within the group or a send to a logical ULP address

which shares members with the group. Theattributes of the group not only

will define HS aggregation, but one or more ULP send message typesthat wiil

be considered a host turn. A further refinement sets the total number of turns

that a host can take in a single aggregation time period. The default will be one

turn, but multiple turns can be allowed. Ifa host attempts to take more turns

than allowed, the messagesare ignored.

This aggregation technique has the additional benefit of causing the hosts

which are member of an HS implicit message group to have their processing

functions synchronized when they are executing the sameinteractive

application. Many networkedinteractive applications are based on a simple

overall three step operational model: wait for messages from other hosts,

process the messagesandthe local users inputs to update the local application,

send messagesto the other hosts. This basic application loop is repeated at a

rate fast enoughto provide an interactive experience such as 5 to 30 times per

second. It is desirable to keep such applications synchronized so that the states

of the applications is consistent on the different host machines. When such

applications communicate using the HS model of the present invention their

operations will becomenaturally synchronized. The HS ULPserver process

will wait until all of the members of the message group has completed their

turns and sent a messageto the group before sending the aggregated messages

to the members of the group. This will cause the applications on the hosts to

wait until they have received the aggregated messages. They will all then start
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processing these messages along with the local user inputs. Even if they

perform their processing at different speeds and send their next messages to the

group at different times, the HS ULPserver will wait until all have completed

their processing and reported in with a message to the group. This will keep all

ofthe host applications synchronized in that every host will be at the same

application loop iteration as all of the others. This will keep the application

state consistent on all of the hosts. Only network propagation delays from the

GMSto the hosts and different processing speeds of the hosts will cause the

start and completion of their processing to begin at different times. It is not a

requirement in networked applications to keepall of the hosts precisely

synchronized, only that that application state is consistent. The HS method

provides a natural wayto dothis in the context of the present invention.

Preferred Embodiment

The detailed description of the invention has described a datagram

implementation of the invention as the best way to explain the invention. The

preferred embodimentofthe inventionis as follows.

In the preferred embodiment, the wide area network is the Internet and the

TLP protocol is TCP/IP. The GMSis a general purpose computer system

connected to the Internet and the hosts are personal computers connected to

the Internet.

TCP/IP provides an numberof advantages that provide for a moreefficient

applications interface on the hosts 151. TCP/IP supports the concept of source

and destination port numbersin its header. The ULP can make use of the port

numbersto identify source and destination ULP connections. Most ULP send

messageswill be from hosts to a implicit ULP group addresses and most ULP

receive messages will be from the implicit ULP addresses to the ULP host
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addresses. All of these and the ULP messagetypefield can represented by

source and destination port addresses within the TCP/IP header. This means

that for most ULP messages, the ULP message encapsulated within the TCP/IP

message need only contain the payload. Thereis the slight complication of the

aggregated ULP receive messagessent from a ULP server process to a hosts.

Herethe destination port will be the host the source port will be for the implicit

ULP group address and the payload will still contain the source host ULP

addresses in each the payload items.

TCP/IP also supports header compression for low speed dial-up lines which

is also importantin this application. See RFC 1144. TCP/IP is a connection

oriented protocol which providesreliable end-to-end transport. It handles re-

transmission on errors and fragmentation and reassembly ofdata transparently

to upper level protocols. Header compression allows muchofthe TCP/IP
header to be omitted with each packet to be replaced by a small connection

identifier. This connection ID will uniquely define a connection consisting of a

source and destination IP address and source and destination TCP/IP port

numbers.

At the interface to the application on the hosts, the preferred embodiment

of the ULP is as a session layer protocol. In the preferred embodimentthe

application on a host opens a session with a ULP server process. This session
is identified with a unique session ID on the host. The host application then

sends data to the ULP host interface 151 tagged with this session ID. The

session ID defines a host and implicit ULPpair including the TCP/IP TLP

address of the GMSserverthat is running the particular ULP server process for

the implicit ULP address. By binding the transport address of the GMS of a
ULPserver process to the session ID, we can transparently to the application
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support multiple group messaging servers on the network and a single host can

have multiple active sessions with different physical group messaging servers.

This avoids any address spacecollision problems that could arise from the fact

that the ULP address space is unique to each GMS.

Alternate Embodiments

Onepossible extension to the invention is to extend the ULP to support a

common synchronized time base on the GMSandthehosts that are connected

to it. This would be most interesting in context of the SI message aggregation

mode. The SI time base on the GMScould be replicated on all of the hosts and

all of the hosts and the GMScould lock these time bases together. There are

known methods to synchronize time bases on multiple computer systems. One

such methodis called NTP.

Another extension to the invention is to define ULP server processes that

perform specific application specific processing on the contents of the messages

that are received. A variety ofdifferent application specific processing

functions can be defined and implemented. A particular function would be

selected by attributes provided in the create implicit group function. These

functions could process the data in the message payloads and replace the data

elements in the payloads with processed results. Separately, or in combination

with processing the message payloads, the processing could store either raw

message payload data in the application specific state storage area or could

store processed results.

Clearly, the host system need not be personal computers, but could also be

dedicated gameconsolesortelevision set top boxes or any other device with a
programmable controller capable of implementing the ULPprotocol.
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The wide area network used to transport the ULP protocol need not be the

Internet or based on IP. Other networks with some meansfor wide area

packet or datagram transport are possible including ATM networks ora digital

cable television network.

5 The invention now being fully described, it will be apparent to one of

ordinary skill in the art that any changes and modifications can be made thereto

without departing from the spirit or scope of the invention as set forth herein.

Accordingly, the present inventionis to be limited solely by the scope of the

appendedclaims.
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WHATIS CLAIMEDIS:

L. A method for providing group messages to a plurality of host

computers connected over a unicast wide area communication network,

comprising the stepsof:

providing a group messaging server coupled to said network, said server

communicating with said plurality ofhost computers using said unicast

network and maintaining a list of message groups, each message group

containing at least one host computer,

sending, byafirst host computer belongingto a first message group, a

messageto said server via said unicast network, said message containing a

payload portion and a portion foridentifying said first message group; and

transmitting, by said server via said unicast network, said payload portion

to selected host computers belonging to said first group.

2. The method of claim 1 wherein said selected host computers

comprising all host computers belongto said first group except said first host

computer.

3, The method of claim 1 wherein said message also contains a portion

for identifying a second message group, said selected host computers being

selected from a set operation of membersin said first and said second message
groups.

4. ~ The method of claim | further comprising the step of creating, by a

second host computer, said first message group by sendinga first control

messageto said server via said unicast network.
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5. The method of claim 4 further comprising the step ofjoining, by

said first host computer, said first message group by sending via said unicast

network a second control message to said server specifying said first message

group.

6, The method of claim 1 wherein said network is Internet and said

server communicates with said plurality of host computers using a session layer

protocol

7. A methodfor providing group messagesto a plurality of host

computers connected over a unicast wide area communication network,

comprising the steps of:

providing a group messaging server coupled to said network, said server

communicating with said plurality of host computers using said unicast

network and maintaininga list of message groups, each message group

containing at least one host computer,

sending, by a plurality of host computers belonging to a first message

group, messagesto said server via said unicast network, said messages
containing a payloadportion and a portion for identifying said first message

group,

aggregating, by said serverin a time interval determined in accordance with
a predefinedcriterion, said payload portions of said messages to create an

aggregated payload,

forming an aggregated messageusing said aggregated payload; and
transmitting, by said server via said unicast network, said aggregated

message to a recipient host computer belonging to said first message group.
8. The method ofclaim 7 wherein said timeinterval is a fixed period of

time.
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9. The method of claim 7 wherein said time interval corresponds to a

time for said serverto receive at least one message from each host computer

belonging to said first message group.

10. The method ofclaim 7 further comprising the step of creating, by

one ofsaid plurality of host computers, said first message group by sending a

first control messageto said server via said unicast network.

11. The methodofclaim 10 further comprising the step ofjoining, by

someofsaid plurality of host computers, said first message group by sending

control messages via said unicast networkto said server specifying said first

message group.

12. The method of claim 7 wherein said network is Internet and said

server communicates withsaid plurality of host computers using a session layer

protocol

13. A methodfor providing group messagesto a plurality ofhost

computers connected over a unicast wide area communication network,

comprising the steps of:

providing a group messaging server coupledto said network, said server

communicating with said plurality ofhost computers using said unicast

network and maintaininga list of message groups, each message group

containing at least one host computer;

dynamically joining, by a first host computer, message groups on saidlist

by sendingafirst control message to said server via said unicast network, said

first control message specifying a message group desired to be joined by said

first host computer; and

dynamically leaving, by said first host computer, message groupson said

list by sending a second control messageto said server via said unicast
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network, said second control message specifying a message groupsaidfirst

host computer desiresto leave.

14. The method of claim 13 wherein said first host computer belongs to

a first message group, said method further comprisingthe stepsof:

5 sending, by said first host computer, a messageto said server via said

unicast network, said message containing a payload portion and a portion for

identifying said first message group; and

transmitting, by said server via said unicast network, said payload portion

to selected host computers belonging tosaid first group.

10 1S. The method of claim 14 wherein said selected host computers

comprising all host computers belongto said first group except said first host

computer.

16. The method of claim 14 wherein said message also contains a

portion for identifying a second message group, said selected host computers

15 being selected from a set operation of membersin said first and said second

message groups.
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ABSTRACT

A method for deploying interactive applications over a network containing

host computers and group messaging serversis disclosed. The method

operates in a conventional unicast network architecture comprised of

5 conventional network links and unicast gateways and routers. The hosts send

messages containing destination group addresses by unicast to the group
messaging servers. The group addresses select message groups maintained by

the group messaging servers. For each message group, the group messaging

servers also maintainalist of all of the hosts that are membersofthe particular

10 group. In its most simple implementation, the method consists of the group

server receiving a message from a host containing a destination group address.

Using the group address, the group messaging server then selects a message

group whichlists all of the host members ofthe group which are the targets of

messagesto the group. The group messaging server then forwards the

15 message to each ofthe target hosts. In an interactive application, many
 

messages will be arriving at the group server close to one anotherin time.

Rather than simply forward each messageto its targeted hosts, the group

messaging server aggregates the contents of each of messages received during

a specified time period and then sends an aggregated messageto the targeted

20 hosts. Lhe time period can be defined in a number ofways. This method

reduces the messagetraffic between hosts in a networked interactive

application and contributes to reducing the latency in the communications

between the hosts.
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Figure 1

Prior Art - Unicast Network
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Figure 3
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Figure 8

Prior Art - ATM Network with Multicast Server 
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Present Invention - Group Datagrams with Aggregation
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CERTIFICATE OF MAILINGBY "EXPRESS MAIL”

TRELZO4BTEA

Assistant Commissioner for Patents , Washington, D.C. 20231

emma&.semack

PATENT

Attorney Docket No. 16326-701

SERVER-GROUP MESSAGING SYSTEM
FOR INTERACTIVE APPLICATIONS

Inventors: Daniel Joseph Samuel
Marc Peter Kwiatkowski

Jeffrey Jackiel Rothschild

( FIELD OF THE INVENTION
Thepresent invention relates to computer network systems, and

particularly to server group messaging systems and methodsfor reducing
message rate and latency. 

Background of the Invention

There are a wide rangeofinteractive applications implemented on

computer systems today. All are characterized by dynamic response to the
user. The user provides input to the computer and the application responds

quickly. One popular exampleofinteractive applications on personal

10 computers (PCs)are games. In this case, rapid response to the user may mean
redrawingthe screen with a new picture in between 30ms and 100ms.

Interactive applications such as games controlthe speed oftheir interaction
with the user through an internal time base. The application usesthis time base
to derive rates at which the user input is sampled, the screen is redrawn and

15 soundis played.
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As computers have become more powerful and common, it has become

important to connect them together in networks. A network is comprised of

nodes and links. The nodes are connected in such a way thatthere exists a path

from each node overthe links and through the other nodes to each ofthe other

nodesin the network. Each node may be connected to the network with one

or morelinks. Nodesare further categorized into hosts, gateways and routers.

Hosts are computer systems that are connected to the network by one link.
They communicate with the other nodes on the network by sending messages
and receiving messages. Gateways are computer systems connected to the
network by morethan one link. They not only communicate with the other

nodesas do hosts, but they also forward messageson oneoftheir network

links to other nodes ontheir other network links. This processing of

forwarding messagesis called routing. In addition to sending and receiving

messagesand their routing functions, gateways may perform otherfunctions in

a network. Routers are nodes that are connected to the network by more than

onelink and whosesole function is the forwarding ofmessages on one network

link to the other network links to whichit is connected. A network consisting

of many networklinks can be thought of as a network of sub-networks with

gateways and/or routers connecting the sub-networks together into whatis

called an internet. Today the widely known example of a world wide internetis

the so called “Internet” which in 1995 has over 10 million computers connected

full time world-wide.

With so many computers on a single world-wide network, it is desirable to

create interactive networked applications that bring together many people in a

shared, networked, interactive application. Unfortunately, creating such

Petitioner Riot Games,Inc. - Ex. 1004, p. 92
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shared, networked,interactive applications runs into the limitations of the

existing network technology. .

As an example, consider a game designed to be deployed over a network

whichis to be played by multiple players simultaneously. The game could be
5 implemented in software on a PC connected to a network.Arate set byits

internal time base, it would sample the inputs ofthe local user, receive
messages from the network from the PCsofthe other players and send

. messages out to the PCsofthe other players. A typical rate will be ten time2c
per second for a time period of 100ms. The messages sent between the PCs

ae

FadlWELEadd 10 would contain information that was needed to keep the gameconsistent

between all of the PCs. In a gamethat created theillusion ofa spatial

environment where each player could move, the packets could contain

information about the new positionsofthe players as they moved. Todaythere
are many commercial example%fPC gamesthat can be played between—

15 multiple players on Local Area Networks (LANs) orby twoplayers over dial-

up phonelines using modems. The network messages sent by such games

contain a wide variety of information specific to the game. This can include
 

position and velocity informationoftheobjects in the gamealong with special

actionstakenby a player that effect the other players in the game.

20 The case of a two player game played over a modem is particularly simple.
If the messagerate is 10 messages per second, each PC sends 10 messages per

secondto the other PC andreceives 10 messages per second. The delay

introduced by the modemsand phoneline is small and will not be noticed in

most games. Unfortunately, the case of two players is uninteresting for

25 networkedinteractive applications. With the same gameplayed with 8 players

on a LAN,the messagerate increases. Each PC must send 7 messages, one to

Petitioner Riot Games,Inc. - Ex. 1004, p. 93
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each ofthe other 7 players every time period and will receive 7 messages from

the other players in the same time period. If the messaging time periodis

100ms, the total messagerate will be 70 messages sent per second and 70

messages received per second. As can be seen the messagerate increases

linearly with the numberofplayers in the game. The message rates and data

rates supported by popular LANsare high enough to support a large number of

players at reasonable message sizes. Unfortunately, LANsare only deployed in

commercial applications and cannot be considered for deploying a networked

interactive application to consumerusers.

The wide area networks available today to consumerusers all must be

accessed through dial-up phonelines using modems. While modem speeds

have increased rapidly, they have now reached a bit rate of28.8 Kbits/sec

whichis close to the limit set by the signal-to-noise ratio of conventional phone

lines. Further speed increases are possible with ISDN,but this technology is

not ready for mass market use. Other new wide area networkingtechnologies
are being discussed that would provide much higher bandwidth, but none are

close to commercial operation. Therefore, in deploying a networked,

interactive application to consumers, it is necessary to do so in a way that

operates with existing networking and communications infrastructures.

In the example of the 8 player networked game, consider a wide area

network implementation where the PCsofeach ofthe players is connected to
the network with a 28.8 Kbit/sec modem. Assumethat the network used in

this exampleis the Internet so that all of the network protocols and routing

behavioris well defined and understood. the pe ses CP/IP72. si itsLesdoles abel dlkymessages between the PCsin the game, the, pro
phonelines can be advantageously used to compress the TCP/IP headers.

S
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Even so, a typical message will be approximately 25 bytes in size. Sent

through the modem, this is 250 bits. The messagesare sent 10 times per

second to each ofthe other PCs in the game and received 10 times per second

from the other PCs. This is 35.0 Kbits/sec which exceeds the capabilities of the

modem by 20%. If the messages are reduced to 20 bytes, just 8 players can be
supported, but this approach clearly cannot support networked interactive

applications with large numbers of participants. There are other problems
beyondjust the bandwidth of the network connection. There is the loading on
each PC caused by the high packet rates and there is the latency introduced by

the time needed to send all of the outbound packets. Each packet sent or

received by a PC will require some amount ofprocessing time. As the packet

rate increases with the numberofplayers in the game,less and less of the

processorwill be available for running the game softwareitself. Latency is

importantin an interactive application because it defines the responsiveness of
the system. When a player provides a new input on their system, it is desirable

for that input to immediately affect the gameonall of the other players

systems. This is particularly important in any.game where the game outcome
depends on players shooting at targets that aremoved by the actions ofthe
other players. Latency in this case will be the time from when a player acts to

movea target to the time that the target has moved onthe screensofthe other

players in the game. A majorportion ofthis latency will come from the time

needed to send the messagesto the other seven players in the game. In this

example the time to send the messagesto the other 7 players will be

approximately 50 ms. While the first player ofthe seven will receive the

message quickly, it will not be until 50 ms have passedthat the last player of

the seven will have received the message. -

lo
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Internet Protocol Multicasting

As mentioned before, the Internet is a widely known example ofa wide

area network. The Internet is based on a protocol appropriately called the

Internet Protocol (IP). In the OSI reference model for layers ofnetwork

protocols, IP correspondsto a layer 3 or Network layer protocol. It provides

services for transmission and routing ofpackets between two nodes in an

internet. The addressing model provides a 32 bit address for all nodes in the

networkandall packets carry source and destination addresses. IP also defines

the routing ofpackets between networklinks in an inter-network. Gateways

and routers maintain tables that are used to lookup routing information based

on the destination addresses of the packets they receive. The routing

informationtells the gateway/router whether the destination ofthe packetis

directly reachable on a local network link connected to the gateway/routerorif

not, the address of another gateway/router on one ofthe local network links to

which the packet should be forwarded. On top of IP are the layer 4 transport

protocols TCP and UDP. UDPprovides datagram delivery services to

‘ applications that doesnot guaranteereliable or in-order delivery ofthe

datagrams. TCP is a connection oriented service to applications that does

provide reliable delivery of a data stream. It handles division of the stream into

packets and ensuresreliable, in-order delivery. See the Internet Society RFCs:

RFC-791 “Internet Protocol”, RFC-793 “Transmission Control Protocol” and

RFC-1180 “A TCP/IP Tutorial”. IP, TCP and UDPare unicast protocols:

packets, streams or datagramsare transmitted from a sourceto a single

destination.

As an example, consider Figures 1 and 2. Figure 1 shows a conventional

unicast network with hosts 1, 2, 3 and 4 and networklinks 11, 12, 13, 14,

eH
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15,16,17, 18 and 19 and routers 5, 6, 7, 8, 9 and 10. In this example, each host

wants to send a data payload to each of the other hosts. Host 1 has network

address A, host 2 has network address C, host 3 has network address B and

host 4 has network address D. Existing network protocols are typically based

5 on packet formats that contain a source address, destination address and a

payload. This is representative of commonly used wide area network protocols

such as IP. There are other componentsin an actual IP packet, but for sake of

this example, only these items will be considered. Figure 2 shows the example

packetsthat are sent by the hosts to one another using a conventional unicast

10 network protocol such as IP. Host 1 send packets 20, to host 3, packet 21 to

host 2 and packet 22 to host 4. Host 1 wants to send the same data P1 to each

ofthe other three hosts, therefore the payload in all three packets is the same.

Packet20 travels over networklinks 11, 12, 15 and 18 and through routers5,

6, and 8 to reach host 3. Inasimilar fashion host 3 sends packets 23 to host 1,

15 packet24 to host 2 and packet 25 to host 4. Host 2 and host 4 send packets
26, 27, 28 and 29, 30, 31 respectively to the other three hosts. All of these

packets are carried by the unicast network individually from the source host to

 
the destination host. So in this example each host must send three packets and

receive three packets in order for each host to send its payload to the other
20 three hosts. |

As can be seen, each host must send a packet to every other host thatit

wishes to communicate with in an interactive application. Further, it receives a

packet from every other host that wishes to communicate with it. In an

interactive application, this will happen at a regular and high rate. All of the

25 hosts that wish to communicate with one anotherwill need to send packets to

each othereight to ten times per second. With four hosts communicating with

>
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one anotherasin this example, each host will send three messages and receive

three messageseight to ten times per second. As the numberofhosts in the

application that need to communicate with one another grows, the message

rate will reach a rate that cannot be supported by conventional dial-uplines.

This makes unicast transport protocols unsuitable for delivering interactive

applications for multiple participants since their use will result in the problem of

high packet rates that grow with the numberofparticipants.

Work has been done to attempt to extend the IP protocol to support

multicasting. See RFC-1112 “Host Extensions for IP Multicasting.”. This

document describesa set ofextensionsto the IP protocol that enable IP

multicasting. IP multicasting supports the transmission ofa IP datagram to a

host group by addressing the datagram to a single destination address.

Multicast addresses are a subset of the IP address space and identified by class

D IP addresses- these are IP addresses with “1110”in the high order4 bits.

The host group contains zero or more IP hosts and the IP multicasting protocol

transmits a multicast datagram to all membersofthe group to whichitis

addressed. Hosts may join and leave groups dynamically and the routing of

multicast datagrams is supported by multicast routers and gateways. It is

properto describe this general approach to multicast messaging as “distributed

multicast messaging”. It is a distributed technique because the job ofmessage

delivery and duplication is distributed throughout the networkto ail of the

multicast routers. For distributed multicast messaging to work in a wide area

network, all of the routers handling datagrams for multicast hosts must.support

the routing of multicast datagrams. Such multicast routers must be aware of

the multicast group membership ofall of the hosts locally connected to the
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routerin order to deliver multicast datagramsto local hosts. Multicast routers

mustalso be able to forward multicast packets to routers on their local network

links. Multicast routers must also decide to which if any local routers they

must forward multicast datagrams. When a multicast datagram is received, by
a multicast router, its group address is compared toalist for each local

multicast router ofgroup addresses. When thereis a match, the datagram is
then forwarded tothat local multicast router. Therefore, the multicast routers

in the network must maintain an accurate and up todatelist ofgroup addresses

for which they are to forward datagrams to. Theselists are updated when

hostsjoin or leave multicast groups. Hosts do this by sending messages using
Internet Group ManagementProtocol (IGMP)to their immediately-
neighboring multicast routers. A further attribute ofdistributed multicast

messagingis that the routers must propagate the group membership

information for a particular group throughoutthe networkto all of the other

routers that will be forwardingtraffic for that group. RFC-1112 does not

describe howthis is to be done. Manydifferent approaches have been defined

for solving this problem that will be mentionedlater in descriptions ofrelated
prior art. Despite their differences, all of these approaches are methods for

propagation of multicast routing information between the multicast routers and

techniques for routing the multicast datagramsin an inter-network supporting

distributed multicast messaging.

The distributed multicast messaging approach has a numberofundesirable

side effects. The process of propagation ofgroup membership information to

all of the relevantroutersis not instantaneous. In a large complex networkit

can even take quite a period oftime depending on the numberofrouters that

must receive that updated group membership information and how many

\O
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routers the information for the group membership update must past through.
This process can easily take many seconds and even minutes depending on the
specifics of the algorithm that is used. RFC-1112 mentionsthis problem and

someofthe side effects that must be handled by an implementation ofa

practical routing algorithm for multicast messaging. One problem results when

groups are dynamically created and destroyed. Since thereis no central

authority in the network for assigning group addresses,it is easily possible in a

distributed network for there to be duplication ofgroup address assignment.
This will result in incorrect datagram delivery, where hosts will receive _

unwanted datagramsfrom the duplicate group. This requires a method at each

hostto filter out the unwanted datagrams. Anotherset ofproblems result from

the time delay from when a group is created, destroyed or its membership
changed to whenall ofthe routers needed to route the datagrams to the

memberhosts have been informed of these changes. Imagine the case where

Host N joinsan existing group by sending a join messagetoits local router.

The group already contains Host M whichis a numberofrouter hops away

from Host N in the network. Shortly after Host N has sentit join message,
Host M sendsa datagram to the group, but the local router ofHost M has not

yet been informed of the change in group membership and as a result the

datagram is not forwarded to one ofthe particular network links connected to

the local router ofHost M thatis the only path in the network from that router

that ultimately will reach Host N. Theresult is that Host N will receive no
datagrams addressed to the group from Host M until the local router ofM has

its group membership information updated. Other related problems can also
occur. Whena hostleaves a group, messages addressed to the group will

continue for sometimeto be routed to that host up to the local router of that

\\
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host. The local router will know at least not to route the datagram onto the

local network of that host. This can still result in a great deal of unnecessary

datagramsbeing carried in a large network when there are many active

message groups with rapidly changing memberships.

Finally, distributed multicast messaging does not sufficiently reduce the

message rate betweenthe hosts. With distributed multicast messaging, each
host need only send one message addressed to the message group in order to
send a messageto all of other hosts in the group. This is an improvement over

conventional unicast messaging where one message would need to be sent to

each ofthe other hosts in a group. However, distributed multicast messaging

does nothing to reduce the received message rate at each of the hosts when

multiple hosts in a group are sending messages to the groupclosely spaced in

time. Let us return to the example ofa group often hosts sending messages

seven times per-second to the group. With conventional unicast messaging,

each host will need to send 9 messages to the other hosts, seven times per-

second and will receive 9 messages, seven times per-second. With distributed

multicast messaging, each host will need to send only one message to the group

containing all of the hosts seven times per-second, but will still receive 9

messages, seven times per-second.It is desirable to further reduce the number

of received messages.

An example ofdistributed multicasting is shown in Figures 3 and 4. Figure

3 shows a network with multicast routers 39, 40, 41, 42, 43 and 44 and hosts

35, 36, 37, 38 and network links 45, 46, 47, 48, 49, 50, 51, 52 and S53. The

four hosts have unicast network addresses A, B, C, D andarealso all members

of a message group with address E. In advance the message group was created

and eachofthe hosts joined the message group so that each of the multicast

VO
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routers is aware of the message group and has the proper routing information.

A networkprotocol such IP with multicast extensions is assumed to be used in

this example. Host 35 sends packet 54 with source address A and destination

multicast address E to the entire message group. In the same mannerhost 37

sends packet 55 to the group, host 36 sends packet 56 to the group and host 38

sends packet 57 to the group. Asthe packets are handled by the multicast

routers they are replicated as necessary in order to deliver them toall the

members of the group. Let us consider how a packets sent by host 35 is
ultimately delivered to the other hosts. Packet 54 is carried over networklink
45 to multicast router 39. The router determines from its routing tables that

the multicast packet should be sent onto network links 46 and 47 and

duplicates the packet and sends to both of these network links. The packet is
received by multicast routers 40 and 43. Multicast router 43 sends the packet

onto network link 50 and router 40 sendsits onto links 48 and 49. The packet

is then received at multicast routers 44, 42 and 41. Router 41 sends the packet

over networklink 51 whereit is received by host 36. Router 42 sends the
packet over network link 52 to host 37 and router 44 sends the packet over
link 53 to host 38. A similar process is followed for each of the other packets

sent by the hosts to the multicast group E. Thefinal packets received by each

host are shown in Figure 4.

While distributed multicasting does reduce the number of messagesthat

need to be sent by the hosts in a networked interactive application, it has no
effect on the number of messagesthat they receive. It has the further

disadvantages of poor behavior when group membershipis rapidly changing
and requires a special networkinfrastructure of multicast routers. It also has
no support for message aggregation and cannot do so since message delivery is

\D
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distnbuted. Distributed multicasting also has no support for messages that

define logical operations between message groups and unicast host addresses.

All of these problems can be understood when placed in context of the

design goals for distributed multicast messaging. Distributed multicast

messaging was not designed for interactive applications where groups are

rapidly created, changed and destroyed. Instead it was optimized for

applications where the groups are created, changed and destroyed over

relatively long time spans perhaps measured in many minutes or even hours.

An example would be a video conference where all the participants agreed to

connect the conference at a particular time for a conference that mightlast for

an hour. Another would be the transmission of an audio or video program

from one host to manyreceiving hosts, perhaps measured in the thousands or

even millions. The multicast group would exist for the duration of the

audio/video program. Host members would join and leave dynamically, but in

this application it would be acceptable for there to be a significant timelag

from joining or leaving before the connection was established or broken.

While IP and multicast extensions to IP are based on the routing of packets,

another form ofwide area networking technology called Asynchronous

Transfer Mode (ATM) is based on switching fixed sized cells through switches.

Unlike IP which supports both datagram and connection oriented services,

ATM is fundamentally connection oriented. An ATM network consists of

ATM switches interconnected by point-to-point links. The host systems are

connected to the leaves of the network. Before any communication can occur

betweenthe hosts through the network, a virtual circuit must be setup across

the network. Two forms of communication can be supported by an ATM

network. Bi-directional point-to-point between two hosts and point-to-

\Q
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multipoint in one direction from one host to multiple hosts. ATM, however,

does not directly support any form of multicasting. There are a number of

proposalsfor layering multicasting on top of ATM. Oneapproachis called a

multicast server, shown in Figure 8. Host systems 112, 113, 114, 115 setup
point-to-point connections 106, 107,108 and 109 to a multicast server 105.

ATM cells are sent by the hosts to the multicast server via these links. The

multicast server sets up a point-to-multipoint connection 111 to the hosts

which collectively constitute a message group. Cells sent to the server which

are addressed to the group are forwardedto the point-to-multipointlink 111.

The ATM network 110 is responsible for the transport and switching for

maintaining all of the connections between the hosts and the server. Thecells

carried by the point-to-multipoint connection are duplicated when necessary by

the ATM switchesat the branching points in the network tree between and

forwarded down the branching network links. Therefore, the networkis

responsible for the replication of the ceils and their payloads, not the server.

This method has the sameproblems as distributed multicasting when used for

an interactive application. Each hoststill receives individual cells from each of

the other hosts, so there is no aggregation of the payloads ofthecells targeted
at a single host. There is no support for addressing cells to hosts based on
logical operations on the sets of members of host groups.

Related Prior Art

There are a numberofexisting patents and European patent applications

that are related to the area of the invention. These can be organized into two

separate categories: multicast routing/distribution and source to destination

multicast streams.

SD
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Multicast routing and distribution

These patents are US 4,740,954 by Cotton et al, US 4,864,559 by Perlman,

US 5,361,256 by Doeringeret al, US 5,079,767 by Perlman and US 5,309,433

5 by Cidonet al. Collectively these patents cover various algorithms for the

routing and distribution of the datagramsin distributed multicast networks.

None deal with the problems described previously for this class of multicast

routing and messagedistribution such as poor behaviors whenthe message
athePy groups changerapidly. In all of these patents, messages are transmitted from aAYa

10 host via a distributed network of routers to a plurality of destination hostsany

  which are membersof a group. Since these patents deal only with variants of

distributed multicasting they provide no means to reduce the received message

rate, no method to aggregate messages and provide no method in the messages

to perform logical operation on message groups.

15 Source to destination multicast streams 
These are PCTsand a European patent application. They are EP 0 637 149

A2 by Perlman et al, PCT/US94/11282 by Danneelset al and

PCT/US94/11278 by Sivakumar et al. These three patent applications deal

with the transmission of data streams from a source to a group ofdestinations.

20 In noneof these patent applications, is a method described for transmitting data

between multiple members of a group. In all of these applications, the data ©

transmission is from a source to a plurality of designations. Since these patent
applications deal only with point-to-multipoint messaging, they can provide no

means to reduce the received message rate, no method to aggregate messages
25 and provide no methodin the messages to perform logical operation on

message groups.
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SUMMARYOF THE INVENTION

The present inventionrelates to facilitating efficient communications

between multiple host computers over a conventional wide area

communications network to implement an interactive application suchas a

computer game between multiple players. In such an application, the hosts will

be dynamically sending to each other information that the other hosts need in

orderto keep the interactive application operating consistently on each of the
hosts. The invention is comprised of a group messaging server connected to
the network that maintains a set of message groups used by the hosts to
communicate information between themselves. The invention further

comprises a server-group messaging protocolused bythe hosts and the server.

The server-group messaging protocolis layered on top of the Transport Level

Protocol (TLP) of the network andis called the Upper Level Protocol (or

ULP). In the OSI reference model the ULP can be thoughtofas a session

layer protocolbuilt on top of a transport or applications layer protocol. The

ULPprotocol uses a server-group address space that is separate from the

address space of the TLP. Hosts send messages to addresses inthe ULP
address space to a group messaging server using the underlying unicast

transport protocol of the network. The ULP address space is segmented into
unicast addresses, implicit group messaging addressesandlogical group

messaging addresses. The implicit and logical group messaging addresses are
collectively called group messaging addresses.

Host systems mustfirst establish connections to a group messaging server
before sending messages to any ULP addresses. The process of establishing
this connection is done by sending TLP messages to the server. The server

establishes the connectionby assigning a unicast ULP addressto the host and

Vr
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returmming this address in an acknowledgment message to the host. Once

connected, hosts can inquire about existing message groups,join existing

message groups, createnew message groups, leave message groups they have
joined and send messages to ULP addresses known bythe server. Each

message groupis assigned either an implicit or logical ULP address depending

onits type.

Figure 5 shows an example of a wide area network with a group messaging

server ("GMS"). Hosts 58 has TLP address A and ULP address H, host 59 has

TLP address C and ULP address J, host 60 has TLP address B and ULP

address I and host 61 has TLP address D and ULP address K. The networkis

a conventional unicast network of network links 69, 70, 71, 72, 73, 74, 75, 76,

and 77 and unicast routers 63, 64, 65, 66, 67, and 68. The group messaging

server 62 receives messages fromthe hosts addressed to a message group and

sendéthe contentsofthe messages to the membersofthe message group.
Figure 6 shows an example of datagrams sent from the hosts to a message

groupthat they are members of. As before, a TLP such as IP (where the

message headercontain the source and destination TLP addresses) is assumed

to be used here. Host 58 sends message 80 which contains the TLP source

address A ofthe host and the destination TLP address S for the GMS 62. The

destination ULP address G is an implicit ULP address handled by the GMS and

the payload P1 contains both the datato be sent and the source ULP address H

of the host. It is assumed that prior to sending their ULP messagesto the _

GMS,that each host as already established a connection to the GMSand

joined the message group G. Host 60 sends message 81 with payload P2

containing data and source ULP address I. Hosts 59 sends message 82 with
payload P3 containing data and source ULP address J. Host 61 sends message

VO
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83 with payload P4 containing data and source ULP address K. The GMS

receives all of these messages and sees that each messageis addressed to

implicit message group G withmembers H,I, J, and K. The GMScan either

process the message with or without aggregating their payloads. Figure 6
shows the case wherethere is no aggregation and Figure 7 showsthe case with

aggregation.

Without aggregation, the GMS generates the outbound messages 84, 85,

86, 87, 88, 89, 90, 91, 92, 93, 94, and 95 whichit sends to the hosts. The

datagrams have TLP headers with the source and destination TLP addresses of
the GMSandthe hosts respectively. The next field in the datagrams is the

destination ULP of the datagram. Datagrams 84, 85, and sent to host 58 with

TLP address A and ULP address H. Datagrams87, 88, and 89 are sent to host

60 with TLP address B and ULP address I. Datagrams 90, 91 and 92 are sent

to host 59 with TLP address C and ULP address J. Datagrams93, 94 and 95

are sent to host 61 with TLP address D and ULP address K respectively. As

can be seen from the payloads that each host has received, each host has

received the payloads from the other three hosts. Note that each host has not

received a copy ofits own original message. This is because the GMS has

performed echo suppression. This is selectable attribute of the GMSsincein

someapplications it is useful for the hosts to receive and echo of each message

that they send to a group that they are also members of. In the example of

Figure 6, it has been shown howthepresent invention can achieve the same

message delivery as distributed multicasting withoutits disadvantages.
Without aggregation, the present invention enables a host to sendasingle

message to multiple other hosts that are members of a message group. It

reduces the messagetraffic that a host mustprocessin an interactive

\
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application by reducing the number of messages that each host must send to the

others. Without aggregation, however, there is no reduction in the numberof

messagesreceived by the hosts. Without aggregation we can achieve the same

messagerate as distributed multicasting without the need for a network with

multicast routers, we can use a conventional unicast network such as the

Internet. The present invention also avoids the problems that dynamic group

membership causesfor distributed multicasting.. Group membership can be

changed very rapidly. Groups can be created, joined andleft by single unicast

messages from hosts to the GMS. These messageswill be point-to-point

messagesand will not have to propagate inthroughout the network nor have to
causerouting table changes in the routers. This ability to rapidly and
accurately change group membershipis critical to the implementation of

networkedinteractive applications. Consider a computer game for multiple
players that supports hundredsof players that are spread throughouta three

dimensional space created by the game. At any time only a few players will be

able to see andeffect one another in the gamesince other players will be in

other areas that are out of sight. Using conventional phonelines to carry the

data from each players computer to the network, it will not be possible to send

all actions of eachplayertoall of the other players, but because only a few

players will be in close proximity at any onetime, it will not be necessary to do

so. It is only necessary to send data betweenthe players that are in close

proximity to one another. These "groups" of players naturally map onto the

message groupsofthe invention. .As players move aboutthe three dimensional

space of the game, gamewill cause them to join and leave message groups as

necessary. If this does not-happenrapidly it will limit the interactivity of the

gameorcause inconsistent results for the different players in the game.

QO
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The invention also allows aggregating message payloads of multiple

messages destined to a single host into a single larger message. This can be

done because of the GMSwhereall of the messages are received prior to being

sent to the hosts. Figure 7 shows an example of how this works. The hosts

send their messages to the GMSin exactly the same fashionas in Figure 6

using the same addresses previously defined in Figure 5. Host 58 sends

message 96, host 60 sends message 97, host 59 sends message 98 and host 61

sends message 99. The GMSreceivesall of these messages and creates four

outbound messages 100, 101, 102 and 103. The process by which these
messageswill be explained in detail in the detailed description of the invention.
Each messageis destined to a single host and contains an aggregated payload

with multiple payload items. Message 100 has a destination ULP address H for

host 58 and aggregated payload P2, P3 and P4 from the messages from hosts

59, 60 and 61. Message 101 is targeted at host 60, message 102 is targeted at

host 59 and message 103is targeted at host 61. As can be seen, each host
sends one message and receives one message. The received messageis longer

and contains multiple payloads, but this is a significant improvement over

receiving multiple messages with the wasted overhead of multiple message

headers and message processing time. Overall the invention has dramatically

reduced the amount of data that must be sent and received by each host. Since

the bit rate over conventional phonelines using a modemis low,a reduction in.

the amountofdata that must be sent and received directly translates into

improved time and latency for message communications betweenthehosts.

‘Hosts create, join and leave message groupsusing control messagesin the

ULPprotocol to the GMS. Hosts mayalso read and write application specific

state information that is stored in the GMS. When hosts send messages to
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other hosts, the message must be at least addressed to an implicit group

address. The ULP implicit address will always be the primary addressin a
message from onehost to another. The message may optionally specify

auxiliary destination addresses. In many cases the implicit ULP address will be

the only destination ULP address in the message. The GMSwill handle

delivery ofthe ULP messages addressed to the implicit message grouptoall of

the hosts that are members of the group. A ULP send message mayoptionally

specify an addresslist ofauxiliary addresses in addition to the primary

destination of the implicit ULP address. This auxiliary address list can contain

only unicast and logical ULP addresses. The addresslist can also specify set

operators to be performed betweenthe sets of host ULP addresses defined by
the unicast addresses and logical groups. Once the addresslist has been

processed to yield a set ofhosts, this set is intersected with the set ofhosts that
are membersofthe implicit message group specified by the primary implicit

ULPaddress in the message. This ability to perform logical set operators on

message groupsis very usefulin interactive applications. It allowsa single

ULP messagetoselectively deliver a message to hosts thatfit a set of

. computed criteria without the sending host having to know the anything about

the membersofthe groupsin the addresslist. Recall the example of a

networked game with hundredsofplayers in a three dimensional environment

created by the game. Consider an implicit message group consisting ofall of

the gameplayersin a certain area ofthe game whereall of the players can
interact with one another. Consider that the players are organized into multiple
teams. Logical message groups could be created for each team within the

game. To senda messagetoall the players within the area that were on one
team, a ULP message would be sent to the ULP implicit message group forall
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the players in the area with an auxiliary address of the logical message group
for all the players on the selected team. The GMS would perform the proper

set intersection prior to sending the resulting messagesto the targeted hosts.

Theresult of this will be that the message will only be delivered to the players

on the selected team in the selected area of the game.

In summary, the present invention deals with the issues of deploying an

interactiveapplication for multiple participants on wide area networks by
providing a methodfor reducing the overall message rate and reducinglatency.
This invention uses a server group messaging approach, as oppose to the above

described “distributed multicast messaging” approach. Thepresent invention

overcomesthe undesirable side effects of the distributed multicast messaging

approach. Further, it reduces the message rate between the hosts. As pointed

out in an example discussed above,with prior art distributed multicast
messaging, each host will need to send only one messageto the group

containingall of the hosts seven times per-second, but will still receive 9

messages, seven times per-second. The present invention of server group

messaging has each host sending one message, seven times per-second and

receivingone message, seven times per-second.

The present inventionis different from the multicast routing and
distribution method disclosed in U.S. Patent Nos. 4,740,954, 4,864,559,

5,361,256, 5,079,767 and 5,309,433. Since these patents deal only with

variants of distributed multicasting they provide no means to reduce the

received message rate, no method to aggregate messages and provide no

method in the messages to perform logical operation on message groups. ‘This

differs from the present invention where messages from multiple hosts

AD
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addressed to a message groupare received by a group server which processes

the contents of the messages andtransmits the results to the destination hosts.

Thepresent inventionis also different from the source to destination .

multicast streams approach disclosed in EP 0637 149 A2, PCT/US94/11282
and PCT/US94/11278. In all of these references, the data transmission is from

a sourceto a plurality of designations, whereas the present invention describes

data transmission from a sendinghost to a server host system and then from the
server host to the destination hosts.

These and other features and advantages of the present invention can be

understood from the following detailed description of the invention together

with the accompanying drawings.

DESCRIPTION OF DRAWINGS

Be|shows a conventional unicast network consisting ofhosts,
networklinks and routers.

Figurehows the unicast datagrams on a conventional unicast network
that would be needed to implementan interactive application between four

hosts.

Figure’3 showsa prior art multicast network consisting of hosts, network

links and multicastrouters.

Figure show
would be needed’to implementan interactive application between fourhosts.

Figure 5Shows a unicast network equipped with a group messaging server4

ws a multicast datagramson a prior art multicast network that

in corde the present invention.
Figure’% shows the ULP datagrams without payload aggregation on a

network according to the present invention that would be needed to implement

an interactive application between four hosts.

a
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Figure shows the ULP datagrams with payload aggregation on a network
according to the present invention that would be needed to implement an

interactive application between four hosts.

Figure 8 showsa prior art ATM network with a multicast server.

Figure 9 showsthe detailed datagram format and address format for ULP

messages in accordance with the present invention.

Figure |Oshdws the internal functions of the GMS according to the present

invention. L.
Figure 1 1-Showsthe host software interface and functions needed to

support the ULP according to the present invention.

DETAILED DESCRIPTION OF THE INVENTION

The present invention provides a method for multiple host computers to

efficiently communicate information to one another over a wide area network

for the purposes of implementing an interactive application between multipleglesusers. The method three components: a host protocolinterface, a

protocol and a server. The protocol is between the host protocol interface and

the server and is implemented on top ofthe network transport protocol of a

wide area network. The protocolis called the Upper Level Protocol (ULP)

since it is layered above the existing network Transport Level Protocol (TLP).

In the OSI reference model the protocol can be described as a Session Layer

protocol on-top of the Transport Layer of the network. Figure 11 shows the

host protocolinterface, 151, relative to the interactive application, 150, and the

host interface for the Transport Level Protocol , 153. The networkinterface,

155, provides the physical connection for the host to the network. The

network communications stack, 154, is the communications protocol stack that

provides network transport services for the host and the host interface for the
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Transport Level Protocol, 153, is 1)terface between host application
software and the network transport services of the network communications

stack.

Theinteractive application can send and receive conventional network

messagesusing the hostinterface to the TLP. Theinteractive application also

can send and receive ULP messages through the hostinterface for the ULP.

Internal to the host interface for the ULP is a table, 152, of all ULP addresses
which the host can send messages to. Each entry in the table contains a pair of

addresses, a ULP address and its corresponding TLP address. When the host

sends a message to a ULP address, that message is encapsulated in a TLP

message sent to the TLP address corresponding to that ULP address. This

allows the ULP messagesto be handled transparently by the transport

mechanismsofthe existing network. A core function ofthe ULP is group

messaging wherehosts send messages to message groups populated by

multiple hosts. This allows a host to send a message to multiple hosts with one

ULP message. Since the ULP is layered on top of the TLP, the group

messaging functions ofthe ULP operate on a conventional unicast network

where TLP messagescan only be sent from onehostto only one other host.

The group based messaging is implemented through the use of a server
called a group messaging server.. All ULP messages from the hosts are sent

from the hosts to a group messaging server using the TLP protocol. The
server processes the ULP portion of the messages and takes the necessary ohye
required by the ULP message. Control ULP messages are processed locally by
the server and may be acknowledged to the sending host. ULP messages
addressed to other hosts are processed by the group messaging server and then

‘Oo
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re-transmitted to the proper ULP destination hosts, again using the TLP

protocol to encapsulate and transport these messages.

In Figure 5, hosts 58, 59, 60 and 61 send messagesto one another using

the ULP over a conventional unicast network using a group messaging server

62. The network consists of conventional routers 63, 64, 65, 66, 67 and 68

connected with conventional network links 69, 70, 71, 72, 73, 74, 75, 76 and

77. Host 58 can send a message to hosts 59, 60 and 61 by sending a single
ULP message to the group messaging server 62 where the ULP message
specifies a destination address that is a ULP message group. The ULP

message is encapsulated in a TLP message addressed to the group messaging

‘server. This causes the message to be properly routed by router 63 to network

link 71 to router 67 to the server 62. The group messaging server receives the

ULP message and determines that the message is addressed to a message group

containing hosts 59, 60 and 61 as members. Theserver sends the payload of

the received messageto eachofthe hosts in three new ULP messages

individually sent to the three hosts. Since each messageis encapsulated in a
TLP message, the messages are properly carried over the conventional unicast

network. The first ULP messageis sent by the group messaging server to host

61. This message is carried by network links 71, 70, 72 and 75 and routers 67,
63, 64 and 65. The second ULP messageis sent by the group messaging server

to host 60. This messageis carried by networklinks 71, 70, 73 and 76 and
routers 67, 63, 64 and'66. The third ULP messageis sent by the group.

messaging server to host 61. This messageis carried by network links 74 and
77 and routers 67 and 68.

OT
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The invention can be implemented both in a datagram form andin a

connection oriented form. To best understandthe details of the invention,it is

best to first consider a datagram implementation.

Datagram Transport Implementation

5 The ULP can be implemented as a datagram protocol by encapsulating

addresses, message type information and the message payload within a

datagram ofthe underlying network transport protocol. The general form of

the ULP datagram message format is shown in Figure 9 as elements 123, 124,

125, 126, 127, 128 and 129. The transport header 123 is the datagram header

of the TLP that is encapsulating the ULP datagram. The ULP messagetype

field 124 indicates whetherit is a send or receive message,if it is a control

messageor a state message. The following table showsthe different message

types. The ULP messagetype field mustbe present in a ULP datagram.

Message Types
Send

Receive

Send Control

Receive Control

Send State

Receive State

 
Ww oS AwawWN=

Send messages are always sent from a host to a group messaging server.

25 Messages from a groupserver to the hosts are always receive messages. Send

Control messages are messages from hosts to a group messaging server

requesting a control function be performed. Receive Control messages are

acknowledgments from a group messaging server to the hosts in response to a

ave
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prior Send Control messages. The Send and Receive State messages are

special cases of the Send and Receive Control messages that allow hosts to

read and write application specific state storage in the group messaging server.

The specific control functions supported by the ULP will be explained later.

The destination ULP address 125 is required in ULP datagrams and

specifies the primary destination of the ULP message. Theaddress countfield

126 is required in ULP send message typesandis not present in ULP receive

message types. When the address countfield in a ULP send messageis non-

zero, it specifies the numberofauxiliary destination addresses for the send

message that follow the address countfield. These auxiliary destination

addresses are shown as items 127 and 128, butit is understood that there are as

many auxiliary ULP destination addresses as specified by the address count
field. Finally there is the payload 129.

The payload format for ULP datagrams is defined by items 116, 117, 118,

119, 120, 121 and 122. Item 116 is the message count and defines how many

payload elements will be contained in the payload. A single payload element

consists of a triplet of source ULP address, data length and data. Items 117,

118 and 119 comprise the first payload element ofthe payload. Item 117is the

ULPaddress ofthe source of the payload element, item 118 is the data length

for the data in the payload element and item 119 is the actual data. Items 120,
121 and 122 comprise the last payload elementin the payload. ULP send

messages only support payloads with a single payload element, so the message

countis required to be equal to one. ULP receive messages may have payloads

with one or more payload elements.

OO
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ULP Address Space

The address space of the ULPis divided into three segments: unicast host

addresses, implicit group addresses and logical group addresses. All source

and destination addresses in ULP must be in this address space. The ULP

address space is unique to a single group messaging server. Therefore each

group messagingserver has a unique ULP address space. Multiple group _

messaging servers may be connected to the network and hosts may -

communicate with multiple group messaging servers without confusion since

each ULP datagram contains the header of the TLP. Different group

messaging servers will have unique TLP addresses which can be used by the
hosts to uniquely identify multiple ULP address spaces. The format for ULP
addresses is shown in Figure 9 comprised of items 130, 131 and 132. The
address formatfield 130 is a variable length field used to allow multiple address

lengths to be supported. The address typefield 131 indicates the type of ULP

address: unicast host, implicit group or logical group. The encodingis as

follows:

Address Type Encoding
00 Unicast Host Address

01 Unicast Host Address

10 Implicit Group Address
11 Logical Group Address

The address format encoding determines the length ofthe addressfield and:

therefore the total length ofthe ULP address. This encoding is shown below.

Note that when the address type specifies a unicast host address, the low bit of

the addresstypefield is concatenated to the addressfield to become the most

significant bit of the address. This doubles the size of the address space for

AO
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unicast host addresses whichis useful since there will generally be more hosts

than group messaging servers.

Address Format Encoding
0 29 Bit Address Field

10 4 Bit AddressField

110 11 Bit Address Field:

ULPunicast host addresses are assigned to each host whenit first connects

to a group messaging server. When a host sends a message to other ULP

address, the unicast ULP address of the host will appear as the source ULP

addressin the received payload element. Unicast ULP host addresses can also
be used as destination addresses only as auxiliary addresses in a ULP send

message. They are not allowedto be used to as the primary ULP destination

address. This means that hosts cannot send ULP directly to one another, but

always must send the messages to one another through a group messaging
server.

Implicit group addresses are created by a group messaging serverin

response to a control message to the server requesting the creation of an

implicit message group. The host requesting the creation of the implicit

message group becomes a memberofthe message group whenitis created.

Other hosts can send inquiry control messages to the group messaging server

to learn ofits existence and then send a implicit group join messagein order to
join the group. The group messaging server maintains a list of ULP addresses

of hosts that are membersofthe implicit message group. Implicit ULP group

addresses are the only ULP addresses allowed to be the primary destination of

‘a ULP send message. Implicit ULP addresses will never appear as ULP source

addresses in a payload element.
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Logical ULP addresses are used both to address logical message groups

and for specifying set operations between the group membersofthe auxiliary

ULP addresses in a ULP send message. Logical message groupsare created

and joined similarly to implicit message groups, however, logical ULP

addresses may only be used as auxiliary ULP addresses in a ULP send message.

Logical ULP addresseswill also never appear as source ULP addressesin a

payload element. The support of set operations between message groups as

part of a ULP send messagewill be explained in a later section on ULP send

messages.

Group Messaging ServerInternal Functions

The internal components of the group messaging server are shown in

Figure 10.

In the preferred embodiment, the group messaging serveris a general

purpose computer system with a network interface to connect it to a wide area

network. Item 135 is the network interface for the group messaging server and

includesnot only the hardware connection to the network but the

communications protocol stack used to implement the TLP on the server.
Item 136 is an overall control function for the group messaging server.

This control function is responsible for all ULP messagesthat are sent or
received by the GMS. Internal to this control function are several important
storage and processing functions. Item 137 is an address mapforall hosts

' currently connected to the GMS. This address mapisalist ofthe ULP host

address of each host connectedto GMSandits corresponding TLP address.

This enables the control function to construct the necessary TLP headers for

sending ULP messagesto the hosts connected to the GMS. Item 138 isalist

ofall of the currently active implicit ULP addresses currently recognized by the

“O
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GMS. Item 139 is an application specific state storage and processing

function. Many interactive applications deployed over a networkwill be able

to be implemented solely with host based processing. In these casesall data

that needs to be sent between the hosts can be transported using the ULP.

However, some applications will need maintain a centrally stored and

maintained repository.of application state information. This is useful when

hosts mayjoin or leave the application dynamically. When hosts join such an
application, they will need a place from which they. can obtain a snapshotofthe

currentstate of the application in order to be consistent with the other hosts

that already where part of the application. To read and write this state storage

area, the ULP supports send and receive state message types. Within these

messages, there is the ability to access a state address spaceso that different

portions of the state can be individually accessed. Application specific

processing of state written into this state storage area can also be implemented.
Items 140 and 141 are two of multipleULP server processes running on

the GMS. Theseare software processesthat are at the heart of the ULP. Each

implicit ULP addresses recognized by the GMShas a one-to-one

correspondence to a ULPserverprocess and to a message group maintained by

the process. Since all ULP send messages musthave an implicit ULP address

as the primary destination address of the message, every ULP send messageis

sent to and processed by a ULPserver process. These processes are created by

the GMScontrol function in response to ULP control messages to create new

implicit ULP addresses. They are destroyedwhenthelast host whichis a

memberofits message group has left the message group. Internal to a ULP

server processis a list, 142, of the ULP host addresses of the membersof the

message group, a set of message queues 143 for each host which is a member

25%
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of the message group and a message aggregation function 149 whichis used to

aggregate multiple messages to a single host into a single message.

Item 145 maintainsa list of all of the logical ULP addresses and message

groups in the GMS. Items 144 and 146 represent two of multiple logical ULP

addresses. For each logical ULP address, there is a correspondinglist, 147 and

148 of the host ULP addresses of the membersofthe logical message group.

The logical message groupsare nottied to specific ULP server processes, but

are global with a GMStoall of the ULP server processes.

Control Functions

Thecontrol functions consist of connect, disconnect, create group, close

group, join group, leave group, query groups, query group members, query

groupattributes. These control functions are implemented by a ULP send and

receive control messages. The control functions areinitiated by a host sending
a ULPsend control message to a GMS. These messagesonly allow a primary

ULPdestination address in the message and do no allow auxiliary addresses.
The primary ULP addressis interpreted as a control address space with a |
uniquefixed address assigned to each of the control functions enumerated

above. The contents ofdata in the payload supplies any arguments needed by

the control function. Returned values from the control function are returned in

a ULPreceive control messagethat is addressed to the hostthat sent the

original control message for which data is being returned. The detailed

operation ofthese control functions is described below.

Connect
This control function allows a host to connect to a GMS. The destination

ULPaddress in the messageis a fixed address that indicates the connect

function. The source ULP address and any data in the payload are ignored.

a
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Uponreceiving this message, the GMScontrol function, 136, creates a new

host address and enters the host address in the host address map 136 along

with the source TLP address from the TLP headerofthe message. Upon

successful completion, the GMScontrol function responds with a receive

control ULP message addressedto the host along with a function code in the

data portion of the payload that indicates successful host connection. The
destination ULP address in the messageis the ULP addressassigned to the

host. The host saves this and usesit for any future messages to the GMS. If

there is an error, the control function returns a message to the host with a

function codein the data portion of the payload indicating failed host

connection. . .

Disconnect

This function allows a host to disconnect from a GMS. Thedestination

ULP addressin the messageis a fixed address that indicates the disconnect
function. The source ULP addressis used to removethe host from

membership in any implicit or logical groupsprior to disconnecting. Any data

in the payload is ignored. The GMScontrol function also removes the entry

for the host from the host address map. Upon successful completion, the GMS

control function responds with a receive control ULP message addressed to the

host along with a function code in the data portion of the payload thatindicates

successful host disconnection. The destination ULP address in the message is

the ULP addressassigned to the host. If there is an error, the control function

returns 2 messageto the host with a function code in the data portion of the

payload indicating failed host disconnection.

Do
Petitioner Riot Games,Inc. - Ex. 1004, p. 124



Petitioner Riot Games, Inc. - Ex. 1004, p. 125

 
10

15

20

25

-35-

licit gr

This function allowsa host to create a new implicit message group and

associated implicit ULP address and server process. The payload in the

message may contain a single payload item whosedatafield holdsattributes of

the group. These attributes can be used to define any optional functions of the
group. Thedestination ULP address in the messageis a fixed address that

indicates the create implicit group function. The GMScontrol function

allocates a new implicit ULP address, addsit to the implicit ULP addresslist
138 and creates a new ULPserver process 140. The host that sends this

message is added to the membershiplist of the implicit group. This is done by

adding the source ULP addressin the message to the group membershiplist

142 in the ULPserver process. Upon successful completion, the GMScontrol

function responds with a receive control ULP message addressed to the host

along with a function codein the data portion of the payload that indicates

successful implicit group creation. The source ULP address in the payloadis

the ULP address assigned to the new implicit group. If there is an error, the

control function returns a messageto the host with a function code in the data

portion of the payloadindicating failed implicit group creation.

C logical

This function allows a host to create a new logical message group and:
associated logical ULP address. The payload in the message maycontain a
single payload item whose datafield holds attributes of the group. These

attributes can be usedto define any optional functions of the group The
destination ULP addressin the messageis a fixed address that indicates the

create logical group function. The GMScontrol function allocates a new

logical ULP address and addsit to the logical ULP addresslist 145. The host

Ao
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that sends this message is added to the membershiplist of the logical group.

This is done by adding the source ULP address in the message to the group

membership list 147 for the new logical message group 144. Upon successful

completion, the GMScontrol function responds with a receive control ULP

message addressedto the host along witha function code in the data portion of
the payload that indicates successful logical group creation. The source ULP

addressin the payload is the ULP address assigned to the new logical group. If

there is an error, the control function returns a message to the host with a

function code in the data portion of the payload indicating failed implicit group

creation. |

Joingroup

This function allows a host to join an existing logical or implicit message

group. The destination ULP address in the messageis a fixed address that

indicates the join group function. The data portion of the payload contains the

ULPaddress ofthe groupthat is to be joined. The GMScontrolfunction

looks at this address and determinesif it is an implicit or logical ULP address.

If it is an implicit ULP address, the GMScontrol function finds the ULP server

processselected by the address in the message payload and adds the source

ULPhost address from the message to the group membershiplist 142. Ifitisa
logical ULP address, the GMScontrol function finds the logical ULP address

144 selected by the address in the message payload and adds the source ULP

host address from the message to the group membershiplist 147. Upon

successful completion, the GMScontrol functionresponds with a receive:

control ULP message addressed to the host along with afunction codein the
‘data portion of the payload that indicates successful group join. The source

ULP address in the payload is the ULP address of the group that was joined. If

“or
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there is an error, the control function returns a messageto the host with a

function codein the data portion of the payload indicating failed implicit group

creation.

Leavegroup

This function allows a host to leave an existing logical or implicit message

groupthat it is a member of. The destination ULP address in the messageis a
fixed address that indicates the leave group function. The data portion of the

payloadcontains the ULP address of the groupthatis to be left. The GMS
control function looksat this address and determinesif it is an implicit or

logical ULP address. If it is an implicit ULP address, the GMScontrol

function finds the ULP server process selected by the address in the message
payload and removes from the group membershiplist 142 the source ULP host

address from the message. If the host is the last memberofthe group, the ULP
server processis terminated and the implicit ULP addressis de-allocated. If it
is a logical ULP address, the GMScontrol function finds the logical ULP -

address 144 selected by the address in the message payload and removes from

the group membership list 147 the source ULP host address from the. Ifthe

hostis the last memberofthe group, the ULP addressis de-allocated. Upon

successful completion, the GMScontrol function responds with a receive
control ULP message addressed to the host along with a function codein the

data portion of the payload that indicates successful group leave. If there is an
error, the control function returns a message to the host with a function code in

the data portion of the payload indicating failed implicit group creation.

Querygroups.

This function allowsa host to get a list of all implicit and logical message

groupscurrently active on a GMS. The destination ULP addressin the

6
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message is a fixed address that indicates the query groups function. Any data

portion of the payload is ignored. Upon successful completion, the GMS

control function responds with a receive control ULP message addressed to the

host along with a payload with multiple payload elements. Thefirst payload

element contains a function codeindicating successful query groups. The
source ULP addressinthe first payload elementis ignored. Eachofthe

subsequent payload elements contain a ULP group addressin the source

address field of the payload element that is one of the active group addresses

on the GMS. Thereis no data field in these subsequent payload elements. If

there is an error, the control function returns a message to the host with a

function code in the data portion of a payload with a single payload element

indicating failed query groups.

Querygroupmembers

This function allows a host to get a list of all hosts that are members of a

message group. The destination ULP addressin the messageis a fixed address

that indicates the query group members function. The data portion of the
payload carries the address of the message group for the query. Upon

successful completion, the GMS control function responds with a receive
control ULP message addressed to the host along with a payload with multiple

‘payload elements. The first payload elementcontains a function code

indicating successful query group members. The source ULP address in the

first payload elementis ignored. Each of the subsequent payload elements

contain a ULP host address in the source address field of the payload element

that is one of the active group addresses on the GMS. Thereis nodata field in

these subsequent payload elements. If there is an error, the control function

5
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retums a messageto the host with a function codein the data portion of a
payload with a single payload elementindicating failed query group members.

Querygroupattributes

This function allows a hostto getalist of the attributes of a message

5 group. The destination ULP address in the messageis a fixed address that

indicates the query groupattributes function. The data portion of the payload

carries the address of the message group for the query. Upon successful

completion, the GMScontrol function responds with a receive control ULP
 message addressed to the host along with a payload with a two payload.

elements. Thefirst payload element contains a function codeindicatingahhusHdlEH ~ Oo

successful query group members. The second payload element contains thesee
hs

“gesHeflow’doat

attributes of the message group. If there is an error, the control function

returns a messageto the host with a function code in the data portion of a

_ payload with a single payload elementindicating failed query groupattributes. 
15 Send Message Operation

In orderto fully understand the operations of the send messagefunction, a

rae
asBeeBAS

aL

ae

numberofindividual cases are worth considering.

Single implicit destinati

The most simple case is a send messageto a single implicit ULP address.
20 In all send message datagrams, the destination ULP address 125 must be an

implicit ULP address. In this case of a single implicit destination, this is the
only destination address in the datagram. The auxiliary address count 126 is

zero and there are no auxiliary destination addresses 127 or 128. The payload
consists of a message count 116 of one, the ULP ofthe host sending the

25 message in the source ULP address 117 and the data length 118 and data 119.

AG
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Send message datagrams may only have a single payload item so their message

countfield 116 must always be one. |
The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

The GMSreceives the message and the GMScontrol function 136 determines

that it is a send message datagram and looks up the implicit destination address

in its implicit ULP addresslist 138. If the address does not exist, an error

message is returned to the sending host with a ULP receive message datagram.

If the address is valid, the GMS control function removes the TLP header from

the datagram and sends the ULP portion to the ULPserver process |

correspondingto the destination implicit ULP address. Assumefor discussion

that this is the ULP server process 140. The ULPserver process 140 will

extractthe single payload item from the message 117, 118 and 119 and place
the payload item in each of the message queues 143. There will be one

message queue for each memberof the message group served by the ULP

server process 140. The membersofthe group will have their host ULP

addresseslisted in the host address list 142. Each message queue in a ULP

server process will fill with payload items that are targeted at particular

destination hosts. The mechanisms by which payload items are removed from

the queues and sent to the hosts will be describedlater.

4 ili ~ . j . i .
In this case in addition to an implicit destination 125, there is also a single

auxiliary address 127 in the datagram. Theauxiliary address count 126 ts one

and the auxiliary destination addresses 127 is a unicast host ULP address. The

payload consists of a message count 116 of one, the ULP ofthe host sending

\\
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the message in the source ULP address 117 and the data length 118 and data

‘119.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

_ The GMSreceives the message and the GMScontrol function 136 determines

that it is a send messagedatagram and looksupthe implicit destination address

in its implicit ULP addresslist 138 and the unicast host ULP auxiliary address

in the host address map 137. If either of addresses does not exist, an error

message is returned to the sending host with a ULP receive message datagram.

If the addresses are valid, the GMScontrol function removes the TLP header

from the datagram and sends the ULPportion to the ULP server process

correspondingto the destination implicit ULP address. Assumefor discussion

that this is the ULP server process 140. The ULPserverprocess extracts the

auxiliary ULP address from the message and determines from the address that

it is a unicast host ULP address. The server process then checkstoseeif this |
address is a member of the message group defined by the host addresslist 142.

If it is not, no further action is taken and the payload item in the messageis not

placed in any of the message queues 143. Ifthe host address is in the message

group, the payload item in the message is placed in the single message queue
correspondingto that host. Theneteffect is that the ULP server process has

performeda set intersection operation on the membersof the message group

selected by the implicit ULP destination address and defined by the group

membership list 142 with the members ofthe set ofhosts defined by the
auxiliary address. The payload item is them sent only to the hoststhat are

membersofthis set intersection.

Wa
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iliary logi i

In this case in addition to an implicit destination 125, there is also a single

auxiliary address 127 in the datagram. The auxiliary address count 126 is one

and the auxiliary destination addresses 127 is a logical ULP address. The

payload consists of a message count 116 ofone, the ULPof the host sending

the message in the source ULP address 117 and the data length 118 and data
119.

The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.

The GMSreceives the message and the GMScontrol function 136 determines

thatit is a send message datagram and looksup the implicit destination address

in its implicit ULP addresslist 138 and the logical ULP auxiliary addressin list

of logical ULP addresses 145. If-either of addresses does not exist, an error

message is returned to the sending host with a ULP receive message datagram.

If the addresses are valid, the GMScontrol function removes the TLP header

from the datagram and sends the ULP portion to the ULP server process

corresponding to the destination implicit ULP address. Assumefor discussion

that this is the ULP server process 140. The ULPserverprocess extracts the

auxiliary ULP address from the message and determines from the address that

it is a logical ULP address. Assumefor this example that this logical ULP

address is the logical address 144. Theserver process fetches the group
membershiplist 147 correspondingto the logical address and performsaset

intersection operation with the group membershiplist 142 of the server

process. If there are no membersofthis set intersection, no further action is

taken and the payload item in the messageis not placed in any of the message
queues 143. If there are membersofthe set intersection operation, the payload

WY
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item in the message is placed in the queues correspondingto the hosts thatare

membersofthe set intersection.

Multip! ii id ith logical .

In its most sophisticated form, a send message can perform set operations

5 between the implicit message group of the ULP server process and multiple

~ logical and unicast ULP addresses. Thisis done by placing multiple auxiliary
destination ULP addresses in the message with logical operators imbedded in

the address list. The address count 126 holds a countofthe total auxiliary

addresses in the addresslist 127 and 128. The auxiliary addresses are a mix of

10 _ logical ULP addresses and unicast host ULP addresses. Twological ULP
addresses in the ULP address space are assignedthe role of specifying set

operations to be performed between the logical message groups and unicast
host addressesin the message list. They are specially assigned addresses for

the functions set intersection, set union. A third logical address is used to
15 indicate set complement. The payload consists of a message count 116 of one,

 
the ULP ofthe host sending the messagein the source ULP address 117 and

the data length 118 and data 119.
The host sends the send message onto the network with a TLP header

addressing the datagram to the GMSthatis the selected target of the message.
20 The GMSreceives the message and the GMScontrolfunction 136 determines

thatit is a send message datagram andlooksupthe implicit ULP message in

the implicit ULP addresslist 138 andall of the addresses in the addresslist
either in the host ULP address map 137 orin the logical ULP addresslist 145

as appropriate. If any of addresses does not exist, an error messageis returned
25 to the sending host with a ULP receive message datagram. If the addresses are

valid, the GMScontrol function removes the TLP header from the datagram

Oo
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and sends the ULPportion to the ULP server process corresponding to the

destination implicit ULP address. Assume for discussionthat this is the ULP

server process 140. The ULP server process extracts the auxiliary ULP

addresslist from the message and scans it from beginning to end. The scanning

and processing ofthe set operatorsis done in post-fix fashion. This means that

arguments are read followed by an operator that is then applied to the

arguments. The result of the operator becomesthefirst argumentof the next
operation. Therefore at the start of scanning two addressesare read from the

address list. The next address will be an operator thatis applied to the

argumentsandtheresult of this operatoris the first argument to be used by the

next operator. From then onasingle address is read from the addresslist

followed by a logical ULP address whichis operator on the two arguments

consisting of the new argument andthe results ofthe last operator. Thelogical
address used to indicate set complementis not a set operator, by an argument

qualifier since it can precede any address in the addresslist. The meaning of
the set complement argument qualifier is relative to the group membership of

implicit group addressin the send message. If the set complement qualifier

precedes a unicast host address which is not a memberofthe message group

selected by the implicit ULP address in the send message,the effective

argumentis the setofall hosts that are membersofthe implicit message group.

If the set complementqualifier precedes a unicast host address whichis a

memberofthe message groupselected by the implicit ULPaddress in the send:

message, the effective argumentis the set ofall hosts that are membersof the

implicit message group exceptfor the original unicast host address qualified by
the complement function. If the set complement qualifier precedes a logical
ULPaddressthe effective argumentis the set ofall hosts that are membersof

AS
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the implicit message group specified by the send message except hosts that are

membersof the logical message group preceded by the set complement

modifier. Oncethe entire addresslist has been processedto a single result set

of hosts, a set intersection operation is performed onthis set and the set of

5 membersof the implicit message group 142 defined by the implicit address in

the send message. If there are no membersofthis set intersection, no further

action is taken and the payload item in the messageis not placed in any ofthe

message queues 143. If there are membersofthe set intersection operation,
the payload item in the message is placed in the queues correspondingto the

10 hosts that are members of the set intersection. 
Message Delivery and Aggregation

 
Once messagesare entered into the message queuesin the ULP server

processes, there are a variety ofwaysthat they can ultimately be delivered to

the targeted hosts. In the invention, the delivery methodis set on a per-ULP

15 server process basis by attributes that are provided at the time that an implicit
ULP message groupandserver process are created. It is important during the 
description of these methods to keep in mind that the invention is intended to

provide an efficient meansfor.a group ofhosts to send messages to each other
at a rapid rate during the implementation of a networkedinteractive

20 application. Also assumedin the following descriptionis that the GMS

performs echo suppression when a host sends a messageto a groupthatit
belongs to. This meansthat the host will not receive a copy ofits own message
to the groupeither as a single un-aggregated messageor as a payload item in

an aggregated message. This is controlled by a ULP server process attribute
25 that can be changedto stop echo suppression, but echo suppressionis the

default.

exe
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ImmediateDelivery

The most simple delivery methodis to immediately deliver the payload

items to their targeted hosts as soonas they are placed in the message queues.

Each payload item in a message queuewill contain a ULP source address, a

data length and the data to be sent. To implement immediate delivery, the ULP

server process will remove a payload item from a message queue for a .
particular host 143. The host address for this host will be obtained from the
group membership list 142. The payload item and the destination host address
will be sent to the GMScontrolfunction 136 whereit will be used to create a

ULPreceive messagesent to the destination host. The GMScontrol function

136 will use the destination ULP host address to look up the TLP address of

the host from the host address map 137. This will be used to create a TLP

header for the message 123. The ULP message type 124 will be ULPreceive,

the destination ULP address 125 will be the destination host, the address count

will be 0 and there will be no auxiliary addresses. The payloadin this case will

have a message count 116 of | and the payload item comprisedoffields 117,

118, and 119 wiil be the payload element taken from the message queue.

Immediate delivery is useful when the message rate between a group of

hosts is low. Consider four hosts that are membersof an implicit message

group where each memberof the group sends a messageto every other

memberofthe group at a fixed rate. With immediate delivery, each host will
send three messages to the other members ofthe group andreceive three

messages from the other membersof the groupat the fixed rate. Thisis

acceptableis the size of the group is small and the message rate is low.
However,it is obvious that total messagerate is the product of the underlying

messagerate andthe total number of membersof the group minus one. Clearly

Ft
Petitioner Riot Games,Inc. - Ex. 1004, p. 136



Petitioner Riot Games, Inc. - Ex. 1004, p. 137

 10

15

20

25

-47.-

this will result in unacceptably high message rates for large groups and highly

interactive message rates. Agroup of 20 membersthat had an underlying

message rate of 10 messages per second would yield a total message rate at

each host of 190 messages sent and 190 messagesreceived every second. This

message rate will be unsupportable over a “Tata dial-up connection to aconventional wide area network such as the idterne :
. A

A key concept in the presentinventionis the aggregation of multiple

messages in a message queueinto a single ULP receive message to a host that
contains multiple payload items in the payload. The ULPserver process 140

removes payload items from a message queue 143 for a host and accumulates

them in an aggregation buffer 149. The aggregation buffer has buffer areas for

each host for which there is a message queue. Theseindividual host areas

within the aggregation buffer are called host aggregation buffers. The start and
end ofthis aggregation period can be controlled in a numberofwaysthat will
be described in the next sections. At the end ofthe aggregation period, the

each host aggregation buffer mayhold multiple payload items. The host
aggregation buffer will hold a message countof the payload items followed by

the multiple payload items. The contents ofa host aggregation buffer along
with the ULP host address ofthe corresponding host are sent to the GMS

control function 136 whereit will be used to create a ULP receive message

sent to the destination host. The GMScontrolfunction 136 will use the

destination ULP host address to look up the TLP addressofthe host from the

host address map 137. This will be used to create a TLP header for the

message 123. The ULP messagetype 124 will be ULP receive, the destination
ULP address 125 will be the destination host, the address countwill be 0 and

YS
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there will be no auxiliary addresses. The payloadin this case will have a

message count 116 set by the message countvalue from the host aggregation

buffer. The payload will contain all of the payload items from the host

aggregation buffer.

The effect of aggregation will be to greatly reduce the total messagerate

received by the hosts. A single messageto a host will be able to carry multiple

payload items received from the other hosts during the aggregation period.

This fits very well the interactive applications of this invention where groups of

hosts will be sending messagesto all the other hosts in the group at a periodic

rate. Aggregation will be very effective in collecting togetherall of the

messagesfrom all of the other hosts into a single message for each memberof

the group. The reduces processing at each receiving hostsince a single

message will be received rather than many separate messages. Aggregation

will also reduce the total data rate to the hosts since aggregation eliminates the

need for separate message headersfor each payload item. The savings will be
significant for small payload items since there will be only one message header

comprising fields 123, 124 and 125 for multiple payload items. In cases where

a group ofhosts are sending messages to the groupat a periodic rate,it is often
thecase in manyinteractive applications that the data being sent by each host
to the groupis very similar to the messages sent by the other hosts. This

affords the opportunity within an aggregated payload of multiple payload items

to apply a data compression method across the multiple data elements of the
payload elements. A wide variety of known data compression methodswill
lend themselves to this application. Thefirst data elementin the first payload

item can be sent in uncompressed form with each subsequent data element
being compressed using some form ofdifference coding method. A variety of

La,
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known data compression methods usethe concept of a predictor with

differences from the predicted valuebeing encoded. Thefirst data element in

an aggregated payload can be usedas this predictor with the subsequent data

elements coded using such a data compression method. These conventional
8 5 ‘data compression methods do not assume any knowledgeofthe internal

structure or function of portions of a data element to compress. It is also

possible to make use of application specific coding techniquesthat take

advantage of such knowledgeto potentially achieve much higher coding

efficiency.

10ServerJsochronous

One method by which the aggregation time period can be definedis called
 

Server Isochronousor SI. In this method, A ULP Server Process defines aHetla

whHb Had
uniform time base for defining the aggregation time period. This timebaseis

defined by three parameters: the time period, the aggregation offset and the 15 transmit offset. These parametersare set by the attributes provided in the
ae

create implicit group control function at the time the implicit group and then°

ULPserver process are created. The time period is a fixed time interval during
which the ULPserver process will accumulate messagesin the message
queues,aggregate the messages in the queuesand send the aggregated

20 messagesto the targeted hosts. The aggregation offset defines the point after

the start of the time period after which arriving messageswill be stored in the
message queuesfor delivery in the next time period. Therefore, at the

aggregationoffsetafter the start of the time period, a snapshotwill be taken of
all of the messages in each message queue. New messageswill continue to

25 arrive andbe entered into the queuesafter the aggregation offset. Only those

messages in the queuesbefore the aggregation offset point will be aggregated

SO
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into outbound messages. Theresulting aggregated messages will then be sent

to their targeted hosts at the point in time whichis the transmit offset after the

start of the time period. Theresult is that messages arrive continuously and are

stored in the message queues. Once pertime period the are aggregated into

single messages to each host whichis the target of messages and once pertime

period these aggregated messagesare sentto the hosts.

Another embodimentofthe SI method is to allow the ULP server process

to dynamically vary the time period based on somecriteria such as the received

messagerates, and/or received data rate. The ULP server could use a function

to define the aggregation period based on the numberofmessagesreceived per
second orthe total numberofpayload bytes received per second. One

reasonable function would be to shorten the aggregation period as the rate or

received messagesor data rate of the received payloads increased. This would

tend to keep thesize of the outbound messages from growing too much as
received messages and/or received data rate grew. Otherpossible functions

could be used that varied the aggregation period based on received message

rates, received payload data rates or other parameters available to the ULP

server process.

HostSynchronous

The host synchronous or HS method ofdefining the aggregation time

period allows the definition of a flexible time period that is controlled by the
hosts. It is based on the concept of a turn whichis a host sending a message to

one or more membersofthe implicit message group which is operating is HS

- mode. Onceevery host in the message grouphas taken a turn, the aggregation

period ends. A snapshotof the contents of the message queuesis taken, the

contents of each of the queues is aggregated and the aggregated messagesare

S\
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sent to the hosts targeted by each message queue. A refinementto this

technique qualifies which of the three ULP send messagetypes to the group

constitute a host turn: a send only to the implicit address of the group, a send

to a unicast host address within the group or a send to a logical ULP address

which shares members with the group. Theattributes of the group not only

will define HS aggregation, but one or more ULP send message types that will

be considered a host turn. A further refinementsets the total numberof tums

that a host can takein a single aggregation time period. The default will be one
turn, but multiple turns can be allowed. Ifa host attempts to take moreturns.

than allowed, the messages are ignored.

This aggregation technique has the additional benefit of causing the hosts
which are memberof an HSimplicit message group to have their processing

functions synchronized whenthey are executing the sameinteractive

application. Many networked interactive applications are based on a simple
overall three step operational model: wait for messages from otherhosts,

process the messagesandthelocal users inputs to update the local application,

send messagesto the other hosts. This basic application loop is repeated at a
rate fast enoughto provide an interactive experience such as5 to 30 times per

second. It is desirable to keep such applications synchronized so thatthe states

ofthe applications is consistent on the different host machines. When such
applications communicate using the HS model ofthe present invention their

operations will become naturally synchronized. The HS ULPserver process

will wait until all of the members of the message group has completed their

turns and sent a messageto the group before sending the aggregated messages

to the members of the group. This will cause the applications on the hosts to

wait until they have received the aggregated messages. They will all then start

Sa
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processing these messages along with the local user inputs. Evenif they

perform their processing at different speeds and send their next messagesto the

groupat different times, the HS ULPserverwill wait until all have completed

their processing and reported in with a message to the group. This will keep all

of the host applications synchronized in that every host will be at the same

application loopiterationasall of the others. This will keep the application

state consistent on all of the hosts. Only network propagation delays from the

GMSto the hosts and different processing speeds of the hosts will cause the

start and completionoftheir processing to begin atdifferent times. It is not a

requirement in networked applications to keepall of the hosts precisely

synchronized, only that that application state is consistent. The HS method

provides a natural way to dothis in the context of the present invention.

Preferred Embodiment

The detailed descriptionof the invention has described a datagram

implementation of the invention as the best way to explain the invention. The

preferred embodimentof the invention is as follows.

In the preferred embodiment, the wide area networkis the Internet and the

TLPprotocol is TCP/IP. The GMSis a general purpose computer system

connected to the Internet and the hosts are personal computers connected to

the Internet.

TCP/IP provides an number of advantages that provide for a more efficient

- applications interface on the hosts 151. TCP/IP supports the concept of source

and destination port numbersin its header. The ULP can makeuse ofthe port

numbersto identify source and destination ULP connections. Most ULP send

messageswill be from hoststo a implicit ULP group addresses and most ULP

receive messages will be from the implicit ULP addresses to the ULP host

S52
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addresses. All of these and the ULP message type field can represented by
source and destination port addresses within the TCP/IP header. This means

that for most ULP messages, the ULP message encapsulated within the TCP/IP

message need only contain the payload. Thereis the slight complicationofthe

aggregated ULP receive messages sent from a ULPserver processto a hosts.

Here the destination port will be the host the source port will be for the implicit

ULPgroup address and the payloadwill still contain the source host ULP

addresses in each the payload items.

TCP/IP also supports header compression for low speed dial-up lines which

is also importantin this application. See RFC 1144. TCP/IP is a connection

oriented protocol which providesreliable end-to-endtransport. It handles re-

transmission on errors and fragmentation and reassembly of data transparently

to upperlevel protocols. Header compression allows muchofthe TCP/IP

header to be omitted with each packet to be replaced by a small connection

identifier. This connection ID will uniquely define a connection consisting of a

source and destination IP address and source and destination TCP/IP port

numbers.

Atthe interface to the application on the hosts, the preferred embodiment

of the ULPisas a sessionlayer protocol. In the preferred embodimentthe

application on a host opens a session with a ULP server process. This session
is identified with a unique session ID on the host. The host application then
sends data to the ULP hostinterface 151 tagged with this session ID. The

session ID defines a host andimplicit ULP pair including the TCP/IP TLP

address of the GMSserverthat is running the particular ULPserver process for

the implicit ULP address. By binding the transport address of the GMSofa
ULPserver processto the session ID, wecan transparently to the application

st
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support multiple group messaging servers on the networkanda single host can

have multiple active sessions with different physical group messaging servers.

This avoids any address space collision problems that could arise from the fact

that the ULP address space is unique to each GMS.

Alternate Embodiments

Onepossible extension to the invention is to extend the ULP to support a

commonsynchronized time base on the GMSandthehoststhat are connected

to it. This would be mostinteresting in context of the SI message aggregation

mode. The SI time base on the GMScould bereplicated onall ofthe hosts and

all of the hosts and the GMScould lock these time bases together. There are

known methods to “etopaseeeentTCweysystems. Onesuch methodiscalled

Another extension to the invention is to define ULP server processes that

perform specific application specific processing on the contents of the messages

that are received. A variety of different application specific processing

functions can be definedand implemented. A particular function would be

selected byattributes provided in the create implicit group function. These

functions could process the data in the message payloads and replace the data
elements in the payloads with processed results. Separately, or in combination

with processing the message payloads, the processing couldstore either raw

message payload datain the application specific state storage area or could

store processedresults.

Clearly, the host system need not be personal computers, but could also be

dedicated gameconsolesortelevision set top boxes or any other device with a
programmable controller capable of implementing the ULP protocol.

SS
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The wide area network used to transport the ULPprotocol need not be the

Internet or based on IP. Other networks with some meansfor wide area ©

packet or datagram transport are possible including ATM networks ora digital .
cable television network.

5 Theinvention now beingfully described, it will be apparent to one of

ordinary skill in the art that any changes and modifications can be made thereto

without departing from the spirit or scopeofthe inventionas set forth herein.

Accordingly, the present inventionis to be limited solely by the scope of the
Hey Balad

appendedclaims.
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WHATIS CLAIMEDIS:

L. A method for providing group messagesto a plurality of host

computers connected over a unicast

 

 
 

 

 

  

 ide area communication network,

comprising the stepsof:

providing a group messaging server coupledto said network, said server

communicating with said plurality of host computersusing said unicast

network and maintaining a list ofmessage groups, each message group

containing at least one host computer;

sending,by a first host computer belongingto a first message group, a

10 message to said server via said unicast retwork, said message containing a

payload portion and a portion for identifying said first message group; and

\\ first group.
i said selected host computers

transmitting, by said servervia said ast network, said payload portion

 
 

 

 

 

 

to selected host computers belonging to

2. The method of claim 1 where

15 comprising all host computersbelong to said first group except said first host

computer. ,
3. | The method of claim 1 wherein|said message also contains a portion

for identifying a second message group,said selected host computers being
selected from a set operationof membersin\said first and said second message

0 groups. ,
4. ~ The method of claim | further comprising the step of creating, by a

second host computer, said first message group by sendinga first control
message to said server via said unicast network.
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5. The method of claim 4 further comprisingthe step ofjoining, by
said first host computer,said first message group by sending via said unicast
network a secondcontrol messageto|said server specifying said first message

group.

6. The method of claim 1 wherein said network is Internet and said

 

 
 
 

 
 
 

 
 
 
 

server communicates with said plurality of host computersusing a session layer

protocol :

7. A methodfor providing group messagesto a plurality of host

computers connected over a unicast wide area communication network,

comprising the steps of:

providing a group messaging sefv4

of

network and maintaining a list of messag

oupled to said network, said server

communicating with said plurali\vomputers using said unicast
oups, each message group

containing at least one host computer;
sending, by a plurality of host computers belonging to a first message

group, messagesto said server via said unicast network, said messages

containing a payload portion anda portipn for identifying said first message

group, .

aggregating, by said serverin a timeinterval determined in accordance with

a predefinedcriterion, said payload portidns of said messages to create an

aggregated payload;

forming an aggregated message using said aggregated payload; and

transmitting, by said server via said unigast network, said aggregated

messageto a recipient host computerbelonging to said first message group.
8. The method of claim 7 wherein said timeinterval is a fixed period of

time.
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9. The methodof claim 7 Wherein said time interval corresponds to a

time for said server to receive at least one message from each host computer

belonging to said first message group.

10. The method of claim 7 further comprising the step of creating, by

one ofsaid plurality of host computers, said first message group by sending a

first control message to said serverjia said unicast network.
It. The method of claim 10 {further comprising the step ofjoining, by

someofsaid plurality of host computers,said first message group by sending

control messagesvia said unicast network to said server specifying said first
message group.

12. The method of claim 7 w rein said network is Internet and saidserver communicates with said pl (ai f\host computers using a session layer 
 
 

 
 

protocol

13. A methodfor providing group me

computers connected over a unicast wid¢ area communication network,

comprising the stepsof: -

providing a group messaging server|coupledto said network, said server

communicating with said plurality ofhost computersusing said unicast

network and maintainingalist of message groups, each message group

containing at least one host computer;

dynamically joining, by a first host computer, message groups on said list
by sendinga first control message to seidherve via said unicast network, said
first control message specifying a message\group desired to be joined by said

first host computer; and

dynamically leaving, by said first host computer, message groups onsaid
list by sending a second control message to ‘said server via said unicast
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network, said second control message specifying a message groupsaid first

host computer desires to leave.
14. The method of clajm 13 wherein said first host computer belongsto

a first message group, said method further comprising the steps of:

5 sending, by said first host computer, a messageto said servervia said

ing a payload portion and a portion for 
 
 

unicast network, said message co

identifying said first message group;

transmitting, by said server Yi network, said payload portion

ash to selected host computers belonging to\said first group.

10 15. The method of claim 14 wherein said selected host computersoeaaebowUodl“UHASElt comprising all host computers belong to said first group exceptsaid first host

computer.

16. The method of claim 14 whereinroalso contains a
soHs

Beulag

portionfor identifying a second message group, xaid selected host computersAlthd

 15 being selected from a set operation of membersinaand said secondmessage groups.
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ABSTRACT

A method for deployinginteractive applications over a network containing

host computers and group messaging serversis disclosed. The method

operates in a conventional unicast network architecture comprised of

5 conventional networklinks and unicast gateways and routers. The hosts send

messages containing destination group addresses by unicast to the group
messaging servers. Thegroup addresses select message groups maintained by

the group messaging servers. For each message group, the group messaging
servers also maintainalist of all of the hosts that are members of the particular

10 group. In its most simple implementation, the method consists of the group

server receiving a message fromahost containing a destination group address.

Using the group address, the group messaging server then selects a message

group whichlists all of the host membersofthe group which are the targets of

messages to the group. The group messaging server then forwards the

1S messageto eachofthetarget hosts. In an interactive application, many

messages will be arriving at the groupserver close to one anotherin time.

 
Rather than simply forward each messageto its targeted hosts, the group

messaging server aggregates the contents of each of messagesreceived during

a specified time period and then sends an aggregated message to the targeted
20 hosts. The time period can be defined in a numberofways. This method

reduces the message traffic between hosts in a networked interactive

application and contributes to reducing the latency in the communications
betweenthe hosts.

\
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Note: This Notice should be enteredinto the patent file and given a paper number.
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O1 2. Thefollowing additional claims fees are due:

$ for_._ . total claims over 20.
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H“Applio mfmust either submit the additional claim fees or cancel additional claims for whichfees are due.3: Sepenor declaration:

is missing or unsigned.
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An oath or declaration in compliance with 37 CFR 1. 63, including residence information and identifying. the application by
the above Application Number and Filing Date is required.

C] 4. The signature(s) to the oath ordeclaration is/are by a person otherthan inventor or person qualified under 37.CFR 1.42,
7 1.43 or 1.47.

A properly signed oath or.deciaration in compliance with 37 CFR 1.63, identifying the application by the above
Application Numberand Filing Date, is required.

’ §. The signature of the following joint inventor(s) is missing from the oath or declaration:oO-
 

-An oath or declaration in compliance with 37 CFR 1.63 listing the namesof all inventors and signed by the omitted
inventor(s), identifying this application by the above Application Numberand Filing Date,is required.

6. A $50.00 processing feeis required sinceyour check wasreturned without payment(37 CFR 1.21z1(m)).
-7. Yourfiling receipt'was mailed in error because your check was returned without payment.
- 8. The application wasfiled-in a language other than English.Applicant mustfile a verified-English translation of the application, the $130.00 set forth in 37 CFR 1. 17(k), unless”

previously submitted, and a statementthat the translation is accurate (37 CFR 1.52(d)).
DO 9. OTHER...
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PATENT

Attorney Docket No. 16326.701

 
COMBINED DECLARATION AND POWER OF ATTORNEY

FOR UTILITY PATENT APPLICATION

As a below-named inventor, I hereby declare that:

rapostoffice address and citizenship are as stated below next to my name;
ah lieve I am theoriginal, first and sole inventor(ifonly one name is listed below) or an original,first ahd joint inventor(ifplural names are listed below) ofthe subject matter which is claimed and for which

a patentis sought on the inventionentitled: ,

SERVER-GROUP MESSAGING SYSTEM FOR INTERACTIVE APPLICATIONS

the specification ofwhich

X._—is attached hereto.

was filed on as Application Serial No.
and was amended on .

(ifApplicable)

Thereby state that I have reviewed and understand the contents of the above-identified specification,
including the claims, as amended by any amendment referred to above.

oTieknowledge the duty to disclose information which is material to the examination ofthis
application in accordance with Title 37, Code ofFederal Regulations, §1.56(a) which states in relevant part:
“Each individual associated with the filing and prosecution of a patent application has a duty ofcandor and
good faith in dealing with the Office, which includes a duty to disclose to the Office all information known to
that individual to be material to patentability as defined in this section....The duty to disclose all information
known to be material to patentability is deemed to be satisfied if all information known to be material to
patentability of any claim issued in a patent was cited by the Office or submitted to the Office in the manner
prescribed by §§ 1.97(b)-(d) and 1.98."

I hereby claim foreign priority benefits under Title 35, United States Code, §119 of any foreign
application(s) for patentor inventor's certificate as indicated below and have also identified below any foreign
application for patent or inventor's certificate on this invention havingafiling date before thatof the
application on which priority is claimed:

Prior Foreign Application(s) Priority Claimed

(Number) (Country) (Day/Month/Year Filed) Yes No

(Number) - (Country) (Day/Month/Year Filed) Yes No
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Attorney Docket No. 16326.701 
I hereby claim the benefit under Title 35, United States Code, §120 of any United States

application(s) listed below and, insofar as the subject matter of each ofthe claims ofthis application is not
disclosed in the prior United States application in the manner provided by the first paragraphofTitle 35,
United States Code, §112, I acknowledge the duty to disclose material information as defined in Title 37,
Code of Federal Regulation, §1.56(a) which occurred between the filing date of the prior application and the
national or PCTinternational filing date ofthis application:

(Application Serial No.) (Filing Date) (Patented, Pending, Abandoned)

(Application Serial No.) (Filing Date) (Patented, Pending, Abandoned)

I hereby appoint the following attorney(s) and/or agent(s) to prosecute this application and transact all
businessin the Patent and Trademark Office connected therewith, and to file, prosecute and to transact all
business in connection with international applications directed to said invention:

Stephen C. Durant 31,506
Michael Hetherington 32,357
Hark C. Chan 35,477
Charles D. Holland 35,196
Michael J. Murphy 37,404
Michael J. Panepucci 37,203

Addressall correspondence to:

H. C. Chan

Wilson, Sonsini, Goodrich & Rosati
650 Page Mill Road
Palo Alto, CA 94304

Direct all telephone calls to H.C. Chan at (415) 493-9300.

I hereby declare thatall statements made herein ofmy own knowledge are true and that all statements
made on information andbelief are believed to be true; and further that these statements were made with the
knowledgethat willful false statements and the like so made are punishable by fine or imprisonment, or both,
under Title 18, United States Code, §1001 and that such willful false statements may jeopardize the validity
of the application or any patent issued thereon.
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Attorney Docket No. 16326.701

Full nameofsole or
 

first inventor:

8 Inventor's signature:
) Date: ![30/VG

Cy Citizenship: U.S.A,
Residence: 1248 Van Dyck Drive, Sunnyvale, CA 94087

Post Office Address: Sameas above,

Full name of second joint
inventor,if any:

Q dventor's signature: ‘ Date:

Citizenship:

Residence: 347 Massol Avenue, #108, Los Gatos, CA 95030

Post Office Address: Sameas above,

Full name ofthirdjoint
inventor,ifany: J Jackiel Ro ild

> mventor’s signature: befellLaLa.
\y Date:O604of

NU Citizenship: US.A.
Residence: 15560 Old Ranch Road, Los Gatos, CA_95030

Post Office Address: Same as above.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Art Unit: 2315 COP i
Examiner: Maung, Z

Atty. Docket: 1719.0050001

In re applicationof:

Rothschild e¢ ai.

Appl. No. 08/896,797

Filed: July 18, 1997
 

For: Server-Group Messaging System
for Interactive Applications

Revocation of Prior Power of Attorney and Appointment of New
‘Attorneys of Record

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

The undersigned, having express authority to represent Mpath Interactive, Inc., the

assigneeofthe entire right,title, and interest in the above-captioned application, by assignment

. filed at the U.S. Patent and Trademark Office on 02/01/1996 and recordedat reel 7861, frame

0413 (copy enclosed), hereby revokes all powers of attorney heretofore given inthe above-

captioned application and appoints as his attorneys Robert Greene Sterne, Registration No.

28,912; Edward J. Kessler, Registration No. 25,688; Jorge A. Goldstein, Registration No. 29,021;

Samuel L. Fox, Registration No. 30,353; David K.S. Cornwell, Registration No. 31,944; Robert

W. Esmond,Registration No. 32,893; Tracy-Gene G. Durkin, Registration No. 32,831; Michele

A, Cimbala, Registration No. 33,851; Michael B. Ray, Registration No. 33,997; Robert E.

Sokohl, Registration No. 36,013; and Eric K. Steffe, Registration No. 36,688, with full power of

substitution, association, and revocation, to prosecute said application andto transact all business

in the United States Patent and Trademark Office connected therewith.
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-2- Rothschildef al.

Appl. No. 08/896,797

The undersigned hereby grants said attorneys the power to insert on this Power of

Attorney any furtheridentification that may be necessary or desirable in order to comply with the

rules of the U.S. Patent and Trademark Office.

Send all correspondenceto:

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934.

Direct telephone calls to (202) 371-2600.

FOR: Mpath Interactive, Inc.

SIGNATURE: CeSe LE Cope
BY: BrianApgar

TITLE: Executive Vice President of Development

DATE: _we SLES

P:\USERS\SCULLER\1719005000 Irev.wpdSKGF Rev. 1/27/98 dew
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Applicant(s): Jeffrey J. Rothschild eg al.

Application No:_08/896,797 Filed: Jul

For: Server-Group Messag

Certificate Under 37 C.F.R. § 3.73(b) C © | 
 

 

  
 

ing

(NameofAssignee)

certifies that it is an assignee of the patent application identified above by virtue of either:

A.[{X] An Assignmentfrom the inventor(s) of the patent application identified above. The assignment was

[or]

B.[]

recorded in the Patent and Trademark Office at Reel 7861, Frame 0413, or for which a copy thereofis
attached.

A chainoftitle from the inventor(s) of the patent application identified above to the current assignee
as shown below:

1. From: To:

The document was recorded in the Patent and Trademark Office at
Reel » Frame , or for which a copy thereofis attached.

2. From: To: .
The document was recorded in the Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

3. From: : To:
The document was recordedin the Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

{ ] Additional documents in the chain oftitle are listed on a supplementalsheet.

[X] Copies of assignments or other documents in the chain of title are attached.

The undersigned (whosetitle is supplied below) is empowered to act on behalf ofthe assignee.

I hereby declare that all statements made herein of my own knowledgeare true, and that all statements made
on information and belief are believed to be true; and further, that these statements are made with the

knowledgethat willful false statements, and the like so made, are punishable by fine or imprisonment, or both
under Section 1001, Title 18 of the United States Code, and that such willful false statements may jeopardize
the validity of the application or any patent issuing thereon.

ame:

Title:

Signature:

PAUSERS\SCULLER\I 719005000 I cert.wpd

7 ZaYALE | a
Brian Apgar 

Executive Vice President of Development
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Aftorney Docket No. 16326.701

ASSIGNMENT

WHEREAS,the undersigned, DO NOT FORWARD
TO ASSIGNMENT BRANCH

. . . . NOT FOR RECORDATION
Daniel Joseph Samuel Marc Peter Kwiatkowski OO
1248 Van Dyck Drive 347 Massol Avenue, #108
Sunnyvale, CA 94087 Los Gatos, CA 95030-7234

and

Jeffrey Jackiel Rothschild
15560 Old Ranch Road

Los Gatos, CA 95030

hereinafter termed “Inventors”, have invented certain new and useful improvements in

SERVER-GROUP MESSAGING SYSTEM FOR INTERACTIVE APPLICATIONS

as filed herewith; and

WHEREAS,Mpath Interactive Inc., a corporation of the State of California, having a place ofbusiness at 10455-
A Bandley Drive, Cupertino, California, (hereinafter termed "Assignee"), is desirous of acquiring the entire nght, title and
interest in and to said application andthe invention disclosed therein, and in and to all embodiments of the invention,
heretofore conceived, made or discovered jointly or severally by. said Inventors (all collectively hereinafter termed "said
invention”), and in and to any and all patents, inventor's certificates and other forms of protection (hereinafter termed
“patents") thereon granted in the United States and foreign countries.

NOW, THEREFORE, in consideration of good and valuable consideration acknowledged by said Inventors to have
been received in full from said Assignee:

1. Said Inventors do hereby sell, assign, transfer and convey unto said Assignee the entire right, title and
interest (a) in and to said application and said invention; (b) in and to ail rights to apply for foreign patents on said invention
pursuantto the International Convention for the Protection of Industrial Property or otherwise, (c) in and to any and all
applications filed and any and all patents granted on said invention in the United States or any foreign country, including each
and every application filed and each and every patent granted on any application which is a divisional, substitution,
continuation, or continustion-in-part ofany of said applications, and (d) in and to each and every reissue or extensions of any
of said patents. :

2. Said Inventors herebyjointly and severally covenant and agree to cooperate with said Assignee to enable
said Assignee to enjoy to the fullest extent the right, title and interest herein conveyed in the United States and foreign
countries. Such cooperation by said Inventors shall include promptproduction of pertinent facts and documents, giving of
testimony, execution ofpetitions, oaths, specifications, declarations or other pspers, and other assistance all to the extent
deemed necessary or desirable by said Assignee (a) for perfecting in said Assignee the right, title and interest herein
conveyed; (b) for prosecuting any of said applications; (¢) for filing and prosecuting substitute, divisional, continuing or
additional spplications covering said invention; (d) for filing and prosecuting applications for reissuance of any said patents,
(e) for interference or other priority proceedings involving said invention; and (f) for legal proceedings involving said
invention and any applications therefor and any patents granted thereon, including without limitation reissues and
recxaminations, opposition proceedings, cancellation proceedings,priority contests, public use proceedings, infringement
actions and court actions; provided, however,that the expense incurred by said Inventors in providing such cooperation shall
be paid for by said Assignee.
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Attorney Docket No. 16326.701
3. The terms and covenants ofthis assignment shall inure to the benefit of said Assignee, its successors,

assigns and other legal representatives, and shall be binding upon said Inventors,their respective heirs, legal representatives
and assigns..

4. Said Inventors hereby jointly and severally warrant and represent that they have not entered and will not
enter into any assignment, contract, or understanding in conflict herewith.

IN WITNESS WHERECOF,the said Inventors have executed and delivered this instrumentto said Assignee as of
the dates written below.

State of California )
)CountydenteMara

/- ZO 1996, before me,7Mytwrtg L- (4S1 LtiinSO)On47wr,
personally appeared Daniel Joseph Samuel,

. C1 personally known to me or LI proved to me on the basis of satisfactory
Daniel JosepbSamuel :

evidence, to be the person whose name is subscribed to the within
unstrument and acknowledged to me that he executed the same in his
authorized capacity, and that by his signature on the instrument the person

1 [30/96 or the entity upon behalf of which the person acted, executed the
instrument.

WITNESSmy hand and official seal.

(Notary 
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Attormey Docket No. 16326.701

State of Califorpia )

Qn )County, Cle )
on_(-.30 1996, before me, (Aru, Cteparr
personally appeared Marc Peter Kwiatkowski,

oO personally known to me or @ proved to me on the basisofsatisfactory
evidence, to be the person whose name is subscribed to the within
instrument and acknowledged to me that he executed the samein his

(30 aL authorized capacity, and that by his signature on the instrumentthe person
D or the entity upon behalf of which the person acted, executed theate . t

Mare Pet wiatkowski

— WITNE band ial seal.TammyL. Williamson 2 SS my and offici
3 Comm. #955083 01OTARY SUTLIC - CALIFORNIA’
J SANTA CLASA COUNTY

J neeais My Comm. Exaires Feb. 5. 1996 = (Notary Public)

jy State of California )
Je Jackiel Rothschild ——~my On__ £7 BO __, 1996, before me 7 Amin (AALevonir—

L390 / 96 personally appeared Jeffrey Jackiel Rothschild,
C personally known to me or proved to me on the basis ofsatisfactory
evidence, to be the person whose name is subscribed to the within
instrument and acknowledged to me that he executed the same in his
authorized capacity, and that by his signature on the instrument the person

FROam or the entity upon behalf ofwhich the person acted, executed the
Adee fammy L. Williamson = instrument.

: Comm. #955083
NOTARY PUZLIC - CALIFORNIAG)

SANTACLARA COUNTY 0)

J i fay Comm. Exairas Fab. 5, 1996 i

  

 

Date

 WITNESSmy handand officialseal.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFEIGE
re

-U
om mv

In re applicationof: eS 2= eo —

ROTHSCHILDetal. Art Unit: 2756 =e <<
~ 3S

Appl. No. 09/407,371 Examiner: TobeassignedS ©oO

Filed: September 28, 1999 Atty. Docket: 1719.0050002

For: Server-Group Messaging System
‘for Interactive Applications:

Request for Corrected Official Filing Receipt

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:  
' to the undersigned representative. Specifically, the following correction to the Official Filing

Receipt is requested:

1. In the "Continuing Data As Claimed by Applicant" section after 07/18/97
insert --Which is a CONTINUATIONof08/595,323, PAT 5,822,523--.

In support of the above request, a photocopyofthe Official Filing Receipt is enclosed
with the correction noted in red. It is requested that a corrected Official Filing Receipt be
issued, and sent to the undersigned at the earliest possible time.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOXP.L.L.C.

RaymondMillien
Attorney for Applicants
Registration No. 43,806

Date: ut /18) 99
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-26000050002.cfr
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”,

(Rev. 6-095;  ° os ‘_. ANG RECHPT a ifray
wane | 1 BYA|OF PATENTS AND TRADEMARKS“ Washingtoii, D.C. 24234 _

APPLICATIONNUMBER]ELNGDATE[GRPARTONT]FLPEERECD[ATTORNEYDOCKETNO|bawGS|ToTaLTRG
09/407,371 09/28/99 2756 | $0.00 1719.0050002 it} 16 3

_STERNE KESSLER GOLDSTEIN & FOX PLLC
SUITE 600 co
1100 NEW YORK AVENUE NW
WASHINGTON DC 20005-3934.

Patent and Tradémark 66
| UNITED STATESDEPARTMENT OF COMMERCE

ASSISTANT SECRETARY AND COMMISSIONER

  
  

~GSAIS93yWOOYVW0012 6661€1939
' Recelpt is acknowledged of this nonprovistonal Patent Application... It will be considered in its order and you will ba notified as to theresults of the examination. 88 sure to ‘provide ‘the U.S. APPLICATION NUMBER, FILING DATE, NAME GF APPLICANT, and TITLE OF‘INVENTION when inquiring about this application. Fees transmitted bycheck or draft are, subject, tocollection. , Please verify the accuracy-,,Of the data presented on this receipt. If an erroé Is noted on this Filing Receipt, please write to the Office ofInitial Patent Examination’s'«, Customer Service Center. Pleaseprovide 4 copy of this Filing Recelpt withthe changes notéd théreon.i Youreceived& “Notice (a File Missing =Parts of Application®(“Misting PartsNotice")in this application, please submit anycomacticns to this FilingReceiptwith your reply to tha "Missing Parts: Notice.” When thePTOprocessesthe reply to the "Missing Parts Notlea," the PTO will denératé dnathar Filing Recelpt Indoiporsting thd rquasted
 

 
" °s oe corrections(if appropilate), :

..' Appticanits) JEFFREY J. ROTHSCHILD} DANIEL 3. SAMUEL} MARC B,
a RWIATKOWSRI, |

CONTINUING DATA AS CLAIMED BY APPLICANT~- y
THIS APPLN IS A CON OF 08/896,797 07/18/97 Ag

WHICH IS A CONTINUATION OF O8/595,;323, PAT S,322,523

TITLE a So_. SERVER-GROUP MESSAGING SYSTEit FOR INTERACTIVE APPLICATIONS
PRELIMINARY CLASS: 703| |

   

WP BCEIVE |OCT 27 Ws |

STEMNE, KESSLER, COLDSTRIN & FOX PLLC. 44

 

 
| RVM

_ DATA ENTRY BY! TUTT, TONDENICA TEAM: 01 DATE: 10/19/99.
_UURRITO ETE UAE COTAUN ALA AOA AUT NBEAUANOY EAAAUAAUARE AUG Gnd anraL Ln A

(See reverse for naw tmnnrtant tnfaswiatinas
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” . STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.c.ATTORNEYS AT LAW

lOO NEW YORK AVENUE, N.W., SUITE GOO 700WASHINGTON, 0.C. 20005-3934 —t a °~ a

(202) 371-2600 ~ AS~,

FACSIMILE: (202) 371-2540; (202) 371-6566 a @ 2a=" f 7& i
ROBERT GREENE STERNE Eric K. STEFFE DONALD R. MCPHAIL EOWARD W. YEE Donato J Featmerst “*Eopwarp J. KESSLER MICHAEL Q. LEE PaTRick E. GARRETT ALBERT L. FERRO*® KAREN Ry,MAaARKOWwICZ
JORGE A. GOLDSTEIN STEVEN R. LUDWIG STEPHEN G. WHITESIDE Donatpd R. BanowiT* Grant P>Reefit>
SAMUEL L. FOX JOHN M. COVERT* JEFFREY T. HELVEY" PETER A. JACKMAN Suzantyer€. Ziskat* “>
Davip K.S. CORNWELL LINDA E, ALCORN Help! L, Kraus Mo tviy A. McCact Brian 9. DEL-BUONOTS.
RoBERT W. ESMOND Raz E. FLESHNER JEFFREY R. KURIN Teresa U. MEDLER VINCENSL. CRBU ANOS Ty]
TRACY-GENE G. DURKIN ROBERT C. MILLONIG RayMOND MILLIEN JEFFREY S. WEAVER ANDREGr J. KAMAGE*/—yMICHELE A. CIMBALA MICHAEL V. MESSINGER Patrick D. O'BRIEN KRISTIN K. VIBOVICH Nance . DEGEN*®
MICHAEL B. RAY JUDITH U. Kim Lawrence 8. BuGaisKky ANDREW S, ROBERTS*
ROBERT £. SOKOHL TimotHy J. SHea, JR Crystac D. SaYLes® KENDRICK P. PATTERSON* ROBERT H. BENSON®OF COUNSEL

*BaR OTHER THAN D.C
**REGISTERED PATENT AGENTS

November18, 1999
WRITER’S DIRECT NUMBER:

(202) 789-5506
INTERNET ADDRESS:

RMILLIEN@SKGF.COM 
Assistant Cesiéiiséroner for Patents Attn: Application Processing Division
Washington, D.C. 20231 Customer Correction Branch

Re:  U-S. Utility Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For: Server-Group Messaging System for Interactive Applications
Inventors: ROTHSCHILDetal.

OurRef: 1719.0050002

Sir:

The following documents are forwarded herewith for appropriate action by the U.S.
Patent and Trademark Office: .

1. Request for Corrected Official Filing Receipt;

2. A copyofthe Official Filing Receipt along with the correction indicated in red
ink; and

3. Return postcard.

It is respectfully requested that the attached postcard be stamped with the date offiling of
these documents, and that it be returned to our courier. In the event that extensions of time are

necessary to prevent abandonmentofthis patent application, then such extensions of time are
hereby petitioned.
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@ @@ ‘ .STERNE, KESSLER, conMeas & Fox P.L.L.c.
Assistant Commissioner for Patents

November18, 1999
Page 2

The U.S. Patent and Trademark Office is hereby authorized to charge anyfee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copy ofthis letter
is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

RaymondMillien

Attorney for Applicants
Registration No. 43,806

0050002. pt3
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

 
 

 

In re application of: aOp
ROTHSCHILDet al.

Appl. No. 09/407,371
“Sp, SY

Filed: September 28, 1999 “dgematt

<

NOV 18 1999 @)|Art Unit: 2756
“ Examiner: To be assigned

Atty. Docket: 1719.0050002

 
For: Server-Group Messaging System

for Interactive Applications

Preliminary Amendment

Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

Prior to examination of the above-captioned application, Applicants submit the

following Amendments and Remarks. |

It is not believed that extensions of time or fees for net addition of claims are required

beyondthose that may otherwise be provided for in documents accompanyingthis paper.

However,if additional extensions of time are necessary to prevent abandonmentofthis

application,, then such extensionsoftime are hereby petitioned under 37 C.F.R. § 1.136(a),

and any fees required therefor (including fees for net addition of claims) are hereby

authorized to be charged to our Deposit Account No. 19-0036.

Kindly enter the following Amendments:

Amendments

In the Specification:

Please amendthe specification as follows:

At Page 1, line 1, before Field of the Invention," insert --This application claims

priority to U.S. Application No. 08/896,797, filed July 18, 1997, now allowed, whichis a

continuation of U.S. Application No. 08/595,323, filed February 1, 1996, now U.S. Patent

No. 5,822,523.--
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-2- ROTHSCHILDertal.

’ Appl. No. 09/407,371

In the Claims:

Please cancel 2-16 without prejudice or disclaimer.

Remarks

Claims 2-16 have been canceled. Thus, claim 1 is presently pending in the

application.

The specification has been amendedto properly recite the lineage of the above-

captioned application. No new matter has been added.

Promptand favorable consideration of this Preliminary Amendmentis respectfully

requested.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOXP.L.L.C.

Raymond Millien
Attorney for Applicants
Registration No. 43,806

Date: _// E19

1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-2600

0050002. pam
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' . ' a © PTO/SB/17 (6/99)' —! Apeawed for use through 09/30/2000. OMB 0651-0032
~~ Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required ta reppingteacols jon of information unlessit displays a valid OMB contro! number.
. e

FEE TRANSMITTA Complete if Known
for FY 1999 Application Number 09/407,371
ms |FilingDate|September28,1999Patent fees are subject to annualrevis: Filing Date September28, 1999
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Small Entity payments must be supported by a small & statement, First Named Inventor Jeffrey J. ROTHSCHILD

otherwise large entity fees must be paid. See Forms B/09-12. we To be assigned

  
¢

See 37 C.F.R. §§ 1.27 and 1.28. Trane Gr 1 Art Unit 2756
| 17 5

TOTAL AMOUNT OF PAYMENT {$) 890.00 Attorney Docket Number 19.0050002

METHOD OF PAYMENT(check one) FEE CALCULATION(continued)

1. O The Commissioneris hereby authorized to charge 3, ADDITIONAL FEES
indicated fees and credit any overpaymentto:

Deposit Account 19-0036
Number Large Entity SmallDeposit Account : Fee Fee Fee Fee

PoName Sterne, Kessler, Goldstein & Fox P.L.L.c. Code (5) Code Fee Description

O Charge Any Additional Fee Required Under 37 CFR 105 130 205 $5. Surcharge - late filing fee or oath
§§ 1.16 and 1.17 127 50 227 25 Surcharge- late provisionalfiling fee or cover sheet

139 130 139 Non-English specification

2. Ki Payment Enclosed: & Check no25956
0 Money Order =| Other*

“Charge any deficiencies or credit any overpayments in
the fees or fee calculations of Parts 1, 2 and 3 below
to Deposit Account No. 19-0036.

FEE CALCULATION 113 1,840* 113 Requesting publication of SIR after Examiner action

115 410 215 55 Extension for reply within first month
1 - BASIC FILING FEE 116 380 216 190 Extension for reply within second month

Large Entity Small Entity 117 870 217 435 Extension for reply within third month
Fee Fee Fee Fee Fee Description Fee Paid 118 1,360 218 680 Extensionfor reply within fourth month
Code ($) Code ($) 128 1,850 228 925 Extension for reply within fifth month
101 760 «6201 «=6380_~—s Utility filing fee 760.00 119 300 219 150 Notice of Appeal
106 310 206 155 Design filing fee 120 ~ 300 220 150 Filing a brief in support of an appeal

107 480 207 240 Plantfiling fee 121 260 221 130 Requestfor oral hearing
138 1,510 138 1,510 Petition to institute a public use proceeding
140 110 240 55 Petition to revive - unavoidable
141 1,210 241 605 Petition to revive - unintentional

142 1,210 242 605 Utility issue fee (or reissue)
SUBTOTAL(1) ($) 760.00 143 430 243 215 Design issue fee

144 580 244 290 Plant issue fee

147 2,520 147 Forfiling a request for reexamination

112 920* 112 Requesting publication of SIR prior to Examiner action

108 760 208 380 Reissuefiling fee

4114 150 214 76 Provisionalfiling fee

2. EXTRA CLAIM FEES Fee from .
Extra below 122 130 122 130 Petitions to the Commissioner

Total Claims 1 - 20**=__—0 x 0
: 123 50 123 50 Petitions related to provisional! applications

Indep. Claims 4_-3**= 0 Xo p Ppiical

Multiple Dependent 126 126 Submission of Information Disclosure Stmt
“™ or numberpreviously paid, if greater; For Reissues, see below

Entity Smali Entity 581 581 Recording each patent assignmentper property
Fee Fee Fee Fee Description {times numberof properties)($) Code ($)

18 203 9 Claims in excess of 20 146 246 tobe jubmission after final rejection (37 CFR. a

78 202 39 Independent claims in excess of 3

204 Multiple dependant claim or ean OO invention to be examined
209 39 **Reissue independent claims over

original patent
210 9 **Reissue claims in excess of 20 and

overoriginal patent one |"Reduced by Basic Filing Fee Paid

SUBTOTAL (2) (3) 0

 
SUBTOTAL(3) ($) 130.00

SUBMITTED BY Complete(/f applicable)

Typed or ny F

[“

eeAee
Burden Hour Statement: This form westimated to take 0.2 hours to complete. Time will vary dependi 9upon the needsoftheindividual case. Any comments on the amountof time you arerequired to complete this form shgdid be sent to the Chief Information Officer, Patent and Trademark Office, Washington, DC 20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO:Assistant Commissioner for Patents, Washington, DC 20231.SKGF Rev. 7/28/99 mac 0050002,sb 17
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ROBERT GREENE STERNE
Eowaro J. KESSLER
JORGE A. GOLDSTEIN
SAMUEL L. FOx
DAVID K.S. CORNWELL
RoBperT W. ESMOND
TrRacy-GENE G. DURKIN
MicHeLe A. CimMBaca
MicHaeL B. Ray
RogeeRT E. SOKOHL

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.ATTORNEYS AT LAW

mA

lOO NEW YORK AVENUE, N.W., SUITE GOO
 

(202) 371-2600

WASHINGTON, 0.C,. 20005-3934

FACSIMILE: (202) 371-2540; (202) 371-6566

Eric K. STEFFE
MicH4et Q. Lee
Steven R. Luowis
JOHN M. CoverRT*
LINDA E. ALCORN
Raz E. FLESHNER
RoBert C. MILLONIG
MICHAEL V. MESSINGER
JupiTH U. Kim
TimotHy J. SHEA, JR.

 
Assistant Commissioner for Patents

Washington, D.C. 20231

Re:

Sir:

Donato R. McPHaIL
Patricnh E. GARRETT
STEPHEN G. WHITESIDE
Jerrrey T. HELVEY*
Heipi L. Kraus
JEFFREY R. KURIN
RAYMOND MILLIEN
Patrick D. O'BRIEN
LAWRENCE 8..BUGAISKY
CRYSTAL D. SAYLES*

Eowaro W. YEE
ALBERT L. FERRO*
DoNna_Lpd R. Banowirt*
PETER A. JACKMAN
Motury A. McCaie
TERESA U. MEOLER
JEFFREY S. WEAVER
KRISTIN K, ViDOVICH
ANoOREWw S. ROBERTS*
KENORICK P. PATTERSON*®

November18, 1999

U.S. Utility Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For:

Inventors: ROTHSCHILDetai.

Our Ref: 1719.0050002

44

DonaLcD J. FEATHERSTONE** -
KaREN R. Marnwowicz**
Grant E. REED**
SUZANNE E, Ziska**
BRIAN J. DEL BUONO**
VINCENT L. CAPUANO®**
ANDREA J. KAMAGE**
Nancy J. DEGEN** 

ROBERT H. BENSON*
OF COUNSEL

*BarR OTHER THAN D.C
“REGISTERED PATENT AGENTS

WRITER’S DIRECT NUMBER:
(202) 789-5506

INTERNET ADDRESS:

RMILLIEN@SKGF.COM

Box Missing Parts

Server-Group Messaging System for Interactive Applications

In reply to the "Notice to File Missing Parts of Application--Filing Date Granted," dated
October 21, 1999, Applicants submit the following documents for appropriate action by the U.S.
Patent and Trademark Office:

Fee Transmittal (Form PTO/SB/17) (in duplicate);

Copyof the Notice to File Missing Parts;

3. A copy of the Combined Declaration and Power of Attorney for Utility Patent
Application, executed by the inventors asfiled in parent Application No.
08/896,797,filed: July 18, 1997;

4, A copy ofthe executed Revocation of Prior Power of Attorney and Appointment
ofNew Attorneys of Record from Assignee;

5. A copy of the Assignee’s 37 C.F.R. § 3.73(b) Statement with a copy of the
recorded Assignmentattached;
@
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fn, " mo

STERNE, KESSLER, comment Fox P.L.L.c.

Assistant Commissioner for Patents

November18, 1999

Page 2

6. Preliminary Amendment;

7. Our Check No. Z4¢5@_ for $890.00 to cover:

$760.00 Filing Fee for Patent Application (37 C.F.R. § 1.16)
$130.00 Surchargefor late filing of Declaration (37 C.F.R. § 1.16); and

8. Return postcard.

It is respectfully requested that the attached postcard be stamped with the date offiling of
these documents, andthat it be returned to our courier.

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. If extensions of time under 37
C.F.R. § 1.136 other than those otherwise provided for herewith are required to prevent
abandonmentofthe present patent application, then such extensionsoftime are hereby
petitioned, and any fees therefor are hereby authorized to be charged to our Deposit AccountNo.
19-0036. A duplicate copy ofthis letter is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

Raymond Millien

Attorney for Applicants
Registration No, 43,806

0050002.pt4
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ENT AND TRADEMARK OFFICE

In re application of:

c

FEB 17 2009 2

& | Art Unit:
<mrane>

 
ROTHSCHILDetal.

Appl. No. 09/407,371

2756

Filed: September 28, 1999

Examiner:

For:

To be assigned
Atty. Docket: 1719.0050462

Server-Group Messaging System
for Interactive Applications

9
2 od ng,22934 qangoa8

PRELIMINARY AMENDMENT 8)Le43(i
Assistant Commissioner for Patents

Washington, D.C. 20231

Sir:

Prior to examination on the merits, please enter the following Preliminary Amendment

in the above-identified patent application as follows.

It is not believed that extensions of time or fees for net addition of claims are required

beyondthose that may otherwise be provided for in documents accompanyingthis paper.

However,if additional extensions of time are necessary to prevent abandonmentofthis

application, then such extensionsof time are hereby petitioned under 37 C.F.R. § 1.136(a),

and any fees required therefor (including fees for net addition of claims) are hereby authorized

to be charged to our Deposit Account No. 19-0036.

Amendments

In the Specification:

Please amendthe specification as follows:

age 1, line 1, before "FIELD OF THE INVENTION"insert

T

©
 his application is a continuation of Serial No. 08/896,797, filed July 18, 1997, now U.S.

Patent No. 6,018,766, which is a continuation of Serial No. 08/595,323, filed February 1,

1996, now U.S. Pat. No. 5,822,523.+-

- 02/18/2000 TLUUIE. 00000004 09407371
01 FCsi02 234.00 OP.
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Page 3, line 8, delete "time" and’ insert therefor --times--; and

Page 3, line 14, delete "ex le" and insert-therefor --examples--.

Page 4, line 25, delete "PPP" and insegt therefor --Point-to-Point Protocol (PPP)--.

Page 6, line 17, delete "d6es" and insert therefor --do--.

Page 17, line 14, delete/"send" and ifsert therefor --sends--.

 
 Page 19, line 24, after “gamys insert -- the--.

Page 21, line 18, after "know"delete "the".

Page 24, line 15, hooof" and insert therefor --involves--.
Page 25, line 1, delete "and" and i sert therefor --an--; and

sert --steps¢-.
wos

Page 25, line 22, after "necess

 

 

 

Page 47, line 6, delete "internét" and insert therefor --Internet--.

Page 54, line 12, delete "NTP" and insert therefor --Network Time Protocol (NTP)--.
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In the Claims:

Please cancel claims 1-16 without prejudice or disclaimer.

Please add the following newlaims 17-35:

 

l or A methodforfacilitating communications among a plurality of host computers over a
network to implementa shared, interactive application, comprising the stepsof:

(1) receiving a create message from oneofthe plurality of host computers, wherein

said create message specifies a message groupto be created;

(2) receiving join messages fromafirst subset of the plurality of host computers,

wherein each of said join messages specifies said message group;

(3) receiving host messages from a second subsetofsaid first subset of the

plurality of host computers belonging to said message group; wherein each of said messages

contains a payload portion and a portion that is used to identify said message group;

(4) aggregating said payload portions of said host messages received from said

second subset of the plurality of host computers to create an aggregated payload;

(5) forming an aggregated message using said aggregated payload; and
(6) transmitting said aggregated messageto saidfirst subset of the plurality of host.

computers belonging to said message group;
herein : . ar :
ySaid aggregated message keepsthe shared,interactive application operating

consistently on eachofsaid first subset of the plurality of host computers.

& [ ;

The method of claimAwherein the networkis at least a portion of the Internet.

So
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28~~A methodfor facilitating communications amonga plurality of host computers over a

network to implementa shared, interactive application, comprising the stepsof:

qi) receiving a create message from oneofthe plurality of host computers, wherein

said create message specifies a message group to be created;

(2) receiving join messages fromafirst subset of the plurality of host computers,

wherein each of said join messages specifies said message group;

(3) receiving host messages from a second subsetofsaid first subset of the

plurality of host computers belonging to said message group, wherein each of said messages

contains a payload portion anda portion that is used to identify said message group;

(4) aggregating said payload portions of said host messages received from said

second subsetof the plurality of host computers to create an aggregated message;

(5) transmitting said aggregated messageto said first subset of the plurality of host

computers belonging to said message group;

whdeedsaidaperegated messagekeepsthe shared, interactive application operating
consistently on each of said first subset of the plurality of host computers.

if
AO . The method ofclaim197wherein the networkis at least a portion ofthe Internet.

At A methodfor facilitating communications amonga plurality of host computers over a

network to implementa shared,interactive application, comprising thesteps of:

(1) receiving a host message from oneofthe plurality of host computers belonging

to a message group, wherein said host message contains a payload portion and a portion that

is used to identify said message group;

(2) forming a server message using said payload portion of said host message;

(3) transmitting said server messageto each ofthe plurality of host computers

belonging to said message group; and

(4) suppressing said server message suchthat said oneofthe plurality of host

computers which originated said host message doesnot receive said server message;

wheroby$SiWServer message keepsthe shared, interactive application operating
consistently on each ofthe plurality of host computers belonging to said message group.

(oO
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Ae The methodof claim,2T, wherein the networkis at least a portion of the Internet.

4
DS A method for facilitating communications amonga plurality of host computers over a

network to implement a shared, interactive application, comprising the stepsof:

(1) receiving messages from a subsetofthe plurality of host computers belonging

to a message group, wherein each of said messages contains a payload portion and a portion

that is used to identify said message group;

(2) aggregating said payload portions of said messagesto create an aggregated

payload; and

(3) transmitting said aggregated messageto each ofthe plurality of host computers

belonging to said message group;

Saidaggregated message keeps the shared, interactive application operating
consistently on each ofthe plurality of host computers belonging to said message group.

DE The method of claim,23; wherein the network is at least a portion ofthe Internet.

ake The methodof claim.23, wherein step (3) is performed after pausing for a pre-
determinedtime interval.

[O
ES. The method of claim,25; wherein said pre-determined time interval is equivalent to the

amountof time for the group messaging server to receive at least one message from each of

the plurality host computers belongingto said first message group.

27.—The methodofclaim125, wherein said pre-determined time interval is a function of the
rate that said messagesare received from said subsetofthe plurality of host computers

belongingto said first message group.

Lo\
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28. A methodfor providing group messagesto a plurality of host computers connected to

a group messaging server over a unicast wide area communication network, comprising the
stepsof:

(1) communicating with the plurality of host computers using the unicast network

and maintaining a list of message groups, each message group containing at least one host

computer;

(2) receiving messages from a subsetofthe plurality of host computers, each host

computerin said subset belongingtoa first message group, wherein each of said messages

contains a payload portion anda portionthat is used to identify said first message group;

(3) aggregating said payload portions of said messages received from said subset

of the plurality of host computers to create an aggregated payload;

(4) forming an aggregated message using said aggregated payload; and

(5) transmitting said aggregated messageto a recipient host computer belonging to

said first message group.

12 ID |
8, The method of claim,28; wherein the unicast wide area communication networkis at

least a portion of the Internet.

/q (/
A. The method of claim,28; whereinthe unicast wide area communication networkis at

least a portion of the Internet, and said group messaging server communicates with said

plurality of host computers using a session layer protocol.

IS \L
HW. The method of claim,28, wherein step (3) is performedafter pausing for a pre-
determined timeinterval.

lg IS
42. The methodofclaim131, wherein said pre-determined time interval is equivalent to the

amountof time for the group messaging serverto receive at least one message from each of

the plurality host computers belonging to said first message group.

oA
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di IS
3. The method of claim3; wherein said pre-determined time interval is a function of the

rate that said messages are received from said subset of the plurality of host computers

belongingto said first message group.

18
BF. A methodfor facilitating communications among a plurality of host computers over a

network to implementa shared, interactive application, comprising the steps of:

q) receiving a host message from oneofthe plurality of host computers belonging

to a message group, wherein said host message contains a payload portion and a portion that

is used to identify said message group;

(2) forming a server message bing said payload portion ofsaid host message; and
(3) transmitting said server message to each ofthe plurality of host computers b)

belonging to said message group;

whereby said server message keepsthe shared, interactive application operating

consistently on each ofthe plurality of host computers belonging to said message group.

(4
35.—The method of claim34, wherein the network is at least a portion of the Internet.-- 

WD |
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Remarks

Upon entry of the foregoing amendment, claims 17-35 are pending in the application,

with claims 17, 19, 21, 23, 28 and 34, being the independent claims. Claims 1-16 are sought

to be canceled without prejudice to or disclaimer of the subject matter therein. New claims

17-35 are sought to be added. These changesare believed to introduce no new matter, and

their entry is respectfully requested.

If the Examiner believes, for any reason, that personal communication will expedite

prosecution ofthis application, the Examineris invited to telephone the undersignedat the

numberprovided.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

aeNo. 39, tw pv
Raymond Millien
Attorney for Applicants
Registration No. 43,806

pa, 3/17/00
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-2600

MBR/RVM/vdb
P95-39.wpd
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STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.c.ATTORNEYS AT LAW
lOO NEW YORK AVENUE, N.W., SUITE GOO

WASHINGTON, D.C. 20005-3934   

(202) 371-2600

— FACSIMILE: (202) 371-2540; (202) 371-6566

ROBERT GREENE STERNE STEVEN R. LuOWIG Heip! L. KRAUS TERESA U. MEDLER KaReEN R. Markowicz**
Epwaro J. KESSLER JOHN M. COVERT® JEFFREY R. KURIN JEFFREY S. WEAVER Suzanne E. Ziska**
JORGE A. GOLDSTEIN LINDA E. ALCORN RayMOND MILLIEN KRISTIN K. VIDOVICH Brian J. DEL BUONO**
SamMuet L. Fox Raz E. FLESHNER Patrick D. O'BRIEN KENDRICK P. PATTERSON ANDREA J. KAMAGE**
David K,.S. CORNWELL RoserC. MILLONniG LAWRENCE B. BuGaisky DONALD J. FEATHERSTONE Nancy J. LeITH**
Rosert W. ESMOND MICHAEL V. MESSINGER CrYSTAL D. SAYLES* GRANT E. REED Tarva H. NAUKKARINEN**
TRACcY-GENE G. DURKIN JuoitH U. Kim Eowarp W. YEE VINCENT L. CaPUANO  
MICHELE A. CIMBALA TIMOTHY J. SHEA, JR. ALBERT L. FERRO* JOHN A. HARROUN*

 
“BAR OTHER THAN D.C.

MicHaec B. Ray Donato R. MCPHAIL DONALD R. BANowIT MattHew M. CaTLeTT® *"REGISTERED PATENT AGENTSROBERT E. SOKOHL Patrick E. GARRETT PETER A. JACKMAN NATHAN K, KELLEY®
Eric K. STEFFE "STERHEN G. WHITESIDE Mo uty A. MCCALL ALBERT J, FASULO I *
MicHaAEL QO, LEE err Ray T. HELvey®

February 17, 2000 ~
WRITER’S DIRECT NUMBER:

(202) 789-5506
INTERNETADDRESS:

RMILLIEN@SKGF.COM

Assistant Commissioner for Patents

Washington, D.C. 20231
m

Re: U.S. Utility Patent Application 2 4 Ww
Appl. No. 09/407,371; Filed: September 28, 1999 a oo mn
For: Server-Group Messaging System for Interactive Applicatiotis 5S
Inventors: ROTHSCHILDetal. rn <=

. =~ Ss m
OurRef: 1719.0050002 mn 2oQod

oO

Sir: oS

Transmitted herewith for appropriate action are the following documents:

1. Fee Transmittal (Form PTO/SB/17) (in duplicate);

2, Preliminary Amendment;

3. Our Check No. 26703_for $234.00 to cover:

$234.00 Excess independent claimsoverthree (37 C.F.R. § 1.16); and

4. Return postcard.

It is respectfully requested that the attached postcard be stamped with the dateoffiling of
these documents, and that it be returned to our courier.

The U.S. Patent and Trademark Office is hereby authorized to charge anyfee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. If extensions of time under 37
C.F.R. § 1.136 other than those otherwise provided for herewith are required to prevent
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STERNE, KESSLER, cornell & Fox P.L.L.c. $

Assistant Commissioner for Patents

February 17, 2000
Page 2 —

abandonmentofthe presentpatent application, then such extensionsoftime are herebypetitioned,
and any fees therefor are hereby authorized to be charged to our Deposit AccountNo. 19-0036.
A duplicate copy ofthis letter is enclosed...”

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOXP.L.L.C.

JafPong“sy jo
Raymond Millien
Attorney for Applicants
Registration No. 43,806

0050002.pt5
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STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.c. GROUP 2700ATTORNEYS AT LAW
(lOO NEW YORK AVENUE, N.W., SUITE GOO

WASHINGTON, D.C. 20005-3934 D PI| Arn

www .skgf.com
PHONE: (202) 371-2600 FacsiMice: (202) 371-2540

 

 

ROBERT GREENE STERNE STEVEN R. LUDWIG Heips L. KRAUS JEFFREY S. WEAVER KAREN R. MARKOWICZ*®
EOwaARD J. KESSLER JOHN M. COVERT® JEFFREY R. KURIN KRISTIN K. VIBOVICH SUZANNE E. ZISKA**
JORGE A. GOLDSTEIN LINDA E. ALCORN RAYMONO MILLIEN KENDRICK P. PATTERSON BRIAN J. DEL BUONO*®
SAMUEL L, Fox Raz &, FLESHNER Patrick 0. O'BRIEN DONALO J. FEATHERSTONE ANOREA J. KAMAGE*®
David K.S. CORNWELL ROGERT C. MILLONIG LAWRENCE B. BUGAISKY GRANT E. REED NANCY J. LEITH**®
ROBERT W. ESMOND MICHAEL V. MESSINGER CRYSTAL D. SAYLES* VINCENT L. CAPUANG TARJA H. NAUKKARINEN®*
TRACY-GENE G. DURKIN JUOITH U. KIM Eowarp W. YEE JOHN A. HARROUN*
MICHELE A. CIMBALA TimotHy J. SHEA, JR ALBERT L. FERRO*® MattHew M. CATLETT® “Bar OTHER THAN D.C.
MicHaet B. Ray DONALD R. MCPHAIL DONALD R. Banowit NatHan K. KELLEY*® **REGISTEREO PATENT AGENTSRopert £. SOKXOHL Patrick E. GaRRETT PETER A. JACKMAN ALSERT J. FASULO Zt *
Eric K. STerre STEPHEN G. WHITESIDE Mouty A. McCaue W. BRIAN EDGE*
MICHAEL Q, Lee Jerrrey T. HEtver* TERESA U. MEOLER

May22, 2000
WRITER’S DIRECTNUMBER:

(202) 789-5506
INTERNETADDRESS:

RMILLIEN@SKGF.COM 
Assistant Commissioner for Patents

Washington, D.C. 20231

Re: U.S. Utility Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For: Server-Group Messaging System for Interactive Applications
Inventors: ROTHSCHILDetal.

Our Ref: 1719.0050002

Sir:

Transmitted herewith for appropriate action are the following documents:

1. Information Disclosure Statement;

2. Form PTO-1449, one(1) page, listing fifteen (15) documents;

3. One copy each of reference ALI and ARI as cited on Form PTO-1449; and

4, One(1) return postcard.

It is respectfully requested that the attached postcard be stamped with the date offiling of
these documents, and that it be returned to our courier. In the event that extensions of time are

necessary to prevent abandonmentofthis patent application, then such extensions of time are
_ hereby petitioned.
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'STERNE, KESSLER. GOLDSTEIN Fox P.L.L.C.

RECEIVED

Assistant Commissioner for Patents MAY 2 5 2000
May 22, 2000 GROUP 2700
Page 2

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copyofthis letter
is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

/l-
RaymondMillien
Attorney for Applicants
Registration No. 43,806

0050002.pt6
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mo q é HECEIVED
MAY 2 3 2000

GROUP 2700
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re application of:

Rothschild e¢ ai.

Appl. No. 09/407,371
 Art Unit: 2758

xf Examiner: To Be Assigned

Atty. Docket: 1719.0050002

Oo \P &%\ For:  Server-Group Messaging System
for Interactive Applications

 

   MAY 2 2 2000
y>, Information Disclosure Statement‘“

Commissioner for Patents

Washington, D.C. 20231

Sir:

Listed on accompanying Form PTO-1449 are documentsthat may be considered material

to the examination of this application, in compliance with the duty of disclosure requirements

of 37 C.F.R. §§ 1.56, 1.97 and 1.98.

Applicants have listed publication dates on the attached PTO-1449 based on information

presently available to the undersigned. However, the listed publication dates should not be

construed as an admission that the information was actually published on the date indicated.

Applicants reserve the right to establish the patentability of the claimed invention over

any of the information provided herewith, and/or to prove that this information may notbe prior

art, and/or to prove that this information may not be enabling for the teachings purportedly

offered.

This statement should not be construed as a representation that a search has been made,

or that information more material to the examination of the present patent application does not

exist. The Examiner is specifically requested not to rely solely on the material submitted

herewith. It is further understood that the Examiner will consider information that was cited or
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submitted to the U.S. Patent and Trademark Office in a prior application relied on under 35

U.S.C. § 120. 1138 OG 37, 38 (May 19, 1992).

Applicants have checked the appropriate boxes below.

®1. This Information Disclosure Statementis being filed before the mailing date ofa first

. Office Action on the merits. No statementor fee is required.

O2. This Information Disclosure Statement is being filed more than three monthsafter the

U.S. filing date AND after the mailing date of the first Office Action on the

merits, but before the mailing date of a Final Rejection or Notice of Allowance.

Oa. I hereby state that each item of information contained in this Information

Disclosure Statement wascited ina communication from a foreign patent

office in a counterpart foreign application not more than three months

prior to the filing of this Information Disclosure Statement. 37 C.F.R.

§ 1.97(e)).

Ob. I hereby state that no item of information in this Information Disclosure

Statement was cited in a communication from a foreign patent office in

a counterpart foreign application and, to my knowledge after making

reasonable inquiry, was known to any individual designated in 37 C.F.R.

§ 1.56(c) more than three monthspriorto the filing of this Information

Disclosure Statement. 37 C.F.R. § 1.97(e)(2).

Oc. Attached is our Check No. inthe amount of $ sin paymentof

the fee under 37 C.F.R. § 1.17(p).

O3. This Information Disclosure Statement is being filed more than three months after the

US. filing date and after the mailing date of a Final Rejection or Notice of

Allowance, but before paymentofthe Issue Fee. A separate Petition to the Group

Director, requesting consideration of this Information Disclosure Statement, is

concurrently submitted herewith, along with our Check No. in the

amountof$_in paymentof the fee under 37 C.F.R. § 1.17(i).

Qa. I hereby state that each item of information contained in this Information

Disclosure Statement was cited in a communication from a foreign patent

office in a counterpartforeign application not more than three months
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priorto thefiling ofthis Information Disclosure Statement. 37 C.F.R. § 1.97(e)(1).

Ob. I hereby state that no item of information in this Information Disclosure

Statement wascited in a communication from a foreign patent office in

a counterpart foreign application and, to my knowledge after making

reasonable inquiry, was known to any individual designated in 37 C.F.R.

§ 1.56(c) more than three monthsprior to the filing of this Information

Disclosure Statement. 37 C.F.R. § 1.97(e)(2).

The document(s) was/were cited in a search report by a foreign patent office ina

counterpart foreign application. Submission of an English language version of

the search report that indicates the degree ofrelevance found by the foreign office

is provided in satisfaction of the requirement for a concise explanation of

relevance. 1138 OG 37, 38.

A concise explanation ofthe relevance ofthe non-English language document(s) appears

below:

The Examiner's attention is directed to co-pending U.S. Patent Application No.

, filed » Which is directed to related technical subject

matter. The identification of this U.S. Patent Application is not to be construed

as a waiverof secrecy as to that application now or uponissuanceof the present

application as a patent. The Examineris respectfully requested to consider the

cited application and the art cited therein during examination.

A copy of documents AL1* and ARI are enclosed. Copies of the remaining documents

were cited by or submitted to the Patent Office in Application No. 08/896,797,
filed July 18, 1997 (now U.S. Pat. No. 6,018,766), or 08/595,323, filed February

1, 1996 (now U.S. Pat. No. 5,822,523), which are relied upon for an earlier filing

 

 

date under 35 U.S.C. § 120. Thus, copies of these documents are not attached.

37 C.F.R. § 1.98(d).

*The Examiner’s attention is directed towards document AL1 (EP 0 647 149). It is

believed that this document wascited in a prior application but wasincorrectly

listed as EP 0 647 142. Applicants hereby list the correct document number on

the attached PTO-1449,and enclose a copy of the document for the convenience

of the Examiner.
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-4. Rothschild e¢ al.

Appl. No. 09/407,371

It is respectfully requested that the Examinerinitial and return a copy of the enclosed

PTO-1449, and indicate in the official file wrapper of this patent application that the documents
have been considered.

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,

or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copy of this

pleading is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

(Vel Me—
Raymond Millien
Attorney for Applicants
Registration No. 43,806

Date: 5] 22] oo
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-2600

PAUSERSVASONG\1719\005-2. ids
SKGFRev. 4/28/00 mac
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STERNE, KESSLER, GOLDSTEIN & Fox P.L.L.c.

soo New OTORNEYSATEAM MAY 2 3 2000
GROUP 2700

WASHINGTON, D.C. 20005-3934 

www .skgf.com
PHONE: (202) 371-2600 FacsiMiILe: (202) 371-2540

 

RoBeRT GREENE STERNE STEVEN R. LuowiG Herp L. KRaus JEFFREY S, WEAVER KAREN R. MARKOWICZ*®
Enwaro J. KESSLER JOHN M. CovERT* JEFFREY R. KuRIN KRISTIN K, VtDOVICH SUZANNE E, ZISKA*®
JorGE A. GOLDSTEIN LinDa E. ALCORN RayMONO MILLIEN KENORICK P. PATTERSON BRIAN J. DEL BUONOT®
SAMUEL L. Fox Raz E. FLESHNER Patrick D. O'BRIEN DonaLo J. FEATHERSTONE ANDREA J. KAMAGE®*
Davin K.S. CORNWELL RoBerT C. MILLONIG LAwrRence B. BuGaisKy Grant E. REED Nancy J. LEITH**
RoBert W. ESMOND MICHAEL V. MESSINGER CRYSTAL D. SAYLES* VINCENT L. Capuano TaruaA H. NAUKKARINEN**
Tracy-GeENneE G. DURKIN JupitH VU. Kim Epwaro W. Yee JOHN A. HARROUN*® :
MICHELE A. CIMBALA TimoTtHy J. SHEA, JR. ALBERT L. FERRO* MATTHEW M. CaTLETT® “Bar OTHER THAN D.C.
MICHAEL B. Ray DoNALO R. MCPHAIL OoNnALD R, BANOwIT NATHAN K, KELLEY* **REGISTERED PATENT AGENTSROGERT E. SOKOHL Patrick £. GARRETT PETER A. JACKMAN ALBERT J. FASULO I *
Eric , STEFFE STEPHEN G. WHITESIDE Moucy A. MCCALL W. BRIAN EoGe*

JEFFREY T. HELVEY* TERESA U. MEOLER

’

May 22, 2000
WRITER’S DIRECT NUMBER:

(202) 789-5506
INTERNETADDRESS:

RMILLIEN@SKGF.COM
 

Assistant Commissioner for Patents

Washington, D.C. 20231

Re: USS. Utility Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For: Server-Group Messaging System for Interactive Applications
Inventors: ROTHSCHILDetal.

Our Ref: 1719.0050002

Sir:

Transmitted herewith for appropriate action are the following documents:

1. Information Disclosure Statement;

2. Form PTO-1449, one (1) page, listing fifteen (15) documents;

3. Onecopyeach of reference ALI and ARIas cited on Form PTO-1449; and

4. One (1) return postcard.

It is respectfully requested that the attached postcard be stamped with the dateoffiling of
these documents, andthatit be returned to our courier. In the event that extensions of time are

necessary to prevent abandonmentofthis patent application, then such extensions of time are
hereby petitioned.
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@’efStyne. KESSLER, Gorpsra1Q@ Fox P.L.L.c.

Assistant Commissionerfor Patents

May 22, 2000
Page 2

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copyofthis letter
is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOXP.L.L.C.

eadhe
RaymondMillien
Attomey for Applicants
Registration No. 43,806

0050002.pi6
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ROBERT GREENE STERNE
EDwaro J. KESSLER
JORGE A. GOLDSTEIN
SAMUEL L. FOx
David K.S. CORNWELL
Ro@ert W. ESMOND
TRACY-GENE G. DURKIN
‘MICHELE A. CIMBALA
MicHAEL B. Rar
Rosert E, SOKOHL
Eric K. STEFFE
MicHaeEL QO. LEE

Commissioner

@
yaa oe, ofERNE, KESSLER, GOLDSTEIN & FOX P.L.L.c. RECEIVES2

ATTORNEYS AT LAW . oo
tlOO NEW YORK AVENUE, N.W., SUITE GOO

WASHINGTON, D.C. 20005-3934 

www.skgf.com
PHONE: (202) 371-2600 FacsimMiLe: (202) 371-2540

JEFFREY S. WEAVER
KRISTIN K. ViDOvICH
KENDRICK P, PATTERSON
DONALD J. FEATHERSTONE
Grant E. REED
VINCENT L. CAPUANO
JOHN A. HARROUN*
MATTHEW M. CATLETT*

:-NATHAN K. KELLEY*
ALBERT J. FASULO IE *
W. BRIAN EDGE*

Heipi L. Kraus
JEFFREY R. Kurin
RAYMOND MILLIEN

+ PATRICK D, O'BRIEN
Lawrence 8. BuGalsky
Crystac D. SayLes*
EDWARD W. YEE
AL@ERT L. FERRO*
Donato R. BANowrt
Perer A, JACKMAN
MOLLY A. MCCALL
TerReEsSA U. MEDLER

STEVEN R. LUDWIG
+OHN M. COVERT*
LINDA E. ALCORN
Raz E. FLESHNER
RoBeErtT C. MILLONIG
MICHAEL V. MESSINGER
JUOITH U. Kim
TIMOTHY J. SHEA, IR.
Donato R. MCPHAIL
PaTRICK E. GARRETT
STEPHEN G. WHITESIDE
JEFFREY T. HELVEY*

KAREN R. MARKOWICZ** |’
SUZANNE E. ZiSka** 7BRIAN J. DEL BUONO**
ANDREA J. KAMAGE**
Nancy: J. LEITH** .Tara H. NAUKKARINEN** 

“BaR OTHER THAN D.C
**REGISTERED PATENT AGENTS

November1, 2000.
WRITER’S DIRECTNUMBER:

: (202) 789-5506
INTERNET ADDRESS:

RMILLIEN@SKGF.COM

for Patents

Washington, D.C. 20231

Re:

Sir:

U.S: Utitlity Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For: Server-Group Messaging System for Interactive Applications
Inventors: Rotshchild ef al.

OurRef: 1719,0050002

Transmitted herewith for appropriate action are the following documents:

3,

4,

First Supplemental Information Disclosure Statement
Under MPEP§ 2001.06(c);

Form PTO-1449,thirteen (13) pages, listing ninety-seven (97) documents;

One copy each of the documents as cited on Form PTO-1449; and

One(1) return postcard.

It is respectfully requested that the attached postcard be stamped with the date offiling of
these documents, and-that it be returned to our courier. In the event that extensions of time are
necessary to prevent abandonmentofthis patent application, then such extensions of time are
hereby petitioned.
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STERNE, KESSLER, GOLDST & Fox P.L.L.c. @

Commissioner for Patents

November 1, 2000

Page 2

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copyofthis letter
is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

GigdUl
RaymondMillien
Attorney for Applicants
Registration No. 43,806

Enclosures

0050002.pt?
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WASHINGTON, D.C. 20005-3934
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ROBERT GREENE STERNE STEVEN R. Lupwic HEeE1o1 L. Kraus JEFFREY S. WEAVER KAREN R. MarRkKowicz**
Eowaro J. KESSLER JOHN M. Covert* JEFFREY R. KURIN KRISTIN K. VIDOVICH SUZANNE E, Ziska**
JORGE A. GOLDSTEIN LINDA E. ALCORN RarmMonbD MILLIEN KENDRICK P. PATTERSON BRIAN J. DEL Buono’?
SAMUEL L. Fox Raz E. FLESHNER Patrick D. O'BRIEN DONALO J. FEATHERSTONE ANDREA J. KAMAGE®*
Davin K.S. CORNWELL ROBERT C. MILLONIG LAWRENCE B. BuGaisky Grant E. REED NANCY J, LEITH?
RoBert W. ESMOND MICHAEL V. MESSINGER cCrrstat D. Sayvvces® VINCENT L. Capuano TARJA H. NAUKKARINEN®*TRACY-GENE G, DURKIN JuoiTH U. Kim EOWARD W. Yee JOHN A, HARROUN®
MICHELE A, CIMBALA TIMOTHY J. SHEA, JR. ALBERT L. FERRO” MaTTHEew M. CaTLetT® “BAR OTHER THAN D.C,
MICHAEL B. RAY DONALD R. McPHaiL Donacod R. BANOWIT NaTHAN K. KELLEY* **REGISTERED PATENT AGENTSROBERT E. SOKOHL PATRICK E, GARRETT PETER A. JACKMAN ALBERT J. FASULO TZ *®
Eric K. STEFFE STEPHEN G. WHITESIOE Motey A. McCact W. BRIAN EDGE*
MICHAEL Q. LEE JErrRey T. Hetvey* Teresa U. MEDLER

November1, 2000
WRITER’S DIRECT NUMBER:

(202) 789-5506
INTERNETADDRESS:

RMILLIEN@SKGF,COM

Commissionerfor Patents

Washington, D.C. 20231

Re: U.S.Utitlity Patent Application
Appl. No. 09/407,371; Filed: September 28, 1999
For: Server-Group Messaging System for Interactive Applications
Inventors: Rotshchildetal.

OurRef: 1719.0050002

Sir:

Transmitted herewith for appropriate action are the following documents:

1. First Supplemental Information Disclosure Statement
Under MPEP§ 2001.06(c);

2. Form PTO-1449,thirteen (13) pages,listing ninety-seven (97) documents;

3. Onecopy each ofthe documents ascited on Form PTO-1449; and

4. One(1) return postcard.

It is respectfully requested that the attached postcard be stamped with the date of filing of
these documents, andthat it be returned to our courier. In the event that extensions oftime are
necessary to prevent abandonmentofthis patent application, then such extensionsoftime are
hereby petitioned.
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STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

Commissioner for Patents

November 1, 2000

Page 2

The U.S. Patent and Trademark Office is hereby authorized to charge any fee deficiency,
or credit any overpayment, to our Deposit Account No. 19-0036. A duplicate copy ofthis letter
is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

ligdUd.
Raymond Millien
Attorney for Applicants
Registration No. 43,806

Enclosures

0050002.pt?
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\ - f 7~ Bo age 1 of 13
1 ATTY. DOCKET NO. APPLICATION NO.

\ 1719.0050002 09/407,371~ALP&.FORM PTO- 1449 APPLICANT
Rothschild et ai.

FILING DATE croup__ff NOHOASeptember 28, 1999 erss i

ary

FIRST SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT 0

andio
U.S. PATENT DOCUMENTS =

oocwmewrnoes[omeumeEXAMINER
INITIAL/

yB

WN

5 083,800 01/1992

5,089,813 02/1992)iyi)
 

 All 5,117,420 05/1992 Hillis et a7

FOREIGN PATENT DOCUMENTS

EXAMINER
INITIAL _. DOCUMENT NUMBER|DATE COUNTRY

No

No

No

 OTHER (Including Author, Title, Date, Pertinent Pages, etc.)

Ahuja, S.R., et a/., "The Rapport Multimedia Conferencing System," Conference on Office
nformation Systems 1988, pp. 1-7.

Armstrong, S. et a/., "Multicast Transport Protocol," Network Working Group Request For Comments:
301, 1992, 31 pages.

‘Berglund, E.J. and Cheriton, D.R. “Amaze: A Distributed Multi-Player Game Program using the
Distributed V Kernel," IEEE Proceedings of the Fourth Int'l Conf. on Distributed Systems, 1984, pp.

Braden, R. (ed.), "Requirements for Internet Hosts -- Communication Layers," Network Working Group
Request for Comments: 1122, October 1989, 100 pages.

Braden, R. (ed.), "Requirements for Internet Hosts -- Application and Support," Network Working
Group Request for Comments: 1123, October 1989, 84 pages.

 
EXAMINER PARAL MAUAL OATEidex/exe>.
EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw Line through citation if not in conformance and not considered. Include copy of this form with next communication to Applicant.

P: \USERS\JASONG\1719\005-2(suppl).1449SKGF Rev. 1/95
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’Vi ®@ @ Page 2 of 13
a1719..0050002 09/407, 371 “BIPEX

FIRST SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT Rothschild ef a]. 2
FILING DATE = G AD)
September 28, 1999 fer a8 eA

U.S. PATENT DOCUMENTS < rf
Sal, oe

EXAMINER RE aEINITIAL DOCUMENT NUMBER|DATE CLASS CRA

5,150,410 09/1992 Bertrand i3g0 A
5,257,113 10/1993[chenetal.5azn7A

:

1430,

|Gy pl j
_NoEGVane

SyKYS 5,430,727 07/1995 [calton
5,453,780 09/1995

5,502,726 03/1996 94.1

370 F
370

70i
FOREIGN PATENT DOCUMENTS

DOCUMENT NUMBER COUNTRY CLASS SUB-CLASS|TRANSLATION

OTHER (Including Author, Title, Date, Pertinent Pages, etc.)

 
EXAMINER
INITIAL

Yes

Yes

AJ2

AL2 Yes=z=z2°o°
Braden, R. et a/., "Integrated Services in the Internet Architecture: An Overview," Network
Working Group Request for Comments: 1633, June 1994, 27 pages.

Braudes, R. and Zabele, S., "Requirements for Multicast Protocols," Network Working Group Request
for Comments: 1458, May 1993, 16 pages.

Cameron, P. et a?.," Transport Multiplexing Protocol (TMux)," Network Working Group Request for
Caments: 1692, August 1994, 10 pages.

Cheriton, D.R. and Deering, S.E., "Host Groups: A Multicast Extension for Datagram
Internetworks," ACM/IEFE Proceedings of the Ninth Data Communications Symposium, September 10-13,
1985, pp. 172-179.

Chimiak, W., "A Comment on Packet Video Remote Conferencing and the Transport/Network Layers,"
Network Working Group Request for Comments: 1453, April 1993, 9 pages.

EXAMINER ai&feni ( MALIAL / DATE “35D
EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw Line through

 Piesa
 
citation if not in conformance and not considered. [Include copy of this form with next communication to Applicant.
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@ @ Page 3 of 13
. 1719, 0050002 09/407, 371ALDE

FIRST_SUPPLEMENTAL_INFORMATION DISCLOSURE STATEMENT Rothschild et a]. — o
FILINGOATES, sor_Dstm3

U.S. PATENT DOCUMENTS ©

INITIAL DOCUMENT NUMBER|DATE CLASS ra i wa D

oP
 

4 ¥
An

a

~8
|Av3_| 5,586,937 12/1996 [Menashe
|si3 5,594,732 01/1997 Belt et a/
|Amitars|5,630,757 05/1997Tg
|Bo{acs|5,634,011 05/1997 Auerbach et a/
|< ~——s[an3—_—[ 5,685,775 41/1997 Bakoglu et a/

Lgiat 5,729,540 03/1998
5,630, 757FOREIGN PATENT DOCUMENTS

 

463

463

370

463

395

463

370 336

S Ww

 
EXAMINER
INITIAL DOCUMENT NUMBER|DATE COUNTRY CLASS SUB-CLASS|TRANSLATION

AJ3 Yes
No

AK3 Yes
No

AL3 Yes
No

OTHER CIncluding Author, Title, Date, Pertinent Pages, etc.)

Crocker, D.H., "Standard For The Format Of ARPA Internet Text Messages," IETF RFC # 822, August
, 1982, 43 pages.

Deering, S.E. and Cheriton, D.R., "Host Groups: A Multicast Extension to the Internet Protocol,"
Network Working Group Request for Comments: 966, December 1985, 23 pages.

Deering, S., "Host Extensions for IP Multicasting," Network Working Group Request for Comments:
054, May 1988, 16 pages.

Deering, S., "Host Extensions for IP Multicasting," Network Working Group Request for Comments:
1112, August 1989, 14 pages.

 
 
 
Handley, M.J., "The Car System: Multimedia in Support of Cotlaborative Design," Computing and

3 Control Division Colloquium on ‘Multimedia and Professional Applications’, February 3, 1993, pp.
7|8/1-8/5.

> al NMACIAL DATE CONSIDERED “ft ,
EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw Line through

PRPRTRTET
Vv

EXAMINER
;

 citation if not in conformance and not considered. Include copy of this form with next communication to Applicant.
P:\USERS\JASONG\1719\005- 2¢supp}). 1449SKGF Rev. 1/95
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nor ot
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CLASS aSCLASSaDATE
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{6

  
 
  

FIRST SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT

DOCUMENT NUMBER|DATE

4 04/1998

07/1998

09/1998

08/1999

09/1999

 
fiFILING DATE

eptember 28, 1999

  
  
  

 
 

 
 

 
 

a
U.S. PATENT DOCUMENTS

EXAMINER
INITIAL

Andou et a/.

Monteiro et al. Ae(AteReese et a/.

Dobbins et @/.

BSDRS

hse2
95 He

Perlman ritFOREIGN PATENT DOCUMENTS 
EXAMINER
INITIAL DOCUMENT NUMBER|DATE COUNTRY CLASS SUB-CLASS|TRANSLATION

Yes

Yes=z=z olo]o
OTHER (Inctuding Author,+ Title, Date, Pertinent Pages, etc.)  

 
  
 
  

 
  

 
 

Henckel, L., "Multipeer Transport Services for Multimedia Applications," High Performance
Networking. V: Proc. Of the IFIP TC6/WG6.4 Fifth International Conference on High Performance
Networking, June 27 - July 1, 1994, pp. 167-184.

Kirsche, T. et 27., "Communication support for cooperative work," Computer Communications, Vol.
16, No. 9, September 1993, pp. 594-602.

Lauwers, J.C. et a/., “Replicated Architectures for Shared Window Systems: A Critique," Proc. of
the ACM Conference on Office Information Systems, 1990, pp. 249-260.

PF|FfFeyE
oS :Ie 

Leung, Y-W. And Yum, T-S., "Optimum Connection Paths for a Class of Videoconferences," Int'l.
Conference on Comm. ICC 91, Vol. 1 of 3, June 23-26, 1991, pp. 0859-0865.

4

 
 

  
 

 Leung, Y-W. And Yum, T-S., "A Modular Multirate Video Distribution System-Design and
Dimensioning," IEEE/ACM Transactions on Networking, Vol. 2, No. 6, December 1994, pp. 549-557.

EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw line through
citation if not in conformance and not considered. Include copy of this form with next communication to Applicant.
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A. ATTY. DOCKET NO. APPLICATION NOfn17190050002 09/407, 371

FIRST SUPPLEMENTAL INFORMATION DISCLOSURE STATEMENT Rothschild et a].FILING DATE GROUP 28 :September 28 Si, L
U.S. PATENT DOCUMENTS 24 Nee
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INITIAL DOCUMENT NUMBER|DATE CLASS SUB-CLASS|FILING DATE

UY
H

oI by \S
»
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y|4 ceSrp aSs PLEer| e

FOREIGN PATENT OOCUMENTS

EXAMINER
INITIAL DOCUMENT NUMBER|DATE COUNTRY CLASS SUB-CLASS|TRANSLATION

Yes
No

Yes
No

Yes
No

OTKER (Including Author, Title, Date, Pertinent Pages, etc.)

Li, Y. and Andresen, $., "Multipoint Conferencing for Mobile Communications Network," 2% Int'].
Conference on Universal Personal Communications, October 12-15, 1993, pp. 212-216.

Multipoint Control Units For Audiovisual Systems Using Digital Channels Up To 2 Mbit/s, ITU Standard
Draft H.231, 1993, pp. 11-22.

Ngoh, L., "Multicast Support for Group Communications," Computer Networks and ISDN Systems, 166-

PTI?
178, October 1991, pp. 166-178.

Postel, J.B-, "Simple Mail Transfer Protocol," Internet Engineering Task Force (IETF) Request for
Comments (RFC) 821, August 1982, 59 pages.

Rajagopalan, B., "Membership protocols for distributed conference control," Computer
-Communications, Vot. 18, No. 10, October 1995, pp. 695-708.

ARTATSe
EXAMINER ZARA NMACIKEC. DATE CONSIDERED “3cfexcy
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  Ramanathan, S. et @7., "Optimal Communication Architecture for Multimedia Conferencing in
Distributed Systems," The 12Int‘] Conference on Distributed Computing Systems, June 9-12, 1992,
pp. 46-53.

  
 

  
  

 

Rose, M.T. and Stefferud, E.A., "Proposed Standard for Message Encapsulation," Network Working
Group Request for Conments: 934, January 1985, 9 pages. 

Schaffer, U., "MPPS - A Multiparty Presentation Service," Upper Layer Protocols, Architectures and
Applications: Proc. Of the IFIP TC6/WG6.5 International Conference on Upper Layer Protocols.
Architectures and Applications, June 1-3, 1994, pp. 243-256.  

Schooler, E.M., "The Impact of Scaling on a Multimedia Connection Architecture," ACM Journal of
Multimedia Systems, Vol. 1, No. 1, 1993, pp. 1-10. 

 

  

Schulzrinne, H., "RTP: A Transport Protocol for Real-Time Applications," [ETF Internet Draft
draft-ietf-avt-rtp-00.doc, December 15, 1992, 23 pages.

DATE CONSIDERED [Belo

EXAMINER: Initial if reference considered, whether or not citation is in conformance with MPEP 609. Draw Line through
citation if not in conformance and not considered. Include copy of this form with next communication to Applicant.
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Weiss, G. and Ziegler, C., "Packet Switched Voice Conferencing Across Interconnected Networks,"
Proceedings 13 Conference on Local Computer Networks, October 10-12, 1988, pp. 114-124.
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IN THE UNITED S$ ATENT AND TRADEMARK OFF Oo)
RECEK

In re application of: Nov oRothschilde¢ al Art Unit: 2758 2 7060 TeAppl. No. 09/407,371 Examiner: To Be AttOWaYCenter 2109

Filed: September 28, 1999 Atty. Docket: 1719.0050002asFor: Server-Group Messaging System Pe, 26a)for Interactive Applications

ar B
FIRST SUPPLEMENTAL -

INFORMATION DISCLOSURE STATEMENT

UNDER MPEP§ 2001.06(c)

Commissioner for Patents

Washington, D.C. 20231

Sir:

Listed on accompanying Form PTO-1449are ninety-seven (97) documents that may be

considered material to the examination of this application, in compliance with the duty of

disclosure requirements of 37 C.F.R. §§ 1.56, 1.97 and 1.98.

The documentslisted on the accompanying Form PTO-1449 werebroughtto the attention

of the undersigned dueto a litigation captioned HearMev. Lipstream Networks,Inc., Case No.

C-99-04506 (WHA), filed in the United States District Court for the Northern District of

California on October 8, 1999. This suit involved U.S. Patents Nos. 5,822,523 and 6,018,766,

to which the present application claimspriority under 35 U.S.C. § 120. The suit was ultimately

settled on August 30, 2000.

The defendantsin the suit alleged invalidity and unenforceability ofboth U.S. Patent Nos.

5,822,523 and 6,018,766 based on the ninety-four (94) documentslisted on the accompanying

Form PTO-1449. These ninety-four documents were cited by the defendant in three “Response

Charts” (Documents AN13, AO13 and AP13 listed on the accompanying Form PTO-1449)

which are required by Local Rules 16-7 and 16-9 of the United States District Court for the
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Northern District of California. Thus, due to the requirements of 37 C.F.R. §§ 1.56, 1.97 and

1.98, as well as MPEP § 2001.06(c) (7th ed., Rev. 1, Feb. 2000), the undersigned felt it best to

cite all ninety-four documents, and the three Response Charts themselves, on the accompanying

Form PTO-1449.

Applicants note that three documentslisted in one ofthe defendant's Response Charts are

drafts of the same Request for Comment (RFC) document andare no longeravailable from the

Internet Engineering Task Force (ETF). The three documents are:

Schulzrinneet al.,“RTP: A Transport Protocol for Real-Time Applications,” JETFInternet Draft
araft-ietf-avi-rtp-03.txt, December 1992;

Schulzrinne et a/., “RTP: A Transport Protocol for Real-Time Applications,” ETFInternet Draft
draft-ietf-avt-rtp-07. txt, December 1992; and

Schulzrinne et al., “RTP: A Transport Protocol for Real-Time Applications,” JETFInternet Draft
draft-ietf-avt-rtp-05.txt, 1994.

They are unavailable because, according to IETF policy, older drafts ofRFCs must be updated

within six monthsorare deleted from their archives. See www.ietf.org/ID.html (IETF’s “Internet

Drafts” link), visited by the undersigned on September 5, 2000. Document AQ12 listed on the

accompanying Form PTO-1449, dated July 14, 2000, however, is the most recent draft of these

IETF RFCsthat are no longer available.

Further, of the ninety-four documents cited in the three Response Charts, it is the

undersigned’s understanding that Documents AQ6, AM7-AP7, AP12 and AQ12 listed on the

accompanying Form PTO-1449--all drafts of the same IETF RFC document--were the

documents primarily relied upon by the defendants for their assertion of invalidity and
 unenforceability during the suit. See Molins PLC v. Textron, Inc., 48 F.3d 1172, 1182-83 (Fed.

Cir. 1995) (discussion of inequitable conduct and “burying”references).

Applicants have listed publication dates on the attached PTO-1449based on information

presently available to the undersigned. However, the listed publication dates should not be

construed as an admission that the information wasactually published on the date indicated.
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Applicants reserve the right to further establish the patentability ofthe claimed invention

overany ofthe listed documents should they be applied as references, and/or to prove that some

of these documents maynotbe prior art, and/or to prove that some of these documents may not

be enabling for the teachings they purport to offer.

This statement should not be construed as a representation that a search has been made,
or that information more material to the examination of the present patent application does not

exist. The Examiner is specifically requested not to rely solely on the material submitted

herewith. It is further understood that the Examinerwill consider information that was cited or

submitted to the U.S. Patent and Trademark Office in a prior application relied on under 35

U.S.C. § 120. 1138 OG 37, 38 (May 19, 1992).

It is respectfully requested that the Examiner initial and return a copy of the enclosed

PTO-1449,andindicate in the official file wrapperofthis patent application that the documents

have been considered.

This Information Disclosure Statement is being filed before the mailingdate ofa first

Office Action on the merits. No statementor fee is required. Nevertheless, the U.S. Patent and

Trademark Office is hereby authorized to charge any fee deficiency, or credit any overpayment,

to our Deposit Account No. 19-0036. A duplicate copy of this pleading is enclosed.
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Date: ul Joo
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-2600

PAUSERS\RMILLIEN\1719\005-2(supp! ).ids

-4- Rothschilde¢ al.
Appl. No. 09/407,371. .

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

&Millien
Attorney for Applicants
Registration No. 43,806
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(FILE "HOME' ENTERED AT 13:41:35 ON 29 NOV 2000)

FILE 'USPATFULL' ENTERED AT 13:41:42 ON 29 NOV 2000
Ll 16 S AGGREGAT? (4A) PAYLOAD#
L2 2591 S (GENERAT? OR CREAT?) (P) MESSAGE? (P) GROUP#

L3 258 S SUBSET? (P) HOST### (P) COMPUTER#
L4 17 S L3 AND L2
LS 1 S L4 AND Lil
L6 32 S L4 OR Ll

=> d 1-32 pn,ab

L6é ANSWER 1 OF 32 USPATFULL
PI US 6154773 20001128

AB Entertainment content complementary to a musical recording is delivered
to a user's computer by means of a computer network link. The user
employs a browser to access the computer network. A plug-in for the

browser is able to control an audio CD or other device for playing the
musical recording. A script stored on the remote computer accessed over
the network is downloaded. The script synchronizes the delivery of the
complementary entertainment content with the play of the musical
recording.

L6 ANSWER 2 OF 32 USPATFULL
PI US 6125111 20000926

AB An architecture for a modular communications system is disclosed. The
modular communications system comprises at least one control module; a

plurality of resource modules for receipt of external payload data
provided to said system or for manipulation of the payload data; a
plurality of resource module links, one link connecting each resource
module to the control module and each resource module. The control

module comprises a switch for switching payload data between the
plurality of resource modules; and a bandwidth allocator comprising a
bandwidth selector and a distributor each connected to the switch and to
the resource module links. The bandwidth selector allows the selection

of the bandwidth of payload data passed from any of the resource modules
to the time switch. Similarly, the bandwidth distributor allows for the
selection of the bandwidth of payload data switched through the switch
and provided to any of the resource modules from the control module.
Preferably, all the resource module links are electrically isolated from
each other. The architecture provides for the modular assembly of a
telecommunications offering varied capacities, redundancies and
services.

L6 ANSWER 3 OF 32 USPATFULL
PI US 6115422 20000905

AB A method of implementing a time base change to a time-division
multiplexec bitstream, for example an MPEG-2-compatible bitstream. The
time base change is in response to a Time Base Change Flag. The
bitstreams have video and audio packetized elementary streams, and each
of these streams has a common time base. Bach of the packetized
elementary streams has a packet header, and packet data. The packet
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AB

L6
PI

AB

Lé
PI
AB

headers of the packetized elementary streams each tain a Presentation

Time scane/Decofls Time Stamp flag field, a Pres tion Time Stamp
field, and a DecCuing Time Stamp field. A time base change is indicated
by a change in the PCR. The first step in changing the Time Base is
receiving a discontinuity in the bitstream. This is used to disable
synchronization of the video and audio bitstreams, and to mark a data

byte in the bitstream asscciated with the Time Base Change Flag. The
time base change is carried out and an interrupt is issued when the
marked data byte arrives for decoding. This interrupt re-enables
synchronization of the audio and video bitstreams.

ANSWER 4 OF 32 USPATFULL
US 6061549 20000509

A D-AMPS+ cellular communications air interface is presented wherein a
packet data control channel and packet data traffic channel is supported
in addition to the conventional digital control channel and digital
traffic channel. In particular, the packet data control channel, packet
data traffic channel and digital traffic channel support multiple
modulation level operation (high versus low). Procedures are provided
for intracell and intercell modulation transition of mobile station

communications carried by a traffic channel. In particular, these
procedures facilitate intracell and intercell modulation transition to a

traffic channel using the same level of modulation, as well as intracell
and intercell (fall-forward and fall-backward) modulation transition to

a traffic channel using a different level of modulation.

ANSWER 5 OF 32 USPATFULL
US 6023729 20000208 —

A method and apparatus related to grouping (or matching) network users
and computers associated with multi-user applications is disclosed. Each
user is associated with a client computer that is connected to a
network. A match maker application resides on one or more server

computer(s). The match maker application controls the process of
collecting Clients into matched sets, called client groups, based upon a
wide range of attributes of the users, their client computers, the
server computers, software application titles, application instances
and/or data communication links of the network, for example. Each time
the match maker application creates a client group, it creates a group
data set that represents the client group. Network match making
information is presented to users in an understandable manner using
icons, other graphical images or collections of icons and/or images, for
example, displayed on a display screen. For example, a non-textual
element of a graphical image can be varied to communicate group
information about a client group to a user. A variety of non-textual
elements can be used to communicate a variety of group information to auser.

ANSWER 6 OF 32 USPATFULL
US 6018766 20000125

-A method for deploying interactive applications over a network
containing host computers and group messaging servers is disclosed. The
method operates in a conventional unicast network architecture comprised
of conventional network links and unicast gateways and routers. The
hosts send messages containing destination group addresses by unicast to
the group messaging servers. The group addresses select message groups
maintained by the group messaging servers. For each message group, the
group messaging servers also maintain a list of all of the hosts that

are members of the particular group. In its most simple implementation,
the method consists of the group server receiving a message from a host
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containing a deggination group address. Using the up address, the

group neseagindgvex then selects a message gro hich lists all of
the host members of the group which are the targets of messages to the
group. The group messaging server then forwards the message to each of
the target hosts. In an interactive application, many messages will be
arriving at the group server close to one another in time. Rather than

simply forward each message to its targeted hosts, the group messaging
server aggregates the contents of each of messages received during a
specified time period and then sends an aggregated message to the
targeted hosts. The time period can be defined in a number of ways. This
method reduces the message traffic between hosts in a networked

interactive application and contributes to reducing the latency in the
communications between the hosts.

ANSWER 7 OF 32 USPATFULL
US 5991286 19991123

A D-AMPS+ cellular communications air interface is presented wherein a
packet data control channel and packet data traffic channel is supported
in addition to the conventional digital control channel and digital
traffic channel. In particular, the packet data control channel and
packet data traffic channel support multiple modulation level operation
(high versus low). Procedures are provided for mobile station selection,
as well as re-selection, of either the high or low-level modulation for

the packet channels. Procedures are further provided for facilitating a
fall-forward to the high-level modulation packet data control channel,
or a fall-backward to the low-level modulation packet data control
channel with respect to both uplink and downlink packet data
communications.

ANSWER 8 OF 32 USPATFULL
US 5956401 19990921
WO 9604726 19960215

A communications path not using a deterministic signal frame structure
is provided with performance monitoring by using known Alarm Indication
Signal (AIS) type monitoring on the path but scrambling traffic signals
in a scrambler to avoid them being mistaken for an AIS. At the receiving
end of the path the received signals are monitored for the presence of
an AIS, followed by a descrambler to unscramble the received signals
before transmitting them to a receiving piece of CPE. An adverse state

detector may also be provided, to avoid the scrambler scrambling traffic
signals to that they looklike an AIS.

ANSWER 9 OF 32 USPATFULL
US 5924083 19990713

A distributed electronic trading system for displaying a real-time
credit filtered view of at least one market in which financial

instruments are traded in which the market view includes a predetermined
number of orders currently available to a viewing trading entity based
upon one or more credit limits entered by the viewing trading entities
and/or other trading entities in the system includes a host for
receiving and storing orders and credit information entered by a
plurality of trading entities including the viewing trading entity, for
transmitting the orders and predetermined display parameters, and for

selectively transmitting the credit information; a plurality of
intelligent nodes linked to the host; and a plurality of keystations
respectively linked to one or more of the intelligent nodes. Each
intelligent node includes a credit information storage unit for storing
the selected credit information, an order book storage unit for storing
the orders and display parameters, and a processor for generating
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real-time credit, filtered market view display inf tion for eachassigned tradin tity. The real-time credit 1: market view
display information includes the predetermined number of unilaterally
and/or bilaterally credit filtered orders and corresponding available
quantities. The displayed market view may consist of individual order
prices and quantities, aggregated prices and quantities, and/or average
prices at predetermined quantities chosen by the viewing trading entity.

ANSWER 10 OF 32 USPATFULL
US 5878039 19990302

An interface device is provided which may be used to perform rate
adaptation and time slot assignment, in either the transmit or receive

directions, in a multiplexing unit for interfacing a high rate optical
carrier line to a plurality of lower rate information carrier lines. The
high rate optical carrier line may be a SONET or SDH carrier line. The
interface device according to the present invention may be operationally
configured to provide data rate adaptation and time slot assignment
between an optical carrier line operating at an OC-12 rate with lower
rate lines operating according to OC-3, OC-1, DS-3, or DS-1 protocols,
or even virtual channels. A plurality of identical interface devices may
be cascaded together and used to perform interface support for various
channels operating at various rates, merely by manipulating the
operational configuration of the individual interface devices in the
cascade.

ANSWER 11 OF 32 USPATFULL
US 5822523 19981013

A method for deploying interactive applications over a network
containing host computers and group messaging servers is disclosed. The
method operates in a conventional unicast network architecture comprised
of conventional network links and unicast gateways and routers. The
hosts send messages containing destination group addresses by unicast to
the group messaging servers. The group addresses select message groups
maintained by the group messaging servers. For each message group, the
group messaging servers also maintain a list of all of the hosts that

are members of the particular group. In its most simple implementation,
the method consists of the group server receiving a message from a host
containing a destination group address. Using the group address, the
group messaging server then selects a message group which lists all of
the host members of the group.which are the targets of messages to the
group. The group messaging server then forwards the message to each of
the target hosts. In an interactive application, many messages will be
arriving at the group server close to one another in time. Rather than
simply forward each message to its targeted hosts, the group messaging
server aggregates the contents of each of messages received during a
specified time period and then sends an aggregated message to the
targeted hosts. The time period can be defined in a number of ways. This
method reduces the message traffic between hosts in a networked

interactive application and contributes to reducing the latency in the
communications between the hosts.

ANSWER 12 OF 32 USPATFULL
US 5799151 19980825

An interactive trade network is described that integrates distributive
messaging using a host computer and telecommunication networks,

real-time interactive communications, a hierarchical knowledge matrix
containing two familiar and comprehensive indices of classes of goods
and classes of establishments and a legend of trade-related,
cross-reference terms or parameters, a multiline programmable
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application pr s. The Host System uses each I Number of each of
the indices as a™topic board name. The apparatus creates a
highly-selective media for either (a) messaging on mutually exclusive
indexed topics of trade or (b) engaging in pubic or private real-time
conferencing or electronic mail dedicated to any class of indexed
economic activity. It enables progressive discussions on, and the
retrieval of just the information needed under, discrete indexed topica
on trade instantaneously. The interface typically facilitates access to
one of thousands of topic boards upon input for, or interpreted to,
three key strokes in the selector process. Users may review, broadcast,
post or "chain" messages to one party or multiple parties, whether known
or anonymous. Messages are cross-referenceable by geographic codes, time
and other alpha-numeric descriptors.

application, an peo application program 6... and integrated

ANSWER 13 OF 32 USPATFULL

US 5737337 19980407 ,

In an ADSL transmitter (62), data is flamed and split between a fast
path and an interleave path by multiplexer (66). Data is forward error
correction encoded in FEC encoder (70). Data on the interleave path is
interleaved by interleaver (72) if an interleave depth (D) is >2. During
interleaving, at least one additional read operation is performed, after
a series of consecutive write and read operations. The additional read
operation permits interleaving to continue without waiting for a next
frame of data to arrive at the interleaver. An equal number of
additional write operations compensates for the additional reads at a
later point. Use of an interleaving memory can also be avoided by
turning off or disabling the interleaver, while still permitting data to
be sent along the interleave path. Transmit path controller (74) senses
if D=1, and if so disables the interleaver and avoids the need for

interleaver memory (64).

ANSWER 14 OF 32 USPATFULL
US 5634011 19970527

A multinode, multicast communications network has a distributed control

for the creation, administration and operational mode selection
operative in each of the nodes of the network. Each node is provided
with a Set Manager for controlling either creation of, administration or
access to a set of users to whom a multicast is to be directed. The Set

Manager maintains a record of the local membership of all users
associated with the node in which the Set Manager resides. A given Set
Manager for each designated set of users is assigned the task of being
the Set Leader to maintain membership information about the entire set
of users in the multicast group. One of the Set Managers in the
communications network is designated to be the Registrar which maintains
a list of all the Set Leaders in the network. The Registrar insures that
there is one and only one Set Leader for each set of users, answers

inquiries about the membership of the sets and directs inquiries to
appropriate Set Leaders if necessary. All of the set creation,

administration and control functions can therefore be carried out by any
node of the system and provision is made to assume the function at a new

node when failure or partition in the network occurs.

ANSWER 15 OF 32 USPATFULL
US 5533005 19960702

Data is protected in a data transmission system operating on the
synchronous digital hierarchy. The data is transmitted in multiplex form
between ports in the system and protection is applied between ports at
different or the same aggregate bit rates. This protection is achieved
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by selecting between individual portions of the pagmead within

the aggregate ‘©: and each part of mutually p ctive
portions has the™Bame nominal traffic capacity. Byduplexing an
alternative signal path is created to ensure a continuity of traffic
through the system in the event of a fault in one path.

ANSWER 16 OF 32 USPATFULL
US 5469434 19951121

A time division multiplexer (TDM) is provided for multiplexing data from
a plurality of channels. The TDM system generally comprises a high speed
time division multiplexed digital data bus, a synchronizing bus, a
plurality of channel cards coupled between the data channels and the
data bus with each channel card having its own processor and memory, and
a system communication manager (SCM) which is also coupled to the
digital bus, and includes a (micro) processor. The processor of the SCM
determines the frame for the system and initially forwards the frame
information to each of the channel cards during predetermined time slots
of the high speed data bus. The channel cards are synchronized by the
SCM via the synchronization bus, and the channel cards use the

synchronization information and the framing information in order to
appropriately place data on and take data off of the high speed data bus
without the use of an address bus. A system overhead frame (SOF) is also
preferably multiplexed into timeslots of the high speed data bus. Thus,
during operation, the high speed data bus multiplexes not only data from
the channel cards, but system overhead information as well as framing
information.

ANSWER 17 OF 32 USPATFULL

US 5276899 19940104 ;
A multiprocessor system intercouples the processors with an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
content of the messages, to a single or common priority message which is
distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priority scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

ANSWER 18 OF 32 USPATFULL
US 5271582 19931221

Multiple subsidiary small payloads are connected to standard mechanical

and electrical interfaces provided by an expendable or recoverable
modular mother satellite bus (MMSB) and launched into space as an
assembly acting as a common carrier providing low unit launch costs for

the attached subsidiary payloads and also providing a variety of
electrical, pointing, and thermal control services for these payloads
after reaching orbit. These services include but are not necessarily
Limited to controlled separation of free-flying satellites or re-entry
vehicles, regulated electric power at a variety of voltages, telemetry,
computer control, payload control via time delayed pre-programmed
instructions, optional real-time payload control via direct radio

communication or transmission through geostationary or other

communication satellite links, time-driven or event -driven control
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payload pointi ugmented heat rejection, and i connection betweenlogic, mass data memory, encryption and on,andie data and commands,subsidiaryi payloads through the data bus.”
ANSWER 19 OF 32 USPATFULL

US 5199672 19930406

The effect of orbit plane precession is used to place a plurality of
satellites into one or more desired orbit planes. The satellites are
distributed within each desired orbit plane in a selected configuration.
The satellites are transported into orbit on one or more frame
structures referred to as "pallets". When more than one pallet is used,
they are placed on top of each other in a "stack". After the stack of

the pallets has been launched into an initial, elliptical orbit, the
pallets are separated sequentially from the stack at selected time
intervals. Thrust is applied to transfer a first pallet from the initial
orbit to a first, circular orbit, wherein the initial and first orbits

are in planes that process at different predetermined initial and first
rates, respectively. After waiting for a predetermined time while the
initial orbit plane and the first orbit plane precess with respect to
each other, thrust is applied to the next pallet to transfer it into a

next, circular orbit in a next orbit plane, wherein the precession rate
of the next orbit plane also is different from the initial precession
rate of the initial orbit plane. The foregoing step is repeated until
the satellites on the respective pallets have been sequentially deployed
into the desired orbit planes. The satellites on each pallet are then
separated from the pallet simultaneously, but at different rates to
achieve separation among the satellites within each orbit.

ANSWER 20 OF 32 USPATFULL
US 5143326 19920901

The invention is a rig useful in preventing relative movement betwéen
two hicles or other payloads suspended from a helicopter. The rig has
two triangular plates which are in connection between the vehicles, the

connection being loose before cables from the helicopter to the
triangular plates are tensioned. When the helicopter rises, tension on
the cables raises the triangular plates, thereby pivoting clevises which
are engaged with the triangular plates and which are mounted on on the

vehicles. The pivoting of the clevises draws the vehicles into tight
abutment with abutment plates at the ends of the triangular plates so
that the vehicles act as a single, more stable load. A cross member is
connected both between the triangular plates and between the vehicles to
inhibit relative lateral movement of the vehicles.

ANSWER 21 OF 32 USPATFULL

US 5111384 19920505

A system for automating the dump analysis process includes a remotely
located host computer system which, in response to requests from a local
expert computer system, retrieves only relevant values from one or more
physical memory dumps. The expert system reconstructs from these values
the operating system control structures represented in the dump, and
applies expert knowledge on these control structures to determine the

symptom of the problem occurring on the computer system which stopped
operating and generated the dump.

ANSWER 22 OF 32 USPATFULL
US 5006978 159910409

A multiprocessor system intercouples the processors with an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
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distributed to the processors with a predeter d total network
delay time. Losifig messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priority scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

content of the 6:: to a single or common Qe message which is

ANSWER 23 OF 32 USPATFULL
US 4956772 19900911

A multiprocessor system intercouples the processors with an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
content of the meassages, to a single or common priority message which
is distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priorty scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

ANSWER 24 OF 32 USPATFULL
US 4945471 19900731

A multiprocessor system intercouples the processors wtih an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
content of the messages, to a single or common priority message which is
distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priority scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

ANSWER 25 OF 32 USPATFULL
US 4908612 19900313

A computer input-output device for permitting a user to control the
operation of an application program on a host computer. The device
includes a display divisible into a plurality of sections for displaying
the names of the options then available to the user at any point in the
operation of the application program. Selection keys associated with
each section allow the user to select the option displayed in the
corresponding section. In response to the selection, the input device
sends a series of keystroke codes to the keyboard input port of the host
computer to cause the application program to execute the selected

option. The host computer keyboard is connected to the input-output
device which intercepts keystroke codes generated by the keyboard and

Petitioner Riot Games,Inc. - Ex. 1004, p. 226



Petitioner Riot Games, Inc. - Ex. 1004, p. 227

L6é
PI
AB

Lé
PI
AB

L6
PI
AB

permissable one set of programmable arrow key ntrols the pointer
functions of the plication program on the host cOémputer screen.
transmits them q the computer only if the codes Ore asPp

ANSWER 26 OF 32 USPATFULL
US 4891600 19900102

A means for controllably accelerating a particle of matter having a
selected dipole characteristic is shown. The means includes a means for

generating an alternating electric field extending a first direction,
which varies at a selected frequency and which has a predetermined
magnitude which is less than the characteristic field ionization

potential limit of a particle. A means for generating an alternating
magnetic field is provided. The alternating magnetic field extends ina
second direction at a predetermined angle to and crosses and intercepts
the electric field to define a spatial force field region. The
alternating magnetic field has a frequency which is substantially equal
to and is at a predetermined phase angle relative to the alternating
electric field and is at a flux density which, when multiplied times the
selected frequency, is less than the characteristic field ionization
limit of a particle. Means are provided for establishing a particle at a
selected temperature below a particle thermal ionization level and for

transporting a particle into the spatial force field region causing the
dipole of a particle to be driven into cyclic motion at substantialy the
selected frequency which accelerates a particle in a direction
substantially normal to the directions of the electric field and said
magnetic fields. A control means for establishing a predetermined
spatial and time relationship between the electric field, magnetic field
and dipole cyclic motion to control a particle acceleration is provided.

ANSWER 27 OF 32 USPATFULL
US 4814979 19890321

A multiprocessor system intercouples the processors with an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
content of the messages, to a single or common priority message which is
distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priority scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

ANSWER 28 OF 32 USPATFULL
US 4663932 19870512

A dipolar force field propulsion system having a alternating electric
field source for producing electromotive lines of force which extend in
a first direction and which vary at a selected frequency and having an
electric field strength of a predetermined magnitude, a source of an
alternating magnetic field having magnetic lines of force which extend
in a second direction which is at a predetermined angle to the first
direction of the electromotive lines of force and which cross and

intercept the electromotive line of force at a predetermined location
defining a force field region and wherein the frequency of the
alternating magnetic field substantially equal to the frequency of the
alternating electric field and at a selected in phase angle therewith
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times the seleq frequency is less than a known racteristic field
ionization potenYial limit; a source of neutral particles of matter
having a selected dipole characteristic and having a known
characteristic field jtonization potential limit which is greater than
the magnitude of the electric field and wherein the dipoles of the
particles of matter are capable of being driven into cyclic rotation at
the selected frequency by the electric field to produce a reactive
thrust, a vaporizing stage which vaporizes said particles of matter into
a gaseous state at a selected temperature, and a transporting system for
transporting the vaporized particles of matter into the force field

defined by the crossing electromotive lines of force and the magnetic
lines of force.

and wherein the oe: field has a fluxiwhen multiplied

ANSWER 29 OF 32 USPATFULL
US 4649533 19870310

The information retrieval method and apparatus includes a group of
geographically widely-distributed terminals, which accept a remotely
located host computer. Each terminal includes a memory for storing a
plurality of items of call origination information. A call original
circuit transmits individual ones of the items of call origination
information via a communication path to the switching system for causing
it to extend the path to the host computer. Logic circuits transfer a
first one of the items of call origination information indicative of the
geographically shortest communication path, to the call origination
circuit in an attempt to extend a communication path, of the
geographically shortest length, to the host computer. If the attempt
proves unsuccessful, the logic circuit sends automatically a second one
of the items of call origination information, indicative of the next
shortest communication path length.

ANSWER 30 OF 32 USPATFULL
US 4543630 19850924

A multiprocessor system intercouples the processors with an active logic
network having a plurality of priority determining nodes. Messages
applied concurrently to the network in groups are sorted, using the data
content of the messages, to a single or common priority message which is
distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
the messages. All messages occupy places in a coherent priority scheme
and are transferred in contending groups with prioritization on the
network. Using data, status, control and response messages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

ANSWER 31 OF 32 USPATFULL
US 4445171 19840424

A multiprocessor system intercouples processors with an active logic
network having a plurality of priority determining nodes. Messages are
applied concurrently to the network in groups from the processors and
are sorted, using the data content of the messages to determine
priority, to select a single or common priority message which is

distributed to all the processors with a predetermined total network
delay time. Losing messages are again retried concurrently in groups at
a later time. Message routing is determined by local acceptance or
rejection of messages at the processors, based upon destination data in
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the messages. Al], messages occupy places in a coh t priority scheme
and are transf in contending groups with pri Fization on the
network. Using fafa, status, control and response'inessages, and
different multiprocessor modes, the system is particularly suited for
configuration in a relational data base machine having capability for
maintaining an extended data base and handling complex queries.

L6 ANSWER 32 OF 32 USPATFULL
PI US 4412285 19831025

AB A system using a sorting network to intercouple multiple processors so
as to distribute priority messages to all processors is characterized by
semaphore means accessible to both the local processors and the global
resource via the network. Transaction numbers identifying tasks are
employed in the messages, and interfaces at each processor are locally
controlled to establish transaction number related indications of the

current status of each task being undertaken at the associated
processor. A single query to all processors via the network elicits a
prioritized response that denotes the global status as to that task. The
transaction numbers also are used as global commands and local controls
for the flow of messages. A destination selection system based on words
in the messages is used as the basis for local acceptance or rejection
of messages. This arrangement together with the transaction number
system provides great flexibility as to intercommunication and control.
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716.

Soman, Sadhna and Singh, Suresh, "An Experimental study of Video Conferencing over the Internet,"
IEEE Globecan '94, 1994, pp. 720-724.

Strigini, Lorenso et a7., "Multicast Services on High-Speed Interconnected LANs," High Speed Local
Area Networks, 1987, pp. 173-176.

Tanigawa, Hiroya et a/7., “Personal Multimedia-Multipoint Teleconference System, 1991, pp. 1127-1134.PFLAF°na|
Tassiulas, Leandros and Ephremides, Anthony, "Dynamic Server Allocation to Parallel Queues with
Randomly Varying Connectivity," IEEE Transactions on Information Theory, March 1993, Vol. 39, No.
2, pp. 466-478.
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Tillman, Matthew A. and Yen, David, "SNA and OSI: Three Strategies for Interconnection,"
Communications of the ACM, February 1990, Vol. 33, No. 2, pp. 214-224.

Turletti, Thierry and Huitema, Christian, "Videoconferencing on the Internet," IEEE/ACM
Transactions on Networking, 1996, pp. 340-351.

Topolcic, C. (ed.), "Experimental Internet Stream Protocol, version 2 (ST-11)," Network Working
Group Request for Comments: 1190, October 1990, 127 pages.

Venkatesh, D. and Little, T.D.C., "Investigation of Web Server Access as a Basis for Designing
Video-on-Demand Systems," Proceedings of the International Society for Optical Engineering, October
23-24, 1995, Vol. 2617, pp. 2-11.

Watabe, K. et a7., "A Distributed Multiparty Desktop Conferencing System and its Architecture,"
1990, pp. 386-393.
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What Is RTP? (visited Januar 4, 2000) <http://raddist.rad.com/networks/1996/iphone/rtp.htm>, 5
pages.
 

  
 
  
  

Wilde, Erik and Plattner, Bernhard, ‘Transport-Independent Group and Session Management for Group
emfmunications Platforms," E77, July-August 1997, Vol. 8, No. 4, pp. 409-421.

  
 

  
 
 

  
  

Willebeek-LeMair, M.H. and Shae, Z.-Y¥., "Centralized versus Distributed Schemes for
Videoconferencing," Proceedings of the Fifth IEEE Computer Society Workshop on Future Trends of
bYstributed Computing System, August 28-30, 1995, pp. 85-93.

 Woodside, Murray C, and Franks, R- Greg, "Alternative Software Architectures for Parallel
Protocol Execution with Synchronous 1Ppc,'' JEEE/ACM Transactions on Networking, April 1993, Vol. 1,
o. 2, pp. 178-186.

Xylomenos, George and Polyzos, C., “IP Multicast for Mobile Hosts," [EEE Communications Magazine,
January 1997, pp. 54-58.
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Xylomenos, George and Polyzos, G.C., "IP multicast group management for point-to-point local
distribution," Computer Communications, 1998, pp. 1645-1654.

Yeung, K.H. and Yum, 7.S., "Selective Broadcast Data Distribution Systems," Proceedings ofthe
15th International Conference on Distributed Computing Systens, May 30-June 2, 1995, pp. 317-324.

Yum, Tak-Shing et a7., "Video Bandwidth Allocation for Multimedia Teleconferences," JEEE
Transactions on Communications, February/March/April 1995, Vol. 43, Nos. 2/3/4, pp. 457-465.

Zarros, Panagiotis N. et a7., "Interparticipant Synchronization in Real-Time Multimedia
Conferencing Using Feedback," JFEE/ACM Transactions on Networking, April 1996, Vol. 4, No. 2, pp.

480.

Zarros, Panagiotis N. et a]., "Statistical Synchronization Among Participants in Real-Time
Multimedia Conference," Proceedings of the IEEE Symposium on Computers and Communications, June 27-
29, 1995, pp. 30-36.
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RE;Ce |IN THE UNITED STATES PATENT AND TRADEMARK GEEI E/i, ( 4)Si //34)
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In re application of: . "Ecyf C&s ve eh
Rothschild e¢ al, Art Unit: 2758 cP 2765

Appl. No. 09/407,371 Examiner: To Be Assigned

Filed: September 28, 1999 Atty. Docket: 1719.0050002

For: Server-Group Messaging System
for Interactive Applications

SECOND SUPPLEMENTAL

INFORMATION DISCLOSURE STATEMENT

UNDER MPEP§ 2001.06(c)

Commissioner for Patents

Washington, D.C. 20231

Sir:

Listed on accompanying Form PTO-1449 are one-hundred and one (101) documents that

may be considered material to the examination of this application, in compliance with the duty

of disclosure requirements of 37 C.F.R. §§ 1.56, 1.97 and 1.98.

This “Second Supplemental Information Disclosure Statement under MPEP §

2001.06(c)” is a follow-up to the “First Supplemental Information Disclosure Statement under

MPEP§ 2001.06(c)”filed by the Applicants on November1, 2000. That is, the documentslisted

on the accompanying Form PTO-1449 were also broughtto the attention of the undersigned as

a result of a litigation captioned HearMev. Lipstream Networks, Inc., Case No. C-99-04506

(WHA), filed in the United States District Court for the Northern District of California on

October 8, 1999. This suit involved U.S. Patents Nos. 5,822,523 and 6,018,766, to which the
present application claims priority under 35 U.S.C. § 120. The suit was ultimately settled on

August 30, 2000. In any event, due to the requirements of 37 C.F.R. §§ 1.56, 1.97 and 1.98, as

well as MPEP § 2001.06(c) (7th ed., Rev. 1, Feb. 2000), the undersigned felt it best to cite these

xx documents on the accompanying Form PTO-1449.
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Appl. No. 09/407,371

Applicants have listed publication dates on the attached PTO-1449 based on information

presently available to the undersigned. However, the listed publication dates should not be

construed as an admission that the information was actually published on the date indicated.

Applicants reserve the right to further establish the patentability ofthe claimed invention

overanyofthe listed documents should they be applied as references, and/or to prove that some

of these documents may not beprior art, and/or to prove that some of these documents may not

be enabling for the teachings they purport to offer.

This statement should not be construed as a representation that a search has been made,

or that information more material to the examination of the present patent application does not

exist. The Examiner is specifically requested not to rely solely on the material submitted

herewith. It is further understood that the Examinerwill consider information that was cited or

submitted to the U.S. Patent and Trademark Office in aprior application relied on under 35

U.S.C. § 120. 1138 OG 37, 38 (May 19, 1992).

It is respectfully requested that the Examinerinitial and return a copy of the enclosed

PTO-1449, and indicate in the official file wrapper of this patent application that the documents

have been considered.

This Information Disclosure Statement is being filed before the mailing date ofa first

Office Action on the merits. No statementor fee is required. Nevertheless, the U.S. Patent and

Trademark Office is hereby authorized to charge any fee deficiency, or credit any overpayment, .

to our Deposit Account No. 19-0036. A duplicate copy of this pleading is enclosed.
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Date: ulseloo
1100 New York Avenue, N.W.
Suite 600

Washington, D.C. 20005-3934
(202) 371-2600

P:\USERS\RMILLIEN\1719\005-2(supp2).ids

-3- Rothschild et ai.

Appl. No. 09/407,371

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOXP.L.L.C.

Mp)bled
Raymond Millien
Attorney for Applicants
Registration No. 43,806
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»UNITED_#.OF COMMERCE
my Patent and Trademark Office 

NOTICE OF ALLOWANCEAND ISSUE FEE DUE

TMS1/1205

STERNE KESSLER GOLDSTEIN & FOX PLC
SUITE Gt
1100 NEW YORE AVENUE NW
WASHINGFON Dm 2oduS-Sy3d

 

APPLICATION NO. FILING DATE TOTAL CLAIMS EXAMINER AND GROUP ART UNIT DATE MAILED

 N9/407,371 O97 2E/99 nig MOLING, 2 215 12705700

Aplicant ROTHSCHILD. 35 USC 154 (b) term ext. = O Days.

TTLEOFSERVER-GROLIE MESSABING SYSTEM FOR INTERACTIVE APPLICATIONS :

ATTY'SDOCKETNO. .|CLASS-suBcLAss| BATCHNO. APPLN.TYPE|SMALLENTITY | FEE DUE DATE DUE

1719. 0050002 7O9-245. 900 Voda UTILITY NY eizda.ag a/b/1 pt

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCEAS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED.

THE ISSUE FEE MUST BE PAID WITHIN THREE MONTHS FROM THE MAILING DATE OF THIS NOTICE OR THIS
APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY PERIOD CANNOT BE EXTENDED.

HOW TO RESPONDTO THIS NOTICE:
1. Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES,verify your - If the SMALL ENTITY is shown as NO:
current SMALL ENTITYstatus:

A. If the status is changed, pay twice the amountof the .
FEE DUE shownabove andnotify the Patent and A. Pay FEE DUE shownabove,or
Trademark Office of the changein status, or

B. If the status is the same, pay the FEE DUE shown ; . ; .
above. B. File verified statement of Small Entity Status before, or with,

paymentof 1/2 the FEE DUE shownabove.

ll. Part B-lssue Fee Transmittal should be completed and returned to the Patent and Trademark Office (PTO) with your
ISSUE FEE. Evenif the ISSUE FEE has already been paid by charge to deposit account, Part B Issue Fee Transmittal |
should be completed and returned. If you are charging the ISSUE FEE to your deposit account, section “4b” of Part
B-Issue Fee Transmittal should be completed and an extra copy of the form should be submitted.

IH. All communications regarding this application must give application number and batch number. ;
Please direct all communications prior to issuance to Box ISSUE FEE unless advisedto the contrary. 3

/{
IMPORTANT REMINDER:Utility patents issuing on applicationsfiled on or after Dec. 12, 1980 may require paymentof :

maintenancefees. It is patentee’s responsibility to ensure timely payment of maintenance

fees when due.PATENT AND TRADEMARK OFFICE. COPY = - tos
PTOL-85 (REV. 10-96) Approved for use through 06/30/99. (0651-0033) - "U.S. GPO: 1899-454-457/24601
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UNITED—OF COMMERCE
‘ Patent and Trademark Office

2 ‘ % é Address: COMMISSIONER OF PATENTS AND TRADEMARKS
’ States OF Washington, D.C. 20231

  aTPTF L?is.

- TMSL/1205 7
ISLER GOLDSTEIN & FOX PLL MALIN 2

ART UNIT PAPER NUMBER

ei Sed . ff

  

SUITE ti

1100 NEW YORE AVE NUE N W
WASHINGTON Dm So0ns-   

 

 

DATE MAILED: be/oe sag

Please find below and/or attached an Office communication concerning this application or
proceeding.

Commissionerof Patents and Trademarks

PTO-90C (Rev. 2/95) U.S. G.P.O. 1869 460-693 1- Fila Copy
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Application No. Applicant(s)
09/407,371 Rothschild etal.

Examiner Group Art Unit

Zarni Maung 2154

All claims being allowable, PROSECUTION ON THE MERITS {S (OR REMAINS) CLOSEDin this application. If not inciudedherewith (or previously mailed), a Notice of Allowance and Issue a Due or other appropriate communication will be mailed
in due course.

‘ Notice of Allowability

XK] This communication is responsive to__2/17/2000

XX] The allowed claim(s) is/are _417-35

{] The drawingsfiled on are acceptable.

(© Acknowledgementis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d).

Cc) All (JSome* [None of the CERTIFIED copiesof the priority documents have been

(0 received.

[J received in Application No. (Series Code/Serial Number)

[-] received in this national stage application from the International Bureau (PCT Rule 17.2(a)).

*Certified copies not received: :
[] Acknowledgementis madeof a claim for domestic priority under 35 U.S.C. § 119(e).

A SHORTENED STATUTORY PERIOD FOR RESPONSEto comply with the requirements noted below is set to EXPIRE
THREE MONTHSROM THE "DATE MAILED’ofthis Office action. Failure to timely comply will result in
ABANDONMENTofthis application. Extensions of time may be obtained under the provisions of 37 CFR 1.136(a).

[) Note the attached EXAMINER'S AMENDMENTor NOTICE OF INFORMAL APPLICATION, PTO-152, which discloses that
the oath or declaration is deficient. A SUBSTITUTE OATH OR DECLARATION IS REQUIRED.

Applicant MUST submit NEW FORMAL DRAWINGS

C] becausetheoriginally filed drawings were declared by applicant to be informal.

&] including changes required by the Notice of Draftsperson's Patent Drawing Review, PTO-948, attached hereto ortoPaper No.

LJ including changes required by the proposed drawing correction filed on , Which has been
approved by the examiner.

(J including changes required by the attached Examiner's Amendment/Comment.

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the reverse side of
the drawings. The drawings should befiled as a separate paper with a transmittal lettter addressed to the Official
Draftsperson.

(1 Note the attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Any responseto this letter should include, in the upper right hand corner, the APPLICATION NUMBER(SERIES
CODE/SERIAL NUMBER).If applicant has received a Notice of Allowance and Issue Fee Due, the ISSUE BATCH NUMBER
and DATEof the NOTICE OF ALLOWANCEshould also be included.

Attachment(s)

C] Notice of References Cited, PTO-892

[1 Information Disclosure Statement(s), PTO-1449, Paper No(s).

Notice of Draftsperson's Patent Drawing Review, PTO-948

Notice of Informal Patent Application, PTO-152

Interview Summary, PTO-413
Examiner's Amendment/Comment ae
Examiner's Comment Regarding Requirement for Deposit of Biological Material Awe “
Examiner's Statement of Reasons for Allowance PRIMARY EXAMINER

ART UNIT 2154

   
 

U. S. Patent and Trademark Office

PTO-37 (Rev. 9-95) Notice of Allowability Part of Paper No. 9  )
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A |

~ 9 6 HL
Serial Number: 09/407,371 “ge vy 02
Art Unit: 9aBg ISMei ittesdoe conieemenviguretyetm 
1. An Examiner's Amendment to the record appears below. Should the changes

and/or additions be unacceptable to applicant; an amendment maybefiled as provided

by 37 C.F.R. § 1.312. To ensure consideration of such an amendment, it MUST be

submitted no later than the paymentof the Issue Fee.

2. Authorization for this Examiner's Amendment wasgiven in a telephone interview

with Mr. Raymond Millien (Registration No. 43,806) on December 1, 2000.

3. In the claims,

Please amendthe claims as follows: /
Claim 17, line 15, please olf word “whereby” and va in--;Claim 19, line 14, please deyh“whereby” andinsert 4 wherein --;
Claim 21, line 11, please delete the wofd “whereby”andinsért -- wherein --;

SowClaim 23, line 10, please delete the word “whereby” and inséft -- wnerengt
Claim 34, line 6, after the words “forming a server message’, please insert the word

 

 
 

 
 

, line 6, after the words “said payload portion of said host message:and “,

ggregating said payload portion with the payload portion of a second

\o. host message received from anotherof the plurality of host computers belonging to said
message grou --.
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Art Unit: 2154  
 

 
 

 
 

 
 

Claim 10, line 13, after the words “basic commands”, please insert --- , and wherein

the generating is performed by an intelligent ice of the plurality of devices in the

network----;

Claim 18, line 13, after the words “basic commands’, pleaseinsert --- , and wherein

the generating is performed/by an intelligent device of the plurality of devices in the

network ----;

Claim 23, live 12, after the words “basic commands’, pleaseinsert --- , and wherein

the generatiag is performed by an intelligent device of the plurality of devices in the

network 4--;

4. Thefollowing is an examiner's Statement of Reasonsfor Allowance:

The present claims are allowable over the applied art of record for the following

reasons:

None of the prior art of record teaches or suggests the method for facilitating

communications amonga plurality of host computers over a network, wherein said method

comprises the steps of receiving a create message from said host computers, receiving

jopin messgaesfromafirst subset of said computers, receiving host messages from a

second subsetof said first subset of computers belonging to said message group, wherein

each of said messages contains a payload portion and a portion that is used to identify

said message group, aggregating said payload portions portions of said messages

received from said second subset of computers, forming an aggregated message using

said aggregated payload, and transmitting said aggregated messageto said first set of

S
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Serial Number: 09/407,371 Page 4

Art Unit: 2154

computerassetforth in the claims and the specification.

Contact Information

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Zarni Maung whosetelephone numberis (703) 308-6687.

The examiner can normally be reached on Monday-Friday from 9:30 to 6:00.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Meng An, can be reached on (703) 305-9678. The fax phone numberforthis

Groupis (703) 308-9052.

Any inquiry of a general nature or relating to the status of this application or

proceeding should be directed to the Group receptionist whose telephone numberis (703)

ZARNImane
PRIMARY EXAMI

305-9600.
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Form PTO 948 (Rev. 8-98) U.S. DEPARTMENT OF COMMERCE- Patent and Trademark Office Application No. & { U O é A?/
NOTICE OF DRAFTSPERSON'S 

The drawing(s) filed (insert date) rt
A. (1 approvedby the Draftsperson inder 37 CFR 1.84 or 1.152.
B. jected to by the Draftsperson under 37 CFR 1.84 or 1.152 for the reasons indicated below. The Examiner wil! require

New, corrected drawings whenn

_ BRAWINGSTokhhar REplineidategories8 ratings oil’ Black;inky:Colore' seta thwart, te

s Colgr drawingsare notAcceptable, Ir
“Fig(s) *) :32.2]\Penttliand biomblackinksabt jpernaitted: Fig(s)

- PHOTOGRAPHS.37 CFR 1.84 (b)
___ | full-tone set is required. Fig(s)
~~ Photographs not properly mounted (must use brystol board or

photographic double--weight paper). Fig(s)
—__ Foorquality (half-tone). Frg(s)

. TYPE OF PAPER. 37 CFR 1.84(e)
219 }Papes,ndt- flexible,: strong; white, and-durable.; as). . ;
aaltimeerebverwritings, intteriineations, —*

:(folds;:copy‘machine marks not accépied. Fig(s)::

:ae,yelumpaperis 1is notacceptable,{99 thin).g(s)
; SIZE OF PAPER. 37 CFR 1 84(): Acceptable sizes:
— 21.0 cm by 29.7 em (DINsize Ad)
saz 2! 6-cmby 27.9om(812x 11 fiETT All draWing'sheéis fotttheSane’Sheet(s)
____ Drawings sheets not an acceptable size. Fig(s)

- MARGINS. 37 CFR 1.84(g): Acceptable tmargins:Reds vety a
SIZE: A4 Size

‘Top2:Sicmys Left! 255.0 Right t:SiemBontom-10'cm.’
ish yas SIZE; BU2x 1b p.,
Margins not acceptable. Fig(sTop (1) AR

Right (R) BottomB)
. VIEWS. 37 CFR 1.84(h)

REMINDER:Specification may require revision to
correspond te drawing changes.
Partial views, 37 CFR 1.84(h)(2)
____ Brackets needed {o show figure as oneentity.

Fig(s)__
—__ Viewsnot labeled separately or property.

Fig(s)__
—___ Enlarged view not labeled separetely or properly,

Fig(s) __
. SECTIONALVIEWS. 37 CFR 1.84 (h)(3)

~__ Hatching not indicated for sectional partions of an object.
Fig(s)__

—_._ Sectional designation should be noted with Arabic or
Roman numbers. Fig(s)

COMMENTS

DESCRIPTIVE MATTERS C85. FIG.1 1
LEGALS)

REVIEWER A D DATE

ATTACHMENT TO PAPER NO. #9
THE mematigeaCe Sone,

Raae

PATENT DRAWINGREVIEWO82 "4: te

  hecnanle

1 page-is eit preter9comes theaeexeepl for
1 MsSCALE. °37. CFRLBA(K)! 9:

—__ Scale notlarge enoughto show mec!
 

gissm withy wtcrowding when drawing is reduced iri size to two-thiids in’
reproduction,

Fig(s) plate,10. CHARACTEROFLINES, NOMBERS,&bees"
37 CFR 1.84(i)

vded

vieallingsi tnumbers & lett¢rs.not uniformly. thick and.wel}t:.,°.

we e a
‘Shading notoi permiliea, “Fig(s)
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=4s_ Application No. _)
Rothschild etal.

Interview Summary Examiner
ae || 

 Zarni Maung.    
All participants (applicant, applicant's representative, PTO personnel):

 

 

(1) Zarni Maung (3)

(2) Mr. Raymond Millien (Registration No. 43,806) (4)

Date of Interview Dec 7, 2000 

Type: XTelephonic [Bersonal (copyis given to applicant applicant's representative).

Exhibit shown or demonstration conducted: (Yes iG. If yes, brief description:
 

 

Agreement (Kwasreached. [Was not reached.

Claim(s) discussed: 10 78 and 23 

Identification of prior art discussed:
None 

 

Description of the general nature of what was agreedto if an agreement was reached, or any other comments:
The examinerinformed to the applicant's attorneythat there are typographicalerrors on the page 3 of the examiner's
amendment paper 9, mailed on 12/5/2000. The examiner informedto the applicant's attorney to disregard the amendmentto
claim 10, line 13, claim 18, line 13 and claim 23, line 12 which appeared on page 3 of the examiner's amendment.
 

 

 

 

 

 

(A fuller description, if necessary, and a copy of the amendments,if available, which the examiner agreed would render
the claims allowable must be attached. Also, where no copy of the amendents which would renderthe claims allowable
is available, a summary thereof must be attached.)

1. []  Itis not necessary for applicant to provide a separate record of the substanceof the interview.

Unless the paragraph above has been checkedto indicate to the contrary, AFORMAL WRITTEN RESPONSETO THE LAST
OFFICE ACTION IS NOT WAIVED AND MUST INCLUDE THE SUBSTANCEOF THE INTERVIEW. (See MPEPSection
713.04). If a response to the last Office action has already been filed, APPLICANT IS GIVEN ONE MONTH FROM THIS
INTERVIEW DATE TO FILE A STATEMENTOF THE SUBSTANCEOF THE INTERVIEW.

2. [J Since the Examiner's interview summary above (including any attachments)reflects a complete responseto
eachof the objections, rejections and requirements that may be presentin the last Office action, and since the
claims are now allowable, this completed form is considered to fulfill the response requirements of the last
Office action. Applicant is not relieved from providing a separate record of the interview unless box 1 above
is also checked.

 
, . . . PRIMARY EXAMINER

Examiner Note: You must sign and stamp this form unlessit is an attachmentto a signed Office action. ART UNIT 2154
U. S. Patent and Trademark Office

PTO-413 (Rev. 10-95) Interview Summary PaperNo. 10
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@. PART B_ISSUE FEE TRANSMITTAL@
Completeand mall this form, togsther with apph.olefees, to: Box ISSUE FEE.. Assistant Commissioner for Patents

sO Washington, D.C, 20231

aed

 

«

MAILING INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE. Blocks 1
through4should becompleted whereappropriate. All furthercorrespondenceincludingthe lasue Fee war:Thecortncate ofmakingbalow oanortybeusedfordomestic
Receipt, the Patent, advance orders and notification of maintenancefees will b6 mailedto thé current foranyothoraccompanying papers. Escheddtionalsenor oneanny
correspondence address as indicated unless corrected below or directed otherwisein Block 1, by (a) assignment orformal drawing, must have tts own cortifioateof mailing.Spe0 ew Commeapondence address; andlor (b) indicating a separate “FEE ADDRESS" formaintenance fee notifications. Certificate of Mailing
CURRENT CORRESPONDENCE ADDRESS (Note: Logbly mericup with anyoomeatone or useBiock 1) I hereby certity that this issue Fee Transmittal Is being deposited with .

. the United States Postal Service with sufficient postage for first classmail in an envelope addressed to the Bax issue Feeaddress above on
the date indicated below.

 
 

SUITE 600
1100 NEW YORK AVENUE NW

WASHINGTON DC 20005-3934 —
. , . 4 (Signature)

. ; XA Dg a5 / Date)
|ppucaTIONNO.|FuNapare[roraciams[EXAMINERANDGROUPARTUNIT___—~«|__DATEMALED_|

 
09/407, 371 9/28/99 MAUNG, 2 - 2154 12/05/06

First Named :
Applicant ROTHSCHILD, 35 USC 154(b) term ext. =

TITLE OF .
INVENTONSERVER-GROUP MESSAGING SYSTEM FOR INTERACTIVE APPLICATIONS

[Arvenocerno.|cauasseueciass|carouno|arintre|GuaLenmy|ASE0ue|omepue|
1719.0050002 709-245.000 . V94 UTILITY NO $1240.00 03/05/01

1. Change of comespondence address or Indication of “ Fea Address” (37 CFR 1.969). 2. For printing on the patent front page, list
Use of PTO form(s) and Customer Number are recommended, but not required. (1) the names of up to S registered patent «=, Sterne, Kessler

o eeageneney. 2)C. changeofcomespondenca addresa(orChangeofCorrespondence Addrass name single firm: (havingPTO/SAN22) attached! * ‘m momber a registered atiomey or agent) 2Goldstein,&FoxPLLC
(“Fee Address” indication (or “Fea Address” Indication form PTO/S8/47) attached. atromeya or agents. I no name Is isted, no

 

name will be printed. 3

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 4a. The following fees are oncicoed(make CommissionerPLEASE NOTE:Unless an assignee Is identified below, no assignee data will appear on the patant. of Patents and Trademarks): eck t 30545.
Inctusion of assignee data Is only appropiate when an assignment has been previously submitted to (Rissue Fea
the PTO or |s being submitied under separate cover. Completion of this form is NOT a subsititue for]
filing an assignment. “XAdvance Order - # of Copies_ten(10)

(A)NAME OF ASSIGNEE HearMe . . 477
4b. The following/ide Uoticie Wn thanefee fouls be charged wo:(B) RESIDENCE: (CITY & STATE GRCOunTRY, Mountain View, CA DEPOSIT ACCOUNT NUMBER

(ENCLOSE AN EXTRA COPY OF THISFORM)
Pleasa check the appropriate assignee category indicated below (will not be printed on the patent) iXicsue Fee
CO indivjgduas BiXcorporation or other private group entity [] goverment (KXagvance Onder -# cf Copies. ten (10) ae

The COMMISSIONER OF PATENTS AND TRADEMARYS, quested to apply the Issue Fog to the application identified above. 33

Tauthorized Signature) |,eSRaymond Millien, Reg.# 43,806 bylFy
NOTE;The issue Fee will not be accepted from anyone offer than the applicant; a ragistaradOF agurt; oFhs nasignne or otharpar in iraceoet be ghown by tee recone of fe PatraandTrademark Office.

Burden HourStatement: This form is estimated to take 0.2 hours to complete. Time will vary
Gepending on the needs of the individual case. Any comments on the amount of time required .
to complete this form should be sent to the Chief information Officer, Patent and Trademark
Office, Washington, D.C, 20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND FEES AND THIS FORM TO: Box issue Fee, Assistant Commissioner for
Patents, Washington D.C. 20231

Underthe Paperwork Reduction Act of 1995, no persons are required to respond to acollectionof information unless {t displays a vatid OMB control number.

a

FCs142aFCs!
TRANSMIT THIS FORM WITH FEE

 

i'i
i
i

|:

PTOL-858 (REV.10-66) Approved for use through 06/90/88. OMB 0651-0093 . ., Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE |
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MICHELE A. CIMBALA
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Eric K. STEFFE
MICHAEL Q. LEE

Commissioner

Washington, D.

Re:

e
STERNE, KESSLER, GOLDSTEIN & Fox P.L.L.c.

OO NEW YORK

PHONE: (202) 3

STEVEN R LuowiG
JOHN M. CoveRT*
LINDA E. ALCORN
ROBERT C MILLONIG
MICHAEL V. MESSINGER
JUDITH U. Kim
TIMOTHY J. SHEA, JR.
DONALO R. MCPHAIL
Patrick E. GARRETT
STEPHEN G. WHITESIDE
JEFFREY T. HELVEY*
Heipi L. Kraus

for Patents

C. 20231

ATTORNEYS AT LAW
AVENUE, N.W. © 
Fi-2600

JEFFREY Ro «<LRIN
RAYMOND Mi_LiEN
Patrick DC BRIEN
LAWRENCE E. BuGarsny
CRYSTAL D. SAYLES
EDWARO W. YEE
ALBERT L. FERRO*
DONALD R. Esnowir
PETER A, JACKMAN
Moucy A. McCaLe
TERESA U. MEOLER

OAPo.
March 700!

MAR 02 200 
 

U.S. Allowed Utility Patent Application

WASHINGTON.

+ FACSIMILE: (202) 371-2860 «+

O.C. 20008-3934

wwwsxgf.com

KE STIN K, Vipovicr
KE*.DRICK P. PATTERSON
Dro'.aLD J. FEATHERSTONE
Gaent E. Reeo
Vin tent L. Casuano
JC-~N A. HaRROUN®
AL Rt J. Fasutoe Ir’
Ww RIAN EDGE*
ELISRA ELtison FLoyo*
W. SUSSELL SwiNDELL
THOMAS C. FIALA

  

DUPLICATE

“~AREN R. MARKOWICZ**
SUZANNE E. 2isKka**
BRIAN J. DEL BUONO**
ANOREA J. KAMAGE**
NANCY J. LEITHT*
ELIZABETH J. HAANES**MARK P, TERRY*?
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*BarR OTHER THAN D.C.
“*REGISTERED PATENT AGENTS

WRITER'S DIRECT NUMBER:
(202) 789-5506

INTERNET ADDRESS:
RMILLIEN@SKGF.COM

Attn. Box Issue Fee

Appl. No. 09/407,371; Filed: September 28, 1999

Sir:

For:

Inventors:

OurRef:

Rothschild er al.

1719.0050002

Batch No. V94

Server-Group Messaging System for Interactive Applications

In response to the Notice of Allowance and Issue Fee Due dated December 5, 2000, the
" following documents are forwarded for appropriate action by the U.S. Patent and Trademark Office:

Issue Fee Transmittal (Form PTOL-85B):

Fee Transmittal (Form PTO/SB/17) (in duplicate);

Letter to the Draftsman;

Eleven (11) sheets of formal drawings. approval of which is respectfully
requested;
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ffSTERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C. oyen>

Commissioner for Patents

March 2, 2001

Page 2

5. Return postcard; and

6. Our Check No. 30545 for $1,270.00 to cover:

$1,240.00 Issue Fee; and

$__ 30.00 Advancecopiesofpatent.

 

It is respectfully requested that the attached postcard be stamped with the date of filing of
these documents, and that it be returned to our courier.

The U.S. Patent and Trademark Office is hereby authorized to charge anyfee deficiency, or
credit any overpayment,to our Deposit Account No. 19-0036. Ifextensions oftime under 37 C.F.R.
§ 1.136 other than those otherwise provided for herewith are required to prevent abandonmentofthe
presentpatent application, then such extensions of time are herebypetitioned,and anyfees therefor
are hereby authorized to be charged to our Deposit Account No. 19-0036. A duplicate copyofthis
letter is enclosed.

Respectfully submitted,

STERNE, KESSLER, GOLDSTEIN & FOX P.L.L.C.

Raymond Millien
Attorney for Applicants
Registration No. 43,806

Enclosures

P:\USERS\VBLADES\Raymond Millien\t719\0050002. pt
SKGF Rev 5/30/00 mac
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@  @

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re application of:

Rothschild e¢ al.

Appl. No. 09/407,371

Confirmation No.

Art Unit: 2154

. Examiner: MAUNG,Z.

Filed: September 28, 1999 : Atty. Docket: 1719.0050002

 
For: Server-Group Messaging System Batch No. V94

for Interactive Applications

Letter to PTO Draftsman: Submission of Formal Drawings

Commissioner for Patents

Washington, D.C. 20231

Sir:

Submitted herewith are Eleven (11) sheets of formal drawings with Figures 1-11,
correspondingto the informal drawings submitted with the above-captioned application.
Identification of the drawings is provided in accordance with 37 C.F.R. § 1.84(c).
Acknowledgmentofthe receipt, approval, and entry of these formal drawing)into this
application is respectfully requested.

It is not believed that an extension of time is required, other than any already
provided herewith. However, if an extension of time is needed to prevent abandonment
of the application, then such extension of time is hereby petitioned. The U.S. Patent and
Trademark Office is hereby authorized to charge any fee deficiency, or credit any
overpayment, to our Deposit Account No. 19-0036. A duplicate copy of this Letter is
enclosed.

Respectfully submitted,

“odWa GOLDSTEIN & FOX P.L.L.C.
Raymond Millien
Attorney for Applicants
Registration No. 43,806

Date: 3 [ele
1100 New York Avenue, N.W.
Suite 600 .

Washington, D.C. 20005-3934
(202) 371-2600

PAUSERS\VBLADES:Ruymond Millien7190050002.SKGF Rev1/2001 mac
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© a AttorQ@Docket No.: PT-005.02
ant _

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Rothschild et ai. Patent No. : 6,226,686

Serial No. : 09/407,371 May1, 2001

Filed 3 September 28, 1999

Title : Server-Group  
Messaging System for
Interactive Applications

REVOCATION AND POWER OF ATTORNEY

Assistant Commissioner for Patents

Washington, D.C. 20231

sn As an officer of Paltalk Holdings, Inc., ownerofthe entire right,title and interest in, to and under the
invention described and claimed in the above-identified patent, I hereby revoke all previous powers of

attorney and appoint the following attorneys, with full power of substitution and revocation, to transact all

business in the Patent and Trademark Office connected therewith Daniel A. Devito (32,125), Edward V.

Filardi (25,757), David W. Hansen (38,910), Constance S. Huttner (35,903), Ronald S. Laurie (25,431),

Robert B. Smith (28,538), Robert B. Beyers (46,552), Meir Y. Blonder (40,517), Ian R. Blum (42,336), John

OL. Dauer, Jr. (39,953), Jose Esteves (41,011), Michael D. Fabiano (44,675), Stacey J. Farmer (42,526 ), Di

Jiang-Schuerger (44,806), Frederick D. Kim (38,513), Thomas R. Lane (42,718), Daniel J. Lin (47,750),

Douglas R. Nemec (41,219), Guy Perry (46,194), Constance F. Ramos (47,883), Andrew F. Strobert (35,375),

Todd J. Tiberi (37,455), Joseph Yang (41,387), and Matthew B. Zisk (45,257), all of Skadden, Arps, Slate,

Meagher & Flom LLP, whose address is Four Times Square, New York, NY 10036.

Please direct all future correspondence to Skadden, Arps, Slate, Meagher & Flom LLP, Four Times

Square, New York, NY 10036, and direct all phone calls to Skadden, Arpsetal. at (212) 735-3000.

Respectfully submitted,

 Date: _February _, 2002 By:

Z ee Lee (print name)
(printtitle)
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¥ DSe. “ ‘ e \ AtoWocket wos prseer
IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicant : Rothschild et ai. Patent No. 3 6,226,686

. Serial No. : 09/407,371 Issue Date : May1, 2001

Filed : September28, 1999
CERTIFICATE OF MAILING

Title : Server-Group . . .. I hereby certify that this paper and all enclosures referred to therein are
Messaging System for being deposited with the United States Postal Service as First Class Mail,
Interactive Applications with sufficient postage in an envelope addressed to the AssistantCommissioner for Patents, Washington, D.C. 20231 on_Feb. 15, 2002.

Nameof PersowMa j
 

 
TRANSMITTAL OF REVOCATION AND POWER OF ATTORNEY

Assistant Commissioner for Patents ‘ : :
Washington, D.C. 20231 29

Sir:

Enclosed please find a Revocation and PowerofAttorney in the above-identified patent

which revokesall previous powers of attorney and appoints the attorneys at Skadden, Arps, Slate,

Meagher & Flom LLP to conductall businessin the Patent and Trademark Office connected
therewith.

Accordingly, all correspondence should be addressed to Skadden, Arps, Slate, Meagher &
Flom LLP, Four Times Square, New York, NY 10036, telephone number (212) 735-3000.

Respectfully submitted,

Date:_February 15, 2002 By: Ue CUE
Andrew F. Strobert Reg. No. 35,375
Skadden, Arps, Slate, Meagher & Flom LLP
Four Times Square
New York, NY 10036

(212) 735-3000

Enclosure

Petitioner Riot Games,Inc. - Ex. 1004, p. 277



Petitioner Riot Games, Inc. - Ex. 1004, p. 278

Page 1 of 1

® , @
UNITED StaTES PATENT AND TRADEMARK OFFICE

. COMMISSIONER FOR PATENTS
UNITED STATES PATENT AND TRADEMARK OFFICE

WASHINGTON, D.C. 20231 
 

www,uspto.gov

09/407,371 09/28/1999 JEFFREYJ. ROTHSCHILD 1719.0050002

CONFIRMATION NO.2659

26137 (OOOO0GDAa
PATENT DEPARTMENT Il l
SKADDEN, ARPS, SLATE, MEAGHER & FLOM LLP 9¢900000007745947
FOUR TIMES SQUARE
NEW YORK,NY 10036 2ge edb

G 374 le eC Y, Te Date Mailed: 03/26/2002
NOTICE REGARDING POWEROF ATTORNEY

This is in response to the Powerof Attorneyfiled 03/22/2002.

The Powerof Attorney in this application is accepted. Correspondencein this application will be mailed to the
above addressas provided by 37 CFR 1.33.

DAVID O LIPSCOMB

OPR(703) 308-7127
OFFICE COPY
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