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I. INTRODUCTION 

1. I, Loren Terveen, have been retained by Petitioners Microsoft Corpo-

ration and Microsoft Mobile Inc. (“Microsoft”) to investigate and opine on certain 

issues relating to United States Patent Nos. 6,690,387 (“the ’387 patent”) and 

7,184,064 (“the ’064 patent”) (collectively, the “Challenged Patents”) in Mi-5 

crosoft’s Petitions for Inter Partes Review of those patents.  Each Petition requests 

that the Patent Trial and Appeal Board (“PTAB” or “Board”) review and cancel all 

claims of the underlying challenged patent.1   

2. I am being compensated for my work on this matter by Microsoft for 

consulting services including time spent testifying at any hearing that may be held.  10 

I am also reimbursed for reasonable and customary expenses associated with my 

work in this case.  I receive no other forms of compensation related to this case.  

My compensation does not depend on the outcome of this inter partes review or 

the co-pending district court litigation, and I have no other financial interest in this 

inter partes review. 15 

1 Charts listing the claims of the ’387 patent and the ’064 patent, numbered 

with the conventions used in this Declaration and the accompanying Petitions, are 

attached to this Declaration as Appendices A and B, respectively.   
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3. I understand that the ’387 and ’064 patents have been assigned to 

Koninklijke Philips Electronics N.V. 

4. This declaration is based on the information currently available to me.  

To the extent that additional information becomes available, I reserve the right to 

continue my investigation and study, which may include a review of documents 5 

and information that may be produced, as well as testimony from depositions that 

have not yet been taken. 

II. QUALIFICATIONS AND EXPERIENCE 

5. I have summarized in this section my educational background, career 

history, publications, and other relevant qualifications.  My full curriculum vitae is 10 

attached as Appendix C to this report. 

A. Education and Experience  

6. I received a B.A. in Computer Science, Mathematics, and History 

from the University of South Dakota in 1984, a M.S. in Computer Science from the 

University of Texas in 1988, and a Ph.D. from the University of Texas in Comput-15 

er Science in 1991. 

7. I am a member of the Association for Computing Machinery (ACM), 

the oldest, largest, and most prestigious computing society in the world. I am the 

President of ACM’s Special Interest Group on Computer-Human Interaction, one 

of its largest and most active special interest groups. I also am a member of the 20 
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ACM Council, the highest governing body of the ACM. I received the ACM Dis-

tinguished Scientist Award in 2009. 

8. My research and teaching focus on human-computer interaction, user 

interface design, and social computing. I have several decades of experience in 

these specialties of computer science in both industry and academia. I worked for 5 

AT&T Laboratories from 1991 through 2002, during which time I conducted re-

search and developed systems that solved problems in software engineering, web 

information seeking and organization, and recommender systems. In all my re-

search, I designed, implemented, and tested graphical user interfaces, including on 

mobile devices.  10 

9. I have been employed full-time as a professor at the University of 

Minnesota since 2002; my current title is Distinguished McKnight University Pro-

fessor. I teach classes in computer science, human-computer interaction and social 

computing, and have conducted, supervised, and published research in the field. 

My research has been published in numerous journal and conference papers, as 15 

well as in a book I co-authored entitled “Foundational Issues in Artificial Intelli-

gence and Cognitive Science: Impasse and Solution.” I have served on the editorial 

board of ACM’s Transactions on Human-Computer Interaction and the Communi-

cations of the ACM, and have served as a reviewer for numerous journals, includ-

ing ACM Computing Surveys, IEEE Transactions on Data and Knowledge Engi-20 
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neering, the International Journal of Human-Computer Studies, and the Journal of 

Computer-Supported Cooperative Work.  

10. I am a listed inventor on nine patents, including those related to the 

computer graphical environment (e.g., U.S. Patent Numbers 5,680,530, 5,806,060, 

5,809,492, and 6,256,648). 5 

11. I have consulted on over 10 intellectual property cases that have dealt 

with topics in user interface design, recommender systems, web information sys-

tems, and set top boxes. During these cases, I have testified before judges, been 

deposed, and written multiple expert reports. 

III. INFORMATION CONSIDERED 10 

12. In formulating my opinions in this matter, I have reviewed the follow-

ing materials: 

Exhibit Description 
1001 U.S. Patent No. 6,690,387 (“the ’387 patent”) 
1002 U.S. Patent No. 7,184,064 (“the ’064 patent”) 
1003 Claims of ’387 and ’064 Patents 
1005 U.S. Patent No. 7,450,114 (“Anwar”) 
1006 Japanese Patent Application Publication No. H06-309138 

(“Narutaka”) 
1007 Japanese Patent Application Publication No. S63-206827 

(“Westerman”) 
1008 U.S. Patent No. 6,943,778 (“Astala”) 
1009 European Patent Application No. 880,091A2 (“Korhonen”) 
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Exhibit Description 
1010 Ivan E. Sutherland, “Sketchpad, a Man–Machine Graphical 

Communication System,” Ph.D. Thesis, Massachusetts Insti-
tute of Technology, January 1963, reprinted in Technical Re-
port No. 574 (Univ. of Cambridge Computer Laboratory 
2003) 

1011 E.A. Johnson, “Touch Displays: A programmed Man-Machine 
Interface, Ergonomics,” 10:2 pp.271-77 (1967) 

1012 Andrew Sears and Ben Schneiderman, “High Precision 
Touchscreens: Design Strategies and Comparisons with a 
Mouse,” Int. J. Man-Machine Studies vol. 34, pp.593-613 
(Academic Press Ltd. 1991) 

1013 Margaret Minsky, “Manipulating Simulated Objects with Re-
al-world Gestures using a Force and Position Sensitive 
Screen,” Computer Graphics Vol. 18, No. 3, July 1984 (“Min-
sky”) 

1014 Japanese Patent Application Publication No. S63-206827 
(“Asami”) 

1015 U.S. Patent No. 6,459,424 (“Resman”) 
1016 U.S. Patent No. 6,278,443 (“Amro”) 
1017 U.S. Patent No. 6,707,449 (“Hinckley”) 
1018 U.S. Patent No. 5,880,411 (“Gillespie”) 
1019 U.S. Patent No. 6,587,093 (“Shaw”) 
1020 Excerpts from File History of ’387 Patent 
1021 Excerpts from File History of ’064 Patent 
1022 Excerpts from Patent Owner’s Opening Claim Construction 

Brief, Koninklijke Philips N.V. v. Acer Inc., No. 1:15-cv-1170-
GMS (D. Del. Mar. 3, 2017), Dkt. 140 

1023 Excerpts from Claim Construction Order, Koninklijke Philips 
N.V. v. Acer Inc., No. 1:15-cv-1170-GMS (D. Del. July 11, 
2017), Dkt. 241 

1024 U.S. Pat. No. 6,310,610 (“Beaton”) 
1025 U.S. Pat. No. 6,073,036 (“Heikkenen”) 
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Exhibit Description 
1026 Excerpts from Infringement Contentions, Koninklijke Philips 

N.V. v. Acer Inc., No. 1:15-cv-1170-GMS (D.Del. Dec. 9, 
2016) 

 

13. I have reviewed the Petitions and the prior art, documents, patents, 

and publications listed in the Appendices and the body of this Declaration.  I have 

also reviewed the Petitions and expert declaration filed in Cases IPR2017-00409 

and IPR2017-00408.  5 

14. I also refer to my own expertise and experience as reflected in my cur-

riculum vitae, which is attached as Appendix C to this Declaration. 

15. In connection with live testimony in this proceeding, should I be 

asked to provide it, I may use as exhibits various documents that refer to or relate 

to the matters contained within this Declaration, or which are derived from the re-10 

sults and analyses discussed in this Declaration.  Additionally, I may create or su-

pervise the creation of certain demonstrative exhibits to assist me in testifying. 

16. I am prepared to use any or all of the above-referenced documents, 

and supplemental charts, models, and other representations based on those docu-

ments, to support my live testimony in this proceeding regarding my opinions cov-15 

ering the Challenged Patents.  If called upon to do so, I will offer live testimony 

regarding the opinions in this Declaration. 
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IV. STATEMENT OF LEGAL PRINCIPLES 

17. I am not an attorney and offer no legal opinions.  For purposes of this 

report, I have been informed about certain aspects of the law for my analyses and 

opinions.  I set forth my understanding of the law regarding patent invalidity below. 

A. Claim Construction 5 

18. Microsoft’s counsel has advised me that, when construing claim terms 

of an unexpired patent, a claim subject to inter partes review receives the “broad-

est reasonable interpretation (BRI) in light of the specification of the patent in 

which it appears.” 

B. Priority Date 10 

19. I have been informed and understand that a U.S. patent application 

may claim the benefit of the filing date of an earlier foreign patent application only 

if two requirements are met.  First, the U.S. patent application must have been filed 

within one year of the foreign parent application to which it claims priority.  Sec-

ond, the foreign patent application must disclose each limitation of the claimed in-15 

vention of the U.S. patent application.  If one or both requirements are not met, the 

U.S. patent application may not properly claim priority back to the filing date of 

the earlier filed foreign patent application. 

20. I have been informed and understand that priority is determined on a 

claim-by-claim basis.  In other words, certain claims of a U.S. patent may be enti-20 
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tled to claim priority to a foreign patent application, while other claims of the same 

U.S. patent may not be entitled to claim priority to the foreign patent application. 

21. I have been further informed that (for pre-AIA patent applications 

filed prior to March 16, 2013) a patent is invalid if it is described in a printed pub-

lication in any country more than one year before the date of the actual filing of the 5 

application in the United States, regardless of the date the applicant conceived of 

the claimed invention.  I also understand that the patent laws were recently amend-

ed by the America Invents Act (AIA), but that earlier statutory requirements still 

apply for “pre-AIA” patents.  I am informed that the patents asserted in this case 

are “pre-AIA,” and that the “pre-AIA” requirements are controlling.  Therefore, 10 

unless otherwise stated, my understanding of the law regarding patent invalidity as 

set forth in this Declaration relates to the pre-AIA requirements. 

C. Invalidity Based on Prior Art 

1. Anticipation  

22. It is my understanding that a claim directed to subject matter that is 15 

not new or novel based on a single prior art reference is said to be “anticipated by 

the prior art” under 35 U.S.C. § 102.   

23. It is my understanding that in order for a claim to be invalid as antici-

pated by the prior art, every element of that claim must be found in a single prior 

art reference or system arranged as in the claim.  It is my further understanding that 20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 14 of 394



for anticipation, each element of a claim must be found explicitly or inherently in 

that single prior art reference.  In other words, it is my understanding that in deter-

mining whether a single prior art reference anticipates a patent claim, one should 

take into consideration not only what is expressly disclosed in that item, but also 

what inherently occurred as a natural result of the practice of the system or method 5 

disclosed in that item. 

24. It is my understanding that to establish such “inherency,” the evidence 

must make clear that the missing descriptive matter is necessarily present in the 

prior art and that it would be so recognized by persons of ordinary skill in the art. 

25. I have been informed and understand that there are several ways that a 10 

patent claim may be anticipated.  The ones that are relevant to this declaration are 

summarized below. 

• One way to anticipate a patent claim requires a prior art reference that was ei-

ther known or used by someone other than the patent applicant in the U.S., or 

patented or described in a printed publication in the U.S. or a foreign country, 15 

before the alleged invention by the patent applicant of the subject matter recited 

in the claim. 

• Another way to anticipate a patent claim requires a prior art reference that was 

either patented or described in a printed publication in the U.S. or a foreign 
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country, or was in public use or on sale in the U.S., more than one year prior to 

the U.S. patent application filing date. 

• Another way to anticipate a patent claim requires a prior art reference that was 

application for a patent in the U.S., which has since been published, where the 

application was filed before the priority date of the relevant patent claim; or a 5 

prior art reference that is a patent granted on an application which was filed in 

the U.S. before the priority date of the relevant patent claim. 

2. Obviousness  

26. I am informed and understand that a patent cannot be properly granted 

for subject matter that would have been obvious to a person of ordinary skill in the 10 

art at the time of the alleged invention, and that a patent claim directed to such ob-

vious subject matter is invalid under 35 U.S.C. § 103.  It is also my understanding 

that in assessing the obviousness of claimed subject matter, one should evaluate 

obviousness in light of the prior art from the perspective of a person having ordi-

nary skill in the art at the time the alleged invention was made (and not from the 15 

perspective of either a layman or a genius in that art).  It is my further understand-

ing that the question of obviousness is to be determined based on: 

• The scope and content of the prior art; 

• The difference or differences between the subject matter of the claim and the 

prior art (whereby in assessing the possibility of obviousness one should con-20 
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sider the manner in which a patentee and/or a Court has construed the scope of 

a claim); 

• The level of ordinary skill in the art at the time of the alleged invention of the 

subject matter of the claim; and 

• Any relevant objective factors (the “secondary indicia”)2 indicating nonobvi-5 

ousness, including evidence of any of the following: commercial success of the 

products or methods covered by the patent claims; a long-felt need for the al-

leged invention; failed attempts by others to make the alleged invention; copy-

ing of the alleged invention by others in the field; unexpected results achieved 

by the alleged invention; praise of the alleged invention by the alleged infringer 10 

or others in the field; the taking of licenses under the patent by others and the 

nature of those licenses; expressions of surprise by experts and those skilled in 

the art at the subject matter of the claim; and whether the patentee proceeded 

contrary to accepted wisdom of the prior art. 

2 I am not currently aware of any evidence regarding secondary indicia of 

non-obviousness related to the claims of the Challenged Patents.  Should Patent 

Owner attempt to present any alleged evidence of secondary indicia of nonobvi-

ousness, however, I reserve the right to opine on any such alleged evidence. 
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• Any relevant objective factors (the “secondary indicia”) indicating obviousness: 

independent invention of the claimed invention by others before or at about the 

same time as the named inventor thought of it; and other evidence tending to 

show obviousness. 

• I understand that for objective evidence of secondary indicia to be accorded 5 

substantial weight, its proponent must establish a nexus between the evidence 

and the merits of the claimed invention.  I also understand that, where the of-

fered secondary indicia actually results from something other than what is both 

claimed and novel in the patent claim, there is no nexus to the merits of the 

claimed invention. 10 

27. It is my understanding that to determine whether it would have been 

obvious to combine known elements in a manner claimed in a patent, one may 

consider such things as the interrelated teachings of multiple patents, the effects of 

demands known to the design community or present in the marketplace, and the 

background knowledge of one of ordinary skill in the art. 15 

28. It is further my understanding that determining obviousness is expan-

sive and flexible.  That is, granting patent prosecution to advances that would oc-

cur in the ordinary course without real innovation impedes progress and may, in 

the case of patents combining previously known elements, deprive prior inventions 

of their value or utility.  I also understand that there is no requirement for an obvi-20 
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ousness analysis to find precise teachings that are directed to specific subject mat-

ter of a claim; rather, the common sense, inferences, and creative steps that a per-

son of ordinary skill in the art would employ should be taken into account.  An ob-

viousness analysis therefore does not require rigid rules that ignore common sense. 

29. It is my understanding that a need or problem known in the field at the 5 

time of an alleged invention can provide an obvious reason to combine elements in 

the manner claimed.  A patent’s subject matter would have been obvious if at the 

time of the invention, there was a known problem for which the patent claims en-

compassed an obvious solution.  Further, if a patent claims a structure known in 

the prior art that only substitutes one element for another that is known in the field, 10 

I understand that the combination would have been obvious unless the result is un-

expected and fruitful.  Therefore, a predictable variation of prior art is obvious. 

30. It is also my understanding that if a technique was used to improve a 

device or method, and if a person of ordinary skill in the art would recognize that 

the technique would improve similar devices or methods in the same way, using 15 

the technique is obvious unless applying it is beyond the person’s skill. 

31. It is my further understanding that an alleged improvement claimed in 

a particular patent must do more than use prior art elements according to their es-

tablished functions.  That is, when a patent simply arranges old elements with each 
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performing the same function it had been known to perform and yields no more 

than one would expect from such an arrangement, the combination is obvious. 

32. It is my additional understanding that items may have obvious uses 

beyond their primary purposes.  Common sense teaches that familiar items may 

have obvious uses beyond their primary purposes, and in many cases a person of 5 

ordinary skill will be able to fit the teachings of multiple pieces of prior art togeth-

er like pieces of a puzzle.  I understand that neither a particular motivation nor an 

avowed purpose of a patentee controls how a piece of prior art may be used. 

33. I also understand that if a combination was obvious to try, it may be 

obvious.  I understand that obviousness is therefore not confined to a formalistic 10 

conception of teaching, suggestion, and motivation or by overemphasizing pub-

lished publications and the explicit content of issued patents. 

34. It is also my understanding that in developing opinions as to whether 

or not certain claimed subject matter would have been obvious, each claim of a 

given patent should be considered in its entirety and separately from any other 15 

claims.  In so doing, it is my further understanding that while I should consider any 

differences between the claimed invention and the prior art, I should also assess the 

obviousness or non-obviousness of the entirety of a claim covering an alleged in-

vention, not merely some portion of it. 
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35. Also, when there is a design need or market pressure to solve a prob-

lem and there are a finite number of identified, predictable solutions, a person of 

ordinary skill in the art would have good reason to pursue the known options with-

in his or her technical grasp.  If that pursuit likely leads to the anticipated success, 

it is likely the alleged invention is a product not of innovation, but of ordinary skill 5 

and common sense.  In that instance, the fact that a combination was obvious to try 

might show that it was obvious. 

36. I have also been informed that, when a work is available in one field 

of endeavor, design incentives and other market forces can prompt variations of it, 

either in the same field or a different one.  If a person of ordinary skill in the art 10 

can implement a predictable variation matching a patent’s claim, it is likely that the 

claim is invalid for being obvious.   

37. It is my further understanding that multiple prior art references can be 

combined to show that a claim is obvious.  Any need or problem known in the field 

and addressed by a patent claim can provide a reason for combining multiple refer-15 

ences in the manner claimed.  To determine whether there was an apparent reason 

to combine those references in the way a patent claims, it is my understanding that 

I can look to interrelated teachings of multiple pieces of prior art, to the effects of 

demands known to the design community or present in the marketplace, and/or to 

the background knowledge possessed by a person of ordinary skill in the art.   20 
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38. It is my further understanding that a single reference can alone render 

a patent claim obvious if any differences between the reference and the claim 

would have been obvious to a person of ordinary skill in the art at the time of the 

alleged invention (that is, if the person of ordinary skill in the art could adapt the 

reference to meet the claims of the patent by applying known concepts to achieve 5 

expected results). 

39. It is my further understanding that one of ordinary skill in the art is 

not confined to prior art that attempts to solve the same problem as the patent claim 

since common sense teaches that familiar items may have obvious uses beyond 

their primary purposes. 10 

40. I am also aware that another way to decide whether one of ordinary 

skill in the art would combine what is described in various items of prior art is 

whether there is some teaching, suggestion, or motivation in the prior art for a 

skilled person to make the combination covered by the patent claims.  Motivation 

can be implicit.  In other words, such motivation need not be explicitly stated. 15 

41. I have been informed and understand that hindsight reasoning is not 

an appropriate basis for combining references to form an obviousness combination. 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 22 of 394



V. LEVEL OF ORDINARY SKILL IN THE ART 

42. I understand that in analyzing questions of invalidity and infringement, 

the perspective of a person having ordinary skill in the art (“POSITA”) is often 

implicated, and the Court may need assistance in determining that level of skill. 

43. I have been informed and understand that factors that may be consid-5 

ered in determining the level of ordinary skill in the art include: (1) the educational 

level of the inventor; (2) the type of problems encountered in the art; (3) prior art 

solutions to these problems; (4) the rapidity with which innovations are made; (5) 

the sophistication of the technology; and (6) educational level of active workers in 

the field.  A person of ordinary skill in the art is also a person of ordinary creativity. 10 

44. Based upon my experience and training in the field of user interface 

design, as well as my reading of the Challenged Patents, it is my opinion that a 

person of ordinary skill with regard to the subject matter of the Challenged Patents, 

at the time of the alleged invention, would have had: (a) a master’s degree in elec-

trical engineering, computer engineering, computer science or the equivalent, with 15 

coursework covering programming user interfaces including interfaces on touch-

sensitive devices, or (b) a bachelor’s degree in one of those fields and at least two 

years of industry experience working with programming user interfaces, including 

for touch-sensitive devices; or (c) four years of industry experience programming 

user interfaces, including for touch-sensitive devices.   20 
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45. I am a person of at least ordinary skill in the art and was so at the date 

for which the Challenged Patents claim priority (December 28, 2001).  As demon-

strated by my qualifications (discussed above) and my curriculum vitae attached 

hereto as Appendix A, I am aware of the knowledge and skill possessed by such a 

person of ordinary skill in the pertinent art at the time of the purported inventions 5 

claimed by the Challenged Patents.  In performing my analysis, I have applied the 

standard set forth above. 

VI. GENERAL BACKGROUND OF THE RELEVANT TECHNOLOGY 

A. The Challenged Patents’ Priority Date 

46. The ’387 patent was filed on December 28, 2001, and issued on Feb-10 

ruary 10, 2004.  The ’064 patent was filed on December 16, 2003, and issued on 

February 27, 2007.  The ’064 patent purports to be a continuation of the ’387.  

47. Although I express no opinion on the correctness of this alleged prior-

ity date with respect to particular claims, I have used December 28, 2001, as the 

priority date for the purpose of this declaration and for the overview of the related 15 

technology below. 

48. The Challenged Patents relate generally to systems and methods for 

scrolling displayed information in response to a user touch.  Below, I briefly de-

scribe the state of the art in 2001 as it related to networking and the remote man-

agement of electronic devices via a server. 20 
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B. State of the Art from the Perspective of Ordinary Skill 

49. The field of human-computer interaction was significantly well-

developed by December 2001.  Since the early 1980s, the focus of research and 

development had been on creating interaction techniques and implementing sys-

tems that made it easy and natural for people to enter, access, and navigate infor-5 

mation on computers. “Direct manipulation” was the unifying conceptual frame-

work driving the design and implementation of these systems. Its hallmarks are 

that the objects of interest in an application—for example, documents and text in a 

word processing system, photographs in a photo-editing application, etc.—are vis-

ibly represented on a display, and users operate on these objects—for example, to 10 

edit text, delete a document, adjust a photo’s contrast—by “pointing” at them.  See 

generally Apps. D, E, F.  

50. It was well understood there were several fundamental interaction 

tasks that any pointing device had to support (see generally Apps. G, H), including: 

• Selecting objects to operate on; 15 

• Postioning – indicating a point to, for example, place a new object or window. 

• Gesturing – for example, “swiping” to indicate turning a page in a multi-page 

document or scrolling through a document too large to fit in the available dis-

play space. 
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This is a crucial observation because it meant that interaction techniques developed 

using one technology or device (for example, “clicking” and “dragging” with a 

mouse) found direct analogues on other technologies and devices (for example, 

“tapping” and “dragging” with one’s finger). 

51. Therefore, by December of 2001, companies developing touch input 5 

systems had a well-developed set of concepts (such as “direct manipulation”, 

“pointing”, and “gesturing”), interaction techniques (such as “clicking” and “drag-

ging”), and implemented examples to draw on in creating natural user interfaces 

that interpreted user intent and mimicked authentic gestures as closely as possible. 

52. The pre-history of these techniques began in the early 1960s; the 10 

“Sketchpad” drafting tool developed at MIT allowed a user to draw shapes directly 

on a computer screen using a “light pen.”  Ex. 1010 at 9.  Just a few years later, re-

searchers at the Royal Radar Establishment in the United Kingdom developed a 

capacitive touch screen, called the “Touch Display.”  Ex. 1011.  The Touch Dis-

play reported a “faster and more accurate means of communicating” between oper-15 

ator and system, and predicted use in air traffic control and “wider application in 

other systems.”  Id. at 8. 

53. Initially, limitations of the touchscreen hardware—such as a lack of 

resolution and inaccurate pixel reporting—resulted in high input error rates.  E.g., 

Ex. 1012 at 3-4.  But as hardware capabilities improved, touchscreen devices be-20 
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came more accurate.  In the 1980s, an MIT researcher used a touch-sensitive 

screen to interpret multiple finger-touch gestures: a “move” along a particular line; 

a “tap” that indicated selection; a long press that indicated “a desire to move the 

selected button on the screen”; and a “flick” that “sen[t] an object to another part of 

the screen.”  Ex. 1013 (“Minsky”) at 2, 4, 9.  The force of the user’s flick deter-5 

mined the object’s initial velocity, and the object then “slow[ed] down by ‘fric-

tion.’”  Id. at 9.  A 1988 Japanese patent application filed by Fujitsu (“Asami,” Ex. 

1014) disclosed a touch panel “display scrolling system” where the speed of the 

displayed image was “approximated to a movement speed of a pointing device 

such as a finger” and “gradually falls over time.”  Id. at 1.  Asami recognized that 10 

it was already well-known to scroll an image at the speed of a touch.  E.g., id. at 2 

(in a “conventional display scrolling system … [t]he movement speed of the finger 

therefore corresponded one-to-one with the movement speed of the display image 

being scrolled”).  Asami aimed to improve this standard by providing a “more nat-

ural movement” of the image, where “the display image moves as though with an 15 

appropriate sensation of weight.”  Id.   

54. In the 1990s, companies used gestures as well as touch duration to 

provide even more intuitive touch interfaces.  One of Hewlett-Packard’s patents, 

for example, disclosed a touch screen panel with touch-controlled scroll bar re-

gions.  Ex. 1015 (“Resman”), 6:45-51, Fig. 2.  Resman recognized that “[t]ouch-20 
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pad display screens ha[d] found wide application in [PDAs]” and predicted that 

this same technology “can be readily incorporated” in any computer LCD display.  

Id. at 1:13-15, 1:46-55.  IBM patented a touchscreen device that allowed “the 

whole screen of data [to] be moved” in a touch-indicated direction “when scroll-

ing.”  Ex. 1016, Abstract.  Microsoft Corporation patented a touchscreen device for 5 

a computer that used differences in touch duration to invoke various operations 

such as sliding from the active region to cause absolute scrolling and finger taps to 

cause page up or page down movement.  Ex. 1017 at 16:12-46.   

55. Similarly, touch-sensitive systems patented by Synaptics disclosed 

sensing various touch gestures and associating them with specific operations.  E.g., 10 

Ex. 1018 at 35:23-63 (sensing “tap” and “drag” gestures); Ex. 1019 at 12:27-13:66 

(associating different touch gestures with basic scroll, “coasting” scroll, and zoom 

operations).  The Westerman application (Ex. 1007) also integrated the ability to 

perform panning, zooming, scrolling, and a variety of other operations based on 

different touch gestures into a touchscreen system.  Westerman at 1, claims 14-15.  15 

And a 1994 Toshiba Japanese application (“Narutaka,” Ex. 1006) disclosed a 

“simpler, faster, and more intuitive” touch screen system that allowed a user to 

scroll an image “in accordance with the direction and amount of movement of the 

finger.”  Id., Abstract, [0009].  Like others had done, Narutaka interpreted short 
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touches as an input signal, and touches lasting “a predetermined fixed amount of 

time” as scroll signals.  Id., [0019], [0020].   

56. The combination of smaller size and ever-increasing functionality in 

PDAs and other handheld touchscreen devices meant that it was “increasingly im-

portant for a user to be able to enter commands and information … in an efficient 5 

manner.  Ex. 1008 (“Astala”) at 1:29-33.  Thus, gesture sensing became even more 

of a focus in connection with handheld touchscreen devices of the late 1990s.  The 

Anwar patent (Ex. 1005) disclosed a handheld computing device that displayed 

documents and graphical tools, such as magnifiers, to a user.  Anwar, Abstract.  

Anwar’s device distinguished between various touch gestures to allow a user to 10 

click on, drag, and scroll documents and other displayed items.  E.g., id. at 14:3-32.  

Nokia’s Korhonen application disclosed a mobile touchscreen device, such as a 

cellular telephone, that scrolled lists in the direction of a user touch.  Korhonen, 

Abstract, Figure 2.  And the Astala patent, also to Nokia, used the location and du-

ration of a touch input to differentiate between select, drag, activate, and other op-15 

erations.  Astala, Abstract, 9:3-18.  

VII. THE CHALLENGED PATENTS 

A. Background and General Description of the Challenged Patents 

57. Below, I provide a general background discussion of the Challenged 

Patents.  Each patent has the same specification.  The claims of the ’387 and ’064 20 
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patents are virtually identical to each other, as indicated by Exhibit 1003, which 

compares the two sets of claims side by side.  The primary difference is that the 

claims of the ’064 patent omit the “keyboard” limitations from the corresponding 

claims of the ’387 patent.  All limitations of the ’064 patent claims are found in the 

claims of the ’387 patent, in nearly verbatim language.  Thus, except where specif-5 

ically noted in this Declaration, a POSITA would have understood the respective 

claims of the ’387 and ’064 patents to recite effectively identical subject matter.  

For simplicity, the citations in the following discussion are to the ’387 patent.  

58. The ’387 patent describes a touchscreen system for scrolling an image 

displayed on a screen.  ’387 patent, 1:8-12, 1:53-57, 1:65-2:1.  The patent’s pre-10 

ferred embodiment is a list.  Id. at Abstract.  When a user sweeps his finger across 

the screen, the system senses the user touch and scrolls the image in response to 

the touch.  Id. at 1:53-57. 

The ’387 patent discloses that its basic scrolling functionality was already well-

known.   Id. at 1:18-22 (“it has further become well-known to cause the image of 15 

the list to ‘scroll’ past the screen … until a desired section of the list, or portion of 

a line, appears on the screen”).  The patent teaches that it was well-known to scroll 

the screen in the direction and speed of user input, for example in cursor-based sys-

tems (id. at 1:22-40): 
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It is known that the systems and methods currently being 
used to control the scrolling motion of the screen image 
are subject to numerous limitations and disadvantages. 
For example, in one system a cursor may be positioned at 
one edge of the screen and then moved toward the oppo-5 
site edge while holding down a selected "mouse" button, 
thereby engaging and "dragging" the screen image in a 
desired direction. It is well known that such displacement 
of the screen image is slow and cumbersome except for 
relatively slight relative movements. Another system in 10 
current use activates an automatic continuous "scrolling" 
motion of the image when the cursor is positioned on a 
specific portion of the image, while a selected mouse but-
ton is depressed. This requires holding down the selected 
button until the desired portion of the screen image is 15 
displayed. A related system in current use varies the 
speed of the scrolling motion in accordance with the po-
sition of the cursor relative to the edge of the screen. 
 

59. The patent also teaches that it was well-known to drag and move spe-20 

cific objects on a display by sensing a user touch.  Id. at 3:34-37 (“the ‘selected’ 

item on the list will then ‘stick to the finger’ so that the item can be repositioned on 

the list by the known process of ‘touch-dragging’); id. at 2:44-45 (“‘Touch mark-

ing’ is a well-known feature of scrolled display technology at this time”).   

60. The ’387 patent contends it added a “a new … form of scrolling mo-25 

tion control” to these known methods (id. at 2:45-47) by using the speed and direc-

tion of a finger touch to determine the speed and direction of scrolling.  Id. at 1:58-

60.  The patent discloses that after the finger lifts off the screen, scrolling slows 

down until the system senses one of a number of criteria: a still touch (touching the 
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screen without moving the finger); the speed decreasing to zero or to a minimum 

speed; or the end of the list.  Id. at 1:60-65.  The system can interpret the touch as 

an item selection if it lasts for less than a minimum time period.   Id. at 2:4-8 (“If a 

finger is applied to the surface of the screen for a shorter period of time, for exam-

ple for a period less than a minimum set time, the finger touch can be deemed to be 5 

a ‘selection’ of an item or ‘thing’ corresponding to the image displayed at the 

touched location.”); id. at 3:24-27 (“If no motion occurs and the touch contact con-

tinues for less than a predetermined minimum time, the touch is treated in step 100 

as a "selection" of the data term touched, and the system continues with ‘selection’ 

path 102.”).  If the touch lasts longer than a period of time, it is moved in line with 10 

a “known process” called “touch-dragging. ”  Id. at 3:31-37 (“if the touch contact 

continues for more than the first predetermined minimum time, and the finger then 

moves after that time, the process of the invention will proceed to step 103, in 

which the ‘selected’ item on the list will then ‘stick to the finger’ so that the item 

can be repositioned on the list by the known process of ‘touch-dragging’).”  15 

61. The patent discloses that the touch can select the entire display with 

the finger.  Id. at 3:65-4:3 (“if contact with the screen is not broken, the method of 

the invention proceeds from step 104 to step 105, wherein the entire display [not 

just a selected item] in effect ‘sticks to the finger’ so that the entire display can be 

moved up or down or back and forth, as the case may be, with the finger.” 20 
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62. The ’387 patent asserts that it uses a new form of scrolling in combi-

nation with these various known techniques.  Id. at 2:45-47 (“but this invention 

discloses its use in combination with a new, and heretofore unknown, form of 

scrolling motion control.”).  The ’387 patent discloses sensing the speed and direc-

tion of a user touch and moving the image in that same speed and direction until 5 

scrolling is stopped by another touch, the speed dropping to zero or a minimum 

number, or the end of the image (id. at 1:53-65): 

The present invention overcomes and avoids the limita-
tions of known control systems for scrolling electronic 
displays by providing a touch-screen responsive system 10 
that imparts a scrolling motion to the displayed image in 
response to the motion of a finger in contact with the 
screen.  The speed and direction of motion of the finger 
along the screen determines the initial speed and direc-
tion of motion for the image. After the finger separates 15 
from the screen, the image continues to move in the same 
direction at a gradually decreasing speed until motion is 
stopped manually by touching the screen without move-
ment of the finger, or the speed decreases to zero, or to a 
predetermined minimum speed, or until the image reach-20 
es its “end”. 

63. The system can interpret the touch as selecting different operations, 

including dragging an item or scrolling the display in one-to-one correspondence 

with the finger touch.  Id. at 3:24-37, 2:4-8, 3:65-4:3. 
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B. The Prosecution History 

64. Neither of the ’387 or ’064 patents had substantive office action rejec-

tions based on prior art.     

65. The ’387 patent was filed on December 28, 2001, and issued on Feb-

ruary 10, 2004.  The examiner allowed all claims in the first office action.  He de-5 

termined that “[t]he prior art of record fails to teach a touch screen for controlling 

scrolling wherein the initial scrolling direction and speed is based on the traveling 

direction and speed of the user’s finger on the display surface, and wherein the sys-

tem further automatically reduce[s] the speed at a given rate as recited in the 

claims.”  Ex. 1020 at 2.   10 

66. The ’064 patent was filed on December 16, 2003, and issued February 

27, 2007.  The examiner again allowed the claims without any rejections over the 

prior art, other than a double-patenting rejection over the ’387 patent.  Philips 

overcame that rejection by filing a terminal disclaimer.  Ex. 1021 at 6-7. 

67. The examiner did not consider any of the references discussed in the 15 

petitions during prosecution.   

C. Claim Construction 

68. In conducting my analysis of the asserted claims of the Challenged 

Patents, I have applied the legal understandings I set out below regarding claim 

constructions consistent with the “broadest reasonable interpretation” (BRI) stand-20 
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ard described above, and offer them only for this inter partes review.  The claim 

constructions do not necessary reflect the appropriate claim constructions to be 

used in litigation proceedings, such as litigation in a district court, where a differ-

ent standard applies. 

69. I understand that, under the BRI claim construction, claim terms are 5 

given their broadest reasonable construction in light of the specification as it would 

be interpreted by one of ordinary skill in the art.  Claim terms must be given their 

ordinary and customary meaning as would be understood by one of ordinary skill 

in the art in the context of the entire disclosure unless such meaning is inconsistent 

with the specification.  A patentee may rebut that presumption by providing a defi-10 

nition of the term in the specification with reasonable clarity, deliberateness, and 

precision.  In the absence of such a definition, limitations are not to be read from 

the specification into the claims. 

70. I am informed that language in a claim’s preamble generally provides 

context for the claim and is not normally a limitation, absent any indication to the 15 

contrary in the claim. I understand that a preamble is limiting if (1) when read in 

the context of the entire claim, the preamble recites limitations of the claim or (2) 

the claim preamble is necessary to give “life, meaning, and vitality” to the claim. 
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71. I am informed that the USPTO’s rules for inter partes review pro-

ceedings require the petitioner to identify how challenged claims are to be con-

strued. 

72. A summary of my opinions regarding the proposed constructions of 

certain terms of the challenged claims are as follows: 5 

Term Construction 
“stopping motion program in-
structions associated with said 
microprocessor for terminating 
scrolling displacement of the 
image on said screen upon first 
occurrence of any signal in the 
group of signals comprising (i) 
a substantially stationary finger 
touch on the screen enduring for 
a period longer than a preset 
minimum time, and (ii) an end-
of-scroll signal received from 
said scroll format data source” 

requiring sensing for each of the signals 
in the recited group and terminating 
scrolling upon whichever signal is 
sensed first 

“timer means … to provide tim-
ing capacity for a microproces-
sor / computer apparatus” 

timer that provides timing capacity for a 
microprocessor 

 

73. A detailed explanation of my opinions regarding the proposed con-

structions of certain terms of the challenged claims is set forth below.3 

3  Again, for simplicity, the citations in the following discussion are to 

the ’007 patent only because each of the Challenged Patents has the same specifi-
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1. “Stopping Motion Program Instructions” 

74. Independent claims 1, 7, and 8 of each of the Challenged Patents re-

cite “stopping motion program instructions associated with said microprocessor for 

terminating scrolling displacement of the image on said screen upon first occur-

rence of any signal in the group of signals comprising (i) a substantially stationary 5 

finger touch on the screen enduring for a period longer than a preset minimum time, 

and (ii) an end-of-scroll signal received from said scroll format data source.”   

75. I understand that the Board has previously construed this phrase as 

“requiring sensing for each of the signals in the recited group and terminating 

scrolling upon whichever signal is sensed first.”  IPR2017-00409, Paper 10 at 8 10 

(emphasis added); see also IPR2017-00410, Paper 10 at 12 (construing phrase sim-

ilarly as “instructions for sensing for each of the signals in the recited group and 

terminating scrolling upon whichever signal is received first”).  I also understand 

that Philips proposed this construction.  I have therefore used this construction in 

my opinions. 15 

cation.  For the same reason, the specifications of the Challenged Patents are re-

ferred to collectively as “the specification.” 
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2. “Timer Means” 

76. Independent claims 1, 7, and 8 recite a “timer means … to provide 

timing capacity” for a microprocessor (claims 1 and 8) or computer apparatus 

(claim 7).  Claim 5 further recites that the timer means and microprocessor make 

up a conventional computer processing unit.   5 

77. I understand that this phrase is written in what is called “means-plus-

function” format as a “means” for performing a certain function.  I also understand, 

however, that Philips has argued that a POSITA would have understood the claim 

to recite structure that removes “timer means” from means-plus-function treatment, 

and that a POSITA would have understood this term to refer simply to “a timer.”  10 

Ex. 1022 at 13.  I further understand that the district court has adopted this position 

in the ongoing litigations, finding that a POSITA would have interpreted this 

phrase as referring to “structure for providing timing capacity for a 

microprocessor.”  Ex. 1023 at 5, n.9. 

78. I agree that a POSITA would have understood the “timer means … to 15 

provide timing capacity” for a microprocessor or computer apparatus to be a timer.  

A clock is required for any microprocessor.  Its primary job is to synchronize oper-

ations performed by the microprocessor—for example, so an instruction is not pro-

cessed before all data is in place.  Clocks are implemented as oscillating electrical 

signals that oscillate (i.e., go from “off” (0) to “on” (1)) at a fixed rate; for exam-20 
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ple, a 1 Gigahertz process oscillates one billion times a second.  Since every mi-

croprocessor has a clock, and the clock has a fixed ‘speed’ (oscillation rate), every 

microprocessor inherently implements a timer; for example, a ½ second timer 

would be implemented on a 1Gigahertz CPU as ½ billion oscillations.  

79. The ’387 patent itself recognizes that computers “inherent[ly] had an 5 

“internal timer facility” as of its filing date.  ’387 patent at 5:31-35 (“the internal 

timer facility now inherent in such computer apparatus, in cooperation with the 

programming of processing unit 12 responds to the start of motion by gradually 

decreasing the speed of displacement, as explained previously herein.”).  Figure 3 

shows “Timer” 43, associated with “Microprocessor” 42:   10 

 

80. The ’387 patent states that the Figure 3 embodiment illustrates the 

“essential elements of the computer apparatus” and depicts “microprocessor 42 and 

the associated timer means 43 together, [which serve] the same function as central 
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processing unit 12 in Figure 2.”  Id. at 5:48-58.  This “inherent” timer 

“cooperat[es] with the programming of processing unit 12” to provide timing 

capability, such as gradually decreasing the speed of the scrolling motion.  Id. at 

5:29-35.   

81. In view of both the specification and my understanding of the art in 5 

general, a POSITA would have understood the “timing means” term to refer spe-

cifically to a standard timer that is inherent in computer central processing units.  A 

POSITA would have understood this term to refer to specific structure.  I would 

understand the broadest reasonable interpretation of the “timing means” to be 

“timer that provides timing capacity for a microprocessor.”  10 

VIII. OVERVIEW OF THE PRIOR ART 

A. Identification and Summary of the Prior Art 

1. Korhonen 

82.  I understand that the Korhonen application is included as Exhibit 

1009 to the Petitions. 15 

83. Korhonen discloses scrolling a list on a touch sensitive display of a 

mobile device in the direction of a user touch: 

The object of the invention is a method to scroll data pre-
sented on the display of a mobile station.  According to 
the invention the control area of the display is touched 20 
with a pointing means, the pointing means is moved in 
contact with the control area of the display, and the dis-
played part of the presented information is scrolled in the 
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display in the direction of the movement of the pointing 
means.  The control area of the display can be a touch 
sensitive area arranged on the surface of the display, or a 
separate surface in another location of the mobile station 
for controlling the display.  5 

Id. at 1:54-2:6. 

84. Korhonen’s station continues to scroll the list even after the finger 

lifts off the screen.  Id. at 2:7-17.  The display scrolls at the speed of the touch right 

before it lifted off the screen:   

According to a preferred embodiment of the invention 10 
said displayed part, which is left scrolling, is arranged to 
scroll at a rate measured for, or proportional to, the speed 
of the pointing means at the last moment before it was 
removed. The speed of the pointing means in the direc-
tion of the control area of the display, when the pointing 15 
means is removed, determines the initial scrolling speed 
of the displayed part and the scroll direction. 

Id. at 2:18-26.   

85. The rate of scrolling is then slowed at an exponential rate. Id. at 2:31-

34 (“According to a preferred embodiment of the invention said displayed part left 20 

scrolling is arranged to scroll and retard by itself. Said retardation is effected by 

applying a suitable, for instance an exponential formula.”).  If the scrolling rate 

drops below a certain speed, scrolling stops.  Id. at 2:35-39.  Scrolling may also be 

“stopped by touching the display control area with a pointing means.”  Id. at 2:44-

46. 25 
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86. Figure 1 shows the primary embodiment, where a scrollable list is ar-

ranged on “an imaginary cylinder 11” and only some of the list elements displayed 

on the screen at a given time (id. at 4:31-37): 

 

87. If the user wants to view a list element that is not visible on the 5 

display, the “list 12 and the [imaginary] cylinder are rotated around their axis” by a 

finger or other pointer.  Id. at 4:37-40.  The end of the list includes “an empty 

space … so that the repeated beginning of the list is clearly perceived, and so that a 

short list 12 will not be repeated on the display.”  Id. at 4:43-47. 

2. Anwar 10 

88. I understand that the Anwar patent is Exhibit 1005 to the Petitions. 

89. Anwar describes a handheld touchscreen device that “exhibits a touch 

and feel user interface experience” by simulating tactile control over a displayed 

document.  Anwar at 2:6-12.  The touchscreen device includes a screen monitor 
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that detects movement across the touch-sensitive display and an interface process 

that detects commands to change how the document is displayed.  Id. at 2:28-33.  It 

also includes a velocity detector that determines the velocity of a touch movement 

across the touch-sensitive display and applies that velocity to the displayed docu-

ment.  Id. at 3:10-14.   5 

90. When a user drags and then releases the document at a certain speed, 

the velocity detector causes the document to continue moving in the established 

direction.  The document keeps scrolling until the user clicks on it: 

To this end, a process may employ the velocity determi-
nation to direct the parser/render 18 to redraw the docu-10 
ment in a series of pictures that will portray the document 
as moving across the screen. For example, a user may 
drag a document at a certain speed and then release the 
stylus, mouse or other input device from the document. 
Optionally, upon release the document may stop moving.  15 
However, in an alternative practice the page may contin-
ue to move in the established direction until the user in-
dicates that the document is to stop moving such as click-
ing on the document. 

Id. at 14:12-22.    20 

91.  Alternatively, the scrolling speed can decrease by a constant page in-

ertia until it reaches zero.  Id. at 14:26-28 (“the velocity may decrease by a con-

stant page inertia until it reaches zero velocity and page scrolling ceases”).  

3. Narutaka 

92. I understand that Narutaka is included as Exhibit 1006 to the Petitions. 25 
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93. Narutaka describes a touchscreen device that provides a “simple, fast-

er, and more intuitive” method for scrolling a screen display.  Narutaka at [0006].  

When the touch panel detects that a user’s finger has touched the screen, it checks 

whether the duration of the touch is longer than “a predetermined fixed amount of 

time.”  Id. at [0018].  If the touch is shorter than this fixed amount, the system in-5 

terprets the touch as an input rather than a scroll.  Id. at [0019].  But if the touch 

lasts “for the fixed amount of time or longer,” the system “determines that the op-

erator has given a scroll instruction.”  Id. at [0020].  In this case, when “the finger [] 

of the operator is lifted off” the screen, the system calculates a movement on the 

basis of the finger’s starting and ending coordinates (id. at [0022]-[0023]) and 10 

scrolls the screen to the finger’s end coordinates (id. at [0024], Fig. 2).   

94. If the system determines that a finger is moving but has not yet lifted 

off the screen, the entire display screen moves with the finger until the finger lifts 

off.  Id. at [0032]-[0036].   

4. Westerman 15 

95. I understand that Westerman is Exhibit 1007 to the Petitions. 

96. Westerman describes techniques for tracking multiple finger contacts 

across a multi-touch surface, such as a touchscreen display.  Westerman, Abstract 

(“Apparatus and methods are disclosed for simultaneously tracking multiple finger 

(202-204) and palm (206, 207) contacts as hands approach, touch, and slide across 20 
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a proximity-sensing, compliant, and flexible multi-touch surface (2).”); id., claims 

14 (“The multi-touch surface apparatus of claim 7 being one of fabricated on or in-

tegrated with a display device.”) and 15 (“The multi-touch surface apparatus of 

claim 14, wherein the display device comprises one of a liquid crystal display 

(LCD) or a light-emitting polymer display (LPD).”).  5 

97. Westerman recognizes that various methods for manual input of 

commands were available, such as rollers and trackballs that “excel at panning and 

scrolling,” but that there was a need to integrate the functionality of all these de-

vices into a single input device.  Id. at 1.  This was because users would not pay for 

a “multitude of input devices” and would not tolerate switching between periph-10 

erals to perform different functions.  Id.  To address these needs, Westerman’s sys-

tem integrated different types of manual input into a single multi-touch surface.  Id. 

at 8.  In one application, Westerman’s system allowed a user to scroll a document 

with a multi-finger slide gesture and stop the scrolling with another touch or when 

the document hit its end.  Id. at 72.    15 

5. Astala 

98. I understand that Astala is included as Exhibit 1008 to the Petitions. 

99. Astala describes a technique for inputting data using “a touch screen 

of [an] electronic device” that accepts finger inputs.  Astala, Abstract.  Astala’s de-

vice detects the location of the finger touch and the duration between when the fin-20 
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ger first touches the screen and when the finger stops touching the screen.  Id.  The 

system determines the “particular function of the electronic device” based on the 

detected touch location and time duration.  Id.  The device interprets a touch input 

as a “long click” if it lasts longer than a defined time threshold and as a “short 

click” if it is shorter than this threshold.  Id. at 8:64-9:8.  The system interprets 5 

these “long click” and “short click” functions as indicating different instructions 

from the user.  Id. at 9:12-20.  Astala also discloses that “three or more different 

time periods of touching may be used to detect different intended input functions.”  

Id. at 9:27-29. 

IX. UNPATENTABILITY OF THE ’387 PATENT CLAIMS  10 

100. Based upon my experience in the fields of user interface design and 

computer science, my review of the ’387 patent and claims, as well as other 

materials cited herein and attached as exhibits to the Petitions, it is my opinion that 

challenged claims 1-12 of the ’387 patent would have been obvious to a POSITA 

at the time of the earliest possible priority date of the ’387 patent (December 28, 15 

2001) in view the combinations of Anwar, Korhonen, Narutaka, Westerman, 

and/or Astala discussed below.  More specifically, it is my opinion that claims 1-12 

of the ’387 patent are unpatentable as follows:   

Challenged Claims Unpatentable As Obvious Over 
1, 5, 6, 7, 9 Anwar and Narutaka 
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Challenged Claims Unpatentable As Obvious Over 
1, 5, 6, 7, 9 Anwar, Narutaka, and Westerman 
2, 3, 8, 11, 12 Anwar, Narutaka, and Astala  
2, 3, 8, 11, 12 Anwar, Narutaka, Westerman, and Astala 
4, 10 Anwar, Narutaka, and Korhonen 
4, 10 Anwar, Narutaka, Westerman, and Korho-

nen 
1, 4, 5-7, 9, 10 Korhonen and Narutaka  
1, 4, 5-7, 9, 10 Korhonen, Narutaka, and Westerman  
2, 3, 8, 11, 12 Korhonen, Narutaka, and Astala  
2, 3, 8, 11, 12 Korhonen, Narutaka, Westerman, and 

Astala 
 

101. A detailed discussion of my opinions regarding the unpatentability of 

claims 1-12 follows.  While I discuss specific portions of the prior art references 

and ’387 patent in this Declaration to exemplify my analysis, I am prepared to use 

any or all of these references and the ’387 patent to support my opinions. 5 

A. Claims 1, 5, 6, 7, and 9 are Obvious Over the Combinations of 
Anwar and Narutaka and Anwar, Narutaka, and Westerman. 

102. It is my opinion that claims 1, 5, 6, 7, and 9 of the ’387 patent would 

have been obvious to a POSITA in view of the combination of Anwar and 

Narutaka and Anwar, Narutaka, and Westerman.  The following is a summary of 10 

the reasons why one designing a system or implementing methods according to 

Anwar would have been motivated to incorporate the teachings of Narutaka and 

Westerman. 
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103. Each of Anwar, Narutaka, and Westerman share the same fundamen-

tal goal: providing natural and intuitive user interfaces for a touchscreen system.  

Anwar states that “the systems and methods described herein provide a graphical 

user interface that exhibits a touch and feel user interface experience.”  Anwar at 

2:6-8; see also id. at 14:11-12 (“the user interface … present[s] a more natural way 5 

of moving documents through a viewing space”).  Narutaka discloses “screen 

scrolling using a screen display that is simpler, faster and more intuitive.”  

Narutaka, [0006].  Westerman states that “[i]t is another object of the present in-

vention to provide an improved method for invoking cursor motion continuation 

only when the user wants it.”  Westerman at 9.  I therefore understand these refer-10 

ences to be in the same field of endeavor.  As I explained in paragraphs 49-56, by 

the time of the ’387 and ’064 patents, there was a well-understood body of con-

cepts, techniques, and previous implementations focusing on natural and easy to 

use interfaces.  This included identification of common interaction tasks—such as 

selecting items and navigating through information too large to fit in available dis-15 

play space—and common interaction techniques—such as “clicking”, “tapping”, 

“scrolling”, “zooming”, etc.  It also was common to combine interaction tech-

niques and even interaction devices in any given implementation, such as a mouse 

as well as a built-in trackpad or trackball.  E.g., App. I at 7:11-13 (“the input de-

vice 106 may be a keyboard, mouse, trackpad, trackball, or any combination there-20 
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of.”); App. J at 5:14-15 (disclosing a compact computer with “capability for both 

keyboard input and stylus input”).  Thus, a POSITA faced with a problem relating 

to improving user interfaces for touchscreen systems would have been motivated to 

look to combine relevant teachings to create natural and easy to use ways to select 

objects and navigate through information, and teachings of Anwar, Narutaka, and 5 

Westerman all offer useful and closely related such teachings.        

104. Anwar, Narutaka, and Westerman also address their goal of improv-

ing touchscreen user interfaces in the same way: by using touch gestures to differ-

entiate between different intended user instructions.  E.g., Anwar at 9:46-49 

(“[touch] movements … may be passed to an interface process … to detect a mo-10 

tion representative of a known command”); Narutaka, [0019]-[0020] (detecting a 

“touch input” operation for a short touch, and a scroll for a long touch); Wester-

mans at 72 (describing simulated “mouse clicks … generated by a tap of a fingertip 

pair,” “double-clicks … by a single tap of three fingertips,” and “[w]indow scroll-

ing … allocated to slides of four fingers”).  As I have noted, a shared understand-15 

ing of fundamental interaction tasks meant that two user interfaces that both ena-

bled selecting, pointing, and scrolling would have been seen by a POSITA as close 

relatives in the family of interactive systems, no matter what particular gestures (or 

even interface devices) were used to implement the tasks.  A “select” is still a “se-

lect”, whether instantiated as using a mouse to move a cursor then clicking the 20 
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mouse, or as a tap by one’s finger.  Therefore, given the common goals and over-

lapping interaction tasks of  Anwar, Narutaka, and Westerman, a POSITA would 

have been motivated to combine their teachings in the manner described.  

105. Further, Anwar, Narutaka, and Westerman all disclose systems with 

similar structure and features that would be complementary.  Anwar discloses 5 

handheld computing devices with a touch sensitive display that a user employs to  

interact with documents.  See Anwar, Abstract.  Narutaka discloses a touch screen 

system that allows a user to scroll through displayed data.  Narutaka, [0008], 

[0010].  Westerman discloses a touch screen or other touch-sensitive surface that 

senses and classifies gestures by touches from multiple fingers.  Westerman at Ab-10 

stract, claims 14-15.  Because each of these inventions share common goals and 

overlap in the interactions they support, I further believe that where they are com-

plementary, a POSITA would have been motivated to and would have seen the 

benefit of incorporating gesture interpretation techniques disclosed in any of these 

references into any of the others.   15 

106. Additionally, the claims of the ’387 patent recite a combination of fa-

miliar elements that are taught by Anwar, Narutaka, and Westerman.  The claims 

generally recite sensing the speed, direction, and duration of a finger touch; scroll-

ing or dragging content in response to this sensing; and decaying and stopping 

scrolling upon a touch or end signal.  All of this functionality was well known 20 
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years before the ’387 patent was filed.  All of this functionality was well known 

years before the ’387 patent was filed.  See generally Section VI(B).  As discussed 

in preceding paragraphs, the claims do not present this known functionality in any 

new or unusual way, nor do they indicate that it achieved surprising results.  In-

stead, each of these references discloses performing scrolling and duration and di-5 

rection-sensing functionality in a predictable and standard manner.  

107. For these reasons and the reasons discussed below, a POSITA would 

have found it obvious to combine the relevant aspects of Anwar, Narutaka, and 

Westerman in the manner discussed below. 

1. Independent Claim 1 10 

108. Claim 1 of the ’387 patent reads as follows (with labeling added in 

brackets for ease of discussion): 

1[pre]. An improved touch-screen image scrolling system, comprising: 

1[a] an electronic image display screen; 

1[b] a microprocessor coupled to said display screen to display infor-15 
mation thereon and to receive interactive signals therefrom; 

1[c] timer means associated with said microprocessor to provide tim-
ing capacity therefor; 

1[d] a source of scroll format data capable of display on said display 
screen; 20 

1[e] a keyboard coupled to said microprocessor to provide input con-
trol signals thereto;  
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1[f] finger touch program instructions associated with said micropro-
cessor for sensing the speed, direction and time duration of a finger 
touch contact with said display screen; 

1[g] scrolling motion program instructions associated with said mi-
croprocessor responsive to said duration of said finger touch contact 5 
such that, when said duration exceeds a first given preset minimum 
time and is accompanied by motion along the surface of said screen 
followed by separation of said finger touch from said screen, a scroll 
format display on said screen is caused to begin to scroll in said 
sensed direction and at said sensed initial speed; 10 

1[h] time decay program instructions associated with said micropro-
cessor for reducing the rate of scrolling displacement on said display 
screen at a given rate until motion is terminated; 

1[i] stopping motion program instructions associated with said micro-
processor for terminating scrolling displacement of the image on said 15 
screen upon first occurrence of any signal in the group of signals 
comprising: (a) a substantially stationary finger touch on the screen 
enduring for a period longer than a preset minimum time, and (b) an 
end-of-scroll signal received from said scroll format data source. 

Below, I explain the bases for my opinion that claim 1 of the ’387 patent would 20 

have been obvious in view of Anwar and Narutaka, and Anwar, Narutaka, and 

Westerman. 

109. The preamble of claim 1 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  I am informed that the preamble of a claim may 

not be limiting.  Even so, I will show that the preamble of claim 1 of the ’387 25 

patent is disclosed by Anwar.   
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110. Anwar discloses systems for displaying and manipulating documents.  

Anwar at 5:48-50 (“The systems and methods described herein include systems 

and methods for manipulating and viewing documents displayed on a viewing sur-

face”).  These systems and methods can be implemented on handheld touchscreen 

devices.  Id. at 5:53-56 (“the systems and methods will be described with reference 5 

to certain exemplary embodiments, including hand held computer systems that in-

clude touch screen displays”).  The touchscreen systems may allow users to scroll 

displayed documents.  “For example, the system 10 may be required to generate a 

zoomed view of part of a document, and then to pan or scroll the zoomed view to 

display adjacent portions of the document.”  Id. at 7:39-42.  Therefore, I under-10 

stand Anwar to disclose “an improved touch-screen image scrolling system.” 

111. Element 1[a] recites “an electronic image display screen.”  Anwar 

discloses that the computer system includes a screen that displays an electronic im-

age.  Anwar at 5:54-56 (describing “exemplary embodiments, including hand held 

computer systems that include touch screen displays”).  Anwar’s Figure 1, shown 15 

below,  depicts “a video display 26” that “can present the images of a plurality of 

different documents.”  Id. at 5:63, 6:5-10.  Therefore, I understand Anwar to dis-

close “an electronic image display screen.”   
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112. Element 1[b] recites “a microprocessor coupled to said display screen 

to display information thereon and to receive interactive signals therefrom.”  

Anwar’s computer system is “a computer device of the type that commonly in-

cludes a processor, a memory and a display.”  Anwar at 5:63-66.  Anwar discloses 5 

that the disclosed techniques may be implemented in code that is executed on a 

processor.  Id. at 5:66-6:2 (“the system 10 may also be realized, in whole or in part 

as a software system comprising system code capable of executing on a processor 

to configure the processor as a system according to the invention”).  Anwar also 

discloses that the processor can be a microprocessor.  Id. at 15:12-17 (“in an em-10 

bodiment where the platform is primarily a microprocessor, microcontrollers or 

DSPs, the user interface systems can be realized as a computer program written in 
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microcode or written in a high level language and compiled down to microcode 

that can be executed on the platform employed”).   

113. Anwar describes this processor-executed code as the “computer pro-

cess 8” in Figure 1.  Id. at 6:2-3.  Figure 1 shows computer process 8 as coupled to 

the display screen.  Anwar also discloses that computer process 8 displays infor-5 

mation on the screen.  “The computer process 8 generates a single output display 

that includes … one or more of the documents,” which are “displayed within the 

program window generated by computer program 8.”  Id. at 6:19-24; id. at 6:29-31 

(“display 26 presents content representative of different data types in a single, inte-

grated display”).  The “program window generated by computer program 8” also 10 

enables the process to receive interactive signals from the user that are input 

through the display.  Id. at 6:24-28 (“The program window for the computer pro-

cess 8 may also include a set of icons representative of tools provided with the 

graphical user interface and capable of allowing a user to control the operation, in 

this case the display, of the documents appearing in the program window.”).  15 

Therefore, I understand Anwar to disclose “a microprocessor coupled to said dis-

play screen to display information thereon and to receive interactive signals there-

from.”   

114. Element 1[c] recites “timer means associated with said microproces-

sor to provide timing capacity therefor.”  As discussed in Section VII(C), I believe 20 
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the broadest reasonable interpretation of “timing means” is a timer that provides 

timing capacity for a microprocessor.  Anwar’s computer system uses time meas-

urements to make various calculations.  Anwar notes that the system can measure 

“the amount of time that has passed since [a] document was last viewed” (Anwar 

at 10:20-21) and incorporate this time difference into visual elements of the display.  5 

Id. at 10:17-23 (“The measure of distance from the center document may be repre-

sentative of the distance in pages from the document 44, or may be representative 

of some other measure of distance or difference, such as the amount of time that 

has passed since the document was last viewed, the difference in alphabetical order, 

or some other characteristic.”).  Anwar also discloses that the system tracks “the 10 

time at which the graphical interface tool acts on the rendered content” to deter-

mine “[t]he contextual relationship between the graphical interface tool and the 

rendered content.”  Id. at 3:62-66.   

115. The fact that Anwar’s system is able to perform time-based operations 

such as measuring the amount of time that has passed since a particular event (e.g., 15 

the time since a document was last viewed) and capturing the actual time of an 

event (e.g., when the graphical interface tool interacts with content) necessarily in-

dicates that the system includes a timer.  A POSITA would have understood that 

ultimately, all operations—including these time-based operations—in a computer 

are performed by a timer associated with its processing unit, or microprocessor. 20 
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Therefore, a POSITA would have understood Anwar’s disclosures of a micropro-

cessor and time-based calculations to necessarily disclose a timer.  The ’387 patent 

acknowledges this, by disclosing that timers were “inherent” in computers when 

that patent was filed.  ’387 patent at 5:31-35.  I have explained this further in para-

graph 79. 5 

116. A POSITA would also have considered it obvious to integrate a timer 

into Anwar’s system to provide the microprocessor with timing capacity, to the ex-

tent the system did not already have one.  Timers and counters have been an essen-

tial component of embedded systems for decades.  I understand that both Philips 

and the district court have recognized as much in this case.  Ex. 1022 at 13; Ex. 10 

1023 at 5, n.9.  Timers provide a microprocessor with basic functionality such as 

measuring elapsed time (by counting processor clock ticks or with a real time clock) 

and timing external events.  As of 2001, effectively all microprocessors had a basic 

on-chip timer.   

117. A POSITA would have seen the value in incorporating this type of 15 

well-known timer into Anwar’s microprocessor in order to accomplish the time-

based measurements disclosed in Anwar.  Practically speaking, a timer would have 

been necessary to perform any of those operations—there would have been no way 

to perform those functions without a timer.  Therefore, I understand Anwar to nec-

essarily disclose “timer means associated with said microprocessor to provide tim-20 
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ing capacity therefore” and I also understand that a POSITA would have found it 

obvious to incorporate a standard timer into Anwar’s touch screen system as of the 

filing date of the ’387 patent, based on the knowledge in the art.    

118. Element 1[d] recites “a source of scroll format data capable of display 

on said display screen.”  Anwar discloses that the display screen can “present the 5 

images of a plurality of different documents.”  Anwar at 6:9-10.  These can include 

any number of different types of data: documents, streaming media, web pages, 

anything that can be processed and displayed.  Id. at 6:12-18 (“each of the depicted 

documents can be associated with one separate application program, such as Word, 

Netscape Navigator, Real Player, Adobe, Visio and other types of applications. It 10 

will be understood that the term document as used herein will encompass docu-

ments, streamed video, web pages, and any other form of data that can be pro-

cessed and displayed by the computer process 8.”).  

119. Anwar’s system translates source documents into an “internal repre-

sentation of the document” that includes the content itself and information about 15 

the page layout.  Id. at 7:57-65 (“In one practice the created digital representation 

includes information that describes the page layout of the document, including in-

formation about page size, margins and other page layout information.  The digital 

representation also includes information about the content of the source document, 

such as the text, figures, and other content information that appears in the docu-20 
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ment.”).  This internal representation is stored in memory as a “content document 

file.”  Id. at 3:42-45 (“These devices may comprise a processor, memory, and a 

touch-sensitive display; a content document file stored in the memory and being 

representative of an internal representation of the content”).  Figure 1 of Anwar 

shows this “Internal Representation” that is stored in “Local/Remote [Storage]”: 5 

 

120. Figure 1 shows that there is a feedback path 42 between the par-

ser/renderer 18 component of the computer process 8.  The stored internal repre-

sentation 14 “trigger[s] an update of the content of the internal representation 14.”  

Id. at 7:48-51.  The stored internal representation 14 is passed to the par-10 

ser/renderer 18 element, which generates “a ‘view’ of the documents represented 

by the internal representation 14.”  Id. at 7:32-34.  The parser/renderer receives in-

puts that define context and time-based parameters for this view, including what 

parts of the content are to be displayed and when/for how long. “which parts of the 
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internal representation are required for a particular view and how, when and for 

how long the view is to be displayed.”  Id. at 7:36-39 (“The parser/renderer 18 re-

ceives view control inputs which define the viewing context and any related tem-

poral parameters of the specific document view which is to be generated.”); id. at 

7:42-46 (“The view control inputs are interpreted by the parser/renderer 18 to de-5 

termine which parts of the internal representation are required for a particular view 

and how, when and for how long the view is to be displayed.”).  This stored data 

can be displayed and then scrolled.  “For example, the system 10 may be required 

to generate a zoomed view of part of a document, and then to pan or scroll the 

zoomed view to display adjacent portions of the document.”  Id. at 7:39-42.  There-10 

fore, I understand Anwar to disclose “a source of scroll format data capable of dis-

play on said display screen.” 

121. Element 1[e] recites “a keyboard coupled to said microprocessor to 

provide input control signals thereto.”  Anwar states that its techniques “may be 

employed in other applications including applications wherein content is displayed 15 

on a conventional computer workstation that includes typical input tools such as a 

standard keyboard and a mouse.”  Anwar at 4:10-13.  “In those applications where 

the user is provided a keyboard … the user may employ that particular input device 

for selecting which of the documents within the array of documents that the user 

would like to appear within the viewing area.”  Id. at 10:45-49; id. at 15:53-56 20 
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(“the systems described herein may be practiced with any suitable interface devices, 

including … keyboards”).  Therefore, I understand Anwar to disclose “a keyboard 

coupled to said microprocessor to provide input control signals thereto.” 

122. Element 1[f] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 5 

finger touch contact with said display screen.”  Anwar’s discloses “a command 

stroke that may be employed by a user … to cause page movement of [a] document 

within the viewing area” in connection with Figures 12A-13B.  Anwar at 14:3-6.  

A “velocity detector process takes position readings periodically,” and “[f]rom 

these position readings a page velocity determination may be made.”  Id. at 14:7-9.  10 

The parser/renderer component of the computer program “employ[s] the velocity 

determination … to redraw the document in a series of pictures that will portray 

the document as moving across the screen,” thus “present[ing] a more natural way 

of moving documents through a viewing space.”  Id. at 14:10-15; id. at claim 1 

(“the engine pans the displayed document … at a rate based on the determined ve-15 

locity vector”).  I understand Anwar’s system to include touch program instruc-

tions for “sensing the speed” of a “touch contact with said display screen.”   

123. Anwar discloses that the “user may drag a document at a certain speed 

and then release the stylus, mouse, or other input device from the document” and 

that the page “may continue to move in the established direction until the user in-20 
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dicates that the document is to stop moving[.]”  Id. at 14:16-19 (emphasis added).  

By stating that the document continues to scroll in “the established direction,” I 

understand Anwar to be talking about the direction in which the user is dragging 

the document at the certain speed referenced immediately above.  Thus, I under-

stand Anwar’s system to necessarily include touch program instructions for “sens-5 

ing the … direction” of a touch contact with the screen.  Therefore, I understand 

Anwar to disclose “program instructions associated with said microprocessor for 

sensing the speed [and] direction” of a “touch contact with said display screen.”   

124. A POSITA would have found it obvious to use a finger touch with 

Anwar’s system.  Anwar already discloses that the computer system may be used 10 

with a broad range of input devices.  Id. at 9:39-42 (“display 26 may include a 

screen monitoring process for monitoring the screen of the display 26 to detect 

movement of a cursor, stylus or some other pointer across the images of the docu-

ments presented on the screen”); id. at 15:52-59 (“systems described … may be 

practiced with any suitable interface devices, including touch-sensitive screens and 15 

pads, … and any other suitable devices”).  Touch screen systems that accepted fin-

ger touch inputs were common and well-known as of the priority date, and accept-

ing finger touch input would have allowed Anwar’s mobile station to provide the 

“touch and feel user interface experience” that it expressly aimed to provide.  

Anwar at 2:6-8, Abstract.   20 
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125. Even further, Anwar provides user functionality that is effectively 

identical to a finger touch, through simulating “tactile” control and detecting users’ 

“brushing” motions.  Id. at 2:9-11 (“the systems and methods described herein in-

clude hand-held or mobile computer devices having a system for simulating tactile 

control over a document”); id. at 9:61-64 (“novel graphical user interface tools that 5 

allow a user to manipulate and view a document on a display and to simulate tac-

tile control over the depicted documents”); id. at 14:38-43 (if “the screen monitor, 

detect[s] a brushing motion across the surface of the document 44,” it directs the 

parser/renderer to “flip” a page); id., claims 1, 3 (“[a] computer device having a 

system for simulating tactile control over a document”).  A POSITA would there-10 

fore have considered it obvious to use a finger touch input as one of the “other 

pointers” Anwar refers to.     

126. Additionally, as I have explained above, it was well understood that 

many different input techniques and devices could be used to support the same 

fundamental interaction tasks.  The fundamental tasks included pointing, selecting, 15 

dragging, with a mouse, stylus, touchpad, trackball, and touch all well-known in-

terface technologies to support these tasks A number of earlier patents and articles 

discuss touchscreen systems that accepted finger touch inputs.  See, e.g., Resman at 

1:13-15 (noting that “[t]ouch-pad display screens have found wide application in 

Personal Digital Assistants” and describing finger touch); Minsky at 196 (system 20 
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“tracks the motion of a finger … on the screen”); Amro, Abstract (system with “a 

user interactive touch screen” controlled by a “touch finger”); Asami at 1 (touch 

panel display system moved image at speed of a finger).  In fact, one of the refer-

ences cited by the Patent Office during prosecution of Anwar, U.S. Patent No. 

6,310,610 to Beaton, discloses finger-touch and stylus capabilities that the Patent 5 

Office determined met Anwar’s “pointer” limitations.  See Ex. 1024 at 6:40-44 

(“use of a finger may, for example, invoke tools or dialogues that are finger-

touchable and large whereas the use of a sharp stylus may invoke a modified GUI 

with smaller touch targets.”).  A POSITA would have been very familiar with fin-

ger touch functionality as of the priority date.  10 

127. A POSITA would also have found it trivial to incorporate finger touch 

functionality into Anwar’s touchscreen: the technology for sensing a finger touch 

was only minimally different from that for sensing a stylus.  Anwar’s touchscreen 

would have been either a resistive or a capacitive touchscreen, and both types 

would have been readily able to sense input from a finger or a stylus alike.  Resis-15 

tive touchscreens were made up of sheets of resistive material separated by an air 

gap or insulating layer.  When the sheets were pushed together at some location in 

response to a touch, connectors on the sheets detected that touch location.  Because 

a resistive touchscreens detected only the location at which the sheets were pressed 

together, nearly any type of object—specifically including a finger or a stylus—20 
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could serve as the touch input device.  Capacitive touchscreens used an insulator 

panel (such as glass) with a conductive coating for the screen, and simply sensed 

the location of any distortion in the screen’s electrostatic field.  Both fingers and 

capacitive styli work in the same way with respect to a capacitive touchscreen: 

both distort the screen’s electrostatic field at the location of the touch, and both are 5 

therefore sensed in the same way.  For applications such as Anwar that did not re-

quire precision or minute movements, finger and stylus input would have been en-

tirely interchangeable for either resistive or capacitive touchscreens. Therefore,  

since (1) both finger and stylus input enable the same interaction tasks--including 

selecting and scrolling, (2) both finger and stylus input  may be enabled by the 10 

same underlying technologies, and (3) many systems have supported both, a 

POSITA naturally would look to combine techniques and teachings developed in 

the context of one of these modalities to the other. This would have been well 

within the skill of a POSITA, and it would have amounted to nothing more than 

using well-known elements according to their known functions, with unsurprising 15 

results.   

128. Further, a POSITA would have seen the value in allowing a user to 

operate Anwar’s computer system with a finger, rather than forcing the user to 

keep track of a separate stylus or other input device.  Finger touch has always been 

the most natural input mechanism for a touchscreen.  It also provides increased 20 
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simplicity and flexibility for users, who no longer need to worry about keeping 

track of a stylus or other peripheral device.  It was widely recognized that using a 

stylus was inconvenient as of the priority date.  For example, U.S. Patent No. 

6,073,036 to Heikkenen (Ex. 1025) states that stylus operation may “challenge the 

coordination skills of the user, especially … where the motion of [a] vehicle makes 5 

it difficult to control the relative position of the stylus with respect to the touch 

screen” and that “use of a stylus may be objectionable to some users, and in some 

situations may present a safety issue.  Id. at 1:62-2:2.  Most often, stylus usage was 

reserved for applications that required the high degree of precision that only a sty-

lus could provide.  Id. at 1:41-54 (“the small amount of display area allocated to 10 

each symbol, legend, and/or related function on a touch sensitive screen … has 

forced the use of a stylus, instead of the more natural finger”).  A POSITA would 

have understood that Anwar’s application, which displayed a document, did not 

need this high degree of precision, and therefore would have understood finger 

touch functionality to be the more natural and convenient option for the user. 15 

129. Additionally, Narutaka discloses accepting “finger touch” inputs.  

Narutaka discloses techniques for controlling a touchscreen device “whereby 

screen scrolling using a screen display that is simpler, faster, and more intuitive is 

realized.”  Narutaka, [0006].  The device control system “is operated by an opera-

tor touching a screen 8 on the CRT 1 using a finger 7 (see FIG. 3) and the screen 8 20 
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displayed on the CRT 1 is scrolled by the CPU 5 in accordance with the direction 

and amount of movement of the finger 7.”  Id., [0010].   

130. A POSITA would have seen the value in incorporating Narutaka’s 

disclosure of using a finger touch as input.  Again, offering a user the option of us-

ing his finger would have increased simplicity and flexibility, allowing the user to 5 

choose any input method that was most convenient.  Using a finger touch would 

have furthered Anwar’s goal of “allow[ing] a user to more easily manipulate and 

view content” on a handheld device via a “graphical user interface that exhibits a 

touch and feel user interface experience.”  Anwar at 2:4-8.  There is no closer ap-

proximation to a “touch and feel” experience than manipulating content directly, 10 

using a finger.  E.g., Ex. 1012 at 2 (“Pointing at an item or touching it, is one of the 

most natural ways to select it. Touchscreens allow the software designer to take 

advantage of this convenient selection method by having the users simply touch 

the item they are interested in.”).  Further, a POSITA would have found it trivial to 

incorporate finger-touch inputs into Anwar’s system for the reasons listed above, 15 

in connection with Anwar’s own disclosure.  Indeed, Narutaka even recognized 

that it was “common” for touchscreen systems to accept input from a finger and a 

pen/stylus.  Narutaka, [0002]).  Myriad other references also make this observation.  

E.g., Resman at 1:13-15; Minsky at 196; Amro, Abstract; Asami at 1.  Therefore, a 

POSITA would have found it obvious to incorporate finger touch into Anwar’s 20 
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touch screen system as of the filing date of the ’387 patent, based on the 

knowledge in the art as well as Narutaka. 

131. Element 1[f] also recites “program instructions” for sensing the “time 

duration of a finger touch contact with said display screen.”  Anwar’s system in-

cludes a “velocity detector process [that] takes [touch] position readings periodi-5 

cally, such as every centi-second.”  Anwar at 14:7-8.  “From these position read-

ings a page velocity determination may be made.”  Id. at 14:8-9.  This velocity de-

tector then allows the system to “portray the document as moving across the 

screen” when a user “drag[s] a document at a certain speed.”  Id. at 14:12-17.  Ve-

locity, or speed, is defined as the distance per unit time, and is typically measured 10 

in units of distance per second (e.g., m/s or ft/s).  Because Anwar’s system can cal-

culate the velocity of a touch input, Anwar’s system necessarily includes program 

instructions for “sensing the … time duration” of a touch contact with the display 

screen—this ability is necessary to performing the velocity calculation.  

132. Additionally, Narutaka discloses instructions for sensing the time du-15 

ration of a finger touch contact.  Narutaka discloses that “[w]hen the touch panel 2 

detects that the screen … has been touched by the finger 7 of the operator … the 

CPU 5 imports the touch location data and checks whether or not the touch loca-

tion data is continuously output by the interface circuit 3 for a predetermined fixed 

amount of time.”  Narutaka, [0018].  If the finger touch lasts less than this fixed 20 
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amount of time, Narutaka’s CPU interprets the instruction as an input.  Id., [0019] 

(“If the touch location data is not output for the fixed amount of time by the inter-

face circuit 3, the CPU 5 determines that the operator has input an instruction other 

than scroll input, and performs a touch input process in accordance with an icon or 

the like at the coordinates indicated by that touch location data.”).  If the finger 5 

touch lasts “for the fixed amount of time or longer,” however, the CPU interprets 

the input as a scroll instruction.  Id., [0020].   

133. A POSITA would have found it obvious to incorporate Narutaka’s 

teaching of sensing the duration of a user’s touch into Anwar’s system.  Anwar 

discloses “a more natural way of moving documents through a viewing space.”  10 

Anwar at 14:11-12.  A POSITA would have understood there to be a benefit in 

adding the ability to sense the duration of a user’s touch, in that it furthers Anwar’s 

stated goal by allowing the system to discern the user’s intended operation.  For 

example, this would allow the system to distinguish between touches intended to 

be input and those intended to be a scroll command.  Narutaka, [0019]-[0020].  15 

Further, Narutaka’s system allows scrolling to be “simpler, faster, and more intui-

tive” (id., [0006]), which supports Anwar’s goal of a displaying scrolled or panned 

document in a “more natural” manner.   

134. A POSITA would also have found it straightforward to incorporate 

the ability to sense duration of a touch into Anwar’s system.  In fact, as discussed 20 
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above, a POSITA would have understood Anwar’s system to already sense dura-

tion of a touch given that Anwar’s system includes a “velocity detector.”  This du-

ration-sensing ability would have been provided by standard timer and counter 

functionality contained in Anwar’s microprocessor.  Adding the functionality of 

sensing touch duration to Anwar’s system would have been nothing more than the 5 

use of a familiar feature according to its expected function, and it would have 

yielded entirely predictable results: the timer, operating in its standard fashion, 

would have measured the length of a finger touch.  Therefore, I understand Anwar 

to necessarily disclose “program instructions” for sensing the “time duration of a 

finger touch contact with said display screen” and I also understand that a POSITA 10 

would have found it obvious to combine Anwar with Narutaka for this limitation as 

of the filing date of the ’387 patent by incorporating Narutaka’s disclosure of such 

instructions into Anwar’s touch screen system.    

135. Element 1[g] recites “scrolling motion program instructions associat-

ed with said microprocessor responsive to said duration of said finger touch con-15 

tact such that, when said duration exceeds a first given preset minimum time and is 

accompanied by motion along the surface of said screen followed by separation of 

said finger touch from said screen, a scroll format display on said screen is caused 

to begin to scroll in said sensed direction and at said sensed initial speed.”  Anwar 

discloses that when the user’s touch moves across the surface of the screen and 20 
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then lifts off, the displayed document scrolls in the direction and at the speed of the 

touch.  “A process may employ the velocity determination to direct the par-

ser/render 18 to redraw the [displayed] document in a series of pictures that will 

portray the document as moving across the screen.  For example, a user may drag a 

document at a certain speed and then release the stylus, mouse or other input de-5 

vice from the document. … [T]he page may continue to move in the established 

direction until the user indicates that the document is to stop moving such as click-

ing on the document.”  Anwar at 14:12-22.   

136. For documents with multiple pages, the system scrolls through the dif-

ferent pages at a rate determined by the touch speed.  Id. at 14:22-26 (“For multi 10 

page documents the velocity measure may be used for panning different pages of 

the document across the screen at a rate determined by the page velocity set when 

the user drags one page of the document across the screen.”); id. at claim 1 (“in re-

sponse to the command detected … being the pan command the engine pans the 

displayed document on the display at the rate based on the determined velocity 15 

vector”).  Anwar discloses that its system moves the document “more naturally” by 

mimicking the user’s speed.  Id. at 14:10-12 (“The page velocity determination 

may be employed for allowing the user interface to present a more natural way of 

moving documents through a viewing space.”).  Therefore, I understand Anwar to 

disclose “scrolling motion program instructions associated with said microproces-20 
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sor … such that, when … [there is] motion along the surface of said screen fol-

lowed by separation of said finger touch from said screen, a scroll format display 

on said screen is caused to begin to scroll in said sensed direction and at said 

sensed initial speed.”   

137. Element 1[g] also recites “program instructions … responsive to said 5 

duration of said finger touch contact such that, when said duration exceeds a first 

given preset minimum time … a scroll format display on said screen is caused to 

begin to scroll.”  Narutaka discloses that when the touch screen detects a finger 

touch, “the CPU 5 … checks whether or not the touch location data is continuously 

output by the interface circuit 3 for a predetermined fixed amount of time.”  10 

Narutaka, [0018].  If the finger touch lasts “for the fixed amount of time or long-

er,” the CPU interprets the input as a scroll instruction.  Id., [0020].  The CPU then 

scrolls the displayed image to the end location at which the touch leaves the screen:  

If the finger 7 of the operator that is touching the CRT 1 
is moved without moving off of the screen 8, the CPU 5 15 
reads and stores every change in the values of the touch 
location data output by the touch panel 2 as candidate 
ending coordinates (X3, Y3). 

The touch panel 2 then detects when the finger 7 of the 
operator is lifted off of the CRT 1, after which no touch 20 
location data is output by the interface circuit 3. The CPU 
5 then stores the last candidate ending coordinates (X3, 
Y3) as official ending coordinates (X2, Y2) (step ST5). 
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The CPU 5 then calculates a movement amount (ΔX, ΔY) 
by making the computation indicated by the following 
equations on the basis of the starting coordinates (X1, Y1) 
and the ending coordinates (X2, Y2) as shown in FIG. 4 
(step ST6). 5 

Id. at [0021]-[0023]. 

138. Figure 2 illustrates this process (shown with highlights added): 
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139. A POSITA would have seen the value of incorporating Narutaka’s 

teaching of scrolling only upon a touch contact lasting a minimum amount of time 

into Anwar’s system.  This would have allowed Anwar’s system to more accurate-

ly determine user intent.  As of the priority date, a short touch (sometimes called a 

“click”) was commonly used to indicate selection or input.  Scrolling is a distinct 5 

interaction task, so a POSITA would have considered it obvious to wait for some 

small period of time after detecting a touch before starting to scroll, in order to 

confirm that the user actually intended to scroll and not merely to select an item (or 

perform some other operation).  A POSITA also would have recognized that 

Anwar’s goal of using “touch movements” to identify and differentiate between 10 

“known command[s]” (Anwar at 9:46-49) would be furthered by making sure that 

user intent was correctly identified.  

140. Further, requiring a time delay before starting to scroll (as taught by 

Narutaka) would have been a routine design choice and one of limited number of 

known solutions for distinguishing between different types of user touch gestures 15 

in a touch screen system.  A user interface designer had two main touch-related 

variables to work with in crafting touch-sensitive system: the nature (e.g., cadence 

and shape) of a touch and the duration of the touch.  A POSITA would have been 

able to fit Narutaka’s time delay functionality naturally into Anwar’s system with 

minimal effort, simply by encoding if statements (or similar checks) verifying 20 
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touch duration before selecting an appropriate operation.  Therefore, I understand 

that a POSITA would have found it obvious to combine Anwar with Narutaka for 

this limitation as of the filing date of the ’387 patent by incorporating Narutaka’s 

disclosure of beginning scrolling when the touch duration exceeds a minimum time 

into Anwar’s touch screen system.    5 

141. Element 1[h] discloses “time decay program instructions associated 

with said microprocessor for reducing the rate of scrolling displacement on said 

display screen at a given rate until motion is terminated.”  Anwar discloses that af-

ter the user stops touching the screen, the document’s scroll velocity decreases at 

“a constant page inertia”—which I understand to mean at a particular rate—until 10 

the document stops moving.  Anwar at 14:26-28 (“the velocity may decrease by a 

constant page inertia until it reaches zero velocity and page scrolling ceases”); id. 

at claim 4 (“A computing device … wherein the rate at which the engine renders 

the series of pages of the document decreases over time based on the page iner-

tia.”).  Therefore, I understand Anwar to disclose “time decay program instructions 15 

associated with said microprocessor for reducing the rate of scrolling displacement 

on said display screen at a given rate until motion is terminated.”    

142. Element 1[i] recites “stopping motion program instructions associated 

with said microprocessor for terminating scrolling displacement of the image on 

said screen upon first occurrence of any signal in the group of signals comprising: 20 
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(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  Anwar discloses that the system stops scrolling the 

document when it detects that the user has clicked on the screen.  “[T]he page may 

continue to move in the established direction until the user indicates that the docu-5 

ment is to stop moving such as clicking on the document.”  Anwar at 14:18-22.  A 

POSITA would have understood Anwar’s disclosure of a “click” to indicate a 

“substantially stationary” touch.  As of 2001, “click” was generally used to indi-

cate a quick press-and-release input at a fixed location, without moving the input 

device.  E.g., App. K (“click … the act of pressing and releasing a mouse button 10 

without moving the mouse pointer”); App. L (“To press and quickly release a 

mouse button.”); Westerman at 3 (“Touch screens … often distinguish pointing 

motions from emulated button clicks … by assuming very little lateral fingertip 

motion will occur during taps on the touch surface which are intended as clicks.”).   

143. Additionally, the fact that Anwar’s system can detect that the user has 15 

clicked on a document at all necessarily indicates that the touch “endure[d] for a 

period longer than a preset minimum time.”  A touch must last longer than the rate 

at which the system scans the touch screen for inputs if it is sensed by the system. 

For example, a common scan rate for smart phone touchscreens as of 2001 (as well 

as today) is 60Hz, or 60 scans per second.  This means a scan occurs every 16.67 20 
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milliseconds, so if a touch were to take place after one scan and end before the next 

scan, it would not be detected.  I understand that Philips has asserted, consistently, 

that the scan rate of a touch screen satisfies the recited “preset minimum time.”  

See Ex. 1026 at 7 (“a first given preset minimum time (e.g., a scan rate of the touch 

screen)”), 9 (“when a finger touches the screen for more than a first given preset 5 

minimum (e.g., a scan rate of the touch screen)”).  Therefore, I understand Anwar 

to disclose “stopping motion program instructions associated with said micropro-

cessor for terminating scrolling displacement of the image on said screen upon first 

occurrence of any signal in the group of signals comprising: (a) a substantially sta-

tionary finger touch on the screen enduring for a period longer than a preset mini-10 

mum time.”   

144. Even further, a POSITA would have found it obvious to wait for a sta-

tionary touch lasting longer than a preset minimum time before terminating the 

scroll.  Requiring a stationary touch of some time duration would have allowed 

Anwar’s system to distinguish between touches intended to stop the scrolling and a 15 

mistaken touch or a gesture that indicated a different operation, such as a faster 

scroll.  A POSITA would have seen the value in requiring this stationary touch to 

ensure that the system identified the user’s desired action correctly before acting 

on it.  A POSITA would also have found it straightforward to add instructions to 

the system code for sensing whether the user’s touch lasted longer than a specified 20 
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time period and whether the location of the touch varied during that time period.  

These could have been implemented as simple if statements (or analogous condi-

tional statements) checking for a certain time duration before performing a stop-

scroll or other operation.   

145. Element 1[i] also recites instructions for terminating scrolling dis-5 

placement of the image upon “an end-of-scroll signal received from said scroll 

format data source.”  The ’387 patent states that this “end of scroll signal” can be 

an indication that the end of the document has been reached.  ’387 patent at 1:60-

65 (“After the finger separates from the screen, the image continues to move in the 

same direction at a gradually decreasing speed until motion is stopped manually by 10 

touching the screen without movement of the finger, … or until the image reaches 

its ‘end’.”).  A POSITA would have found it obvious to stop the scrolling in 

Anwar’s system when the end of the document is reached if that happened before a 

finger touch.  This would have been the expected, and certainly most natural, oper-

ation, given Anwar’s context: it scrolls pages of a document initially at the speed 15 

of a user’s touch, and the pages then slow down at an inertial rate.  Anwar at 

14:12-18, 14:26-28.  Anwar’s purpose behind this inertial scrolling is to “present a 

more natural way of moving documents through a viewing space.”  Id. at 14:10-12.  

It would have been natural, and thus supportive of Anwar’s goal, for the document 

to stop scrolling when it hit the end.  It would also have been trivial to ensure that 20 
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Anwar did this.  Anwar’s system already allows the document to simply stop mov-

ing upon release (Anwar at 14:18-19); a similar flag could be set to detect when the 

parser/renderer hits the end of file signal in the internal representation file.  A user 

would have found it strange if Anwar’s system caused the document to loop back 

to the beginning or scroll through a series of blank pages, and this would have un-5 

dermined Anwar’s goal of natural movement.  Therefore, a POSITA would have 

found it obvious to incorporate stopping at an end of scroll signal into Anwar’s 

touch screen system as of the filing date of the ’387 patent, based on the 

knowledge in the art, such that the system stopped scrolling upon either the end of 

scroll signal or a stationary finger touch of the appropriate time. 10 

146. Additionally, Westerman discloses this limitation.  In Westerman, the 

display enters a scrolling “slide mode” when “significant motion is detected” in 

multiple fingers touching a touch surface.  Westerman at 68-69.  When the system 

detects liftoff by all the moving fingers, it enters “motion continuation mode” in 

which the “scrolling velocity” continues at the pre-liftoff average of the fingers’ 15 

velocity.  Id. at 72.  “Motion continuation mode does not stop until any of the re-

maining fingers not in the synchronized subset are lifted or more fingers touch 

down.”  Id.  Additionally, “the host computer can sent a signal instructing motion 

continuation mode to be canceled if the cursor reaches the edge of the screen or 

end of a document.”  Id.  Thus, Westerman discloses program instructions for ter-20 
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minating scrolling upon the first occurrence of either (a) a substantially stationary 

finger touch on the screen enduring for a period longer than a preset minimum time 

(when “fingers touch down” for longer than the touch screen’s scan rate) and (b) 

an end-of-scroll signal received from said scroll format data source (the signal 

from the host computer indicating the end of the screen or document).  5 

147. A POSITA would have found it obvious to incorporate Westerman’s 

teaching of terminating scrolling upon either an end of scroll signal or a stationary 

finger touch, for similar reasons to those discussed above: stopping at the end of 

the document would have been most natural to a user, and would have furthered 

Anwar’s operational and design goals.  A POSITA would also have found it 10 

straightforward to include this functionality into Anwar.  Therefore, a POSITA 

would also have found it obvious to incorporate stopping at an end of scroll signal 

into Anwar’s touch screen system as of the filing date of the ’387 patent, based on 

Westerman. 

148. For these reasons, it is my opinion that a POSITA would have found 15 

claim 1 obvious over the combination of Anwar with Narutaka, and separately over 

the combination of Anwar with Narutaka and Westerman. 

2. Dependent Claim 5 

149. Claim 5 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said microprocessor, and said timer means together comprise a 20 
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processing unit of a conventional computer.”  Anwar’s computer system includes a 

standard processor that executes the code stored in the system’s memory.  Anwar 

at 5:63-66 (“The system 10 is shown as a functional block diagram of a computer 

device of the type that commonly includes a processor, a memory and a display.”); 

id. at 2:13-17 (“These systems may include a housing which supports a processor, 5 

memory, and a touch-sensitive display … , [and] system code stored within the 

memory and adapted to be executed by the processor.”); id., claim 1 (“computer 

device having a system for simulating tactile control over a document, comprising 

a processor, memory, and a touch-sensitive display”).  A POSITA would have un-

derstood this disclosure of a conventional processor typically included in a com-10 

puter device processor to include the microprocessor and timer components dis-

cussed in connection with element 1[c].  Therefore, I understand Anwar to disclose 

the system of claim 1, “wherein said microprocessor, and said timer means togeth-

er comprise a processing unit of a conventional computer.” 

3. Dependent Claim 6 15 

150. Claim 6 recites “[t]he improved touch-screen image scrolling system 

of claim 5, wherein said source of scroll format data capable of display on said 

display screen comprises part of the memory of said conventional computer.”   

Anwar discloses that the internal representation of the document is “stored in the 

memory” of the computing device.  Anwar at 3:43-45 (“a content document file 20 
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stored in the memory and being representative of an internal representation of the 

content”).  Figure 1 (below) depicts the internal representation as being stored in 

“Storage Local/Remote.”  Therefore, I understand Anwar to disclose the system of 

claim 1, “wherein said source of scroll format data capable of display on said dis-

play screen comprises part of the memory of said conventional computer." 5 

 

4. Independent Claim 7 

151. The limitations of claim 7 are nearly identical to those of claim 1.  

The only substantive change is that claim 7 recites a “computer apparatus” instead 

of a “microprocessor.”  A POSITA would have considered a “computer apparatus” 10 

that could perform all of the recited limitations to include a microprocessor.  At a 
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minimum, a POSITA would have understood a “computer apparatus” to be broader 

than a “microprocessor.” 

152. Claim 7 of the ’387 patent reads as follows (with labeling added in 

brackets for ease of discussion) (see also App. A): 

7[pre]. An improved touch-screen image scrolling system, 5 
comprising: 

7[a] an electronic image display screen; 

7[b] a computer apparatus coupled to said display screen 
to display information thereon and to receive interactive 
signals therefrom; 10 

7[c] timer means within said computer apparatus to pro-
vide timing capacity therefor; 

7[d] said computer apparatus having capacity to store 
scroll format data capable of display on said display 
screen; 15 

7[e] a keyboard coupled to said computer apparatus to 
provide input control signals thereto; 

7[f] finger touch program instructions associated with 
said computer apparatus for sensing the speed, direction 
and time duration of a finger touch contact with said dis-20 
play screen; 

7[g] scrolling motion program instructions associated 
with said computer apparatus responsive to said duration 
of said finger touch contact such that, when said duration 
exceeds a preset minimum time and is accompanied by 25 
motion along the surface of said screen, a scroll format 
display on said screen is caused to begin to scroll in the 
sensed direction and at the sensed initial speed; 
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7[h] time decay program instructions associated with said 
computer apparatus for reducing the rate of scrolling dis-
placement on said display screen at a given rate until mo-
tion is terminated;  

7[i] stopping motion program instructions associated 5 
with said computer apparatus for terminating scrolling 
displacement of the image on said screen upon first oc-
currence of any signal in the group of signals comprising: 
(a) a substantially stationary finger touch on the screen 
enduring for a period longer than a preset minimum time, 10 
and (b) an end-of-scroll signal received from said scroll 
format data source. 

153. The preamble of claim 7 is identical to the preamble of claim 1.  I am 

informed that the preamble of a claim may not be limiting.  Even so, for the rea-

sons I have discussed in connection with the preamble of claim 1, the preamble of 15 

claim 7 is disclosed by Anwar for the same reasons discussed in connection with 

element 1[pre]. 

154. Element 7[a] is identical to element 1[a].  Anwar discloses this limita-

tion for the same reasons discussed in connection with element 1[a]. 

155. Element 7[b] is similar to element 1[b], with the caveat that 7[b] re-20 

cites a “computer apparatus coupled to said display screen” while 1[a] recites a 

“microprocessor.”  A POSITA would have understood Anwar to disclose this limi-

tation for the same reasons discussed in connection with element 1[b]. 

156. Element 7[c] is similar to element 1[c], except that 7[c] also recites a 

“computer apparatus” while 1[a] recites a “microprocessor.”  A POSITA would 25 
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have understood Anwar to disclose this limitation and have rendered it obvious for 

the same reasons discussed in connection with element 1[c]. 

157. Element 7[d] is similar to element 1[d].  A POSITA would have un-

derstood Anwar to disclose this limitation for the same reasons discussed in con-

nection with element 1[d]. 5 

158. Element 7[e] is similar to element 1[e], except that 7[e] recites a 

“computer apparatus” while 1[e] recites a “microprocessor.”  A POSITA would 

have understood Anwar to disclose this limitation for the same reasons discussed 

in connection with element 1[e]. 

159. Element 7[f] is similar to element 1[f], except that 7[f] recites a 10 

“computer apparatus” while 1[f] recites a “microprocessor.”  A POSITA would 

have understood Anwar to have rendered this limitation obvious, alone or in com-

bination with Narutaka, for the same reasons discussed in connection with element 

1[f]. 

160. Element 7[g] is similar to element 1[g], except that 7[g] recites a 15 

“computer apparatus” while 1[g] recites a “microprocessor” and that element 7[g] 

is broader in that it does not require a touch contact to be “followed by separation 

of said finger touch from said screen” (as element 1[g] requires).  A POSITA 

would have understood Anwar to have rendered this limitation obvious in combi-
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nation with Narutaka for the same reasons discussed in connection with element 

1[g]. 

161. Element 7[h] is similar to element 1[h], except that 7[h] recites a 

“computer apparatus” while 1[h] recites a “microprocessor.”  A POSITA would 

have understood Anwar to have rendered this limitation obvious, alone or in com-5 

bination with Narutaka, for the same reasons discussed in connection with element 

1[h]. 

162. Element 7[i] is similar to element 1[i], except that 7[i] recites a “com-

puter apparatus” while 1[i] recites a “microprocessor.”  A POSITA would have 

understood Anwar to have rendered this limitation obvious, alone or in combina-10 

tion with Westerman, for the same reasons discussed in connection with element 

1[i].   

163. In sum, Anwar in combination with Narutaka and Anwar in combina-

tion with Narutaka and Westerman renders claim 7 obvious.  

5. Independent Claim 9 15 

164. The limitations of claim 9 are also nearly identical to those of claim 1.  

Claim 9 recites a “method of controlling the scroll-like display of data on an elec-

tronic display screen” instead of a “touch-screen image scrolling system,” and is 

generally the method counterpart to claim 1. 
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165. Claim 9 of the ’387 patent reads as follows (with labeling added in 

brackets for ease of discussion) (see also App. A): 

9[pre]. An improved method of controlling the scroll-like 
display of data on an electronic display screen, said 
method comprising the steps of: 5 

9[a] sensing the duration of finger touch contact time 
with an electronic display screen having scrollable data 
displayed thereon;  

9[b] sensing the speed and direction of motion of said 
finger touch contact with said display screen;  10 

9[c] initiating scrolling motion of said scrollable data on 
said display screen in said sensed direction and at said 
sensed speed;  

9[d] slowing the speed of said scrolling motion from the 
initiated speed thereof, at a predetermined rate;  15 

9[e] and terminating said scrolling motion when one of 
the conditions comprising the following group of condi-
tions is sensed: (a) a substantially stationary finger touch 
having a finite duration is sensed; (b) an end-of-scroll 
signal is sensed. 20 

166. The preamble of claim 9 (“[a]n improved method of controlling the 

scroll-like display of data on an electronic display screen”) is similar to the pream-

ble of claim 1 and element 1[a] (“[a]n improved touch-screen image scrolling sys-

tem, comprising an electronic image display screen”).  I am informed that the pre-

amble of a claim may not be limiting.  Even so, for the reasons I have discussed in 25 
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connection with the preamble of claim 1 and element 1[a], the preamble of claim 7 

is disclosed by Anwar. 

167. Element 9[a] (“sensing the duration of finger touch contact time with 

an electronic display screen having scrollable data displayed thereon”) is similar to 

element 1[f] (“finger touch program instructions … for sensing the … time dura-5 

tion of a finger touch contact with said display screen”).  A POSITA would have 

understood Anwar to have rendered this limitation obvious, alone or in combina-

tion with Narutaka, for the same reasons discussed in connection with element 1[f]. 

168. Element 9[b] (“sensing the speed and direction of motion of said fin-

ger touch contact with said display screen”) is similar to element 1[f] (“finger 10 

touch program instructions … for sensing the speed [and] direction … of a finger 

touch contact with said display screen”).  A POSITA would have understood 

Anwar to have rendered this limitation obvious, alone or in combination with 

Narutaka, for the same reasons discussed in connection with element 1[f]. 

169. Element 9[c] (“initiating scrolling motion of said scrollable data on 15 

said display screen in said sensed direction and at said sensed speed”) is similar to 

element 1[g] (“scrolling motion program instructions … such that … a scroll for-

mat display on said screen is caused to begin to scroll in said sensed direction and 

at said sensed initial speed”).  A POSITA would have understood Anwar to have 
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rendered this limitation obvious in combination with Narutaka for the same reasons 

discussed in connection with element 1[g].   

170. Element 9[d] (“slowing the speed of said scrolling motion from the in-

itiated speed thereof, at a predetermined rate”) is similar to element 1[h] (“time de-

cay program instructions … for reducing the rate of scrolling displacement on said 5 

display screen at a given rate”).  A POSITA would have understood Anwar to have 

rendered this limitation obvious, alone or in combination with Narutaka, for the 

same reasons discussed in connection with element 1[h]. 

171. Element 9[e] (“terminating said scrolling motion when one of the 

conditions comprising the following group of conditions is sensed: (a) a substan-10 

tially stationary finger touch having a finite duration is sensed; (b) an end-of-scroll 

signal is sensed”) is similar to element 1[i] (“stopping motion program instruc-

tions … for terminating scrolling displacement of the image on said screen upon 

first occurrence of any signal in the group of signals comprising: (a) a substantially 

stationary finger touch on the screen enduring for a period longer than a preset 15 

minimum time, and (b) an end-of-scroll signal received from said scroll format da-

ta source”).  A POSITA would have understood Anwar to have rendered this limi-

tation obvious, alone or in combination with Westerman, for the same reasons dis-

cussed in connection with element 1[i].   
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172. In sum, Anwar in combination with Narutaka and Anwar in combina-

tion with Narutaka and Westerman renders claim 9 obvious.  

B. Claims 2, 3, 8, 11, and 12 are Obvious Over the Combinations of 
Anwar, Narutaka, and Astala and Anwar, Narutaka, Westerman, 
and Astala. 5 

173. It is my opinion that claims 2, 3, 8, 11, and 12 of the ’387 patent 

would have been obvious to a POSITA in view of the combination of Anwar, 

Narutaka, and Astala, and Anwar, Narutaka, Westerman, and Astala.   

1. Dependent Claim 2 

174. Claim 2 recites “[t]he improved touch-screen image scrolling system 10 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move said display in correspondence with movement of the finger 

touch, in response to movement following a touch having a stationary duration 

greater than said first preset given minimum time and less than a second given pre-

set minimum time.”  In simpler terms, claim 2 recites instructions to move the dis-15 

play in correspondence with a touch that lasts longer than a first time threshold (the 

“first given preset minimum time” from claim 1[g] that triggers scrolling), but is 

shorter than a second time threshold (“a second given preset minimum time”).   

175. Narutaka discloses instructions for moving the display in correspond-

ence with movement of a finger touch, in response to movement following a touch 20 

having a stationary duration greater than the first preset given minimum time.  
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Narutaka discloses a screen that is scrolled in correspondence with a finger touch.   

Narutaka, [0010] (“screen 8 … is scrolled by the CPU 5 in accordance with the di-

rection and amount of movement of the finger”).  Narutaka discloses one embodi-

ment where the display is moved in correspondence with the finger touch.  “[I]t is 

also possible to continuously scroll the screen 8 … when the finger 7 of the opera-5 

tor touches the screen 8 … and is moved over the screen 8 without being lifted off 

the screen 8.”  Id., [0026].  If a finger touch lasts “for a predetermined fixed 

amount of time” (id., [0029]), the system “determines that the operator has given a 

scroll instruction” (id., [0031]) and the screen is moved in line with the finger 

movement (id., [0032]-[0035]).  Figure 5 illustrates this process of scrolling along 10 

with the finger if the finger is first pressed for a fixed amount of time: 
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176. A POSITA would have understood Narutaka’s disclosure of a finger 

being “pressed for a fixed amount of time” to refer to a touch having a “stationary 

duration” greater than that fixed amount of time.  Narutaka states that there are 

singular coordinates for the “press” that lasts for the fixed amount of time, indicat-5 

ing that it is a stationary touch.  “If the touch location data is output for the fixed 
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amount of time or longer by the interface circuit 3, however, the CPU 5 determines 

that the operator has given a scroll instruction and stores the touch location data as 

starting coordinates (X1, Y1).”  Narutaka, [0031].  Also, the term “press” is typi-

cally used to refer to a motionless touch in user interface applications.  In contrast, 

words like “drag,” “fling,” or “flick” are generally used to refer to moving touches.  5 

177. Additionall, a POSITA would have found it obvious to modify 

Narutaka by determining whether the finger touch had been stationary for a “fixed 

amount of time” before scrolling the image.  The POSITA would have understood 

that requiring some period of fixed position would reduce the risk of the system 

guessing incorrectly that the user wanted to perform a one-to-one scroll, when in 10 

fact the user wanted to perform some other function (e.g., a fling scroll or cursor 

move).  Adding this requirement would again have been trivial and well within the 

POSITA’s skill set, requiring nothing more than a conditional statement that per-

formed scrolling only if the touch satisfied a durational requirement.   

178. A POSITA would have found it obvious to incorporate the functional-15 

ity of this embodiment of Narutaka—that of moving the screen while the finger 

maintains contact with the screen—into the combined Anwar/Narutaka and 

Anwar/Narutaka/Westerman systems.  A POSITA would have understood that the 

two embodiments of Narutaka provided a user with complementary and non-

redundant features.  The Figure 2 operation (see element 1[g] discussion above) 20 
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would have allowed a user to scroll repeatedly with each finger liftoff, which could 

be useful to quickly scroll or to scroll through substantial content.  Figure 5’s oper-

ation would have allowed the display to lock to the user’s finger movement, which 

could be useful for detailed or fine-tuned review.  Given that Anwar is focused on 

a system that allows a user to interface with documents, a POSITA would have 5 

seen the benefit to providing a user with as many document review tools as possi-

ble, and would have understood combining the Figure 2 and Figure 5 embodiments 

as a step towards that goal.  Many users would even have expected a document in-

terface system to include both scroll functionalities, since both were well-known 

on desktop computer systems in existence as of 2001.   10 

179. A POSITA would also have considered this a trivial design choice 

that could be easily implemented using, for example, a designated touch duration 

or sequence of clicks to differentiate between intended operations.  The large over-

lap between Figures 2 and 5—which have a series of identical steps, ST1-ST3 in 

Figure 2 and ST11-ST13 in Figure 5—further indicates that combining this func-15 

tionality would have been as straightforward, requiring nothing more than chang-

ing Figure 5 to make the “Yes” decision branch at ST14 connect to step ST5 of 

Figure 2.  Therefore, I understand that a POSITA would have found it obvious to 

combine the embodiments of Narutaka’s Figures 2 and 5 such that the display 

moved in correspondence with movement of the finger touch, in response to 20 
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movement following a touch having a stationary duration greater than a first preset 

given minimum time.   

180. Claim 2 further recites that the display is moved with the finger touch 

if the touch lasts “less than a second given preset minimum time.”  Astala discloses 

“detect[ing] different intended input functions” depending on “different time peri-5 

ods of touching.”  Astala at 9:27-29.  For example, if “the total time of the touch 

input, Ttouch, was greater than a threshold value, LC, for a long click,” the system 

detects that “a long click has been input.”  Id. at 8:65-9:2.  “If Ttouch was less than 

or equal to LC, however, a short click … has been input.”  Id. at 9:5-8.  The system 

may interpret clicks of different durations to signify different intended functions.  10 

Id. at 9:15-18 (“a short click selecting an object for a drag or move function, while 

a long click selects the object for opening or activation”).  For example, “three or 

more different time periods of touching may be used to detect different intended 

input functions.”  Id. at 9:27-29.  Astala discloses that its system can perform dif-

ferent actions by using different predefined time durations to detect different in-15 

tended user inputs.  “[A] first [decision] path [is followed] … where the detected 

time period is less than a first predetermined value, [and] a second path [is fol-

lowed] … where the detected time period is equal to or greater than the first prede-

termined value and less than or equal to a second predetermined value.”  Id. at 
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9:27-36.  Thus, Astala discloses a “a second given preset minimum time” that is 

used to indicate a particular function.  

181. A POSITA would have found it obvious to incorporate Astala’s teach-

ing of using “a second given preset minimum time” to distinguish between intend-

ed user inputs in the Anwar/Narutaka system, such that the system moves the 5 

screen with the finger only if the initial stationary touch is between the first and 

second time durations.  As of 2001, it was common to use the duration of a touch 

to select one of multiple user operations.  Both Narutaka and Astala recognize this.  

E.g., Narutaka, [0019]-[0020] (interpreting “an instruction … [for] touch input” if 

the touch is shorter than some duration, and “a scroll instruction” for longer touch-10 

es); Astala at 9:27-29 (“different time periods of touching may be used to detect 

different intended input functions”).  A POSITA would  have understood this well-

known technique of recognizing different durations of touch input to carry the ben-

efit of allowing the system to differentiate between multiple user-desired opera-

tions.  Due to the small size of the display screen on handheld devices such as 15 

those disclosed by Anwar, a POSITA would have been motivated to move as much 

as possible of the functionality previously provided by larger peripherals—the 

keyboard and mouse, for example—into the touchscreen, in the form of recognized 

touch gestures.  Both Anwar and Astala recognize this motivation to make it easier 

to manipulate content on a small touchscreen device, which lacks space for keys 20 
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and other input controls outside of the screen.  E.g., Anwar at 1:61-64 (“[T]here is 

a need … [to] provide improved user interface tools that make it more facile to 

manipulate and view content presented by a handheld or portable device.”); Astala 

at 2:14-18 (“The keypad of the device … [is] deleted and their functions imple-

mented by the touch screen display screen, thereby allowing more space to be uti-5 

lized for the display screen.”).  In fact, given that Narutaka already uses finger lift-

off to distinguish between operations (for example, scrolling upon finger liftoff, 

while moving the screen with the finger if liftoff has not occurred), a POSITA 

would been led to use a different criterion to further differentiate between opera-

tions.  The familiar criterion of touch duration would have provided a ready option. 10 

182. Additionally, a POSITA would have understood Astala to describe a 

system with similar structure and operation as those of Anwar, Narutaka, and 

Westerman.  Like those systems, Astala relates to “electronic devices and more 

particularly to a touch screen input technique for allowing a user input to an elec-

tronic device having a touch screen.”  Astala at 1:19-22.  Also similarly, Astala 15 

provides users with the ability to more conveniently view and manipulate docu-

ments.  Id. at 8:46-9:11, Figs. 6a-d.  Even further, Astala’s goal is consistent with 

Anwar, Narutaka, and Westerman, in that it aims to allow a user “to enter com-

mands and information into the communications device in an efficient manner” 

and uses duration and location of touch inputs to interpret user inputs as a means to 20 
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“allow[] more space to be utilized for the display screen.”  Id. at 1:30-33, 2:16-29.  

Astala is therefore similar in structure, operation, and overall field of endeavor to 

Anwar, Narutaka, and Westerman, and these overlapping features would have fur-

ther led a POSITA to consider it obvious to incorporate Astala’s teaching of using 

different touch time durations to indicate different intended inputs into the systems 5 

discussed for claim 1.   

183. For these reasons, it is my opinion that a POSITA would have found 

claim 2 obvious over the combination of Astala with Anwar and Narutaka, and 

separately over the combination of Astala with Anwar, Narutaka, and Westerman. 

2. Dependent Claim 3 10 

184. Claim 3 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move a touch-selected item relative to the stationary display in cor-

respondence with movement of said finger touch, in response to motion following 

a touch having a stationary duration greater than said second given preset mini-15 

mum time.”  Anwar discloses that items can be “dragged” across the screen in cor-

respondence with a touch.  One example Anwar describes is displayed graphical 

tools, such as a magnifier or query tool, that are dragged onto and across the screen.  

Anwar at 9:35-38 (“the graphical tool 50 may be moved over the screen… drag-

ging a stylus or some other pointer across the screen of the display”); id., Figure 20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 98 of 394



7A (“Click and drag from magnifier tool button, crates and drags magnifier on-

to/across screen”); id. at 11:54-56 (“The query tool S4 when activated, either by 

dragging an image of the query tool 55 onto the document”).  Anwar does not dis-

close that moving touch selected items is done “in response to motion following a 

touch having a stationary duration greater than said second given preset minimum 5 

time.”   

185. As discussed for claim 2, however, Astala discloses that specific touch 

time durations can be used to identify different intended user inputs.  Astala at 

9:27-29 (“three or more different time periods of touching may be used to detect 

different intended input functions”).  Astala also discloses that different touch time 10 

durations can be used to distinguish drag operations like those disclosed by Anwar 

from other operations.  “For example, the short click-long click function could be 

used on objects to signify selection of the object according to other functions.  One 

example of this would be a short click selecting an object for a drag or move func-

tion, while a long click selects the object for opening or activation.”  Id. at 9:13-18. 15 

186. A POSITA would have found it obvious to use duration, as taught by 

Astala, to indicate that a particular user touch was meant to trigger a “drag” opera-

tion in Anwar’s system (movement of a touch-selected item in correspondence 

with movement of the finger touch).  As discussed for claim 2, it was well-known 

as of 2001 to use the duration of a touch as a differentiating factor to identify 20 
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which operation a user meant to perform.  A POSITA would have understood that 

by requiring an extended touch before initiating a drag, the system could have 

avoided “guessing” the user’s intent incorrectly.  For example, the system could 

avoid initiating a drag of an object when the user intended to move the entire dis-

play with the finger, if the system required the user’s touch to last longer than 5 

some duration (selected to be long enough that it could be assumed that the user 

meant to indicate the object drag).  A POSITA would have recognized that incor-

porating this technique for intuiting user intent would have provided the benefit of 

offering a user “improved user interface tools that make it more facile to manipu-

late and view content,” which is what Anwar tried to do.  Anwar at 1:61-64.  10 

3. Independent Claim 8  

187. Independent claim 8 recites limitations that are similar to those of in-

dependent claims 1, 7, and 9.  The majority of its language is a nearly verbatim 

replica of claim 1.  See Appendix A.  In addition to those limitations also recited 

by claim 1, claim 8 recites limitations similar to those of claim 2: instructions for 15 

“mov[ing] said display in correspondence with movement of the finger touch, in 

response to motion following a touch having a stationary duration greater than said 

first given preset minimum time and less than [a] second given preset minimum 

time.”  Id.  The limitations of claim 8 are therefore obvious for the reasons dis-

cussed for the corresponding limitations of claims 1 and 2.   20 
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188. Claim 8 of the ’387 patent reads as follows (with labeling added in 

brackets for ease of discussion) (see also App. A): 

8[pre]. An improved touch-screen image scrolling system, 
comprising: 

8[a] an electronic image display screen; 5 

8[b] a microprocessor coupled to said display screen to 
display information thereon and to receive interactive 
signals therefrom; 

8[c] timer means associated with said microprocessor to 
provide timing capacity therefor;  10 

8[d] a source of scroll format data capable of display on 
said display screen; 

8[e] a keyboard coupled to said microprocessor to pro-
vide input control signals thereto;  

8[f] finger touch program instructions associated with 15 
said microprocessor for sensing the speed, direction and 
time duration of a finger touch contact with said display 
screen; 

8[g] scrolling motion program instructions associated 
with said microprocessor responsive to said duration of 20 
said finger touch contact such that, when said duration 
exceeds a first given preset minimum time, and is less 
than a second given preset minimum that is greater than 
said first minimum, and is accompanied by motion along 
the surface of said screen, a scroll format display on said 25 
screen is caused to begin to scroll in the sensed direction 
and at the sensed initial speed;  

8[h] said scrolling motion program instructions still fur-
ther comprising instructions to move said display in cor-
respondence with movement of the finger touch, in re-30 
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sponse to motion following a touch having a stationary 
duration greater than said first given preset minimum 
time and less than said second given preset minimum 
time; 

8[i] time decay program instructions associated with said 5 
microprocessor for reducing the rate of scrolling dis-
placement on said display screen at a given rate until mo-
tion is terminated; 

8[j] stopping motion program instructions associated 
with said microprocessor for terminating scrolling dis-10 
placement of the image on said screen upon first occur-
rence of any signal in the group of signals comprising: (a) 
a substantially stationary finger touch on the screen en-
during for a period longer than a preset minimum time, 
and (b) an end-of-scroll signal received from said scroll 15 
format data source. 

189. The preamble of claim 8 is identical to the preamble of claim 1.  I am 

informed that the preamble of a claim may not be limiting.  Even so, for the rea-

sons I have discussed in connection with the preamble of claim 1, the preamble of 

claim 8 is disclosed by Anwar for the same reasons discussed in connection with 20 

element 1[pre]. 

190. Element 8[a] is identical to element 1[a].  Anwar discloses this limita-

tion for the same reasons discussed in connection with element 1[a]. 

191. Element 8[b] is identical to element 1[b].  A POSITA would have un-

derstood Anwar to disclose this limitation for the same reasons discussed in con-25 

nection with element 1[b]. 
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192. Element 8[c] is identical to element 1[c].  A POSITA would have un-

derstood Anwar to disclose this limitation and have rendered it obvious for the 

same reasons discussed in connection with element 1[c]. 

193. Element 8[d] is identical to element 1[d].  A POSITA would have un-

derstood Anwar to disclose this limitation for the same reasons discussed in con-5 

nection with element 1[d]. 

194. Element 8[e] is identical to element 1[e].  A POSITA would have un-

derstood Anwar to disclose this limitation for the same reasons discussed in con-

nection with element 1[e]. 

195. Element 8[f] is identical to element 1[f].  A POSITA would have un-10 

derstood Anwar to have rendered this limitation obvious, alone or in combination 

with Narutaka, for the same reasons discussed in connection with element 1[f]. 

196. Element 8[g] is similar to element 1[g], except that 8[g] recites the 

additional element of a duration of a touch that causes scrolling to start “is less 

than a second given preset minimum that is greater than said first minimum.”  This 15 

is substantively identical to a limitation of claim 2 (which provides that this first 

touch duration is “greater than said first preset given minimum time and less than a 

second given preset minimum time”).  A POSITA would have understood Anwar 

to have rendered element 8[g] obvious in combination with Narutaka and Astala 

for the same reasons discussed in connection with element 1[g] and claim 2. 20 
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197. Element 8[h] (“said scrolling motion program instructions still further 

comprising instructions to move said display in correspondence with movement of 

the finger touch, in response to motion following a touch having a stationary dura-

tion greater than said first given preset minimum time and less than said second 

given preset minimum time”) is identical to claim 2 (“wherein said scrolling mo-5 

tion program instructions further comprise instructions to move said display in cor-

respondence with movement of the finger touch, in response to movement follow-

ing a touch having a stationary duration greater than said first preset given mini-

mum time and less than a second given preset minimum time”).  A POSITA would 

have understood Anwar to have rendered element 8[h] obvious in combination 10 

with Narutaka and Astala for the same reasons discussed in connection with claim 

2. 

198. Element 8[i] is identical to element 1[h].  A POSITA would have un-

derstood Anwar to have rendered this limitation obvious, alone or in combination 

with Narutaka, for the same reasons discussed in connection with element 1[h]. 15 

199. Element 8[j] is similar to element 1[i].  A POSITA would have under-

stood Anwar to have rendered this limitation obvious, alone or in combination with 

Westerman, for the same reasons discussed in connection with element 1[i].   

200. In sum, Anwar in combination with Narutaka and Astala and Anwar 

in combination with Narutaka, Westerman, and Astala renders claim 8 obvious.  20 
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4. Dependent Claim 11 

201. Claim 11 is a method claim that depends from claim 9.  Claim 11 re-

cites limitations that are generally analogous to those of claim 2: claim 11 recites 

the method of claim 9 that “comprises the further step of sensing a finger touch on 

said screen having a duration greater than said first given preset minimum time and 5 

less than a second given preset minimum time which is greater than said first given 

time and then moving said display in correspondence with movement of the finger 

touch,” which is substantively similar to claim 2 (the system of claim 1 “further 

compris[ing] instructions to move said display in correspondence with movement 

of the finger touch, in response to movement following a touch having a stationary 10 

duration greater than said first preset given minimum time and less than a second 

given preset minimum time”).  Claim 11 is obvious over the 

Anwar/Narutaka/Astala and Anwar/Narutaka/Wester-man/Astala combinations for 

the reasons discussed for claims 9 and 2.    

5. Dependent Claim 12 15 

202. Claim 12 is a method claim that depends from claim 9.  Claim 12 re-

cites the method of claim 9 that “comprises the further step of sensing a stationary 

finger touch on said screen having a duration greater than a second preset given 

minimum time which is greater than said first given preset time and then moving a 

touch-selected item relative to the stationary display in correspondence with 20 
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movement of the finger touch,” which is substantively similar to claim 3 (the sys-

tem of claim 1 “further compris[ing] instructions to move a touch-selected item 

relative to the stationary display in correspondence with movement of said finger 

touch, in response to motion following a touch having a stationary duration greater 

than said second given preset minimum time”).  Claim 12 is obvious over the 5 

Anwar/Narutaka/Astala and Anwar/Narutaka/Westerman/Astala combinations for 

the reasons discussed for claims 9 and 3.  Id.  

C. Claims 4 and 10 are Obvious Over Anwar and Narutaka and 
Anwar, Narutaka, and Westerman in Further Combination with 
Korhonen. 10 

203. It is my opinion that claims 4 and 10 of the ’387 patent would have 

been obvious to a POSITA in view of the combination of Anwar, Narutaka, and 

Korhonen, and Anwar, Narutaka, Westerman, and Korhonen.   

1. Dependent Claim 4 

204. Claim 4 recites “[t]he improved touch-screen image scrolling system 15 

of claim 1, wherein said group of signals for terminating scrolling, displacement of 

the image on said display screen further comprises (a) a signal indicating that the 

rate of scrolling displacement on said screen has decayed to a value below a prede-

termined given value.”  Anwar discloses that “the velocity [of the scrolling docu-

ment] may decrease by a constant page inertia until it reaches zero velocity and 20 

page scrolling ceases.”  Anwar at 14:26-28.  Korhonen discloses that “scrolling is 
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stopped if the scrolling speed falls below a predetermined limit.”  Korhonen 2:35-

37; id., claim 6 (same).  

205. A POSITA would have found it obvious to incorporate this teaching 

from Korhonen, of stopping scrolling when the already-slowing rate has decreased 

below a predetermined value, into the combined Anwar/Narutaka and 5 

Anwar/Narutaka/Westerman systems discussed for claim 1.  There would have 

been an apparent value in incorporating this teaching.  If Anwar’s “constant page 

inertia” was implemented as an exponential decay function—which is calculated as 

a constant rate over a period of time—the velocity of the scroll would never exact-

ly reach zero.  However, in mathematical terms, it would approach arbitrarily (“as-10 

ymptotically”) close to zero, and in any real computer, due to the limits of comput-

er arithmetic, it eventually would be so close to zero, that the computer would treat 

it as zero.  Setting a sufficiently low velocity at which scrolling stops would have 

provided a straightforward way to avoid this technicality in a manner that the na-

ked eye could not detect.  This would also have created a more natural and intui-15 

tive user experience, as Korhonen recognized: the cutoff speed can be set low 

enough that scrolling “is completely stopped only when in practice it appears to 

have stopped” to the user.  Korhonen at 2:39-41.  Setting the cutoff point at a low-

value threshold rather than zero would also have been a routine design choice for a 
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POSITA and trivial to implement.  In the code, the only change would be to check 

for a velocity less than some minimum number, rather than 0.    

206. Further, a POSITA would have understood Korhonen’s system to be 

similar in structure and operation to those of Anwar, Narutaka, and Westerman.  

Like those systems, Korhonen relates to a mobile touchscreen system and aims to 5 

“present[] a method [for presenting information on the touchscreen display] which 

is faster, easier, and clearer.”  Korhonen at 1:43-46, 1:54-57.  Korhonen’s goal is 

also similar those of Anwar, Narutaka, and Westerman: it seeks to improve “the 

speed and the ease with which [a displayed] list is managed, as well as the clarity 

of presentation,” given the restrictions imposed by a small screen size and fewer 10 

input options.  Id. at 4:1-3, 1:15-35.  This similarity in structure, operation, and 

overall field of endeavor would have further led a POSITA to consider it obvious 

to incorporate Korhonen’s teaching of terminating scrolling if the scrolling speed 

falls below a predetermined limit.  

2. Dependent Claim 10 15 

207. Claim 10 is a method claim that depends from claim 7.  Claim 10 re-

cites limitations that are generally analogous to those of claim 4: claim 10 recites 

the method of claim 7 “wherein said group of conditions to be sensed for terminat-

ing said scrolling motion further comprises: the speed of said scrolling motion on 

said screen slows to a value below a predetermined given value,” which is substan-20 
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tively similar to claim 4.  Claim 10 is obvious over the Anwar/Narutaka/Korhonen 

and Anwar/Narutaka/Westerman/Kohonen combinations for the reasons discussed 

for claim 4.   

D. Claims 1, 4, 5, 6, 7, 9, and 10 Are Obvious Over Korhonen, 
Korhonen and Narutaka, Korhonen and Westerman, and 5 
Korhonen, Narutaka, and Westerman. 

208. It is my opinion that claims 1, 5, 6, 7, and 9 of the ’387 patent would 

have been obvious to a POSITA in view of Korhonen and the combinations of 

Korhonen and Narutaka, Korhonen and Westerman, and Korhonen, Narutaka, and 

Westerman.  The following is a summary of the reasons why one designing a 10 

system or implementing methods according to Korhonen would have been 

motivated to incorporate the teachings of Narutaka and Westerman.  As I explained 

in, e.g., paragraphs 49-56 and 104, by the time of the relevant priority date there 

was a well-understood body of concepts, techniques, and previous implementations 

focusing on natural and easy to use interfaces.  This included identification of 15 

common interaction tasks—such as selecting items and navigating through infor-

mation too large to fit in available display space—and common interaction tech-

niques—such as “clicking”, “tapping”, “scrolling”, “zooming”, etc.  It also was 

common to combine interaction techniques and even interaction devices in any 

given implementation.  E.g., App. I at 7:11-13 (“the input device 106 may be a 20 

keyboard, mouse, trackpad, trackball, or any combination thereof.”); App. J at 
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5:14-15 (disclosing a compact computer with “capability for both keyboard input 

and stylus input”).  Thus, a POSITA faced with a problem relating to improving 

user interfaces for touchscreen systems would have been motivated to look to 

combine relevant teachings to create natural and easy to use ways to select objects 

and navigate through information, and teachings of Korhonen, Narutaka, and 5 

Westerman all offer useful and closely related teachings to this effect. 

209. A POSITA would have found it obvious to combine these references 

in the specific manner described below and would have understood this combina-

tion to produce a benefit.  Each of Korhonen, Narutaka, and Westerman share the 

basic goal of providing natural and intuitive user interfaces for a touchscreen 10 

system.  See Korhonen at 1:41-46 (“The object of the invention is to … present[] a 

method which is faster, easier and clearer than the prior methods [of scrolling].”); 

Narutaka, [0006] (“screen scrolling using a screen display that is simpler, faster 

and more intuitive is realized”); Westerman at 9 (“It is another object of the 

present invention to provide an improved method for invoking cursor motion 15 

continuation only when the user wants it”).  Thus, the references are in the same 

field of endeavor.  A POSITA faced with a problem relating to improving user 

interfaces for touchscreen systems would have been led to look to the combined 

teachings of Korhonen, Narutaka, and Westerman to address that problem.        
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210. Each of Korhonen, Narutaka, and Westerman also addresses their goal 

of improving touchscreen user interfaces by using touch gestures to differentiate 

between different intended user instructions.  E.g., Korhonen at 6:50-7:8 (display 

and touch surface “operate[] alternatively in numerous other ways,” including 

“scrolling one element at a time” by touching a direction arrow, “accelerating 5 

scrolling by touching … [for] a longer time,” or “touching … continuously in an 

area”); Narutaka, [0019]-[0020] (detecting a “touch input” operation for a short 

touch, and a scroll for a long touch); Westerman at 72 (describing simulated 

“mouse clicks … generated by a tap of a fingertip pair,” “double-clicks … by a 

single tap of three fingertips,” and “[w]indow scrolling … allocated to slides of 10 

four fingers”).  As previously noted, a shared understanding of fundamental inter-

action tasks meant that two user interfaces that both enabled selecting, pointing, 

and scrolling would have been seen by a POSITA as close relatives in the family of 

interactive systems, no matter what particular gestures (or even interface devices) 

were used to implement the tasks.  A “select” is still a “select”, whether instantiat-15 

ed as using a mouse to move a cursor then clicking the mouse, or as a tap by one’s 

finger.  Given the common goals and overlapping interaction tasks of Korhonen, 

Narutaka, and Westerman, a POSITA would have been motivated to combine their 

teachings in the manner described. 
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211. Each of Korhonen, Narutaka, and Westerman further disclose systems 

with similar structure and complementary features.  Korhonen discloses mobile 

stations resembling a cellular phone with a touch sensitive display, through which 

a user may view and manipulate lists of data elements.  See Korhonen at 2:55-3:4; 

id. at Figures 1, 2.  Narutaka discloses a control system with a touch screen that 5 

allows a user to scroll through displayed data.  See Narutaka, [0008], [0010].  

Westerman discloses a touch-sensitive surface, such as a touchscreen, that senses 

and classifies gestures by touches from multiple fingers.  See Westerman at 

Abstract, claims 14-15.  A POSITA would have understood the touch-sensitive 

systems disclosed by each of Korhonen, Narutaka, and Westerman to relate to 10 

generally compatible technology and gesture-interpretation techniques.  Because 

each of these inventions share common goals and overlap in the interactions they 

support, I further believe that where they are complementary, a POSITA would 

have been motivated to and would have seen the benefit of incorporating gesture 

interpretation techniques disclosed in any of these references into any of the others. 15 

212. Even further, the claims of the ’387 patent recite a combination of 

familiar elements that are taught by Korhonen, Narutaka, and Westerman.  As 

described in this section, the claims relate generally to sensing the speed, direction, 

and duration of a finger touch; performing a scroll or drag function in response to 

this sensing; and, for the scrolling scenario, decaying and stopping upon a touch or 20 
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end signal.  All of this functionality was well known years before the ’387 patent 

was filed.  See generally Section VI(B).  As discussed in the preceding paragraphs, 

the claims do not present this known functionality in any new or unusual way, nor 

do they indicate that it achieved surprising results.   

213. Therefore, it would have been obvious to combine teachings from the 5 

references in the manner presented below. 

1. Independent Claim 1 

214. The preamble of claim 1 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  Although I am told that the preamble may not 

be a limitation, it is disclosed by Korhonen.  Korhonen discloses “a method and an 10 

arrangement for scrolling information (12) presented on a display of a mobile sta-

tion.”  Korhonen at Abstract.  A finger or other “pointing means” is “moved on the 

active area of the display (15), and the displayed part of the information (12, 13, 

14) … is scrolled in the direction of the movement of the pointing means.”  Id.   

The “active area” of the display “is a touch sensitive area in order to control the 15 

contents, in this case the list, of the display 22.”  Id. at 5:5-7.  This active area “can 

be touched with a pointing means, here a finger 29, in order to scroll the list.”  Id. 

at 5:9-11.   

215. A POSITA would have understood Korhonen’s disclosure as indicat-

ing that the “touch sensitive” display is a touchscreen.  Figure 2, which depicts a 20 
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user finger approaching the touch sensitive display for purposes of scrolling and 

selecting the list items, further confirms that the touch sensitive display is a 

touchscreen.  Korhonen further teaches that “[t]ouch screens are also already 

known in personal computers, in personal digital assistants (PDA) and in oscillo-

scopes” and that “[a] touch screen can be realized with any display unit known per 5 

se” (Korhonen at 1:36-38, 3:49-50), which further indicates that Korhonen’s touch 

sensitive display was a touchscreen.     

216. Element 1[a] recites “an electronic image display screen.”  Korho-

nen’s “mobile station 21 comprises i.a. a display 22.”  Korhonen at 4:55-56; id. at 

6:5-8 (“In order to scroll the displayed information the arrangement includes … a 10 

display 43 for presenting the information”).  Figure 2 illustrates this display 22 (id. 

at 4:54-55):  
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217. The display screen displays an electronic image of a list 26.  Id. at 

4:58 (“A list 26 is shown on the display 22.”).  Korhonen therefore discloses “an 

electronic image display screen.” 

218. Element 1[b] recites “a microprocessor coupled to said display screen 

to display information thereon and to receive interactive signals therefrom.”  5 

Korhonen’s mobile station includes “means for scrolling the [displayed] list 25 

[that] comprise a central processing unit 41.”  Korhonen at 6:12-14.  Figure 4 of 

Korhonen depicts CPU 41 as an “essential” part of the mobile station (id. at 6:4-5):  

 

219. Figure 4 shows that CPU 41 is coupled to and exchanges signals with 10 

the display.  Korhonen discloses that “[t]he data communication between the parts 

41 – 45 is realized through the microprocessor bus 46.”  Id. at 6:30-32.  Korhonen 

therefore discloses “a microprocessor coupled to said display screen to display in-

formation thereon and to receive interactive signals therefrom.” 
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220. Element 1[c] recites “timer means associated with said microproces-

sor to provide timing capacity therefor.”  The broadest reasonable interpretation of 

“timing means” is a timer that provides timing capacity for a microprocessor.  

Korhonen’s mobile station performs various time-based calculations.  For example, 

the system slows scrolling according to the time-based “equation ν = ν0 - t2 / K 5 

where v is the scrolling speed, v0 is the scrolling speed at the beginning, t is the 

time, and K is a constant.”  Korhonen at 7:27-37.  The mobile station “count[s] … 

the time t start[ing] at the moment when the scrolling is left on without user con-

trol.”  Id. at 7:35-37.   

221. Korhonen’s mobile station can also accelerate scrolling by determin-10 

ing how long a touch surface has been touched.  Id. at 7:1-3, 6-8.  This timing 

functionality necessarily requires a timer that provides “timing capacity” for the 

microprocessor.  A POSITA would have recognized that all timing functionality of 

a computer is necessarily performed by a timer component that is associated with 

the computer’s processing unit.  Thus, a POSITA would have understood Korho-15 

nen’s disclosures of a microprocessor and time-based calculations to necessarily 

disclose a timer.  The ’387 patent itself discloses that timers were “inherent” in 

computers as of the priority date.  ’387 patent at 5:31-35. 

222. Additionally and alternatively, a POSITA would have found it obvi-

ous to incorporate a timer into Korhonen’s system to provide the microprocessor 20 
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with timing capacity.  Timers and counters have long been an essential component 

of embedded systems, as both Philips and the district court have recognized.  Ex. 

1022 at 13; Ex. 1023 at 5, n.9.  Timers provide a microprocessor with basic func-

tionality such as measuring elapsed time (by counting processor clock ticks or with 

a real time clock) and timing external events.  As of 2001, effectively all micropro-5 

cessors had a basic on-chip timer.  A POSITA would have seen the value in incor-

porating this type of well-known timer into Korhonen’s CPU in order to accom-

plish the time-based measurements disclosed in Korhonen.  Practically speaking, a 

timer would have been necessary to perform any of those operations—there would 

have been no way to perform those functions without a timer.  Therefore, I under-10 

stand Korhonen to necessarily disclose “timer means associated with said micro-

processor to provide timing capacity therefore” and I also understand that a POSI-

TA would have found it obvious to incorporate a timer that provides timing capaci-

ty for a microprocessor into Korhonen’s system.  

223. Element 1[d] recites “a source of scroll format data capable of display 15 

on said display screen.”  Korhonen discloses that a scrollable list is displayed on 

the display screen.  A “list 12 with its elements 13, 14 is arranged on the outer sur-

face of an imaginary cylinder 11.  Only a part of the list 12, or one or more ele-

ments 14 35 are visible at a time on the display 15 of the device.”  Korhonen at 
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4:32-35.  Figure 1 shows this “preferred list form according to the invention” (id. 

at 4:31-32):  

 

224. Korhonen discloses that the scrollable list data is stored in memory 

(“a source of scroll format data”).  “In order to scroll the displayed information the 5 

arrangement includes a memory 42 for storing the displayed information.”  Korho-

nen at 6:5-7.  Figure 4 depicts memory 42:  
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Therefore, I understand Korhonen to disclose “a source of scroll format data capa-

ble of display on said display screen.” 

225. Element 1[e]: “a keyboard coupled to said microprocessor to provide 

input control signals thereto.”  Korhonen discloses that “[t]he mobile station 12 

comprises … a keyboard 24 in order to use the normal functions and to input data.”  5 

Korhonen at 4:55-58; see also id. at Figure 4, element 24.  I therefore understand 

Korhonen to disclose “a keyboard coupled to said microprocessor to provide input 

control signals thereto.” 

226. Element 1[f] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 10 

finger touch contact with said display screen.”  Korhonen discloses that the “means 

for scrolling the list” comprise “a program in the memory 42 which reads the dis-

play control area 25 in order to detect a touch and the touch point of the pointing 

means 28” and “scroll[s] the displayed information 26 on the display 22, 20 so that 

the displayed information is scrolled in the movement direction of the pointing 15 

means 28 controlled by the movement of the pointing means 28.”  Korhonen at 

6:12-22 (emphasis added).  The pointing means can be a finger touch.  E.g., id. at 

3:4-6; id. at Figures 1, 2.  

227. Korhonen also discloses that the displayed information is scrolled at 

the speed of the touch.  “[T]he displayed part … is arranged to scroll at a rate 20 
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measured for, or proportional to, the speed of the pointing means at the last mo-

ment before it was removed.”  Id. at 2:18-22 (emphasis added).  “The speed of the 

pointing means in the direction of the control area of the display, when the pointing 

means is removed, determines the initial scrolling speed of the displayed part and 

the scroll direction.”  Id. at 2:22-26; see also id. at 8:20-24 (“said displayed part, 5 

which is left scrolling, is arranged to scroll at a rate measured for a vertical speed 

of said pointing means (17) at the last moment before it was removed”).  I under-

stand Korhonen to disclose a mobile station that “sens[es] the speed and direction 

of motion of said finger touch contact with said display screen.”   

228. Korhonen discloses “a reading surface 44 for detecting a touch of the 10 

pointing means 28” and “a program in the memory 42 which reads the display con-

trol area 25 in order to detect a touch and the touch point of the pointing means 

28.”  Id. at 6:9-18 (emphasis added); id. at 1:55-2:6.  Korhonen teaches a finger as 

the pointing means.  Id. 5:25-26.  Upon detecting the presence and location of the 

touch, the program makes the display scroll in the direction of the finger move-15 

ment.  Id. at 6:18-22 (“so that the displayed information is scrolled in the move-

ment direction of the pointing means 28 controlled by the  movement of the point-

ing means 28”); id. at 1:55-2:6 (“According to the invention the control area of the 

display is touched with a pointing means, the pointing means is moved in contact 

with the control area of the display, and the displayed part of the presented infor-20 
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mation is scrolled in the display in the direction of the movement of the pointing 

means.  The control area of the display can be a touch sensitive area arranged on 

the surface of the display, or a separate surface in another location of the mobile 

station for controlling the display.”).  The program then makes the displayed in-

formation continue scrolling “at a rate measured for, or proportional to, the speed 5 

of the pointing means at the last moment before it was removed.”  Id. 2:18-22.  

Korhonen’s program therefore senses the duration of the finger touch by sensing 

when it begins and ends.     

229. Korhonen’s mobile station must also detect multiple touch samples 

before it can determine the direction of the finger movement.  Each of these sam-10 

ples is separated by a defined period of time—as of 2001 a common touch screen 

scan rate was 60 times per second (60 Hz, or every 16.67 ms)—and the station 

would have necessarily sensed the duration of the touch based on the number of 

samples used to determine direction.  If, for example, the mobile station had a 60 

Hz scan rate and used three touch samples to determine the direction of the finger 15 

touch before starting the scroll, the station would necessarily have sensed the dura-

tion of the touch that spanned those three samples: 3 samples times the rate of 60 

samples per second, which equals .05 seconds.  Thus, I understand Korhonen’s 

mobile station to have necessarily “sens[ed] the … time duration” of a touch con-

tact with the display screen.   20 
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230. Korhonen’s Figure 5 embodiment further discloses sensing the time 

duration of a finger touch contact: 

 

231.   In this embodiment, a touch-sensitive surface 53 is positioned on the 

side of the mobile station.  Korhonen at 6:46-50.  The touch surface operates in the 5 

same way as the touch screen.  Id. at 6:50-52 (“touch surface 53 [preferably] oper-

ates in the same way as the active area of the display”).  When a user touches the 

touch surface for a “longer time,” the mobile station increases the scroll speed.  Id. 

at 7:1-3 (operation of touch surface 53 includes “an accelerating scrolling by 

touching the touch surface 53 a longer time at a direction arrow 54a, 54b”).   10 

232. A POSITA would have found it obvious to incorporate the feature of 

sensing the duration of a user touch into Korhonen’s primary Figure 2 embodiment, 

to allow the mobile station to accelerate scrolling speed without using a button.  
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Korhonen seeks to “facilitate the scrolling of a long list” in a manner “faster, easier 

and clearer than the prior methods.”  Id. at 1:41-46.  Korhonen is concerned with 

providing scrolling features without using components like keys and knobs that oc-

cupied space on the device.  E.g., id. at 1:20-22 (“The scrolling of the lists requires 

control means … which require space on the device surface.”).  A POSITA con-5 

cerned, like Korhonen, with providing list-scrolling features while conserving dis-

play space would have seen the benefit of moving the duration-sensing capability 

into the display itself—rather than the external touch surface that “require[s] space 

on the device surface”—to minimize the number of external controls on the device.  

This would have directly advanced Korhonen’s objective that “no separate scroll-10 

ing keys [be] required.”  Korhonen at 4:7-9.  A POSITA would also have found it 

trivial to incorporate this functionality into the touch sensitive display of Korho-

nen’s Figure 2 embodiment—indeed, Korhonen describes the touch sensitive dis-

play and touch surface as operating in the same essential way.  Id. at 6:50-52; see 

also id. at 5:12-15 (“In figure 2 the display control area is the above mentioned ac-15 

tive area 25 of the display, but alternatively it is a separate touch surface outside 

the display for controlling the display, as shown in figure 5.”).    

233. Additionally, Narutaka discloses this limitation.  Narutaka discloses 

that “[w]hen the touch panel 2 detects that the screen … has been touched by the 

finger 7 of the operator … the CPU 5 imports the touch location data and checks 20 
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whether or not the touch location data is continuously output by the interface cir-

cuit 3 for a predetermined fixed amount of time.”  Narutaka, [0018].  If the finger 

touch is shorter than this fixed amount of time, Narutaka’s CPU interprets the in-

struction as an input.  Id., [0019].  If the finger touch lasts “for the fixed amount of 

time or longer,” however, the CPU interprets the input as a scroll instruction.  Id., 5 

[0020].   

234. A POSITA would have found it obvious to incorporate Narutaka’s 

teaching of sensing the time duration of a user’s touch into Korhonen’s system and 

would have seen the benefit in doing so.  Korhonen aims to present “a faster, easier, 

and clearer” method of “scrolling of a long list.”  Korhonen at 1:41-46.  The ability 10 

to sense the duration of a user’s touch directly furthers Korhonen’s stated goal, be-

cause it allows the system to discern the user’s intended operation: the system can 

distinguish between touches intended to be input and those intended to be a scroll 

command.  Narutaka, [0019]-[0020].  Further, Narutaka’s system allows “scroll-

ing … [to be] simpler, faster, and more intuitive” (id., [0006]), which furthers 15 

Korhonen’s goal of facilitating a “faster, easier and clearer” method of scrolling a 

list.  A POSITA would have found it straightforward to incorporate the ability to 

sense duration of a touch into Korhonen’s system.  Given that Korhonen’s system 

already detects the direction of the finger movement, a POSITA would have under-

stood the system to already include the ability to sense duration of a touch.  The 20 
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standard timer in Korhonen’s central processing unit would have provided this 

ability.  And incorporating the express step of sensing touch duration in this famil-

iar way would have resulted in predictable operation, with no surprising results.  

Therefore, I understand Korhonen to both disclose “finger touch program instruc-

tions associated with said microprocessor for sensing the speed, direction and time 5 

duration of a finger touch contact with said display screen” and to render this obvi-

ous in combination with Narutaka. 

235. Element 1[g] recites “scrolling motion program instructions associat-

ed with said microprocessor responsive to said duration of said finger touch con-

tact such that, when said duration exceeds a first given preset minimum time and is 10 

accompanied by motion along the surface of said screen followed by separation of 

said finger touch from said screen, a scroll format display on said screen is caused 

to begin to scroll in said sensed direction and at said sensed initial speed.”  As dis-

cussed for Element 1[f], Korhonen discloses scrolling the displayed data in the 

sensed direction of the finger movement and at the sensed speed of the finger 15 

movement when the finger is separated from the screen.  Korhonen at 2:18-26 

(“According to a preferred embodiment of the invention said displayed part, which 

is left scrolling, is arranged to scroll at a rate measured for, or proportional to, the 

speed of the pointing means at the last moment before it was removed.  The speed 

of the pointing means in the direction of the control area of the display, when the 20 
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pointing means is removed, determines the initial scrolling speed of the displayed 

part and the scroll direction.”) (emphasis added).  This “means for scrolling the 

list” comprises “a program in the memory 42” which “scroll[s] the displayed in-

formation 26 on the display 22, 20 so that the displayed information is scrolled in 

the movement direction of the pointing means 28 controlled by the movement of 5 

the pointing means 28.”  Id. at 6:12-22 (emphasis added).   

236. As discussed for element 1[f], a POSITA would have understood 

Korhonen’s disclosure that the mobile station calculates the direction of a touch as 

indicating that the mobile station senses a duration of the touch contact with the 

display screen: if the station detects a touch, this necessarily means that the touch 10 

lasted longer than the time separation between scans of the touch screen for input, 

conducted at the system’s scan rate.  Necessarily, this time duration must exceed a 

“first given preset minimum time”: the period between consecutive scans of the 

touch screen.   

237. Additionally, Narutaka discloses this limitation.  Narutaka discloses 15 

that when the touch screen has detected a finger touch, “the CPU 5 … checks 

whether or not the touch location data is continuously output by the interface cir-

cuit 3 for a predetermined fixed amount of time.”  Narutaka, [0018].  If the dura-

tion of the finger touch lasts “for the fixed amount of time or longer,” the CPU in-

terprets the input as a scroll instruction (id., [0020]) and causes the screen to scroll 20 
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to the end location at which the touch leaves the screen (id., [0021]-[0023]).  Fig-

ure 2 illustrates this process (shown with highlights added): 

 

238. A POSITA would have seen the value of incorporating this teaching 

of Narutaka into Korhonen because this would have allowed the system to deter-5 

mine user intent more accurately.  It would also have increased the number of dis-

play operations capable of being indicated through various touch gestures.  As of 
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the priority date, a short touch or “click” was commonly used to indicate selection 

or input.  Scrolling is a distinct interaction task, so a POSITA would have consid-

ered it obvious to wait for some small period of time after detecting a touch before 

starting to scroll, in order to confirm that the user actually intended to scroll and 

not merely to select an item (or perform some other operation).  This would have 5 

worked toward Korhonen’s goal, which was to present a user with a “faster, easier 

and clearer” scrolling method.  Korhonen at 1:41-46  

239. Further, using a time delay before scrolling as taught by Narutaka 

would have been a routine design choice and one of a limited number of known so-

lutions for differentiating between user touch gestures in a touch screen system.  A 10 

user interface designer had only two primary touch-related variables to work with 

in crafting a touch-sensitive system: the nature (e.g., cadence, shape, pressure (for 

resistive touchscreens)) of a touch, and its duration.  A POSITA would have been 

able to fit Narutaka’s time delay naturally into Korhonen’s scrolling system.  

Therefore, I understand that a POSITA would have also found it obvious to com-15 

bine Korhonen with Narutaka for this limitation as of the filing date of the ’387 pa-

tent by incorporating Narutaka’s disclosure of beginning scrolling when the touch 

duration exceeds a minimum time into Korhonen’s mobile station.  

240. Element 1[h] recites “time decay program instructions associated with 

said microprocessor for reducing the rate of scrolling displacement on said display 20 
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screen at a given rate until motion is terminated.”  Korhonen discloses that the dis-

play continues to scroll “even if the pointing means (17) is lifted off the surface of 

the active area of the display.”  Korhonen at Abstract.  “The displayed part left 

scrolling will scroll at a rate retarding by itself.”  Id.  “Said retardation is effected 

by applying a suitable, for instance an exponential formula.”  Id. at 2:31-34.  “The 5 

list scrolling in the display is retarded e.g. according to the equation ν = ν0 - t2 / K  

where v is the scrolling speed, v0 is the scrolling speed at the beginning, t is the 

time, and K is a constant.”  Id. at 7:27-37.  The scrolling is “stopped if the scrolling 

speed falls below a predetermined limit.”  Id. at 2:35-37.  Therefore, Korhonen 

discloses “time decay program instructions associated with said microprocessor for 10 

reducing the rate of scrolling displacement on said display screen at a given rate 

until motion is terminated.” 

241. Element 1[i] recites “stopping motion program instructions associated 

with said microprocessor for terminating scrolling displacement of the image on 

said screen upon first occurrence of any signal in the group of signals comprising: 15 

(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  Korhonen discloses that scrolling “is stopped by touch-

ing the active area of the display (15) with the pointing means (17).”  Korhonen at 

Abstract; id. at 5:37-38 (“When required, the list 12 is stopped (step 35) by touch-20 
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ing an element 13 or 14 of the list 12.”).  Korhonen discloses that the user can in-

stead “[repeat] the scrolling action … until the desired element 13 … is visible on 

the display 15.”  Id. at 5:33-37.  Korhonen’s mobile station must therefore be able 

to distinguish between a user touch intended to stop scrolling, and one that is in-

tended to continue scrolling.  A POSITA would have considered it obvious to re-5 

quire the stop-scrolling touch to be a stationary touch lasting longer than a “preset 

minimum time” in order to differentiate between touches meant to continue scroll-

ing and touches meant to stop scrolling.  It would have been trivial step to add a 

check for this type of required time duration to the code.  This could have been im-

plemented using an if statement, or other conditional statement that stopped the 10 

scroll only if the touch duration exceeded the preset time.     

242. The ’387 patent states that the recited “end of scroll signal” can be an 

indication that the end of the document has been reached.  ’387 patent at 1:60-65 

(“After the finger separates from the screen, the image continues to move in the 

same direction at a gradually decreasing speed until motion is stopped manually by 15 

touching the screen without movement of the finger, … or until the image reaches 

its ‘end’.”).  A POSITA would have found it obvious to stop scrolling in Korho-

nen’s system when the end of the displayed list is reached if that happens before a 

finger touch, especially in the case of short lists.  Korhonen directs that an empty 

space should preferably be inserted at the end of the list.  Korhonen at 4:43-45.  20 
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Korhonen further states that this empty space is useful in short lists, because it can 

ensure that the list “will not be repeated on the display.”  Id. at 4:43-50 (“At the 

end of a list 12 and the next beginning there is preferably arranged an empty space, 

particularly when the list 12 is short, so that the repeated beginning of the list is 

clearly perceived, and so that a short list 12 will not be repeated on the display.”) 5 

(emphasis added).  A POSITA would have taken Korhonen’s instruction that short 

lists should not be repeated on the display, as well as its general goal of presenting 

a “faster, easier and clearer” manner of scrolling a list (id. at 1:41-45), as a reason 

to stop scrolling the list when the end of the list was reached.  To operate in a dif-

ferent fashion—by looping a shorter list, for example—would have been quite un-10 

natural for a user and would have been counter to Korhonen’s goals.  

243. It would also have been trivial for a POSITA to implement this feature.  

For example, a flag could be set to detect when the empty space on the list was 

reached.  In contrast, looping a shorter list would have been very strange and in-

convenient for a user and would have opposed Korhonen’s goals.  Therefore, I un-15 

derstand that it would have been obvious to a POSITA to modify Korhonen’s mo-

bile station such that it both stopped upon a touch and at the end of the scrollable 

list, satisfying the limitation of “stopping motion program instructions associated 

with said microprocessor for terminating scrolling displacement of the image on 

said screen upon first occurrence of any signal in the group of signals comprising: 20 
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(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.” 

244. Westerman also discloses this limitation.  Westerman discloses that 

the device display enters a scrolling “slide mode” when “significant motion is de-5 

tected” in multiple fingers touching a touch surface.  Westerman at 68-69.  When 

the system detects liftoff by all the moving fingers, the system enters “motion con-

tinuation mode” in which the “scrolling velocity” continues at the pre-liftoff aver-

age of the fingers’ velocity.  Id. at 72.  “Motion continuation mode does not stop 

until any of the remaining fingers not in the synchronized subset are lifted or more 10 

fingers touch down.”  Id.  Additionally, “the host computer can send a signal in-

structing motion continuation mode to be canceled if the cursor reaches the edge of 

the screen or end of a document.”  Id.  Thus, I understand Westerman to disclose 

program instructions for terminating scrolling upon the first occurrence of either 

(a) a substantially stationary finger touch on the screen enduring for a period long-15 

er than a preset minimum time (when “fingers touch down” for longer than the 

touch screen’s scan rate) and (b) an end-of-scroll signal received from said scroll 

format data source (the signal from the host computer indicating the end of the 

screen or document).  
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245. A POSITA would have found it obvious to incorporate Westerman’s 

teaching of terminating scrolling upon either an end of scroll signal or a stationary 

finger touch, whichever is first, for similar reasons to those discussed above in par-

agraphs 238-239.  Terminating scrolling of a document when it reached its end 

would have been trivial for a POSITA to implement, and it would have furthered 5 

Korhonen’s goal of faster, easier, and clearer scrolling operation that avoided the 

awkward and unnatural looping of shorter lists.   

2. Dependent Claim 4 

246. Claim 4 recites “The improved touch-screen image scrolling system 

of claim 1, wherein said group of signals for terminating scrolling, displacement of 10 

the image on said display screen further comprises (a) a signal indicating that the 

rate of scrolling displacement on said screen has decayed to a value below a prede-

termined given value.”  Korhonen discloses that “scrolling is stopped if the scroll-

ing speed falls below a predetermined limit.”  Korhonen at 2:35-37; id. at 8:35-36 

(“said scrolling is stopped if said scrolling speed falls below a predetermined lim-15 

it”).  This limit is “selected [to be] substantially lower than the limit for leaving the 

display part to scroll.  Thus the scrolling is … completely stopped only when in 

practice it appears to have stopped.”  Id. at 2:37-41.  Therefore, Korhonen disclos-

es that the “group of signals for terminating scrolling, displacement of the image 

on said display screen further comprises (a) a signal indicating that the rate of 20 
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scrolling displacement on said screen has decayed to a value below a prede-

termined given value.” 

3. Dependent Claim 5 

247. Claim 5 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said microprocessor, and said timer means together comprise a 5 

processing unit of a conventional computer.”  Korhonen discloses a central pro-

cessing unit that executes the scrolling program code stored in memory.  “These 

means for presenting the list 26 on the display 22 include a central processing unit 

41 and a program in the memory 42 which creates a picture of a cylindrical list 26 

on 40 the display 43.”  Korhonen at 6:36-40; id. at 6:12-19 (“means for scrolling 10 

the list 26 comprise a central processing unit 41 … and a program in the memory 

42 which reads the display control area 25 in order to detect a touch and the touch 

point of the pointing means 28, and in order to scroll the displayed information 26 

on the display 22”); id. at Figure 4, “CPU” element 41.  As I discussed for element 

1[c], a POSITA would have understood Korhonen’s central processing unit to have 15 

included a microprocessor and timer.  

4. Dependent Claim 6 

248. Claim 6 recites “[t]he improved touch-screen image scrolling system 

of claim 5, wherein said source of scroll format data capable of display on said 

display screen comprises part of the memory of said conventional computer.”  20 
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Korhonen discloses that the scrollable list data is stored in memory within the mo-

bile station.  “In order to scroll the displayed information the arrangement includes 

a memory 42 for storing the displayed information.”  Korhonen at 6:5-7 (emphasis 

added); id. at Figure 4, “memory” element 42.  Korhonen recognizes that 

“[i]nformation such as facts, names and/or numbers concerning persons or things, 5 

are often stored in the form of a list in the memory of a mobile station.”  Id. at 1:7-

9.  Korhonen therefore discloses that the “source of scroll format data capable of 

display on said display screen comprises part of the memory of said conventional 

computer.” 

5. Independent Claim 7 10 

249. The limitations of claim 7 (see para. 153) are nearly identical to those 

of claim 1.  The only substantive change is that claim 7 recites a “computer appa-

ratus” instead of a “microprocessor.”  A POSITA would have considered a “com-

puter apparatus” that could perform all of the recited limitations to include a mi-

croprocessor.  At a minimum, a POSITA would have understood a “computer ap-15 

paratus” to be broader than a “microprocessor.” 

250. The preamble of claim 7 is identical to the preamble of claim 1.  I am 

informed that the preamble of a claim may not be limiting.  Even so, for the rea-

sons I have discussed in connection with the preamble of claim 1, the preamble of 

claim 7 is disclosed by Korhonen. 20 
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251. Element 7[a] is identical to element 1[a].  Korhonen discloses this 

limitation for the same reasons discussed in connection with element 1[a]. 

252. Element 7[b] is identical to element 1[b], except that 7[b] recites a 

“computer apparatus coupled to said display screen” while 1[a] recites a “micro-

processor.”  A POSITA would have considered a “computer apparatus” to neces-5 

sarily include and be broader than a “microprocessor,” and would have understood 

Korhonen to disclose this limitation for the same reasons discussed in connection 

with element 1[b]. 

253. Element 7[c] is identical to element 1[c], except that 7[c] also recites a 

“computer apparatus” while 1[a] recites a “microprocessor.”  A POSITA would 10 

have understood Korhonen to disclose this limitation and have rendered it obvious 

for the same reasons discussed in connection with element 1[c]. 

254. Element 7[d] (“said computer apparatus having capacity to store scroll 

format data capable of display on said display screen”) is similar to element 1[d] 

(“a source of scroll format data capable of display on said display screen”).  A 15 

POSITA would have understood Korhonen to disclose this limitation for the same 

reasons discussed in connection with element 1[d]. 

255. Element 7[e] is identical to element 1[e], except that 7[e] recites a 

“computer apparatus” while 1[e] recites a “microprocessor.”  A POSITA would 
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have understood Korhonen to disclose this limitation for the same reasons dis-

cussed in connection with element 1[e]. 

256. Element 7[f] is identical to element 1[f], except that 7[f] recites a 

“computer apparatus” while 1[f] recites a “microprocessor.”  A POSITA would 

have understood Korhonen to have disclosed this limitation and rendered it obvi-5 

ous, alone or in combination with Narutaka, for the same reasons discussed in con-

nection with element 1[f]. 

257. Element 7[g] is identical to element 1[g], except that 7[g] recites a 

“computer apparatus” while 1[g] recites a “microprocessor” and that element 7[g] 

does not require a touch contact to be “followed by separation of said finger touch 10 

from said screen” (as element 1[g] requires).  A POSITA would have understood 

Korhonen to have disclosed this limitation and rendered it obvious in combination 

with Narutaka for the same reasons discussed in connection with element 1[g]. 

258. Element 7[h] is identical to element 1[h], except that 7[h] recites a 

“computer apparatus” while 1[h] recites a “microprocessor.”  A POSITA would 15 

have understood Korhonen to have disclosed this limitation, for the same reasons 

discussed in connection with element 1[h]. 

259. Element 7[i] is identical to element 1[i], except that 7[i] recites a 

“computer apparatus” while 1[i] recites a “microprocessor.”  A POSITA would 

have understood Korhonen to have rendered this limitation obvious, alone or in 20 
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combination with Westerman, for the same reasons discussed in connection with 

element 1[i].   

260. In sum, Korhonen in combination with Narutaka and Korhonen in 

combination with Narutaka and Westerman renders claim 7 obvious for the same 

reasons discussed for claim 1.  5 

6. Independent Claim 9 

261. The limitations of claim 9 (see para. 166) are also highly similar to 

those of claim 1.  Claim 9 recites a “method of controlling the scroll-like display of 

data on an electronic display screen” instead of a “touch-screen image scrolling 

system,” and is generally the method counterpart to claim 1. 10 

262. The preamble of claim 9 (“[a]n improved method of controlling the 

scroll-like display of data on an electronic display screen”) is similar to the pream-

ble of claim 1 and element 1[a] (“[a]n improved touch-screen image scrolling sys-

tem, comprising an electronic image display screen”).  I am informed that the pre-

amble may not be limiting.  Even so, for the reasons I have discussed in connection 15 

with the preamble of claim 1 and element 1[a], the preamble of claim 7 is disclosed 

by Korhonen. 

263. Element 9[a] (“sensing the duration of finger touch contact time with 

an electronic display screen having scrollable data displayed thereon”) is similar to 

element 1[f] (“finger touch program instructions … for sensing the … time dura-20 
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tion of a finger touch contact with said display screen”).  A POSITA would have 

understood Korhonen to have disclosed this limitation and rendered it obvious, 

alone or in combination with Narutaka, for the same reasons discussed in connec-

tion with element 1[f]. 

264. Element 9[b] (“sensing the speed and direction of motion of said fin-5 

ger touch contact with said display screen”) is similar to element 1[f] (“finger 

touch program instructions … for sensing the speed [and] direction … of a finger 

touch contact with said display screen”).  A POSITA would have understood 

Korhonen to have disclosed this limitation and rendered it obvious, alone or in 

combination with Narutaka, for the same reasons discussed in connection with el-10 

ement 1[f]. 

265. Element 9[c] (“initiating scrolling motion of said scrollable data on 

said display screen in said sensed direction and at said sensed speed”) is similar to 

element 1[g] (“scrolling motion program instructions … such that … a scroll for-

mat display on said screen is caused to begin to scroll in said sensed direction and 15 

at said sensed initial speed”).  A POSITA would have understood Korhonen to 

have disclosed this limitation and rendered it obvious in combination with 

Narutaka for the same reasons discussed in connection with element 1[g].   

266. Element 9[d] (“slowing the speed of said scrolling motion from the in-

itiated speed thereof, at a predetermined rate”) is similar to element 1[h] (“time de-20 
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cay program instructions … for reducing the rate of scrolling displacement on said 

display screen at a given rate”).  A POSITA would have understood Korhonen to 

have disclosed this limitation obvious for the same reasons discussed in connection 

with element 1[h]. 

267. Element 9[e] (“terminating said scrolling motion when one of the 5 

conditions comprising the following group of conditions is sensed: (a) a substan-

tially stationary finger touch having a finite duration is sensed; (b) an end-of-scroll 

signal is sensed”) is similar to element 1[i] (“stopping motion program instruc-

tions … for terminating scrolling displacement of the image on said screen upon 

first occurrence of any signal in the group of signals comprising: (a) a substantially 10 

stationary finger touch on the screen enduring for a period longer than a preset 

minimum time, and (b) an end-of-scroll signal received from said scroll format da-

ta source”).  A POSITA would have understood Korhonen to have rendered this 

limitation obvious, alone or in combination with Westerman, for the same reasons 

discussed in connection with element 1[i].   15 

268. In sum, Korhonen in combination with Narutaka and Korhonen in 

combination with Narutaka and Westerman renders claim 9 obvious.  

7. Dependent Claim 10 

269. Claim 10 depends from claim 7.  Claim 10 recites limitations that are 

similar to those of claim 4, and it is obvious over Korhonen and the Korho-20 
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nen/Narutaka, Korhonen/Westerman, and Korhonen/Narutaka/Westerman combi-

nations for the reasons discussed for claims 4 and 7.   

E. Claims 2, 3, 8, 11 and 12 are Obvious Over Korhonen, Korhonen 
and Narutaka, Korhonen and Westerman, and Korhonen, 
Narutaka, and Westerman in Further Combination with Astala. 5 

270. It is my opinion that claims 2, 3, 8, 11, and 12 of the ’387 patent 

would have been obvious to a POSITA in view of Korhonen and the combinations 

of Korhonen and Narutaka, Korhonen and Westerman, and Korhonen, Narutaka, 

and Westerman, combined with Astala.   

1. Dependent Claim 2 10 

271. Claim 2 recites “The improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move said display in correspondence with movement of the finger 

touch, in response to movement following a touch having a stationary duration 

greater than said first preset given minimum time and less than a second given pre-15 

set minimum time.”  In simpler terms, claim 2 recites instructions to move the dis-

play in correspondence with a touch that lasts longer than a first time threshold (the 

“first given preset minimum time” from claim 1[g] that triggers scrolling), but is 

shorter than a second time threshold (“a second given preset minimum time”).   

272. Korhonen discloses instructions for moving the display in correspond-20 

ence with the movement of a finger touch.  Korhonen discloses that when a user 
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touches the display screen, the displayed list is moved with the finger touch.  “Ac-

cording to the invention the control area of the display is touched with a pointing 

means, the pointing means is moved in contact with the control area of the display, 

and the displayed part of the presented information is scrolled … in the direction of 

the movement of the pointing means.”  Korhonen at 1:55-2:3; id. at 2:3-5 (control 5 

area can be “touch sensitive area … on the surface of the display”); see also id. at 

2:55-3:12 (“The [displayed] cylinder can be rotated with a pointing means, such as 

with a finger, by touching the displayed part of the list element and by moving this 

element with the pointing means  … whereby elements which in the motion direc-

tion are in front of the element to be moved will be moved outside the display, and 10 

new elements will be visible behind this element.”).  Korhonen further discloses 

that the list is moved “directly proportionally” to the finger touch.  Id. at 7:17-19 

(“the list elements are moved directly proportionally to the movement of the touch 

spot on the touch surface 53”);.  Figure 1 shows how list items are moved on and 

off display area 15 in correspondence with a finger touch: 15 
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273. Korhonen’s also discloses that “a program in the memory 42” is re-

sponsible for the functionality of “scroll[ing] the displayed information 26 on the 

display 22, so that the displayed information is scrolled in the movement direction 

of the pointing means 28.”  Korhonen at 6:12-22.  Korhonen therefore discloses  5 

“instructions” for performing the claimed function.  

274. Korhonen discloses that the display is moved in correspondence with 

a finger touch “in response to movement following a touch having a stationary du-

ration.”  Korhonen consistently talks about a three-step process for moving the list.  

First, a finger touches the screen.  Second, the finger moves while touching the 10 

screen.  Third, the displayed image moves with the finger.  E.g., Korhonen at 1:55-

2:3 (“According to the invention the control area of the display is touched with a 

pointing means, the pointing means is moved in contact with the control area of the 

display, and the displayed part of the presented information is scrolled … in the di-

rection of the movement of the pointing means.”); id. at 8:3-22 (“A method for 15 
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scrolling information (12, 13, 14) presented on a display of a mobile station, char-

acterized in that a control area of the display is touched with a pointing means (17), 

said pointing means (17) is moved in contact with said control area of the display, 

and a displayed part of the presented information (12, 13, 14) is scrolled (34) in the 

display (15), in a direction of said movement of said pointing means (17).”); id. at 5 

5:24-30 (“the list 12 … is touched with a pointing means 17, such as with a fin-

ger … and the list 12 is scrolled into the desired direction by moving the pointing 

means 17 on the surface of the display in this direction (step 34)”); id. at 6:14-22 

(“a display control area or a reading surface 44 for detecting a touch of the pointing 

means 28, … and a program in the memory 42 which reads the display control area 10 

25 in order to detect a touch and the touch point of the pointing means 28, and in 

order to scroll the displayed information 26 on the display 22 …”).  A POSITA 

would have understood Korhonen’s differentiation between these steps, where first 

a finger touches the screen and then separately the finger moves, as indicating that 

the finger had an initial “stationary” duration of some time duration.  Some degree 15 

of time separation would have accompanied these steps. 

275.  It would also have been obvious to a POSITA to check whether the 

finger touch on the screen of Korhonen’s mobile station had been stationary for the 

preset minimum time before interpreting the touch as an input to move the entire 

display with the finger.  Specifically, a POSITA would have found it obvious to 20 
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wait for at least the time period between scans of the touchscreen before deciding 

to move the display.  The POSITA would have seen benefits in requiring the input 

to be stationary over the fixed preset time duration: this would reduce the possibil-

ity of the system “guessing” incorrectly about the user’s intent and moving the dis-

play when the user wanted to perform some other function.  Korhonen discloses a 5 

number of other functions the user could perform on the list, such as moving the 

elements of the list horizontally (see Korhonen at 7:38-41), or selecting one of the 

list elements (id. at 1:12-14), or stopping a scroll  (id. at 2:44-46).  A POSITA 

would have understood this disclosure of the multiple operations a user could per-

form to necessarily indicate that users had a way to distinguish between the differ-10 

ent operations.  Allowing a user to cleanly select between operations would have 

furthered Korhonen’s goal of providing a “faster, easier and clearer” way for a user 

to interact with a scrollable list on a handheld touchscreen device.  Korhonen at 

1:41-46.  Indeed, Korhonen expressly acknowledges the need to distinguish be-

tween operations: it specifies that a “transversal movement” to move the display 15 

horizontally is preferably “without any scrolling separately left on.”  Korhonen at 

7:41-43.  Adding a requirement that the touch be stationary for a fixed amount of 

time would have been trivial and well within the POSITA’s skill set, requiring only 

the use of a timer and if statement or other conditional statement in the code.   
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276. Even further, Astala discloses imposing a durational requirement on 

particular user actions.  Astala describes identifying “the particular function … be-

ing selected” by a user from “the measured time duration” of a touch.  Astala, Ab-

stract.  Astala’s system “determin[es] whether the [touch] time duration is … 

greater than the first predetermined value and less than or equal to a second prede-5 

termined value” as a way to distinguish between different user-input operations.  Id. 

at 10:23-27; id. at 9:13-41 (“the short click-long click function could be used on 

objects to signify selection of the object according to other functions … One 

skilled in the art will realize that other variations are possible.  For example, three 

or more different time periods of touching may be used to detect different intended 10 

input functions. More particularly, the decision box 612 of FIG. 6a would be re-

placed by a new decision box having three different decision paths, namely, a first 

path for the case where the detected time period is less than a first predetermined 

value, a second path for the case where the detected time period is equal to or 

greater than the first predetermined value and less than or equal to a second prede-15 

termined value, and a third path for the case where the detected time period is 

greater than the second predetermined value.”).  It would have been obvious to a 

POSITA to have incorporated Astala’s durational requirement into Korhonen, with 

the result of Korhonen’s display being moved in response to a stationary touch 

with a “duration greater than said first preset given minimum time.”  Moving the 20 
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display in response to a stationary touch would have been a simple design choice 

for a POSITA.  It also would have supplied a straightforward way for Korhonen‘s 

mobile station to distinguish between the different user operations that could be 

performed.  

277. Additionally, Narutaka discloses this limitation.  Narutaka discloses a 5 

“screen 8 … [that] is scrolled by the CPU 5 in accordance with the direction and 

amount of movement of the finger[.]”  Naruaka, [0010].  In one of Narutaka’s dis-

closed embodiments, the display is moved with the finger touch.  “[I]t is also pos-

sible to continuously scroll the screen 8 … when the finger 7 of the operator touch-

es the screen 8 … and is moved over the screen 8 without being lifted off the 10 

screen 8.”  Id., [0026].  If the finger touch is detected “for a predetermined fixed 

amount of time” (id., [0029]), the system “determines that the operator has given a 

scroll instruction” (id., [0031]) and the screen is moved in line with the finger 

movement (id., [0032]-[0035]).  Thus, and similarly to Korhonen, Narutaka’s dis-

closed process has three steps: first, detecting the finger touch for the “predeter-15 

mined fixed amount of time” (id., [0029]); second, identifying the chosen opera-

tion (id., [0031]); and third, moving the displayed image along with the finger (id., 

[0032]-[0035]).  Narutaka’s Figure 5, shown below with highlighting, illustrates 

these steps of “scroll[ing the] screen” (step 18) so long as the finger has not “lifted 
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off” (step 14) and has moved (step 15), all in response to a finger being “pressed 

for a fixed amount of time” (step 12): 

 

278. A POSITA would have understood Narutaka’s distinction between 

steps of the process to indicate that the finger touch had an initial “stationary” du-5 

ration.  In fact, steps 12 and 13 of Figure 5 show that the initial touch location is 

not even recorded until that location, which Narutaka calls “point A,” has been 
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touched for some amount of time: Figure 5 discloses that the system “Save[s] co-

ordinates … of point A that has been input” only if point A has been “Pressed for a 

fixed amount of time.”  Further still, Narutaka’s “press” terminology is consistent 

with this disclosure and indicates a still touch.  A POSITA would have understood 

“press” to refer to a motionless touch, unlike other words that indicated movement 5 

(“drag,” “fling,” “flick,” etc.). 

279. A POSITA would have found it obvious to check whether the finger 

touch had been stationary for a “fixed amount of time” before interpreting the 

touch as a input to move the entire display.  The POSITA would have understood 

the benefits of requiring the input to be stationary over the fixed time duration: this 10 

would reduce the possibility of the system “guessing” incorrectly about the user’s 

intent and moving the display when the user wanted to perform some other func-

tion, such as cycle through elements of the list.  Korhonen acknowledges the need 

to distinguish between scrolling in the direction of the touch and moving the dis-

play side-to-side: it specifies that the “transversal movement” to move the display 15 

sideways is preferably performed “without any scrolling separately left on.”  

Korhonen at 7:41-43.  Adding the requirements for sensing a stationary touch for a 

fixed amount of time would have been trivial and well within a POSITA’s skill set 

(see supra ¶ 276).   
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280. Astala discloses that the finger touch must not exceed “a second given 

preset minimum time” in order for the display to move with the finger.  Astala dis-

closes “detect[ing] different intended input functions” depending on “different time 

periods of touching.”  Astala at 9:27-29.  For example, if “the total time of the 

touch input, Ttouch, was greater than a threshold value, LC, for a long click,” the 5 

system detects that “a long click has been input.”  Id. at 8:65-9:2.  “If Ttouch was 

less than or equal to LC, however, a short click … has been input.”  Id. at 9:5-8.  

The system may interpret the short and long clicks to indicate different intended 

functions: “a short click selecting an object for a drag or move function, while a 

long click selects the object for opening or activation.”  Id. at 9:15-18.   10 

281. Similarly, “three or more different time periods of touching may be 

used to detect different intended input functions.”  Id. at 9:27-29.  By using differ-

ent predefined time periods to detect different intended user inputs, Astala’s sys-

tem can take different actions based on different touch durations: “a first [decision] 

path [is followed] … where the detected time period is less than a first predeter-15 

mined value, [and] a second path [is followed] … where the detected time period is 

equal to or greater than the first predetermined value and less than or equal to a 

second predetermined value.”  Id. at 9:27-36.  Thus, Astala discloses a “a second 

given preset minimum time” that is used to determine an appropriate function.  
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282. A POSITA would have found it obvious to incorporate Astala’s teach-

ing of using “a second given preset minimum time” to distinguish between intend-

ed user inputs in the Korhonen/Narutaka system, such that the system moves the 

screen with the finger only if the initial stationary touch is between the first and 

second time durations.  As of 2001, it was common to use the duration of a touch 5 

to select one of multiple user operations.  Both Narutaka and Astala recognize this.  

E.g., Narutaka, [0019]-[0020] (identifying “an instruction … [for] touch input” for 

touches shorter than some duration, but “a scroll instruction” for longer touches); 

Astala at 9:27-29 (“different time periods of touching may be used to detect differ-

ent intended input functions”).  A POSITA would  have understood this well-10 

known technique of recognizing different durations of touch input to carry the ben-

efit of allowing the system to differentiate between multiple user-desired opera-

tions.  Korhonen discloses that a user can choose various different operations to 

perform on the list: a user can move the list with a sustained finger touch (e.g., 

Korhonen at 1:54-2:3), scroll the list with “flick” or “fling” gesture (id. at 2:7-26), 15 

move the list horizontally (id. at 7:38-43), and select a list element (id. at 1:11-14).  

There would have been various other common operations that a user would have 

wanted, and have expected to be able, to perform, such as increasing the speed of 

the scrolling with repeated flicks, editing or deleting a list entry or displaying data 

underlying a particular list element (see Korhonen at 1:9-10 (referencing the 20 
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“[d]ata relating to the same fact” that comprises a particular list element.  But the 

small size of the display screen on handheld devices such as Korhonen’s would 

have led a POSITA to move as much as possible of the functionality previously 

provided by larger peripherals (a keyboard or mouse) into the touchscreen, in the 

form of recognized touch gestures.   5 

283. Both Korhonen and Astala recognize this motivation to make it easier 

to manipulate content on a small touchscreen device, which lacks space for keys 

and other input controls outside of the screen.  E.g., Korhonen at 4:7-11 (“The 

method according to the invention also has the advantage that no separate scrolling 

keys are required.  This is an important advantage, as … there is limited space for 10 

keys.”); Astala at 2:14-18 (“The keypad of the device … [is] deleted and their 

functions implemented by the touch screen display screen, thereby allowing more 

space to be utilized for the display screen.”).  A POSITA would have understood 

using touch duration to distinguish between intended operations to advance the 

goal of reducing keys and external input controls and creating a generally easier 15 

and clearer user experience.  

284. Additionally, a POSITA would have understood Astala to describe a 

system with similar structure and operation as those of Korhonen, Narutaka, and 

Westerman.  Like those systems, Astala relates to “electronic devices and more 

particularly to a touch screen input technique for allowing a user input to an elec-20 
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tronic device having a touch screen.”  Astala at 1:19-22.  Also similarly, Astala 

provides users with the ability to more conveniently view and manipulate docu-

ments.  Id. at 8:46-9:11, Figs. 6a-d.  Even further, Astala’s goal is in line with 

Korhonen, Narutaka, and Westerman: it seeks to allow a user “to enter commands 

and information into the communications device in an efficient manner” and “al-5 

low[] more space to be utilized for the display screen” by using duration and loca-

tion of touch inputs to interpret user inputs.  Id. at 1:30-33, 2:16-29.  This similari-

ty in structure, operation, and overall field of endeavor would have further led a 

POSITA to consider it obvious to incorporate Astala’s teaching of using different 

touch time durations to indicate different intended inputs into the systems dis-10 

cussed for claim 9.   

2. Dependent Claim 3 

285. Claim 3 recites “The improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move a touch-selected item relative to the stationary display in cor-15 

respondence with movement of said finger touch, in response to motion following 

a touch having a stationary duration greater than said second given preset mini-

mum time.”  Claim 3 recites moving a displayed item with a touch, if the touch 

lasts longer than a second time threshold (for example, the “second given preset 

minimum time” that indicates movement of the display along with the finger).   20 
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286. Astala discloses a touchscreen device that uses the detected location 

and “measured time duration” of an object “such as a finger” to determine the op-

eration that the user intends to select.  Astala, Abstract.  Astala discloses that short-

click and long-click inputs can be used to perform a “drag or move” function on a 

displayed object.  “For example, the short click-long click function could be used 5 

on objects to signify selection of the object according to other functions.  One ex-

ample of this would be a short click selecting an object for a drag or move function, 

while a long click selects the object for opening or activation.”  Astala at 9:13-18.  

This reference to a “drag” or “move” function would have been understood as in-

dicating a finger touch that “drags” or “moves” a selected object across the display 10 

in correspondence with the touch.  This type of operation was a common and wide-

spread feature on touchscreen systems as of the priority date.  For example, the 

Minsky article published in the 1980s describes moving and dragging objects 

around the screen.  E.g., Ex. 1013 at 6 (“The user can drag any object (button, log-

ic gate, etc.) through a doorway.”).  15 

287. A POSITA would have found it obvious to incorporate Astala’s tech-

nique of dragging or moving a touch-selected object relative to the display into 

Korhonen’s mobile station.  Korhonen discloses displaying a list of elements such 

as “facts, names and/or numbers concerning persons or things.”  Korhonen at 1:7-8; 

id. at 1:9-10 (“Data relating to the same fact form an element of the list.”).  Korho-20 
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nen recognizes that “there are known methods” for “selecting an element in a list.”  

Id. at 1:11-12.  A POSITA would have understood a drag or move operation as be-

ing a commonly-used one of these “known methods” for selecting an item, as Min-

sky and other early publications demonstrate.  Additionally, a POSITA would have 

seen especial value in providing drag or move operations with respect to a list em-5 

bodiment.  Allowing drag and move operations would have enabled a user to reor-

der list elements easily.  Drag and move operations could also have allowed a user 

to delete a list element.  For example, a user might drag an element off the list and 

release it, or drag it to a specified area of the display (such as a trash can icon).  A 

POSITA would have recognized that facilitating touch-initiated drag operations for 10 

list reordering and deletion would have furthered Korhonen’s goals of providing a 

“faster, easier and clearer” manner of interacting with a displayed list while reduc-

ing the need for external “control means” on the device.  Korhonen at 1:33-35, 

1:41-46.  And because the details of drag and move touch operations were well 

known, incorporating them into Korhonen’s mobile station would have produced 15 

no surprising results.   

288. Astala discloses that specific touch time durations can be used to iden-

tify different intended user inputs.  Astala at 9:27-29 (“three or more different time 

periods of touching may be used to detect different intended input functions”).  

Astala further discloses that different touch time durations can be used to differen-20 
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tiate between drag operations (as disclosed by Korhonen) and other operations.  

“For example, the short click-long click function could be used on objects to signi-

fy selection of the object according to other functions.  One example of this would 

be a short click selecting an object for a drag or move function, while a long click 

selects the object for opening or activation.”  Id. at 9:13-18.  Using touch duration, 5 

Astala’s system can specifically distinguish between a “time duration [that] is … 

greater than the first predetermined value and less than or equal to a second prede-

termined value or greater than the second predetermined value.”  Id. at 10:23-28 

(emphasis added); id. at 10:29-31 (system measures “which of a predetermined 

plurality of time duration ranges the measured time duration is within”). 10 

289. A POSITA would have found it obvious to use a touch duration, as 

taught by Astala, to indicate that the user’s touch was intended to initiate the 

“drag” operation in Korhonen’s system (movement of a touch-selected item in cor-

respondence with movement of the finger touch).  As discussed for claim 2, it was 

well-known as of the priority date to use the duration of a touch to identify user in-15 

tent.  Requiring an extended touch before initiating a drag would have prevented 

the system from incorrectly “guessing” the user’s intent—by cycling through the 

list elements when the user intended to move the entire list horizontally, for exam-

ple.  Using a long-touch to initiate a drag would have made particular sense when 

adding the drag functionality to Korhonen’s system.  That is because a POSITA 20 
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would have expected a drag operation to be used less frequently than a scrolling 

operation in the list environment.  It would have been more efficient, from the us-

er’s perspective, to require a more intentional and difficult gesture (the long touch) 

to trigger a drag, and allow users to rely on the simpler short touch for scrolling.   

3. Independent Claim 8 5 

290. Independent claim 8 recites limitations that are largely analogous to 

those of independent claims 1, 7, and 9 and dependent claim 2.  See para. 189.  The 

limitations of claim 8 are therefore obvious for the reasons discussed for the corre-

sponding limitations of claims 1 and 2.   

291. The preamble of claim 8 is identical to the preamble of claim 1.  I am 10 

informed that the preamble of a claim may not be limiting.  Even so, for the rea-

sons I have discussed in connection with the preamble of claim 1, the preamble of 

claim 8 is disclosed by Korhonen. 

292. Element 8[a] is identical to element 1[a].  Korhonen discloses this 

limitation for the same reasons discussed in connection with element 1[a]. 15 

293. Element 8[b] is identical to element 1[b].  A POSITA would have un-

derstood Korhonen to disclose this limitation for the same reasons discussed in 

connection with element 1[b]. 
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294. Element 8[c] is identical to element 1[c].  A POSITA would have un-

derstood Korhonen to disclose this limitation and have rendered it obvious for the 

same reasons discussed in connection with element 1[c]. 

295. Element 8[d] is identical to element 1[d].  A POSITA would have un-

derstood Korhonen to disclose this limitation for the same reasons discussed in 5 

connection with element 1[d]. 

296. Element 8[e] is identical to element 1[e].  A POSITA would have un-

derstood Korhonen to disclose this limitation for the same reasons discussed in 

connection with element 1[e]. 

297. Element 8[f] is identical to element 1[f].  A POSITA would have un-10 

derstood Korhonen to have disclosed this limitation and rendered it obvious, alone 

or in combination with Narutaka, for the same reasons discussed in connection 

with element 1[f]. 

298. Element 8[g] is similar to element 1[g], except that 8[g] recites the 

additional element of a duration of a touch that causes scrolling to start “is less 15 

than a second given preset minimum that is greater than said first minimum.”  This 

is substantively identical to a limitation of claim 2 (which provides that this first 

touch duration is “greater than said first preset given minimum time and less than a 

second given preset minimum time”).  A POSITA would have understood Korho-

nen to have rendered element 8[g] obvious in combination with Astala or with 20 
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Narutaka and Astala for the same reasons discussed in connection with element 1[g] 

and claim 2. 

299. Element 8[h] (“said scrolling motion program instructions still further 

comprising instructions to move said display in correspondence with movement of 

the finger touch, in response to motion following a touch having a stationary dura-5 

tion greater than said first given preset minimum time and less than said second 

given preset minimum time”) is identical to claim 2 (“wherein said scrolling mo-

tion program instructions further comprise instructions to move said display in cor-

respondence with movement of the finger touch, in response to movement follow-

ing a touch having a stationary duration greater than said first preset given mini-10 

mum time and less than a second given preset minimum time”).  A POSITA would 

have understood Korhonen to have rendered element 8[h] obvious in combination 

with Astala and Narutaka and Astala for the same reasons discussed in connection 

with claim 2. 

300. Element 8[i] is identical to element 1[h].  A POSITA would have un-15 

derstood Korhonen to have rendered this limitation obvious, alone or in combina-

tion with Narutaka, for the same reasons discussed in connection with element 1[h]. 

301. Element 8[j] is identical to element 1[i].  A POSITA would have un-

derstood Korhonen to have rendered this limitation obvious, alone or in combina-

tion with Westerman, for the same reasons discussed with element 1[i].   20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 159 of 394



302. In sum, Korhonen in combination with Astala, Korhonen in combina-

tion with Narutaka and Astala, Korhonen in combination with Westerman and 

Astala, and Korhonen in combination with Narutaka, Westerman, and Astala ren-

der claim 8 obvious.  

4. Dependent Claim 11 5 

303. Claim 11 is a method claim that depends from claim 9.  Claim 11 re-

cites limitations that are generally analogous to those of claim 2 (see ¶ 202)), and it 

is obvious over the Korhonen/Astala, Korhonen/Narutaka/Astala, Korho-

nen/Westerman/Astala, and Korhonen/Narutaka/Westerman/Astala combinations 

for the reasons discussed for claims 9 and 2. 10 

5. Dependent Claim 12 

304. Claim 12 is a method claim that depends from claim 9.  Claim 12 re-

cites limitations that are generally analogous to those of claim 3 (see ¶ 203), and it 

is obvious over the Korhonen/Astala, Korhonen/Narutaka/Astala, Korho-

nen/Westerman/Astala, and Korhonen/Narutaka/Westerman/Astala combinations 15 

for the reasons discussed for claims 9 and 3.   

X. UNPATENTABILITY OF THE ’064 PATENT CLAIMS  

305. Based upon my experience in the fields of user interface design and 

computer science, my review of the ’064 patent and claims, as well as other 

materials cited herein and attached as exhibits to the Petitions, it is my opinion that 20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 160 of 394



challenged claims 1-9 of the ’064 patent would have been obvious to a POSITA at 

the time of the earliest possible priority date of the ’064 patent (December 28, 2001) 

in view the combinations of Anwar, Korhonen, Narutaka, Westerman, and/or Asta-

la discussed below.  More specifically, it is my opinion that claims 1-9 of the ’064 

patent are unpatentable as follows:   5 

Challenged Claims Unpatentable As Obvious Over 
1, 5, 6, 7 Anwar and Narutaka 
1, 5, 6, 7 Anwar, Narutaka, and Westerman 
2, 3, 8 Anwar, Narutaka, and Astala  
2, 3, 8 Anwar, Narutaka, Westerman, and Astala 
4, 9 Anwar, Narutaka, and Korhonen 
4, 9 Anwar, Narutaka, Westerman, and Korhonen 
1, 4-7, 9 Korhonen and Narutaka  
1, 4-7, 9 Korhonen, Narutaka, and Westerman  
2, 3, 8 Korhonen, Narutaka, and Astala  
2, 3, 8 Korhonen, Narutaka, Westerman, and Astala 
 

306. A detailed discussion of my opinions regarding the unpatentability of 

claims 1-9 follows.  While I discuss specific portions of the prior art references 

and ’064 patent in this Declaration to exemplify my analysis, I am prepared to use 

any or all of these references and the ’064 patent to support my opinions. 10 

307. Notably, the claims of the ’064 patent are nearly identical to claims of 

the ’387 patent.  Exhibit 1003 depicts the claims of the ’387 and ’064 patents side 
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by side.  As evident from the exhibit, these claims recite nearly identical limita-

tions, with corresponding subject matter as follows:    

Challenged ’064 Patent Claims Challenged ’387 Patent Claims 
Element 1[pre] Element 1[pre] 
Element 1[a] Element 1[a] 
Element 1[b] Element 1[b] 
Element 1[c] Element 1[c] 
Element 1[d] Element 1[d] 
Element 1[e] Element 1[f] 
Element 1[f] Element 1[g] 
Element 1[g] Element 1[h] 
Element 1[h] Element 1[i] 
Claim 2 Claim 2 
Claim 3 Claim 3 
Claim 4 Claim 4 
Claim 5 Claim 5 
Claim 6 Claim 6 
Element 7[pre] Element 7[pre] 
Element 7[a] Element 7[a] 
Element 7[b] Element 7[b] 
Element 7[c] Element 7[c] 
Element 7[d] Element 7[d] 
Element 7[e] Element 7[f] 
Element 7[f] Element 7[g] 
Element 7[g] Element 7[h] 
Element 7[h] Element 7[i] 
Element 8[pre] Element 8[pre] 
Element 8[a] Element 8[a] 
Element 8[b] Element 8[b] 
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Challenged ’064 Patent Claims Challenged ’387 Patent Claims 
Element 8[c] Element 8[c] 
Element 8[d] Element 8[d] 
Element 8[e] Element 8[f] 
Element 8[f] Element 8[g] 
Element 8[g] Claim 2 
Element 8[h] Element 8[h] 
Element 8[i] Element 8[i] 
Element 8[j] Element 8[j] 
Claim 9 Claim 10 

 

308. The claims of the ’064 and ’387 patents differ in only one main re-

spect: the ’064 patent independent claims omit the limitation of “a keyboard cou-

pled to said microprocessor to provide input control signals thereto,” which the in-

dependent claims of the ’387 patent recite.  The claims of the ’064 patent are there-5 

fore broader than those of the ’387 patent, and the same grounds of unpatentability 

apply to both, as itemized below.  

A. Claims 1, 5, 6, and 7 are Obvious Over the Combinations of 
Anwar and Narutaka and Anwar, Narutaka, and Westerman. 

309. It is my opinion that claims 1, 5, 6, and 7 of the ’064 patent would 10 

have been obvious to a POSITA in view of the combination of Anwar and 

Narutaka and Anwar, Narutaka, and Westerman.  A POSITA would have been mo-

tivated to combine Anwar, Narutaka, and Westerman in the manners specifically 
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described, and would have seen the value in doing so, for the reasons discussed in 

Section IX(A).   

1. Independent Claim 1 

310. Claim 1 of the ’064 patent reads as follows (with labeling added in 

brackets for ease of discussion): 5 

1[pre]. An improved touch-screen image scrolling system, 
comprising: 

1[a] an electronic image display screen; 

1[b] a microprocessor coupled to said display screen to 
display information thereon and to receive interactive 10 
signals therefrom; 

1[c] timer means associated with said microprocessor to 
provide timing capacity therefor; 

1[d] a source of scroll format data capable of display on 
said display screen; 15 

1[e] finger touch program instructions associated with 
said microprocessor for sensing the speed, direction and 
time duration of a finger touch contact with said display 
screen; 

1[f] scrolling motion program instructions associated 20 
with said microprocessor responsive to said duration of 
said finger touch contact such that, when said duration 
exceeds a first given preset minimum time and is accom-
panied by motion along the surface of said screen fol-
lowed by separation of said finger touch from said screen, 25 
a scroll format display on said screen is caused to begin 
to scroll in said sensed direction and at said sensed initial 
speed; 
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1[g] time decay program instructions associated with said 
microprocessor for reducing the rate of scrolling dis-
placement on said display screen at a given rate until mo-
tion is terminated; 

1[h] stopping motion program instructions associated 5 
with said microprocessor for terminating scrolling dis-
placement of the image on said screen upon first occur-
rence of any signal in the group of signals comprising: 
(a) a substantially stationary finger touch on the screen 
enduring for a period longer than a preset minimum time, 10 
and (b) an end-of-scroll signal received from said scroll 
format data source. 

Below, I explain the bases for my opinion that claim 1 of the ’064 patent would 

have been obvious in view of Anwar and Narutaka, and Anwar, Narutaka, and 

Westerman. 15 

311. The preamble of claim 1 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 

the preamble of claim 1 of the ’387 patent.  Thus, for the reasons I have discussed 

in Section IX(A) in connection with element 1[pre] of the ’387 patent, Anwar dis-

closes element 1[pre] of the ’064 patent.   20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 165 of 394



312. Element 1[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 1[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(A) in connection with element 1[a] of 

the ’387 patent, Anwar discloses element 1[a] of the ’064 patent. 

313. Element 1[b] recites “a microprocessor coupled to said display screen 5 

to display information thereon and to receive interactive signals therefrom.”  The 

language of this element is identical to the element 1[b] of the ’387 patent.  Thus, 

for the reasons I have discussed in Section IX(A) in connection with element 1[b] 

of the ’387 patent, Anwar discloses element 1[b] of the ’064 patent.   

314. Element 1[c] recites “timer means associated with said microproces-10 

sor to provide timing capacity therefor.”  The language of this element is identical 

to the element 1[c] of the ’387 patent.  Thus, for the reasons I have discussed in 

Section IX(A) in connection with element 1[c] of the ’387 patent, Anwar discloses 

element 1[c] of the ’064 patent and renders it obvious. 

315. Element 1[d] recites “a source of scroll format data capable of display 15 

on said display screen.”  The language of this element is identical to the element 

1[d] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(A) in 

connection with element 1[d] of the ’387 patent, Anwar discloses element 1[d] of 

the ’064 patent.  
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316. Element 1[e] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 

finger touch contact with said display screen.”  The language of this element is 

identical to the element 1[f] of the ’387 patent.  Thus, for the reasons I have dis-

cussed in Section IX(A) in connection with element 1[f] of the ’387 patent, Anwar 5 

discloses element 1[e] of the ’064 patent and renders it obvious in combination 

with Narutaka.   

317. Element 1[f] recites “scrolling motion program instructions associated 

with said microprocessor responsive to said duration of said finger touch contact 

such that, when said duration exceeds a first given preset minimum time and is ac-10 

companied by motion along the surface of said screen followed by separation of 

said finger touch from said screen, a scroll format display on said screen is caused 

to begin to scroll in said sensed direction and at said sensed initial speed.”  The 

language of this element is identical to the element 1[g] of the ’387 patent.  Thus, 

for the reasons I have discussed in Section IX(A) in connection with element 1[g] 15 

of the ’387 patent, Anwar renders element 1[f] of the ’064 patent obvious in com-

bination with Narutaka.   

318. Element 1[g] discloses “time decay program instructions associated 

with said microprocessor for reducing the rate of scrolling displacement on said 

display screen at a given rate until motion is terminated.”  The language of this el-20 
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ement is identical to the element 1[h] of the ’387 patent.  Thus, for the reasons I 

have discussed in Section IX(A) in connection with element 1[h] of the ’387 pa-

tent, Anwar discloses element 1[g] of the ’064 patent.   

319. Element 1[h] recites “stopping motion program instructions associated 

with said microprocessor for terminating scrolling displacement of the image on 5 

said screen upon first occurrence of any signal in the group of signals comprising: 

(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  The language of this element is identical to the element 

1[i] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(A) in 10 

connection with element 1[i] of the ’387 patent, Anwar renders element 1[h] of the 

’064 patent obvious, alone or in combination with Westerman.   

2. Dependent Claim 5 

320. Claim 5 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said microprocessor, and said timer means together comprise a 15 

processing unit of a conventional computer.”  The language of this claim is identi-

cal to claim 5 of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(A) in connection with claim 5 of the ’387 patent, Anwar discloses claim 5 of 

the ’064 patent.  
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3. Dependent Claim 6 

321. Claim 6 recites “[t]he improved touch-screen image scrolling system 

of claim 5, wherein said source of scroll format data capable of display on said 

display screen comprises part of the memory of said conventional computer.”   The 

language of this claim is identical to claim 6 of the ’387 patent.  Thus, for the rea-5 

sons I have discussed in Section IX(A) in connection with claim 6 of the ’387 pa-

tent, Anwar discloses claim 6 of the ’064 patent. 

4. Independent Claim 7 

322. The limitations of claim 7 are nearly identical to those of claim 1.  

The only change is that claim 7 recites a “computer apparatus” instead of a “mi-10 

croprocessor.”  A POSITA would have considered a “computer apparatus” that 

could perform all of the recited limitations to include a microprocessor.  At a min-

imum, a POSITA would have understood a “computer apparatus” to be broader 

than, and to include, a “microprocessor.”  Claim 7 of the ’064 patent reads as fol-

lows (with labeling added in brackets for ease of discussion): 15 

7[pre]. An improved touch-screen image scrolling system, 
comprising: 

7[a] an electronic image display screen; 

7[b] a computer apparatus coupled to said display screen 
to display information thereon and to receive interactive 20 
signals therefrom; 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 169 of 394



7[c] timer means within said computer apparatus to pro-
vide timing capacity therefor; 

7[d] said computer apparatus having capacity to store 
scroll format data capable of display on said display 
screen; 5 

7[e] finger touch program instructions associated with 
said computer apparatus for sensing the speed, direction 
and time duration of a finger touch contact with said dis-
play screen; 

7[f] scrolling motion program instructions associated 10 
with said computer apparatus responsive to said duration 
of said finger touch contact such that, when said duration 
exceeds a preset minimum time and is accompanied by 
motion along the surface of said screen, a scroll format 
display on said screen is caused to begin to scroll in the 15 
sensed direction and at the sensed initial speed; 

7[g] time decay program instructions associated with said 
computer apparatus for reducing the rate of scrolling dis-
placement on said display screen at a given rate until mo-
tion is terminated;  20 

7[h] stopping motion program instructions associated 
with said computer apparatus for terminating scrolling 
displacement of the image on said screen upon first oc-
currence of any signal in the group of signals comprising: 
(a) a substantially stationary finger touch on the screen 25 
enduring for a period longer than a preset minimum time, 
and (b) an end-of-scroll signal received from said scroll 
format data source. 

323. The preamble of claim 7 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 30 

the preamble of claim 7 of the ’387 patent.  Thus, for the reasons I have discussed 
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in Section IX(A) in connection with element 7[pre] of the ’387 patent, Anwar dis-

closes element 7[pre] of the ’064 patent.   

324. Element 7[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 7[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(A) in connection with element 7[a] of 5 

the ’387 patent, Anwar discloses element 7[a] of the ’064 patent. 

325. Element 7[b] recites “a computer apparatus coupled to said display 

screen to display information thereon and to receive interactive signals therefrom.”  

The language of this element is identical to the element 7[b] of the ’387 patent.  

Thus, for the reasons I have discussed in Section IX(A) in connection with element 10 

7[b] of the ’387 patent, Anwar discloses element 7[b] of the ’064 patent.   

326. Element 7[c] recites “timer means within said computer apparatus to 

provide timing capacity therefor.”  The language of this element is identical to the 

element 7[c] of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(A) in connection with element 7[c] of the ’387 patent, Anwar discloses element 15 

7[c] of the ’064 patent and renders it obvious. 

327. Element 7[d] recites “said computer apparatus having capacity to 

store scroll format data capable of display on said display screen.”  The language 

of this element is identical to the element 7[d] of the ’387 patent.  Thus, for the 
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reasons I have discussed in Section IX(A) in connection with element 7[d] of the 

’387 patent, Anwar discloses element 7[d] of the ’064 patent.  

328. Element 7[e] recites “finger touch program instructions associated 

with said computer apparatus for sensing the speed, direction and time duration of 

a finger touch contact with said display screen.”  The language of this element is 5 

identical to the element 7[f] of the ’387 patent.  Thus, for the reasons I have dis-

cussed in Section IX(A) in connection with element 7[f] of the ’387 patent, Anwar 

discloses element 7[e] of the ’064 patent and renders it obvious in combination 

with Narutaka.   

329. Element 7[f] recites “scrolling motion program instructions associated 10 

with said computer apparatus responsive to said duration of said finger touch con-

tact such that, when said duration exceeds a preset minimum time and is accompa-

nied by motion along the surface of said screen, a scroll format display on said 

screen is caused to begin to scroll in the sensed direction and at the sensed initial 

speed.”  The language of this element is identical to the element 7[g] of the ’387 15 

patent.  Thus, for the reasons I have discussed in Section IX(A) in connection with 

element 7[g] of the ’387 patent, Anwar renders element 7[f] of the ’064 patent ob-

vious in combination with Narutaka.   

330. Element 7[g] discloses “time decay program instructions associated 

with said computer apparatus for reducing the rate of scrolling displacement on 20 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 172 of 394



said display screen at a given rate until motion is terminated.”  The language of 

this element is identical to the element 7[h] of the ’387 patent.  Thus, for the rea-

sons I have discussed in Section IX(A) in connection with element 7[h] of the ’387 

patent, Anwar discloses element 7[g] of the ’064 patent.   

331. Element 7[h] recites “stopping motion program instructions associated 5 

with said computer apparatus for terminating scrolling displacement of the image 

on said screen upon first occurrence of any signal in the group of signals compris-

ing: (a) a substantially stationary finger touch on the screen enduring for a period 

longer than a preset minimum time, and (b) an end-of-scroll signal received from 

said scroll format data source.”  The language of this element is identical to the el-10 

ement 7[i] of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(A) in connection with element 7[i] of the ’387 patent, Anwar renders element 

7[h] of the ’064 patent obvious, alone or in combination with Westerman.   

332. In sum, Anwar in combination with Narutaka and Anwar in combina-

tion with Narutaka and Westerman renders claim 7 obvious.  15 

B. Claims 2, 3, and 8 are Obvious Over the Combinations of Anwar, 
Narutaka, and Astala and Anwar, Narutaka, Westerman, and 
Astala. 

333. It is my opinion that claims 2, 3, and 8 of the ’064 patent would have 

been obvious to a POSITA in view of the combination of Anwar, Narutaka, and 20 

Astala, and Anwar, Narutaka, Westerman, and Astala.  
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1. Dependent Claim 2 

334. Claim 2 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move said display in correspondence with movement of the finger 

touch, in response to movement following a touch having a stationary duration 5 

greater than said first preset given minimum time and less than a second given pre-

set minimum time.”  The language of this claim is identical to claim 2 of the ’387 

patent.  Thus, for the reasons I have discussed in Section IX(B) in connection with 

claim 2 of the ’387 patent, claim 2 of the ’064 patent is obvious over the combina-

tion of Astala with Anwar and Narutaka, and separately over the combination of 10 

Astala with Anwar, Narutaka, and Westerman.  

2. Dependent Claim 3 

335. Claim 3 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move a touch-selected item relative to the stationary display in cor-15 

respondence with movement of said finger touch, in response to motion following 

a touch having a stationary duration greater than said second given preset mini-

mum time.”  The language of this claim is identical to claim 3 of the ’387 patent.  

Thus, for the reasons I have discussed in Section IX(B) in connection with claim 3 

of the ’387 patent, claim 3 of the ’064 patent is obvious over the combination of 20 
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Astala with Anwar and Narutaka, and separately over the combination of Astala 

with Anwar, Narutaka, and Westerman. 

3. Independent Claim 8  

336. Independent claim 8 recites limitations similar to those of independent 

claims 1 and 7.  The majority of its language is a nearly verbatim replica of claim 1.  5 

See Appendix B.  In addition to the limitations recited by claim 1, claim 8 recites 

limitations similar to those of claims 2 and 3: instructions for “mov[ing] said dis-

play in correspondence with movement of the finger touch, in response to move-

ment following a touch having a stationary duration greater than said first preset 

given minimum time and less than a second given preset minimum time” and for 10 

“mov[ing] a touch-selected item relative to the stationary display in correspond-

ence with movement of said finger touch, in response to motion following a touch 

having a stationary duration greater than said second given preset minimum time.”  

Id.  The limitations of claim 8 are therefore obvious for the reasons discussed for 

the corresponding limitations of claims 1, 2, and 3.   15 

337. Independent claim 8 of the ’064 patent reads as follows (with labeling 

added in brackets for ease of discussion): 

8[pre]. An improved touch-screen image scrolling system, 
comprising: 

8[a] an electronic image display screen; 20 
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8[b] a microprocessor coupled to said display screen to 
display information thereon and to receive interactive 
signals therefrom; 

8[c] timer means associated with said microprocessor to 
provide timing capacity therefor; 5 

8[d] a source of scroll format data capable of display on 
said display screen; 

8[e] finger touch program instructions associated with 
said microprocessor for sensing the speed, direction and 
time duration of a finger touch contact with said display 10 
screen: 

8[f] scrolling motion program instructions associated 
with said microprocessor responsive to said duration of 
said finger touch contact such that, when said duration 
exceeds a first given preset minimum time, and is less 15 
than a second given preset minimum that is greater than 
said first minimum, and is accompanied by motion along 
the surface of said screen, a scroll format display on said 
screen is caused to begin to scroll in the sensed direction 
and at the sensed initial speed;  20 

8[g] said scrolling motion program instructions further 
comprising instructions to move a touch-selected item 
relative to the stationary display in correspondence with 
movement of the finger touch, in response to motion fol-
lowing a touch having a stationary duration greater than 25 
said second given preset minimum time;  

8[h] said scrolling motion program instructions still fur-
ther comprising instructions to move said display in cor-
respondence with movement of the finger touch, in re-
sponse to motion following a touch having a stationary 30 
duration greater than said first given preset minimum 
time and less than said second given preset minimum 
time;  
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8[i] time decay program instructions associated with said 
microprocessor for reducing the rate of scrolling dis-
placement on said display screen at a given rate until mo-
tion is terminated;  

8[j] stopping motion program instructions associated 5 
with said microprocessor for terminating scrolling dis-
placement of the image on said screen upon first occur-
rence of any signal in the group of signals comprising: (a) 
a substantially stationary finger touch on the screen en-
during for a period longer than a preset minimum time, 10 
and (b) an end-of-scroll signal received from said scroll 
format data source. 

338. The preamble of claim 8 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 

the preamble of claim 8 of the ’387 patent.  Thus, for the reasons I have discussed 15 

in Section IX(B) in connection with element 8[pre] of the ’387 patent, Anwar dis-

closes element 8[pre] of the ’064 patent.   

339. Element 8[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 8[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(B) in connection with element 8[a] of 20 

the ’387 patent, Anwar discloses element 8[a] of the ’064 patent. 

340. Element 8[b] recites “a microprocessor coupled to said display screen 

to display information thereon and to receive interactive signals therefrom.”  The 

language of this element is identical to the element 8[b] of the ’387 patent.  Thus, 
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for the reasons I have discussed in Section IX(B) in connection with element 8[b] 

of the ’387 patent, Anwar discloses element 8[b] of the ’064 patent.   

341. Element 8[c] recites “timer means associated with said microproces-

sor to provide timing capacity therefor.”  The language of this element is identical 

to the element 8[c] of the ’387 patent.  Thus, for the reasons I have discussed in 5 

Section IX(B) in connection with element 8[c] of the ’387 patent, Anwar discloses 

element 8[c] of the ’064 patent and renders it obvious. 

342. Element 8[d] recites “a source of scroll format data capable of display 

on said display screen.”  The language of this element is identical to the element 

8[d] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(B) in 10 

connection with element 8[d] of the ’387 patent, Anwar discloses element 8[d] of 

the ’064 patent.  

343. Element 8[e] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 

finger touch contact with said display screen.”  The language of this element is 15 

identical to the element 8[f] of the ’387 patent.  Thus, for the reasons I have dis-

cussed in Section IX(B) in connection with element 8[f] of the ’387 patent, Anwar 

discloses element 8[e] of the ’064 patent and renders it obvious in combination 

with Narutaka.   
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344. Element 8[f] recites “scrolling motion program instructions associated 

with said microprocessor responsive to said duration of said finger touch contact 

such that, when said duration exceeds a first given preset minimum time, and is 

less than a second given preset minimum that is greater than said first minimum, 

and is accompanied by motion along the surface of said screen, a scroll format dis-5 

play on said screen is caused to begin to scroll in the sensed direction and at the 

sensed initial speed.”  The language of this element is identical to the element 8[g] 

of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(B) in con-

nection with element 8[g] of the ’387 patent, Anwar renders element 8[f] of the 

’064 patent obvious in combination with Narutaka.   10 

345. Element 8[g] recites “said scrolling motion program instructions fur-

ther comprising instructions to move a touch-selected item relative to the stationary 

display in correspondence with movement of the finger touch, in response to mo-

tion following a touch having a stationary duration greater than said second given 

preset minimum time.”  The language of this element is identical to the limitation 15 

of claim 3 of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(B) in connection with claim 3 of the ’387 patent, Anwar renders element 8[g] 

of the ’064 patent obvious in combination with Astala and Narutaka, and separate-

ly in combination with Astala, Narutaka, and Westerman.   
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346. Element 8[h] discloses “said scrolling motion program instructions 

still further comprising instructions to move said display in correspondence with 

movement of the finger touch, in response to motion following a touch having a 

stationary duration greater than said first given preset minimum time and less than 

said second given preset minimum time.”  The language of this element is identical 5 

to the element 8[h] of the ’387 patent.  Thus, for the reasons I have discussed in 

Section IX(B) in connection with element 8[h] of the ’387 patent, Anwar discloses 

element 8[h] of the ’064 patent.   

347. Element 8[i] discloses “time decay program instructions associated 

with said microprocessor for reducing the rate of scrolling displacement on said 10 

display screen at a given rate until motion is terminated.”  The language of this el-

ement is identical to the element 8[i] of the ’387 patent.  Thus, for the reasons I 

have discussed in Section IX(B) in connection with element 8[i] of the ’387 patent, 

Anwar discloses element 8[i] of the ’064 patent.   

348. Element 8[j] recites “stopping motion program instructions associated 15 

with said microprocessor for terminating scrolling displacement of the image on 

said screen upon first occurrence of any signal in the group of signals comprising: 

(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  The language of this element is identical to the element 20 
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8[j] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(B) in 

connection with element 8[j] of the ’387 patent, Anwar renders element 8[j] of the 

’064 patent obvious, alone or in combination with Westerman.   

349. In sum, claim 8 is obvious over the combination of Astala with Anwar 

and Narutaka, and separately over the combination of Astala with Anwar, Narutaka, 5 

and Westerman.  

C. Claims 4 and 9 are Obvious Over Anwar and Narutaka and 
Anwar, Narutaka, and Westerman in Further Combination with 
Korhonen. 

350. It is my opinion that claims 4 and 9 of the ’064 patent would have 10 

been obvious to a POSITA in view of the combination of Anwar, Narutaka, and 

Korhonen, and Anwar, Narutaka, Westerman, and Korhonen. 

1. Dependent Claim 4 

351. Claim 4 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said group of signals for terminating scrolling displacement of 15 

the image on said display screen further comprises (a) a signal indicating that the 

rate of scrolling displacement on said screen has decayed to a value below a prede-

termined given value.”  The language of this claim is identical to claim 4 of the 

’387 patent.  Thus, for the reasons I have discussed in Section IX(C) in connection 

with claim 4 of the ’387 patent, claim 4 of the ’064 patent is obvious over the 20 
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combination of Korhonen with Anwar and Narutaka, and separately over the com-

bination of Korhonen with Anwar, Narutaka, and Westerman. 

2. Dependent Claim 9 

352. Claim 9 recites “[t]he improved method of controlling the scroll-like 

display of data on an electronic display screen, in accordance with claim 7, where-5 

in said group of conditions to be sensed for terminating said scrolling motion fur-

ther comprises: the speed of said scrolling motion on said screen slows to a value 

below a predetermined given value.” The language of this claim is identical to 

claim 10 of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(C) in connection with claim 10 of the ’387 patent, claim 9 of the ’064 patent is 10 

obvious over the combination of Korhonen with Anwar and Narutaka, and sepa-

rately over the combination of Korhonen with Anwar, Narutaka, and Westerman. 

D. Claims 1, 4, 5, 6, 7, and 9 Are Obvious Over Korhonen, Korhonen 
and Narutaka, Korhonen and Westerman, and Korhonen, 
Narutaka, and Westerman 15 

353. It is my opinion that claims 1, 4, 5, 6, 7, and 9 of the ’064 patent 

would have been obvious in view of Korhonen and the combinations of Korhonen 

and Narutaka, Korhonen and Westerman, and Korhonen, Narutaka, and Wester-

man render claim 7 obvious.  A POSITA would have been motivated to combine 

Korhonen, Narutaka, and Westerman in the manners specifically described, and 20 

would have seen the value in doing so, for the reasons discussed in Section IX(D).   
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1. Independent Claim 1 

354. The preamble of claim 1 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 

the preamble of claim 1 of the ’387 patent.  Thus, for the reasons I have discussed 

in Section IX(D) in connection with element 1[pre] of the ’387 patent, Korhonen 5 

discloses element 1[pre] of the ’064 patent.   

355. Element 1[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 1[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(D) in connection with element 1[a] of 

the ’387 patent, Korhonen discloses element 1[a] of the ’064 patent. 10 

356. Element 1[b] recites “a microprocessor coupled to said display screen 

to display information thereon and to receive interactive signals therefrom.”  The 

language of this element is identical to the element 1[b] of the ’387 patent.  Thus, 

for the reasons I have discussed in Section IX(D) in connection with element 1[b] 

of the ’387 patent, Korhonen discloses element 1[b] of the ’064 patent.   15 

357. Element 1[c] recites “timer means associated with said microproces-

sor to provide timing capacity therefor.”  The language of this element is identical 

to the element 1[c] of the ’387 patent.  Thus, for the reasons I have discussed in 

Section IX(D) in connection with element 1[c] of the ’387 patent, Korhonen dis-

closes element 1[c] of the ’064 patent and renders it obvious. 20 
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358. Element 1[d] recites “a source of scroll format data capable of display 

on said display screen.”  The language of this element is identical to the element 

1[d] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(D) in 

connection with element 1[d] of the ’387 patent, Korhonen discloses element 1[d] 

of the ’064 patent.  5 

359. Element 1[e] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 

finger touch contact with said display screen.”  The language of this element is 

identical to the element 1[f] of the ’387 patent.  Thus, for the reasons I have dis-

cussed in Section IX(D) in connection with element 1[f] of the ’387 patent, Korho-10 

nen discloses element 1[e] of the ’064 patent and renders it obvious in combination 

with Narutaka.   

360. Element 1[f] recites “scrolling motion program instructions associated 

with said microprocessor responsive to said duration of said finger touch contact 

such that, when said duration exceeds a first given preset minimum time and is ac-15 

companied by motion along the surface of said screen followed by separation of 

said finger touch from said screen, a scroll format display on said screen is caused 

to begin to scroll in said sensed direction and at said sensed initial speed.”  The 

language of this element is identical to the element 1[g] of the ’387 patent.  Thus, 

for the reasons I have discussed in Section IX(D) in connection with element 1[g] 20 
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of the ’387 patent, Korhonen renders element 1[f] of the ’064 patent obvious in 

combination with Narutaka.   

361. Element 1[g] discloses “time decay program instructions associated 

with said microprocessor for reducing the rate of scrolling displacement on said 

display screen at a given rate until motion is terminated.”  The language of this el-5 

ement is identical to the element 1[h] of the ’387 patent.  Thus, for the reasons I 

have discussed in Section IX(D) in connection with element 1[h] of the ’387 pa-

tent, Korhonen discloses element 1[g] of the ’064 patent.   

362. Element 1[h] recites “stopping motion program instructions associated 

with said microprocessor for terminating scrolling displacement of the image on 10 

said screen upon first occurrence of any signal in the group of signals comprising: 

(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  The language of this element is identical to the element 

1[i] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(D) in 15 

connection with element 1[i] of the ’387 patent, Korhonen renders element 1[h] of 

the ’064 patent obvious, alone or in combination with Westerman.  Thus, Korho-

nen and the combinations of Korhonen and Narutaka, Korhonen and Westerman, 

and Korhonen, Narutaka, and Westerman render claim 1 obvious. 
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2. Dependent Claim 4 

363. Claim 4 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said group of signals for terminating scrolling displacement of 

the image on said display screen further comprises (a) a signal indicating that the 

rate of scrolling displacement on said screen has decayed to a value below a prede-5 

termined given value.”  The language of this claim is identical to claim 4 of the 

’387 patent.  Thus, for the reasons I have discussed in Section IX(D) in connection 

with claim 4 of the ’387 patent, claim 4 of the ’064 patent is obvious over the 

combination of Korhonen with Korhonen and Narutaka, and separately over the 

combination of Korhonen with Korhonen, Narutaka, and Westerman. 10 

3. Dependent Claim 5 

364. Claim 5 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said microprocessor, and said timer means together comprise a 

processing unit of a conventional computer.”  The language of this claim is identi-

cal to claim 5 of the ’387 patent.  Thus, for the reasons I have discussed in Section 15 

IX(D) in connection with claim 5 of the ’387 patent, Korhonen discloses claim 5 of 

the ’064 patent.  

4. Dependent Claim 6 

365. Claim 6 recites “[t]he improved touch-screen image scrolling system 

of claim 5, wherein said source of scroll format data capable of display on said 20 
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display screen comprises part of the memory of said conventional computer.”   The 

language of this claim is identical to claim 6 of the ’387 patent.  Thus, for the rea-

sons I have discussed in Section IX(D) in connection with claim 6 of the ’387 pa-

tent, Korhonen discloses claim 6 of the ’064 patent. 

5. Independent Claim 7 5 

366. The preamble of claim 7 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 

the preamble of claim 7 of the ’387 patent.  Thus, for the reasons I have discussed 

in Section IX(D) in connection with element 7[pre] of the ’387 patent, Korhonen 

discloses element 7[pre] of the ’064 patent.   10 

367. Element 7[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 7[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(D) in connection with element 7[a] of 

the ’387 patent, Korhonen discloses element 7[a] of the ’064 patent. 

368. Element 7[b] recites “a computer apparatus coupled to said display 15 

screen to display information thereon and to receive interactive signals therefrom.”  

The language of this element is identical to the element 7[b] of the ’387 patent.  

Thus, for the reasons I have discussed in Section IX(D) in connection with element 

7[b] of the ’387 patent, Korhonen discloses element 7[b] of the ’064 patent.   
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369. Element 7[c] recites “timer means within said computer apparatus to 

provide timing capacity therefor.”  The language of this element is identical to the 

element 7[c] of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(D) in connection with element 7[c] of the ’387 patent, Korhonen discloses ele-

ment 7[c] of the ’064 patent and renders it obvious. 5 

370. Element 7[d] recites “said computer apparatus having capacity to 

store scroll format data capable of display on said display screen.”  The language 

of this element is identical to the element 7[d] of the ’387 patent.  Thus, for the 

reasons I have discussed in Section IX(D) in connection with element 7[d] of the 

’387 patent, Korhonen discloses element 7[d] of the ’064 patent.  10 

371. Element 7[e] recites “finger touch program instructions associated 

with said computer apparatus for sensing the speed, direction and time duration of 

a finger touch contact with said display screen.”  The language of this element is 

identical to the element 7[f] of the ’387 patent.  Thus, for the reasons I have dis-

cussed in Section IX(D) in connection with element 7[f] of the ’387 patent, Korho-15 

nen discloses element 7[e] of the ’064 patent and renders it obvious in combination 

with Narutaka.   

372. Element 7[f] recites “scrolling motion program instructions associated 

with said computer apparatus responsive to said duration of said finger touch con-

tact such that, when said duration exceeds a preset minimum time and is accompa-20 
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nied by motion along the surface of said screen, a scroll format display on said 

screen is caused to begin to scroll in the sensed direction and at the sensed initial 

speed.”  The language of this element is identical to the element 7[g] of the ’387 

patent.  Thus, for the reasons I have discussed in Section IX(D) in connection with 

element 7[g] of the ’387 patent, Korhonen renders element 7[f] of the ’064 patent 5 

obvious in combination with Narutaka.   

373. Element 7[g] discloses “time decay program instructions associated 

with said computer apparatus for reducing the rate of scrolling displacement on 

said display screen at a given rate until motion is terminated.”  The language of 

this element is identical to the element 7[h] of the ’387 patent.  Thus, for the rea-10 

sons I have discussed in Section IX(D) in connection with element 7[h] of the ’387 

patent, Korhonen discloses element 7[g] of the ’064 patent.   

374. Element 7[h] recites “stopping motion program instructions associated 

with said computer apparatus for terminating scrolling displacement of the image 

on said screen upon first occurrence of any signal in the group of signals compris-15 

ing: (a) a substantially stationary finger touch on the screen enduring for a period 

longer than a preset minimum time, and (b) an end-of-scroll signal received from 

said scroll format data source.”  The language of this element is identical to the el-

ement 7[i] of the ’387 patent.  Thus, for the reasons I have discussed in Section 
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IX(D) in connection with element 7[i] of the ’387 patent, Korhonen renders ele-

ment 7[h] of the ’064 patent obvious, alone or in combination with Westerman.  

375. In sum, Korhonen and the combinations of Korhonen and Narutaka, 

Korhonen and Westerman, and Korhonen, Narutaka, and Westerman render claim 

7 obvious.  5 

6. Dependent Claim 9 

376. Claim 9 recites “[t]he improved method of controlling the scroll-like 

display of data on an electronic display screen, in accordance with claim 7, where-

in said group of conditions to be sensed for terminating said scrolling motion fur-

ther comprises: the speed of said scrolling motion on said screen slows to a value 10 

below a predetermined given value.” The language of this claim is identical to 

claim 10 of the ’387 patent.  Thus, for the reasons I discussed in Section IX(D) in 

connection with claim 10 of the ’387 patent, claim 9 of the ’064 patent is obvious 

over the combination of Korhonen with Korhonen and Narutaka, and separately 

over the combination of Korhonen with Korhonen, Narutaka, and Westerman. 15 

E. Claims 2, 3, and 8 are Obvious Over Korhonen, Korhonen and 
Narutaka, Korhonen and Westerman, and Korhonen, Narutaka, 
and Westerman in Further Combination with Astala. 

377. It is my opinion that claims 2, 3, and 8 of the ’064 patent would have 

been obvious to a POSITA in view of Korhonen and the combinations of Korho-20 
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nen and Narutaka, Korhonen and Westerman, and Korhonen, Narutaka, and 

Westerman, further combined with Astala.  

1. Dependent Claim 2 

378. Claim 2 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 5 

instructions to move said display in correspondence with movement of the finger 

touch, in response to movement following a touch having a stationary duration 

greater than said first preset given minimum time and less than a second given pre-

set minimum time.”  The language of this claim is identical to claim 2 of the ’387 

patent.  Thus, for the reasons I have discussed in Section IX(E) in connection with 10 

claim 2 of the ’387 patent, claim 2 of the ’064 patent is obvious over the combina-

tion of Astala with Korhonen, and separately over the combinations of Astala with 

Korhonen and Narutaka, Astala with Korhonen and Westerman, and Astala with 

Korhonen, Narutaka, and Westerman.  

2. Dependent Claim 3 15 

379. Claim 3 recites “[t]he improved touch-screen image scrolling system 

of claim 1, wherein said scrolling motion program instructions further comprise 

instructions to move a touch-selected item relative to the stationary display in cor-

respondence with movement of said finger touch, in response to motion following 

a touch having a stationary duration greater than said second given preset mini-20 
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mum time.”  The language of this claim is identical to claim 3 of the ’387 patent.  

Thus, for the reasons I have discussed in Section IX(E) in connection with claim 3 

of the ’387 patent, claim 3 of the ’064 patent is obvious over the combination of 

Astala with Korhonen, and separately over the combinations of Astala with 

Korhonen and Narutaka, Astala with Korhonen and Westerman, and Astala with 5 

Korhonen, Narutaka, and Westerman. 

3. Independent Claim 8  

380. The preamble of claim 8 reads: “An improved touch-screen image 

scrolling system, comprising: ….”  The language of this preamble is identical to 

the preamble of claim 8 of the ’387 patent.  Thus, for the reasons I have discussed 10 

in Section IX(E) in connection with element 8[pre] of the ’387 patent, Korhonen 

discloses element 8[pre] of the ’064 patent.   

381. Element 8[a] recites “an electronic image display screen.”  The lan-

guage of this element is identical to the element 8[a] of the ’387 patent.  Thus, for 

the reasons I have discussed in Section IX(E) in connection with element 8[a] of 15 

the ’387 patent, Korhonen discloses element 8[a] of the ’064 patent. 

382. Element 8[b] recites “a microprocessor coupled to said display screen 

to display information thereon and to receive interactive signals therefrom.”  The 

language of this element is identical to element 8[b] of the ’387 patent.  Thus, for 
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the reasons I have discussed in Section IX(E) in connection with element 8[b] of 

the ’387 patent, Korhonen discloses element 8[b] of the ’064 patent.   

383. Element 8[c] recites “timer means associated with said microproces-

sor to provide timing capacity therefor.”  The language of this element is identical 

to element 8[c] of the ’387 patent.  Thus, for the reasons I have discussed in Sec-5 

tion IX(E) in connection with element 8[c] of the ’387 patent, Korhonen discloses 

element 8[c] of the ’064 patent and renders it obvious. 

384. Element 8[d] recites “a source of scroll format data capable of display 

on said display screen.”  The language of this element is identical to element 8[d] 

of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(E) in con-10 

nection with element 8[d] of the ’387 patent, Korhonen discloses element 8[d] of 

the ’064 patent.  

385. Element 8[e] recites “finger touch program instructions associated 

with said microprocessor for sensing the speed, direction and time duration of a 

finger touch contact with said display screen.”  The language of this element is 15 

identical to element 8[f] of the ’387 patent.  Thus, for the reasons I have discussed 

in Section IX(E) in connection with element 8[f] of the ’387 patent, Korhonen dis-

closes element 8[e] of the ’064 patent and renders it obvious in combination with 

Narutaka.   
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386. Element 8[f] recites “scrolling motion program instructions associated 

with said microprocessor responsive to said duration of said finger touch contact 

such that, when said duration exceeds a first given preset minimum time, and is 

less than a second given preset minimum that is greater than said first minimum, 

and is accompanied by motion along the surface of said screen, a scroll format dis-5 

play on said screen is caused to begin to scroll in the sensed direction and at the 

sensed initial speed.”  The language of this element is identical to element 8[g] of 

the ’387 patent.  Thus, for the reasons I have discussed in Section IX(E) in connec-

tion with element 8[g] of the ’387 patent, Korhonen renders element 8[f] of the 

’064 patent obvious in combination with Narutaka.   10 

387. Element 8[g] recites “said scrolling motion program instructions fur-

ther comprising instructions to move a touch-selected item relative to the stationary 

display in correspondence with movement of the finger touch, in response to mo-

tion following a touch having a stationary duration greater than said second given 

preset minimum time.”  The language of this element is identical to the limitation 15 

of claim 3 of the ’387 patent.  Thus, for the reasons I have discussed in Section 

IX(E) in connection with claim 3 of the ’387 patent, Korhonen renders element 

8[g] of the ’064 patent obvious in combination with Astala and Narutaka, and sep-

arately in combination with Astala, Narutaka, and Westerman.   
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388. Element 8[h] discloses “said scrolling motion program instructions 

still further comprising instructions to move said display in correspondence with 

movement of the finger touch, in response to motion following a touch having a 

stationary duration greater than said first given preset minimum time and less than 

said second given preset minimum time.”  The language of this element is identical 5 

to element 8[h] of the ’387 patent.  Thus, for the reasons I have discussed in Sec-

tion IX(E) in connection with element 8[h] of the ’387 patent, Korhonen discloses 

element 8[h] of the ’064 patent.   

389. Element 8[i] discloses “time decay program instructions associated 

with said microprocessor for reducing the rate of scrolling displacement on said 10 

display screen at a given rate until motion is terminated.”  The language of this el-

ement is identical to element 8[i] of the ’387 patent.  Thus, for the reasons I have 

discussed in Section IX(E) in connection with element 8[i] of the ’387 patent, 

Korhonen discloses element 8[i] of the ’064 patent.   

390. Element 8[j] recites “stopping motion program instructions associated 15 

with said microprocessor for terminating scrolling displacement of the image on 

said screen upon first occurrence of any signal in the group of signals comprising: 

(a) a substantially stationary finger touch on the screen enduring for a period long-

er than a preset minimum time, and (b) an end-of-scroll signal received from said 

scroll format data source.”  The language of this element is identical to element 20 
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8[j] of the ’387 patent.  Thus, for the reasons I have discussed in Section IX(E) in 

connection with element 8[j] of the ’387 patent, Korhonen renders element 8[j] of 

the ’064 patent obvious, alone or in combination with Westerman.   

391. In sum, claim 8 is obvious over the combination of Astala with 

Korhonen, and separately over the combinations of Astala with Korhonen and 5 

Narutaka, Astala with Korhonen and Westerman, and Astala with Korhonen, 

Narutaka, and Westerman.   

XI. CONCLUSION 

392. For all of these reasons set forth in this Declaration, it is my opinion 

that all claims of the ’387 and ’064 patents are unpatentable. 10 

 

 

 

 

15 
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I declare under penalty of perjury that the foregoing is true and correct to the 

best of my knowledge and that this Declaration was executed by me on the ___th 

day of October, 2017 at ____________________. 

 

        ____________________ 5 
        Loren Terveen 
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APPENDIX A - CLAIM ELEMENT CHART FOR U.S. PATENT NO. 6,690,387 B2 
 

’387 Patent Claim Language 

1[pre]. An improved touch-
screen image scrolling 
system, comprising: 

7[pre]. An improved 
touch-screen image 
scrolling system, 
comprising: 

8[pre]. An improved 
touch-screen image 
scrolling system, 
comprising: 

9[pre]. An improved 
method of controlling the 
scroll-like display of data 
on an electronic display 
screen, said method 
comprising the steps of: 1[a] an electronic image 

display screen; 
7[a] an electronic image 
display screen; 

8[a] an electronic image 
display screen; 

1[b] a microprocessor 
coupled to said display 
screen to display 
information thereon and to 
receive interactive signals 
therefrom; 

7[b] a computer apparatus 
coupled to said display 
screen to display 
information thereon and to 
receive interactive signals 
therefrom; 

8[b] a microprocessor 
coupled to said display 
screen to display 
information thereon and to 
receive interactive signals 
therefrom; 

 

1[c] timer means associated 
with said microprocessor to 
provide timing capacity 
therefor; 

7[c] timer means within 
said computer apparatus to 
provide timing capacity 
therefor; 

8[c] timer means 
associated with said 
microprocessor to provide 
timing capacity therefor;  

 

1[d] a source of scroll 
format data capable of 
display on said display 
screen; 

7[d] said computer 
apparatus having capacity 
to store scroll format data 
capable of display on said 
display screen; 

8[d] a source of scroll 
format data capable of 
display on said display 
screen; 
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’387 Patent Claim Language 

1[e] a keyboard coupled to 
said microprocessor to 
provide input control 
signals thereto;  

7[e] a keyboard coupled to 
said computer apparatus to 
provide input control 
signals thereto; 

8[e] a keyboard coupled to 
said microprocessor to 
provide input control 
signals thereto;  

 

1[f] finger touch program 
instructions associated with 
said microprocessor for 
sensing the speed, direction 
and time duration of a 
finger touch contact with 
said display screen; 

7[f] finger touch program 
instructions associated 
with said computer 
apparatus for sensing the 
speed, direction and time 
duration of a finger touch 
contact with said display 
screen; 

8[f] finger touch program 
instructions associated 
with said microprocessor 
for sensing the speed, 
direction and time 
duration of a finger touch 
contact with said display 
screen; 

9[a] sensing the duration 
of finger touch contact 
time with an electronic 
display screen having 
scrollable data displayed 
thereon;  
 
9[b] sensing the speed and 
direction of motion of said 
finger touch contact with 
said display screen;  

1[g] scrolling motion 
program instructions 
associated with said 
microprocessor responsive 
to said duration of said 
finger touch contact such 
that, when said duration 
exceeds a first given preset 
minimum time and is 
accompanied by motion 

7[g] scrolling motion 
program instructions 
associated with said 
computer apparatus 
responsive to said duration 
of said finger touch 
contact such that, when 
said duration exceeds a 
preset minimum time and 
is accompanied by motion 

8[g] scrolling motion 
program instructions 
associated with said 
microprocessor responsive 
to said duration of said 
finger touch contact such 
that, when said duration 
exceeds a first given 
preset minimum time, and 
is less than a second given 

9[c] initiating scrolling 
motion of said scrollable 
data on said display screen 
in said sensed direction 
and at said sensed speed;  
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’387 Patent Claim Language 

along the surface of said 
screen followed by 
separation of said finger 
touch from said screen, a 
scroll format display on said 
screen is caused to begin to 
scroll in said sensed 
direction and at said sensed 
initial speed; 

along the surface of said 
screen, a scroll format 
display on said screen is 
caused to begin to scroll in 
the sensed direction and at 
the sensed initial speed; 

preset minimum that is 
greater than said first 
minimum, and is 
accompanied by motion 
along the surface of said 
screen, a scroll format 
display on said screen is 
caused to begin to scroll in 
the sensed direction and at 
the sensed initial speed;  

  8[h] said scrolling motion 
program instructions still 
further comprising 
instructions to move said 
display in correspondence 
with movement of the 
finger touch, in response 
to motion following a 
touch having a stationary 
duration greater than said 
first given preset 
minimum time and less 
than said second given 
preset minimum time; 

 

1[h] time decay program 7[h] time decay program 8[i] time decay program 9[d] slowing the speed of 
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’387 Patent Claim Language 

instructions associated with 
said microprocessor for 
reducing the rate of 
scrolling displacement on 
said display screen at a 
given rate until motion is 
terminated; 

instructions associated 
with said computer 
apparatus for reducing the 
rate of scrolling 
displacement on said 
display screen at a given 
rate until motion is 
terminated;  

instructions associated 
with said microprocessor 
for reducing the rate of 
scrolling displacement on 
said display screen at a 
given rate until motion is 
terminated; 

said scrolling motion from 
the initiated speed thereof, 
at a predetermined rate;  

1[i] stopping motion 
program instructions 
associated with said 
microprocessor for 
terminating scrolling 
displacement of the image 
on said screen upon first 
occurrence of any signal in 
the group of signals 
comprising: (a) a 
substantially stationary 
finger touch on the screen 
enduring for a period longer 
than a preset minimum 
time, and (b) an end-of-
scroll signal received from 
said scroll format data 

7[i] stopping motion 
program instructions 
associated with said 
computer apparatus for 
terminating scrolling 
displacement of the image 
on said screen upon first 
occurrence of any signal 
in the group of signals 
comprising: (a) a 
substantially stationary 
finger touch on the screen 
enduring for a period 
longer than a preset 
minimum time, and (b) an 
end-of-scroll signal 
received from said scroll 

8[j] stopping motion 
program instructions 
associated with said 
microprocessor for 
terminating scrolling 
displacement of the image 
on said screen upon first 
occurrence of any signal 
in the group of signals 
comprising: (a) a 
substantially stationary 
finger touch on the screen 
enduring for a period 
longer than a preset 
minimum time, and (b) an 
end-of-scroll signal 
received from said scroll 

9[e] and terminating said 
scrolling motion when one 
of the conditions 
comprising the following 
group of conditions is 
sensed: (a) a substantially 
stationary finger touch 
having a finite duration is 
sensed; (b) an end-of-
scroll signal is sensed. 
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’387 Patent Claim Language 

source. format data source. format data source. 

2. The improved touch-
screen image scrolling 
system of claim 1, wherein 
said scrolling motion 
program instructions further 
comprise instructions to 
move said display in 
correspondence with 
movement of the finger 
touch, in response to 
movement following a 
touch having a stationary 
duration greater than said 
first preset given minimum 
time and less than a second 
given preset minimum time. 

  11. The improved method 
of controlling the scroll-
like display of data on an 
electronic display screen 
in accordance with claim 
9, wherein said method 
comprises the further step 
of sensing a finger touch 
on said screen having a 
duration greater than said 
first given preset 
minimum time and less 
than a second given preset 
minimum time which is 
greater than said first 
given time and then 
moving said display in 
correspondence with 
movement of the finger 
touch. 

3. The improved touch-
screen image scrolling 
system of claim 1, wherein 
said scrolling motion 

  12. The improved method 
of controlling the scroll-
like display of data on an 
electronic display screen. 
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program instructions further 
comprise instructions to 
move a touch-selected item 
relative to the stationary 
display in correspondence 
with movement of said 
finger touch, in response to 
motion following a touch 
having a stationary duration 
greater than said second 
given preset minimum time. 

in accordance with claim 
9, wherein said method 
comprises the further step 
of sensing a stationary 
finger touch on said screen 
having a duration greater 
than a second preset given 
minimum time which is 
greater than said first 
given preset time and then 
moving a touch-selected 
item relative to the 
stationary display in 
correspondence with 
movement of the finger 
touch. 

4. The improved touch-
screen image scrolling 
system of claim 1, wherein 
said group of signals for 
terminating scrolling, 
displacement of the image 
on said display screen 
further comprises (a) a 
signal indicating that the 

10. The improved method 
of controlling the scroll-
like display of data on an 
electronic display screen, 
in accordance with claim 
7, wherein said group of 
conditions to be sensed for 
terminating said scrolling 
motion further comprises: 
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rate of scrolling 
displacement on said screen 
has decayed to a value 
below a predetermined 
given value. 

the speed of said scrolling 
motion on said screen 
slows to a value below a 
predetermined given 
value. 

5. The improved touch-
screen image scrolling 
system of claim 1, wherein 
said microprocessor, and 
said timer means together 
comprise a processing unit 
of a conventional computer. 

   

6. The improved touch-
screen image scrolling 
system of claim 5, wherein 
said source of scroll format 
data capable of display on 
said display screen 
comprises part of the 
memory of said 
conventional computer. 
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APPENDIX B - CLAIM ELEMENT CHART FOR U.S. PATENT NO. 7,184,064 B2 
 

’064 Patent Claim Language 

1[pre]. An improved touch-screen 
image scrolling system, comprising: 

7[pre]. An improved touch-screen 
image scrolling system, comprising: 

8[pre]. An improved touch-screen 
image scrolling system, comprising: 

1[a] an electronic image display 
screen; 

7[a] an electronic image display 
screen; 

8[a] an electronic image display 
screen; 

1[b] a microprocessor coupled to 
said display screen to display 
information thereon and to receive 
interactive signals therefrom; 

7[b] a computer apparatus coupled 
to said display screen to display 
information thereon and to receive 
interactive signals therefrom; 

8[b] a microprocessor coupled to 
said display screen to display 
information thereon and to receive 
interactive signals therefrom; 

1[c] timer means associated with 
said microprocessor to provide 
timing capacity therefor; 

7[c] timer means within said 
computer apparatus to provide 
timing capacity therefor; 

8[c] timer means associated with 
said microprocessor to provide 
timing capacity therefor; 

1[d] a source of scroll format data 
capable of display on said display 
screen; 

7[d] said computer apparatus having 
capacity to store scroll format data 
capable of display on said display 
screen; 

8[d] a source of scroll format data 
capable of display on said display 
screen; 

1[e] finger touch program 
instructions associated with said 
microprocessor for sensing the 
speed, direction and time duration of 
a finger touch contact with said 

7[e] finger touch program 
instructions associated with said 
computer apparatus for sensing the 
speed, direction and time duration of 
a finger touch contact with said 

8[e] finger touch program 
instructions associated with said 
microprocessor for sensing the 
speed, direction and time duration of 
a finger touch contact with said 
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display screen:  display screen; display screen: 

1[f] scrolling motion program 
instructions associated with said 
microprocessor responsive to said 
duration of said finger touch contact 
such that, when said duration 
exceeds a first given preset 
minimum time and is accompanied 
by motion along the surface of said 
screen followed by separation of 
said finger touch from said screen, a 
scroll format display on said screen 
is caused to begin to scroll in said 
sensed direction and at said sensed 
initial speed;  

7[f] scrolling motion program 
instructions associated with said 
computer apparatus responsive to 
said duration of said finger touch 
contact such that, when said duration 
exceeds a preset minimum time and 
is accompanied by motion along the 
surface of said screen, a scroll 
format display on said screen is 
caused to begin to scroll in the 
sensed direction and at the sensed 
initial speed; 

8[f] scrolling motion program 
instructions associated with said 
microprocessor responsive to said 
duration of said finger touch contact 
such that, when said duration 
exceeds a first given preset 
minimum time, and is less than a 
second given preset minimum that is 
greater than said first minimum, and 
is accompanied by motion along the 
surface of said screen, a scroll 
format display on said screen is 
caused to begin to scroll in the 
sensed direction and at the sensed 
initial speed;  

  8[g] said scrolling motion program 
instructions further comprising 
instructions to move a touch-selected 
item relative to the stationary display 
in correspondence with movement of 
the finger touch, in response to 
motion following a touch having a 
stationary duration greater than said 
second given preset minimum time;  
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  8[h] said scrolling motion program 
instructions still further comprising 
instructions to move said display in 
correspondence with movement of 
the finger touch, in response to 
motion following a touch having a 
stationary duration greater than said 
first given preset minimum time and 
less than said second given preset 
minimum time;  

1[g] time decay program instructions 
associated with said microprocessor 
for reducing the rate of scrolling 
displacement on said display screen 
at a given rate until motion is 
terminated;  

7[g] time decay program instructions 
associated with said computer 
apparatus for reducing the rate of 
scrolling displacement on said 
display screen at a given rate until 
motion is terminated;  

8[i] time decay program instructions 
associated with said microprocessor 
for reducing the rate of scrolling 
displacement on said display screen 
at a given rate until motion is 
terminated;  

1[h] stopping motion program 
instructions associated with said 
microprocessor for terminating 
scrolling displacement of the image 
on said screen upon first occurrence 
of any signal in the group of signals 
comprising: (a) a substantially 
stationary finger touch on the screen 
enduring for a period longer than a 

7[h] stopping motion program 
instructions associated with said 
computer apparatus for terminating 
scrolling displacement of the image 
on said screen upon first occurrence 
of any signal in the group of signals 
comprising: (a) a substantially 
stationary finger touch on the screen 
enduring for a period longer than a 

8[j] stopping motion program 
instructions associated with said 
microprocessor for terminating 
scrolling displacement of the image 
on said screen upon first occurrence 
of any signal in the group of signals 
comprising: (a) a substantially 
stationary finger touch on the screen 
enduring for a period longer than a 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 209 of 394



’064 Patent Claim Language 

preset minimum time, and (b) an 
end-of-scroll signal received from 
said scroll format data source. 

preset minimum time, and (b) an 
end-of-scroll signal received from 
said scroll format data source. 

preset minimum time, and (b) an 
end-of-scroll signal received from 
said scroll format data source. 

2. The improved touch-screen image 
scrolling system of claim 1, wherein 
said scrolling motion program 
instructions further comprise 
instructions to move said display in 
correspondence with movement of 
the finger touch, in response to 
movement following a touch having 
a stationary duration greater than 
said first preset given minimum time 
and less than a second given preset 
minimum time. 

  

3. The improved touch-screen image 
scrolling system of claim 1, wherein 
said scrolling motion program 
instructions further comprise 
instructions to move a touch-
selected item relative to the 
stationary display in correspondence 
with movement of said finger touch, 
in response to motion following a 
touch having a stationary duration 
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greater than said second given preset 
minimum time.  

4. The improved touch-screen image 
scrolling system of claim 1, wherein 
said group of signals for terminating 
scrolling displacement of the image 
on said display screen further 
comprises (a) a signal indicating that 
the rate of scrolling displacement on 
said screen has decayed to a value 
below a predetermined given value. 

9. The improved method of 
controlling the scroll-like display of 
data on an electronic display screen, 
in accordance with claim 7, wherein 
said group of conditions to be sensed 
for terminating said scrolling motion 
further comprises: the speed of said 
scrolling motion on said screen 
slows to a value below a 
predetermined given value. 

 

5. The improved touch-screen image 
scrolling system of claim 1, wherein 
said microprocessor, and said timer 
means together comprise a 
processing unit of a conventional 
computer. 

  

6. The improved touch-screen image 
scrolling system of claim 5, wherein 
said source of scroll format data 
capable of display on said display 
screen comprises part of the memory 
of said conventional computer. 
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41. Chang, S., Kumar, V., Gilbert, E., and Terveen, L. Specialization, Homophily, and Gender in 
a Social Curation Site Findings from Pinterest, in Proceedings of CSCW 2014. 

42. Grevet, C., Terveen, L., and Gilbert, E. Managing Political Differences in Social Media, in 
Proceedings of CSCW 2014. 
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43. Masli, M., and Terveen, L. Leveraging the Contributory Potential of User Feedback, in 
Proceedings of CSCW 2014. 

44. Sheppard, S.A., Wiggins, A., and Terveen, L. Capturing Quality: Retaining Provenance for 
Curated Volunteer Monitoring Data, in Proceedings of CSCW 2014. 

45. Delong, C., Terveen, L., and Srivastava, J.  (2013). TeamSkill and the NBA: Applying 
Lessons from the Virtual World to the Real World, in Proceedings of ASONAM 2013. 

46. Torre, F., Liu, Y., Liu, Z., and Terveen, L. (2013). Local Knowledge Matters for 
Crowdsourcing Systems: Experience from Transferring an American Site to China, in 
Proceedings of ICWSM 2013. 

47. Gilbert, E., Bakshi, S, Chang, S., and Terveen, L. (2013). “I Need to Try This!”: A Statistical 
Overview of Pinterest, in Proceedings of CHI 2013. 

48. Torre, F., Pitchford, D., Brown, P., and Terveen, L. (2012). Matching GPS Traces to 
(Possibly) Incomplete Map Data: Bridging Map Building and Map Matching, in ACM 
SIGSPATIAL GIS 2012. 

49. Dunne, L, Zhang, J., and Terveen, L. (2012). An Investigation of Contents and Use of the 
Home Wardrobe, in UbiComp 2012.  

50. Dong, Z., Shi, C., Sen, S., Terveen, L., and Riedl, J. (2012). War Versus Inspirational in 
Forrest Gump: Cultural Effects in Tagging Communities, in ICWSM 2012. 

51. Masli, M. and Terveen, L. (2012) Evaluating Compliance-Without-Pressure Techniques for 
Increasing Participation in Online Communities, in CHI 2012. 

52. Fuglestad P.T., Dwyer, P.C., Filson Moses, J., Kim, J.S., Mannino, C.A., Terveen, L., and 
Snyder, M. (2012) What Makes Users Rate (Share, Tag, Edit…)? Predicting Patterns 
of Participation in Online Communities, in CSCW 2012. 

53. Nathan, M., Topkara, M., Lai, J., Pan, S., Wood, S., Boston, J., and Terveen, L. (2012) In 
Case You Missed It: Benefits of Attendee-Shared Annotations for Non-attendees of Remote 
Meetings, in CSCW 2012. 

54. Priedhorsky, R., Pitchford, D., Sen, S., and Terveen, L. (2012), Recommending Routes in the 
Context of Bicycling: Algorithms, Evaluation, and the Value of Personalization, in CSCW 
2012. 

55. Lam, S.K., Uduwage, A., Dong, Z., Sen, S., Musicant, D.R., Terveen, L., and Riedl, J. 
(2011). WP:Clubhouse?  An Exploration of Wikipedia's Gender Imbalance, in Wikisym 
2011. Best Paper Winner. 

56. Panciera, K., Masli, M., and Terveen, L.G. (2011). “How Should I Go from __ to __ without 
Getting Killed? Motivations and Benefits in Open Collaboration”, in Wikisym 2011. 

57. Priedhorsky, R., and Terveen, L.G. (2011). Wiki Grows Up: Arbitrary Data Models, Access 
Control, and Beyond, in Wikisym 2011.  

58. Sheppard, S.A. and Terveen, L.G. (2011). Quality is a Verb: The Operationalization of Data 
Quality in a Citizen Science Community, in Wikisym 2011.  

59. Masli, M., Priedhorsky, R., and Terveen, L. (2011). Task Specialization in Social Production 
Communities: The Case of Geographic Volunteer Work, in the Proceedings the 4th 
International AAAI Conference on Weblogs and Social Media (ICWSM 2011).  

60. Torre, F., Sheppard, S.A., Priedhorsky, R., and Terveen, L. (2010) bumpy, caution with 
merging: An Exploration of Tagging in a Geowiki, in GROUP 2010. 

61. Panciera, K., Priedhorsky, R., Erickson, T., and Terveen, L. (2010). Lurking? Cyclopaths? A 
Quantitative Analysis of User Behavior in a Geowiki, in CHI 2010. Best of CHI Nominee. 
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62. Priedhorsky, R., Masli, M., and Terveen, L. (2010). Eliciting and Focusing Geographic 
Volunteer Work, in CSCW 2010. 

63. Panciera, K., Halfaker, A., and Terveen, L. (2009). Wikipedians are Born, Not Made: A 
Study of Power Editors on Wikipedia, in GROUP 2009. 36% Acceptance Rate. 

64. Reily, K., Ludford Finnerty, P., and Terveen, L. Two Peers are Better than One: Aggregating 
Peer Reviews for Computing Assignments is Surprisingly Accurate, in GROUP 2009. 36% 
Acceptance Rate. 

65. Ludwig, M., Priedhorsky, R., and Terveen, L. (2009). Path Selection: A Novel Interaction 
Technique for Mapping Applications, to appear in CHI 2009. 24% acceptance rate. 

66. Priedhorsky, R., and Terveen, L. (2008). The Computational Geowiki: What, Why, and How, 
in CSCW 2008. 23% acceptance rate. Best of CSCW Nominee. 

67. Drenner, S., Sen, S., and Terveen, L (2008). Crafting the Initial User Experience to Achieve 
Community Goals, in RecSys 2008. 30% acceptance rate. 

68. Reily, K., Ludford, P., and Terveen, L. (2008). Sharescape: An Interface for Place 
Annotation, in NordiCHI 2008. 30% acceptance rate. 

69. Nathan, M., Harrison, C., Yarosh, S., Terveen, L., Stead, L., and Amento, B. (2008), 
CollaboraTV: Making Television Viewing Social Again, in uxTV 2008. 

70. Priedhorsky, R., Jordan, B., and Terveen, L. (2007), How a Personalized Geowiki Can Help 
Bicyclists Share Information More Effectively, in WikiSym 2007. 50% acceptance rate. 

71. Priedhorsky, R., Chen, J., Lam, A., Panciera, K., Terveen, L., and Riedl, J. (2007), Creating, 
Destroying, and Restoring Value in Wikipedia, in Group 2007. 

72. Rouben, A. and Terveen, L. (2007), Speech and Non-Speech Audio: Navigational 
Information and Cognitive Load, in International Conference on Auditory Displays (ICAD). 

73. Ludford, P., Priedhorsky, R., Reily, K., and Terveen, L. (2007), Capturing, Sharing, and 
Using Local Place Information, in CHI 2007. 25% acceptance rate. 

74. Cosley, D., Frankowski, D., Terveen, L., and Riedl, J. (2007), SuggestBot: Using Intelligent 
Task Routing to Help People Find Work in Wikipedia, in IUI 2007. 22% acceptance rate. 

75. Harper, F.M.,  Frankowski, D., Drenner, S., Ren, Y., Kiesler, S., Terveen, L., Kraut, R., and 
Riedl, J. (2007), Talk Amongst Yourselves: Inviting Users To Participate In Online 
Conversations, in IUI 2007. 22% acceptance rate. 

76. Frankowski, D., Cosley, D., Sen, S., Terveen, L., and Riedl, J. You Are What You Say: 
Privacy Risks of Public Mentions, in SIGIR 2006.  19% acceptance rate. 

77. Ludford, P.J., Frankowski, D., Reily, K., Wilms, K., and Terveen, L., Because I Carry My 
Cell Phone Anyway: Functional Location-Based Reminder Applications, in Proceedings of 
CHI 2006.  23% acceptance rate.  

78. Cosley, D., Frankowski, D., Terveen, L, and Riedl, J., Using Intelligent Task Routing and 
Contribution Review to Help Communities Build Artifacts of Lasting Value, in Proceedings 
of CHI 2006.  23% acceptance rate.  

79. Drenner, S., Harper, M., Frankowski, D., Riedl, J., and Terveen, L. Insert Movie Reference 
Here: A System to Bridge Conversation and ItemOriented Web Sites, in Proceedings of CHI 
2006 (Tech Note). 

80. Zhou, C., Ludford, P., Frankowski, D., and Terveen, L.  How Do People's Concepts of Place 
Relate to Physical Locations? In Proceedings of INTERACT 2005.  27% acceptance rate. 

81. D. Cosley, D. Frankowski, S. Kiesler, L. Terveen, J. Riedl. How Oversight Improves 
Member-Maintained Communities. In Proceedings of CHI 2005, Portland, OR, 2005.  25% 
acceptance rate. 
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82. Jones, Q., Grandhi, S., Whittaker, S., Chivakula, K, and Terveen, L. Putting Systems into 
Place: A Qualitative Study of Design Requirements for Location Aware Community 
Systems, in Proceedings of CSCW 2004. 30% acceptance rate. 

83. Zhou, C., Ludford, P., Shekhar, S., and Terveen, L. Discovering Personal Gazetteers: An 
Interactive Clustering Approach, in ACM GIS 2004 (12th International Symposium on 
Geographic Information Systems). 33% acceptance rate. 

84. Ludford, P., Cosley, D., Frankowski, D., and Terveen, L.G. Think Different: Increasing 
Online Community Participation Using Uniqueness and Group Dissimilarity, in Proceedings 
of CHI 2004. 16% acceptance rate. 

85. Cosley, D., Ludford, P. and Terveen, L.G. Studying the Effect of Similarity in Online Task-
Focused Interactions, Proceedings of GROUP 2003. 35% acceptance rate. 

86. Ludford, P. and Terveen, L.G. Does an Individual's Myers-Briggs Type Indicator Preference 
Influence Task-Oriented Technology Use?, Proceedings of Interact 2003.  34% acceptance 
rate. 

87. Whittaker, S., Jones, Q., and Terveen, L.G. Contact Management: Identifying Contacts to 
Support Long-Term Communication, Proceedings of CSCW 2002, 216-225. 20% acceptance 
rate. 

88. Terveen, L.G., McMackin, J., Amento, B., and Hill, W. Specifying Preferences Based On 
User History, Proceedings of CHI 2002, 315-322.  15% acceptance rate. 

89. Whittaker, S., Jones, Q., and Terveen, L.G. Managing Long Term Conversations: 
Conversation and Contact Management, Proceedings of HICSS 2002.  50% acceptance rate. 

90. Amento, B., Terveen, L., Hill, W., and Hix, D. TopicShop: Enhanced Support for Evaluating 
and Organizing Collections of Web Sites, Proceedings of UIST 2000.  26% acceptance rate. 

91. #Amento, B., Terveen, L., and Hill, W. Does 'Authority' Mean Quality? Predicting Expert 
Quality Ratings of Web Documents, Proceedings of SIGIR 2000.  27% acceptance rate. 

92. Amento, B., Hill, W., Terveen, L., Hix, D., and Ju, P. An Empirical Evaluation of User 
Interfaces for Topic Management of Web Sites, Proceedings of CHI 1999, 552-559.  25% 
acceptance rate. 

93. Terveen, L.G and Hill, W.C. Evaluating Emergent Collaboration on the Web, Proceedings of 
CSCW 1998, 355-362. 19% acceptance rate. 

94. Whittaker, S., Terveen, L.G, Hill, W.C., and Cherny, L. The Dynamics of Mass Interaction, 
Proceedings of CSCW 1998, 257-264. 19% acceptance rate. 

95. Terveen, L.G and Hill, W.C. Finding and Visualizing Inter-site Clan Graphs, Proceedings of 
CHI 1998, 448-455.  23% acceptance rate. 

96. Terveen, L.G and Hill, W.C. Involving Users in Continuous Design of Web Content, in 
Proceedings of DIS 1997, ACM Press, 137-145.  41% acceptance rate 

97. Terveen, L.G., Hill, W.C., Amento, B., McDonald, D., and Creter, J. Building Task-Specific 
Interfaces to High Volume Conversational Data, Proceedings of CHI 1997, 226-233.  23% 
acceptance rate. 

98. Hill, W.C. and Terveen, L.G Using Frequency-of-Mention in Public Conversations for Social 
Filtering, Proceedings of CSCW 1996, 106-112. 

99. Terveen, L.G. and Murray, L. Helping Users Program Their Personal Agents, Proceedings of 
CHI 1996, 355-361.  23% acceptance rate. 

100. Terveen, L.G. and Tuomenoksa, M.L. DynaDesigner: A Tool for Rapid Creation of 
Device-Independent, Proceedings of INTERACT 1995, 386-389. 
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101. Terveen, L.G. and Selfridge, P.G. Intelligent Assistance for Software Construction: A 
Case Study, Proceedings of Knowledge-Based Software Engineering 1994, 14-21. 

102. Terveen, L.G., Selfridge, P.G., and Long, M.D. From 'Folklore' to 'Living Design 
Memory', in Proceedings of INTERCHI 1993, 15-22.  19% Acceptance Rate. 

103. Terveen, L.G. Interface Support for Data Archaeology, ISMM International Conference 
on Information and Knowledge Management (CIKM’93). (acceptance rate for 1992 
unknown; average is 24%). 

104. Brachman, R. J., Selfridge, P.G., Terveen, L.G., Altman, B., Borgida, A., Helper, F., 
Kirk, T., Lazar, A., McGuinness, D.L., and Resnick, L. A., Knowledge Representation 
Support for Data Archaeology, ISMM International Conference on Information and 
Knowledge Management (CIKM’92). (acceptance rate for 1992 unknown; average is 24%). 

105. Selfridge, P.G., Terveen, L.G., and Long, M.D. Managing Design Knowledge to Provide 
Assistance to Large-Scale Software Development, Proceedings of Knowledge-Based 
Software Engineering 1992, 154-162. 

106. Terveen, L.G. and Wroblewski, D.A. A Tool for Achieving Consensus in Knowledge 
Editing, Proceedings of AAAI 1991, 74-79. 24% acceptance rate. 

107. Terveen, L.G., Wroblewski, D.A., and Tighe, S.N. Intelligent Assistance Through 
Collaborative Manipulation, Proceedings of IJCAI 1991, 9-14. (acceptance rate for 1991 
unknown; typically in low 20s). 

108. Terveen, L.G. and Wroblewski, D.A. A Collaborative Interface for Browsing and Editing 
Large Knowledge Bases, Proceedings of AAAI 1990, 491-496. 18% acceptance rate. 

Book Chapters 
109. Terveen, L., Riedl, J., Konstan, J., and Lampe, C. (2014) “Study, Build, Repeat: Using 
Online Communities as a Research Platform”, in Human Computer Interaction Ways of 
Knowing, edited by Judith S. Olson and Wendy Kellogg, New York: Springer.  
110. Amento, B., Harrison, C., Nathan, M., and Terveen, L. (2009), Asynchronous 

Communication – Fostering Social Interaction with CollaboraTV, in Cesar, P., Geerts, D., 
and Chorianopoulos, K. (ed.), Social Interactive Television: Immersive Shared Experiences 
and Perspectives (2009), Information Science Reference. 

111. Amento, B., Terveen, L.G and Hill, W. From PHOAKS to TopicShop: Experiments in 
Social Data Mining, in Lueg, C. and Fisher, D. (ed.), From Usenet to CoWebs: Interacting 
with Social Information Spaces (2002), Springer.  

112. Whittaker, S., Terveen, L.G, Hill, W.C., and Cherny, L. The Dynamics of Mass 
Interaction, in Lueg, C. and Fisher, D. (ed.), From Usenet to CoWebs: Interacting with Social 
Information Spaces (2002), (this chapter is a reprint of Whittaker et al 1998), Springer. 

113. Terveen, L.G and Hill, W. Beyond Recommender Systems: Helping People Help Each 
Other, in Carroll, J. (ed.), HCI in the New Millennium (2001), Addison Wesley.  

114. Terveen, L.G. Computer-Mediated Collaboration, in More than Screen Deep: Toward 
Every-Citizen Interfaces to the Nation's Information Infrastructure (1997), National 
Academy Press. 

Other Publications 
115. Masli, M. and Terveen, L. Geographical Social Production: Lessons from Cyclopath, in 
CHI 2013 GeoHCI Workshop.  
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116. Masli, M., Bouman, L., Owen, A., and Terveen, L. Geowiki + route analysis = improved 
transportation planning, CSCW 2013 Interactive Poster.  
117. Brady, S. S., Sieving, R. E., Terveen, L. G., Rosser, B. R. S., Kodet, A. J., & Rothberg, 
V. D. (2012, October). TeensTalkHealth: An interactive website to promote healthy relationships 
and prevent STIs. Paper presented at the annual meeting of the American Public Health 
Association, San Francisco, CA.  
118. Society for Personality and Social Psychology, San Antonio, TX.  January, 2011.  "The 
role of community orientation in promoting online participation" (with J. S. Kim, P. C. Dwyer, J. 
Filson Moses, P. T. Fuglestad, C. A. Mannino, R Davies, & M. Snyder) 
119. Society for Personality and Social Psychology, San Antonio, TX.  January, 2011. 
"Applying a functional approach to participation in online groups"  (with P. T. Fuglestad, P. C. 
Dwyer, J. Filson Moses, J. S. Kim, C. A. Mannino, R Davies, & M. Snyder) 
120. Society for Personality and Social Psychology, San Antonio, TX.  January, 2011. "Past 
volunteerism predicts amount of content contributed in an online community" (with P. C. Dwyer, 
J. Filson Moses, P. T. Fuglestad, J. S. Kim, C. A. Mannino, R Davies, & M. Snyder) 
121. Society for Personality and Social Psychology, San Antonio, TX.  January, 2011. "Social 
motives and personality as predictors of online participation” (with J. Filson Moses, P. C. 
Dwyer, P. T. Fuglestad, J. S. Kim, C. A. Mannino, R Davies, & M. Snyder) 
122. Kapoor, N., Frankowski, D., Konstan, J., and Terveen, L. Lessons Learned in 
Implementing the CHIplace Online Community, in Proceedings of Human-Computer Interaction 
International 2005. 
123. Zhou, C., Ludford, P., Frankowski, D., and Terveen, L. An Experiment in Exploring How 
People Describe Places, Short Paper in Proceedings of Pervasive 2005. 
124. Zhou, C., Ludford, P., Frankowski, D., and Terveen, L. An Experiment in Discovering 
Personally Meaningful Places from Location Data, Short Paper in Proceedings of CHI 2005.   
125. Kapoor, N., Konstan, J., and Terveen, L. How Peer Photos Influence Member 
Participation in Online Communities, Short Paper in Proceedings of CHI 2005.   
126. Amento, B., Hill, W., and Terveen, L. The Sound of One Hand: A Wrist-mounted Bio-
acoustic Fingertip Gesture Interface, Short Paper in Proceedings of CHI 2002, 724-725.  33% 
acceptance rate. 
127. Terveen, L., Hill, W., and Amento, B.  Collaborative Filtering to Locate, Comprehend, 
and Organize Collections of Websites, in SIGART Bulletin, 9, 3&4 (1998), 10-17. 
128. Terveen, L., Hill, W., Amento, B., McDonald, D., and Creter, J. 1997. PHOAKS: a 
system for sharing recommendations. Commun. ACM 40, 3 (Mar. 1997), 59-62.  
129. Terveen, L.G., Stolze, M., and Hill, W. From 'Model World' to 'Magic World', in SIGCHI 
Bulletin, 27, 4 (1995), 31-34. 
130. Terveen, L.G., Papavero, E., and Tuomenoksa, M.  DynaDesigner: A Tool for Rapid 
Design and Deployment of Device-Independent Interactive Services, Refereed Formal 
Demonstration in Adjunct Proceedings of CHI’95, 29-30. 
131. Terveen, L.G. Person-Computer Cooperation through Collaborative Manipulation.  Ph.D. 
Thesis, University of Texas Department of Computer Sciences, 1991. 

Invited Presentations 
Carnegie Mellon University 

Northwestern University 
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The University of California Irvine 

Carleton College 

Twin Cities MetroGIS Policy Board 

Hennepin County Bicycle Advisory Committee 

University of Minnesota Digital Humanities Collaborative 

University of Minnesota Advanced Transportation Technologies Seminar Series 

Georgia Tech 

University of Minnesota Urban Ecosystems Symposium 

University of Minnesota New Media 

IBM T.J. Watson Research 

University of Illinois 

University of Maryland 

University of Washington 

Carnegie-Mellon University 

Swedish Institute of Computer Science / Royal Institute of Technology 

Uppsala University, Sweden 

New Jersey Institute of Technology 

Microsoft Research 

Vassar University 

Rensselaer Polytechnic Institute 

University of Colorado 

Virginia Tech 

University of Nebraska 

Conference Presentations 

 ACM Conference on Computer-Supported Cooperative Work (CSCW), 2014. 

 ACM Conference on Computer-Supported Cooperative Work (CSCW), 2012. 

 ACM Conference on Computer-Supported Cooperative Work (CSCW), 2002. 

 ACM Conference on Computer-Supported Cooperative Work (CSCW), 1998. 

 ACM Conference on Human Factors in Computing Systems (CHI), 1998. 

 ACM Conference on Design of Interactive Systems, 1997. 

 ACM Conference on Human Factors in Computing Systems (CHI), 1997. 

 ACM Conference on Human Factors in Computing Systems (CHI), 1996. 

 IFIP TC13 International Conference on Human-Computer Interaction (INTERACT), 1995. 

 IEEE Conference on Knowledge-Based Software Engineering, 1994. 

 ACM Conference on Human Factors in Computing Systems (CHI), 1993. 
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 Conference on Information and Knowledge Management, 1993. 

 Conference on Information and Knowledge Management, 1992. 

 National Conference on Artificial Intelligence (AAAI), 1991. 

 International Joint Conference on Artificial Intelligence (IJCAI), 1991. 

 National Conference on Artificial Intelligence (AAAI), 1990. 

Workshop Presentations 

 CHI 2013 GeoHCI Workshop  

o “Geographical Social Production: Lessons from Cyclopath” 

 CSCW 2002 Workshop on  “The Role of Place in Shaping Virtual Communities”:  

o “Place-Based Community Information Systems”. 

 CHI 99 Workshop on “Interacting with Recommender Systems”:  

o “Visualization Interfaces for Recommender Systems”. 

 1999 Human-Computer Interaction Consortium Workshop:   

o “A Reference Task Agenda for Human-Computer Interaction”. 

 1998 AAI Workshop on “Recommender Systems”:  

o “The PHOAKS Recommender System”.  

 1997 Human-Computer Interaction Consortium Workshop:  

o “The PHOAKS Recommender System”. 

 1995 Lifelike Computer Characters Workshop:  

o “Hidden Hands, not Talking Heads: The Magic World Interaction Paradigm”. 

 1995 Lifelike Computer Characters Workshop:  

o “Moving Agent-User Voice Dialogue towards Natural Conversation”. 

 CHI 95 Workshop on “’Model World’ to ‘Magic World’: Making Visual Objects the 

Medium for Intelligent Design Assistance”: 

o  “The ‘Magic World’ Approach to Human-Computer Collaboration”. 

 1993 AAAI Fall Symposium: “Human-Computer Collaboration: Reconciling Theory, 

Synthesizing Practice”: 

o “A Framework for Human-Computer Collaboration” 

 1993 AI-ED Workshop on “Collaborative Problem Solving: Theoretical Frameworks and 

Innovative Systems”: 

o “Collaborative Problem Solving in Interactive Systems”. 

 1992 CAIA Workshop on “Applying AI To Software Problems: Assessing Promises and 

Pitfalls”: 

o “Representing and Disseminating Software Design Knowledge”. 

 1992 AAAI Spring Symposium on “Cognitive Aspects of Knowledge Acquisition”: 

o “In The Footprints of The Masters: Embedding Knowledge Acquisition in 
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Organizational Activity”.  

 AAAI 90 Workshop on “Complex Systems, Ethnomethodology, and Interaction Analysis”: 

o “Resources for Person-Computer Collaboration”. 

 1990 AAAI Spring Symposium on “Knowledge-Based Human-Computer Communication”: 

o “Tools for Human-Computer Collaboration”. 

Patents 

U.S. Patent # 5,388,188.  Apparatus and methods for providing design advice.  (with P. 

Selfridge). Issued February 7, 1995. 

U.S. Patent #5,659,724.  Interactive data analysis apparatus employing a knowledge base. (with 

A. Borgida, R.J. Brachman, T. Kirk, and P. Selfridge).  Issued August 19, 1997. 

U.S. Patent #5,680,530.  Graphical environment for interactively specifying a target system (with 

P. Selfridge). Issued October 21, 1997. 

U.S. Patent #5,806,060.   Interactive data analysis employing a knowledge base.  (with A. 

Borgida, R.J. Brachman, T. Kirk, and P. Selfridge).  Issued September 8, 1998. 

U.S. Patent # 5,809,492.  Apparatus and method for defining rules for personal agents. (with L. 

Murray). Issued September 15, 1998. 

U.S. Patent # 5,953,393.  Personal Telephone Agent.  (With P. Culbreth, P. Danielsen, R.J. Hall, 

E. Papavero, and M. Tuomenoksa).  Issued September 14, 1999. 

U.S. Patent #6,029,192.  System and method for locating resources on a network using resource 

evaluations derived from electronic messages. (with W.C. Hill). Issued February 22, 2000. 

U.S. Patent #6,244,873.  Wireless myoelectric control apparatus and methods.  (with W.C. Hill, 

F.C. Pereira, and Y. Singer). Issued June 12, 2001. 

U.S. Patent #6,256,648. System and method for selecting and displaying hyperlinked information 

resources. (with W.C. Hill). Issued July 3, 2001. 

CONSULTING 
 Sound View Innovations, LLC v. LinkedIn Corp.  

o Retained as expert on behalf of LinkedIn by Klarquist Sparkman (2016) 
 TiVo Inc. v. Samsung Electronics  

o Retained as expert on behalf of TiVo by Irell & Manella (2016) 
o Case No. 2:15-cv-1503 (E.D. Tex.) 

 Netflix v. Rovi 4:11-cv-06591 
o Retained as expert on behalf of Nextflix by Keker Van Nest (2014-2015) 
o Presented technology tutorial to Judge, March 2015 

 Clear with Computers vs. Vermeer 
Clear with Computers, LLC vs. Vermeer Corporation 
Civil Action No.  13-cv-00167 (E.D. Texas) 

o Retained by Faegre, Baker, and Daniels 
 Clear with Computer vs. Manitowoc Cranes, LLC. 

Clear with Computers, LLC vs. Vermeer Corporation 
Civil Action No.  13-cv-00167 and related cases (E.D. Texas) 
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o Retained by Baker Botts 
 Clear with Computers vs. Terex Corporation 

Clear with Computers, LLC v. Terex Corporation 
Civil Action No. 6:12-cv-00634 (E.D. Texas) 

o Retained by Fish & Richardson 
 Clear with Computers vs. Valmont Industries, Inc. 

Clear with Computers, LLC v. Valmont Industries, Inc. 
Civil Action No. 6:13-cv-00166 (E.D. Texas) 
o Retained by Fish & Richardson 
o During the first half of 2014 I was retained by three different firms on behalf of 

four different clients to work on invalidity. I also worked on non-infringement on 
behalf of Vermeer. 

 
 Intellectual Ventures vs. U.S. Bancorp and U.S. Bank 

Intellectual Ventures II LLC v. U.S. Bancorp and U.S. Bank 
Civil Action No. 13-2071 (U.S. District of Minnesota, Fourth Division) 

o Retained by Winthrop & Weinstine on behalf of U.S. Bancorp and U.S. Bank 
o Consulted on non-infringement and invalidity from late 2013 through mid 2014 

 
 “Products Containing Interactive Program Guide and Parental Control Technology”: 

Rovi vs. LG Electronics, Mitsubishi, Netflix, Roku, and Vizio. 
o Case No. ITC 337-TA-845 
o International Trade Commission 
o Retained as expert on behalf of respondents Nextflix and Roku by Keker Van 

Nest (2012-2013) 
o Deposed: 2013 
o Testified in court: 2013 

 
 Motorola Mobility vs. Microsoft and Microsoft vs. Motorola Mobility (Counterclaim) 

o Case No. 1:10-CV-24063-MORENO 
o United States District Court Southern District of Florida 
o Retrained as expert on behalf of Microsoft (2011-2012) by Sidley Austin 
o Deposed: 2011 

 
 Interval Licensing LLC vs. Aol, Inc.; Apple, Inc., eBAY, Inc.; Facebook, Inc.; Google, 

Inc.; Netflix, Inc.; Office Depot Inc.; OfficeMax Inc.; Staples, Inc.; Yahoo, Inc.; and 
YouTube, LLC. 

o Case No. 2:10-cv-01385-MJP 
o United States District Court Western District of Washington at Seattle 
o Retained as expert of behalf of four of the respondents – eBay Inc.; Netflix, Inc.; 

Office Depot, Inc.; and Staples, Inc. – by Klarquist Sparkman (2011)   
 
 Microsoft vs. Tivo  

o Case No. 5:10-cv-00240-RS 
o United States District Court Northern District of California 
o Retained as expert on behalf of plaintiff by Perkins Coie (2010-2011) 
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 Elsevier B.V., Elsevier Inc., and Mosby, Inc. vs. UnitedHealth Group, Inc. etc.  

o 09 Civ. 2124 
o United States District Court Southern District of New York 
o Retained as expert on behalf of respondent by Dorsey & Whitney (2010) 

 
 NORTHBROOK DIGITAL LLC vs. Vendio Services, Inc.  

o Civil File No. 07-CV-2250 
o United States District Court District of Minnesota 
o Retained as expert on behalf of plaintiff by Dorsey & Whitney (2009) 

SERVICE 

External Professional Activities 

ACM Special Interest Group on Computer Human Interaction 

 President: 2015-2018 

 Executive Committee: Adjunct Chair for Awards, 2012 – 2015.  

 Executive Committee: Vice President for Membership and Communication, 2009 – 2012. 

Conference Chair 

 CHI 2002: ACM Conference on Human Factors in Computing Systems 

 IUI 1998: ACM Conference on Intelligent User Interfaces. 

Program Committee Chair 

 CSCW 2004: ACM Conference on Computer-Supported Cooperative Work. 

 CSCW 2013: ACM Conference on Computer-Supported Cooperative Work. 

Computer Supported Cooperative Work (CSCW) Steering Committee 

 Chair, 2012-2014 (First elected Chair of the committee that oversees the CSCW Conference 

and the general CSCW and Social Computing research community.) 

Awards Committee Chair 

 CSCW 2008: ACM Conference on Computer-Supported Cooperative Work. 

Journals Edited 

 Special Issue of Knowledge-Based Systems on Human-Computer Collaboration, Vol. 8, No. 

2-3, 1995. 

Proceedings Edited 

 Proceedings of the 2002 ACM Conference on Human Factors in Computing Systems (CHI 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 228 of 394



2002). 

 Proceedings of the 1998 ACM Conference on Intelligent User Interfaces (IUI 1998). 

Editorial Boards 

 Communications of the ACM, 2009-present. 

 ACM Transactions on CHI, 2000-2006.  

 Knowledge-Based Systems, 1993-present. 

 ACM intelligence, 1998-2001.  

Program Committees 

 ACM Conference on Human Factors in Computing Systems (CHI): 1999-2004, 2006, 2016. 

 ACM Conference on Computer-Supported Cooperative Work (CSCW): 2000, 2006, 2008, 

2010, 2011, 2012, 2015. 

 ACM Conference on Intelligent User Interfaces (IUI): 1997-2000, 2004. 

 ACM Recommender Systems Conference: 2007, 2008, 2009, 2010, 2013. 

 ACM GROUP Conference: 2007, 2009, 2010. 

 ACM SIGIR Conference: 2008. 

 AAAI Conference on the Web and Social Media: 2011, 2012, 2016. 

 User Modeling, Adaptation, and Personalization: 2011, 2016. 

 NordiCHI 2008, 2010. 

 Communities and Technology: 2009. 

 Computer-Supported Cooperative Learning 2002. 

 User Modeling: 2001. 

 International Conference on Knowledge Capture 2001. 

 Knowledge-Based Software Engineering (KBSE): 1994-1999. 

 Intelligent Data Analysis: 1997. 

 National Conference on Artificial Intelligence (AAAI): 1996-1997. 

 IEEE Conference on Artificial Intelligence for Applications (CAIA): 1994. 

 International Workshop on Privacy-Aware Location-based Mobile Services: 2007. 

 SIGIR Workshop on Future Challenges in Expertise Retrieval: 2008. 

Other conference leadership positions 

 ACM Conference on Computer-Supported Cooperative Work Doctoral Consortium Co-

Chair, 2016 and 2011. 

 The 2nd AAAI Conference on Human Computation and Crowdsourcing (HCOMP 2014) 

Doctoral Consortium Co-Chair. 

 International Symposium on Wikis and Open Collaboration Doctoral Symposium Chair, 
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2011. 

 ACM Conference on Recommender Systems Doctoral Consortium, Co-Chair, 2007. 

 International Joint Conference for Artificial Intelligence Doctoral Consortium, Co-Chair, 

1997. 

 American Association for Artificial Intelligence Doctoral Consortium, Co-Chair, 1997. 

 American Association for Artificial Intelligence Doctoral Consortium, Co-Chair, 1996. 

Reviewer 

Journals 
 ACM Computing Surveys. 

 IEEE Transactions on Data and Knowledge Engineering. 

 IEEE Expert. 

 Information Systems. 

 International Journal of Human-Computer Studies. 

 Journal of Computer-Supported Cooperative Work. 

Conferences 
 Ninth IFIP International Conference on Human-Computer Interaction (INTERACT): 2003. 

 ACM Conference on Human Factors in Computing Systems (CHI): 1995-1998. 

 ACM Conference on Computer-Supported Cooperative Work (CSCW):1998. 

 ACM Symposium on User Interface Software and Technology (UIST): 1996. 

 ISSM Conference on Information and Knowledge Management: 1993. 

National Science Foundations Panels 

Served on panels in 1996, 1998, 2001, 2003, 2005, 2010, 2012, 2013. 

Workshops Organized 

 ACM Wikis and Open Collaboration Doctoral Symposium, 2011. 

 Social Computational Systems Community Workshop, 2011. 

 ACM Computer Supported Cooperative Work Doctoral Consortium, 2011. 

 International Conference on Ubiquitous Computing (UbiComp): “Multi-device Interfaces for 

Ubiquitous Peripheral Interaction”, 2003. 

 ACM Conference on Human Factors in Computer Systems (CHI): “Interacting with 

Recommender Systems”, 1999. 

 International Joint Conference for Artificial Intelligence Doctoral Consortium, 1997. 

 American Association for Artificial Intelligence Doctoral Consortium, 1997. 

 American Association for Artificial Intelligence Doctoral Consortium, 1996. 
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 ACM Conference on Human Factors in Computer Systems (CHI): “’Model World’ to ‘Magic 

World’: Making Visual Objects the Medium for Intelligent Design Assistance”, 1995. 

 ACM Conference on Human Factors in Computer Systems (CHI): “New Uses and Abuses of 

Interaction History”, 1994. 

 AAAI Fall Symposium: “Human-Computer Collaboration: Reconciling Theory, Synthesizing 

Practice”, 1993. 

 World Conference on Artificial Intelligence and Education: “Collaborative Problem Solving: 

Theoretical Frameworks and Innovative Systems”, 1993.  

 Conference on AI for Applications: “Applying AI To Software Problems: Assessing 

Promises and Pitfalls”, 1992. 

Other Professional Service 

 Member of SIGCHI Publications Board and Conference Management Committee, 2002-

2004. 

 ACM Special Interest Group on Artificial Intelligence Conference Chair (1995-1999); 

originated and co-organized Doctoral Consortia held in conjunction with AAAI and IJCAI. 

Internal Service 

 Chair, Department Head Search Committee, 2015. 

 Chair, Strategic Planning Committee, 2013-2014. 

 Chair, Social Computing Faculty Search Committee, 2013-2014. 

 Curriculum Committee, 2012-2013. 

 Chair, Strategic Planning Committee / Faculty Recruiting Committee, 2011-2012. 

 Director of Graduate Studies: 2007-2010. 

 Communications Committee: 2007 

 Newsletter/Brochure Committee (chair): 2006-2007 

 Research Opportunities Committee: 2005-2007 

 Curriculum Committee: 2003-2005. 

 Hosted Robert Kraut, Cray Colloquium speaker: October 2003. 

 Participated in recruiting and admission activities. 

 Information, Technology, and Everyday Life Initiative: Committee Member. 

TEACHING AND ADVISING 

Ph.D. Students Advised 

 Dan Cosley (co-advised with John Riedl): completed PhD July 2006, currently an Associate 

Professor at Cornell University; on leave as Program Director at NSF. 

 Pamela Ludford: completed PhD September 2007, currently an independent consultant. 
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 Reid Priedhorksy: completed PhD August 2010, currently a Postdoctoral Research Associate 

at Los Alamos National Laboratories.  

 Mikhil Masli: completed PhD July 2013, currently employed at IBM. 

 Aaron Halfaker (co-advised with John Riedl): completed PhD September 2013, currently 

employed at the Wikimedia Foundation. 

 Katie Panciera: completed PhD August 2014; currently employed at Google. 

 Fernando Torre: completed PhD September 2014; founder of a startup. 

 Shuo (Steven) Chang: completed PhD August 2016; currently employed at Quora. 

 Tien Nguyen (co-advised with Joe Konstan): completed PhD August 2016; currently 

employed at Pinterest. 

 Morten Warncke-Wang (co-advised with Brent Hecht): completed PhD December 2016. 

 Jacob Thebault-Spieker (entered program Fall 2011). 

 Vikas Kumar (entered program Fall 2011) 

 Hannah Miller (entered program Fall 2013) 

 Andrew Hall (entered program Fall 2014) 

 Bowen Yu (entered program Fall 2014; co-advised with Haiyi Zhu). 

M.S. Students Advised 

 Tyler Danielsen – received degree in 2016 

 Jie Kang – received degree in 2016 

 Zahra Eslami – received degree in 2015 

 Yanjie Liu – received degree in 2013 

 Renji Yu – received degree in 2012 

 Carol Drysdale – received degree in 2011 

 Jingwen Zhang – received degree in 2011 

 Jisu Oh – received degree in 2010 

 Sara Drenner – received degree in 2008 

 Anna Rouben – received degree in 2006 

 Arjun Sundararajan – received degree in 2006 

 Pamela Ludford – received degree in 2005 

 Rahul Akolkar – graduated May 2004 
  

Undergraduate Honors / Senior Thesis Students Advised 

 Harmanprett Kaur, 2016 

 Arlo Siemsen, 2014 

 Johnathan Frenz, 2013 
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 David Pitchford - 2012 

 Michael Ludwig - 2010 

 Jordan Focht – 2010  

 Kurt Wilms - 2005 

 John Murphy – 2004 

Other Committees 

 Catherine Grevet, PhD.: member of preliminary and final examination committees (Gerogia 

Tech). 

 Loxley Wang, PhD: member of preliminary and final examination committees. 

 Abigail Bakke, PhD: member of preliminary and final examination committees 

 Tahir Sousa, MS: member of final examination committee 

 Tony Lam, PhD: member of preliminary examination committee. 

 Michael Janseen, PhD: member of preliminary examination committee. 

 Haleh Hagh Shenas, PhD: member of preliminary & final examination committees. 

 Julie Beilfuss, MS: member of final examination committee. 

 Liv Knatterud, MS: member of final examination committee. 

 Sean McNee, MS: member of final examination committee. 

 Shankar Subrahmanian, MS: member of final examination committee. 

 Vamsee Venuturumilli, MS: member of final examination committee. 

 Eric Gilbert, Ph.D. Preliminary and Final Examination Committees (UIUC, 2009/2010): 

member of thesis committee. 

 Yi (Jenny) Zhang, Ph.D. (New Jersey Institute of Technology, 2004): member of thesis 

committee. 

 Brian Amento, Ph.D. (Virginia Tech, 2001): member of thesis committee. 

 David McDonald, Ph.D. (UC Irvine, 2000): member of thesis committee. 

Courses taught 
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Semester Course 

Fall 2016 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2016 CSCI 5125: Collaborative and Social Computing 

Fall 2015 CSCI 1133H: Introduction to Computer Science (Honors) 

CSCI 8115: Human-Computer Interaction and UI Technology 

Spring 2015 CSCI 5125: Collaborative and Social Computing 

Fall 2014 CSCI 5115: User Interface Design, Implementation, and Evaluation  

HSEM 2519H: Honors Seminar on Crowdsourcing 

Spring 2014 CSCI 8115: Human-Computer Interaction and UI Technology  

Fall 2013 CSCI 1901H: Introduction to Computer Science (Honors) 

CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2013 CSCI 5125: Collaborative and Social Computing 

SEng 5115: User Interface Design and Evaluation 

Fall 2012 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2012 CSCI 8115: Human-Computer Interaction and UI Technology 

SEng 5115: User Interface Design and Evaluation 

Fall 2011 CSCI 1902: Structure of Computer Programming II 

CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2011 CSCI 5125: Collaborative and Social Computing 

SEng 5115: User Interface Design and Evaluation 

Fall 2010 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2010 CSCI 8115: Human-Computer Interaction and UI Technology 

Fall 2009 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2009 CSCI 5125: Collaborative and Social Computing 

SEng 5115: User Interface Design and Evaluation 

Fall 2008 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2008 CSCI 1902: Structure of Computer Programming II 

SEng 5115: User Interface Design and Evaluation 

Fall 2007 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2007 SEng 5115: User Interface Design and Evaluation 

Spring 2007 CSCI 5125: Collaborative and Social Computing 

Fall 2006 CSCI 1902: Structure of Computer Programming II 

CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2006 CSCI 8115: Human-Computer Interaction and UI Technology 
Fall 2005 CSCI 1902: Structure of Computer Programming II 

Spring 20005 CSCI 5116: GUI Toolkits and Their Implementation 
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Fall 2004 CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2004  CSCI 5980: Collaborative Computing 

Fall  2003  CSCI 5115: User Interface Design, Implementation, and Evaluation 

Spring 2003  CSCI 5116: GUI Toolkits and Their Implementation 

Fall  2002  CS 8115: Human-Computer Interaction and UI Technology 
 

Tutorials 

“Intelligent User Interfaces: Issues, Approaches, Evaluation”, offered at 1993 Conference on 

Artificial Intelligence for Applications. 
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Direct manipulation systems offer the satisfying experience
of operating on visible objects. The computer becomes transparent,
and users can concentrate on their tasks.

Direct Manipulation:
A Step Beyond Programming
Languages
Ben Shneiderman, University of Maryland

Leibniz sought to make the form of a symbol reflect its
content. "In signs," he wrote, "one sees an adsantage for
discovery that is greatest wshen they express the exact
nature of a thinlg briefly and, as it were, picture it; then, in-
deed, the labor of thought is sonderfully diminished."

Frederick Kreiling, "Leibniz,"
Scientific A merican, M ay 1 968

Certain interactive systems generate glowing en-
thusiasm among users-in marked contrast with the
more common reaction of grudging acceptance or out-
right hostility. The enthusiastic users' reports are filled
with positive feelings regarding

* mastery of the system,
* competence in the performance of their task,
* ease in learning the system originally and in assimi-

lating advanced features,
* confidence in their capacity to retain mastery over

time,
* enjoyment in using the system,
* eagerness to show it off to novices, and
* desire to explore more powerful aspects of the

system.

These feelings are not, of course, universal, but the
amalgam does convey an image of the truly pleased user.

As I talked with these enthusiasts and examined the sys-
tems they used, I began to develop a model of the fea-
tures that produced such delight. The central ideas
seemed to be visibility of the object of interest; rapid,
reversible, incremental actions; and replacement of com-
plex command language syntax by direct manipulation
of the object of interest-hence the term "direct manip-
ulation."

Examples of direct manipulation systems

No single system has all the attributes or design fea-
tures that I admire-that may be impossible-but those
described below have enough to win the enthusiastic sup-
port of many users.

Display editors. "Once you've used a display editor,
you'll never want to go back to a line editor. You'll be
spoiled." This reaction is typical of those who use full-
page display editors, who are great advocates of their
systems over line-oriented text editors. I heard similar
comments from users of stand-alone word processors
such as the Wang system and from users of display
editors such as EMACS on the MIT/Honeywell Multics
system or "vi" (for visual editor) on the Unix system. A
beaming advocate called EMACS "the one true editor."

Robertsl found that the overall performance time of
display editors is only half that of line-oriented editors,
and since display editors also reduce training time, the
evidence supports the enthusiasm of display editor devo-
tees. Furthermore, office automation evaluations consis-
tently favor full-page display editors for secretarial and
executive use.
The advantages of display editors include

Display of a full 24 to 66 lines of text. This full display
enables viewing each sentence in context and simplifies
reading and scanning the document. By contrast, the

A portion of this article was derived from the author's keynote address at

the NYU Symposium on User Interfaces, "The Future of Interactive
Systems and the Emergence of Direct Manipulation," published in

Human Factors in Interactiue Computer Systems, Y. Vassiliou, ed.,
Ablex Publishing Co., Norwood, N.J., 1983.
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one-line-at-a-time view offered by line editors is like see-
ing the world through a narrow cardboard tube.

Display of the document in its final form. Eliminat-
ing the clutter of formatting commands also simplifies
reading and scanning the document. Tables, lists, page
breaks, skipped lines, section headings, centered text,
and figures can be viewed in the form that will be printed.
The annoyance and delay of debugging the format com-
mands is eliminated because the errors are immediately
apparent.

Cursor action that is visible to the user. Seeing an ar-
row, underscore, or blinking box on the screen gives the
operator a clear sense of where to focus attention and ap-
ply action.

Cursor motion through physically obvious and intui-
tively natural means. Arrow keys or devices such as a
mouse, joystick, or graphics tablet provide natural
physical mechanisms for moving the cursor. This is in
marked contrast with commands such as UP 6, which re-
quire an operator to convert the physical action into cor-
rect syntactic form and which may be difficult to learn,
hard to recall, and a source of frustrating errors.
Labeled buttons for action. Many display editors

have buttons etched with commands such as INSERT,
DELETE, CENTER, UNDERLINE, SUPERSCRIPT,
BOLD, or LOCATE. They act as a permanent mehu se-
lection display, reminding the operator of the features
and obviating memorization of a complex command-lan-

EDIT --- SPFDEMO.MYLIB.PLI(COINS) - 01.04 ------------------- COLUMNS 001 072
COMMAND INPUT => SCROLL ===> HALF
*X**** *********************~****** TOP OF DATA *

000100 COINS:
000Z00 PROCEDURE OPTIONS (MAIN);
000*300 DECLARE
000400 CCUNT FIXED BINARY (31) AUTOMATIC INIT (1),
000500 HALVES FIXED BINARY (31),
000600 QUARTERS FIXED BINARY (31),
000700 DIMES FIXED BINARY (31),
I3 NICKELS FIXED BINARY (31),
000900 SYSPRINT FILE STREAM OUTPUT PRINT;
001000 DO HALVES = 100 TO 0 BY -50;
001100 DO QUARTERS = (100 - HALVES) TO 0 BY -25;
001200 DO DIMES = ((100 - HALVES - QUARTERS)/10)*10 TO 0 BY -10;
001300 NICKELS = 100 - HALVES - QUARTERS - DIMES;
D PUT FILE(SYSPRINT) DATA(COUNT,HALVES,QUARTERS,DIMES,NICKELS);
001500 COUNT = COUNT + 1;
001600 END;
001700 END;
001800 END;
001900 END COINS;
****** BOTTOM OF DATA ****** ******** *

EDIT --- SPFDEMO.MYLIB.PLI(COINS) - 01.04 ------------------- COLUMNS 001 072
COMMAND INPUT = SCROLL = HALF
***** ***************** ********** TOP OF DATA ***** **************
000100 COItS:
000200 PROCEDURE OPTIONS (MAIN);
000300 DECLARE
000400 COUNT FIXED BINARY (31) AUTOMATIC INIT (1),
000500 HALVES FIXED BINARY (31),
000600 QUARTERS FIXED BINARY (31),
000700 DIMES FIXED BINARY (31),
000800 NICKELS FIXED BINARY (31),

000900 SYSPRINT FILE STREAM OUTPUT PRINT;
001000 DO HALVES 100 TO 0 BY -50;
001100 DO QUARTERS = (100 - HALVES) TO 0 BY -25;
001^00 DO DIMES ((100 - HALVES - QUARTERS)/10)*10 TO 0 BY -10;
001300 NICKELS = 100 - HALVES - QUARTERS - DIMES;
001500 COUNT = COUNT 4 1;
001600 END;
001700 END;
001800 END;
001C00 END COINS;
****** *************************** BOTTOM OF DATA *** ******* *****

58 COMPUTER
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guage syntax. Some editors provide basic functionality
with only 10 or 15 labeled buttons, and a specially
marked button may be the gateway to advanced or infre-
quently used features offered on the screen in menu
form.
Immediate display of the results ofan action. When a

button is pressed to move the cursor or center the text,
the results appear on the screen immediately. Deletions
are apparent at once, since the character, word, or line is
erased and the remaining text rearranged. Similarly, in-
sertions or text movements are shown after each key-
stroke or function button press. Line editors, on the
other hand, require a print or display command before
the results of a change can be seen.

Rapid action and display. Most display editors are
designed to operate at high speeds: 120 characters per
second (1200 baud), a full page in a second (9600 baud),
or even faster. This high display rate coupled with short
response time produces a thrilling sense of power and
speed. Cursors can be moved quickly, large amounts of
text can be scanned rapidly, and the results of commands
can be shown almost instantaneously. Rapid action also
reduces the need for additional commands, thereby sim-
plifying product design and decreasing learning time.
Line editors operating at 30 characters per second with
three- to eight-second response times seem sluggish in
comparison. Speeding up line editors adds to their attrac-
tiveness, but they still lack features such as direct over-
typing, deletion, and insertion.

Easily reversible commands. Mistakes in entering text
can be easily corrected by backspacing and overstriking.
Simple changes can be made by moving the cursor to the
problem area and overstriking, inserting, or deleting
characters, words, or lines. A useful design strategy is to
include natural inverse operations for each operation.
Carroll2 has shown that congruent pairs of operations
are easy to learn. As an alternative, many display editors
offer a simple UNDO command that cancels the previous
command or command sequence and returns the text to
its previous state. This easy reversibility reduces user anx-
iety about making mistakes or destroying a file.

The large market for display editors generates active
competition, which accelerates evolutionary design re-
finements. Figure I illustrates the current capabilities of
an IBM display editor.

Visicaic. Visicorp's innovative financial forecasting
program, called Visicalc, was the product of a Harvard
MBA student, who was frustrated by the time needed to

carry out multiple calculations in a graduate business
course. Described as an "instantly calculating electronic
worksheet" in the user's manual, it permits computation
and display of results across 254 rows and 63 columns
and is programmed without a traditional procedural con-

trol structure. For example, positional declarations can
prescribe that column 4 displays the sum of columns I
through 3; then every time a value in the first three col-
umns changes, the fourth column changes as well. Com-
plex dependencies among manufacturing costs, distribu-
tion costs, sales revenue, commissions, and profits can

be stored for several sales districts and months so that the
impact of changes on profits is immediately apparent.

Since Visicalc simulates an accountant's worksheet, it
is easy for novices to comprehend. The display of 20 rows
and up to nine columns, with the provision for multiple
windows, gives the user sufficient visibility to easily scan
information and explore relationships among entries (see
Figure 2). The command language for setting up the
worksheet can be tricky for novices to learn and for infre-
quent users to remember, but most users need learn only
the basic commands. According to Visicalc's distributor,
"It jumps," and the user's delight in watching this prop-
agation of changes cross the screen helps explain its
appeal.

Figure 2. This simple Visicalc program display (top) shows four col-
umns and 20 rows of home budget information. The cursor, an inverse
video light bar controlled by key presses, is in position C2. The top
command line shows that C2 is a value (as opposed to a text string)
that has been set up to have the same value as position B2.

The second display (above) shows two windows over the home budget
data with row sums to the right. The last row shows leisure dollar
amounts, which are established by the top command line formula as
the income minus the sum of expenses. A change to the income or ex-

pense values would immediately propagate to all affected values.
(Displays reproduced by permission of Visicorp.)
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Spatial data management. The developers of the pro-
totype spatial data management system3 attribute the
basic idea to Nicholas Negroponte of MIT.

In one scenario, a user seated before a color graphics
display of the world zooms in on the Pacific to see
markers for military ship convoys. Moving a joystick fills
the screen with silhouettes of individual ships, which can
be zoomed in on to display structural details or, ultimate-
ly, a full-color picture of the captain. (See Figure 3.)

In another scenario, icons representing different
aspects of a corporation, such as personnel, organiza-
tion, travel, production, or schedules, are shown on a
screen. Moving the joystick and zooming in on objects
takes users through complex "information spaces" or
"I-spaces" to locate the item of interest. For example,
when they select a department from a building floor

Figure 3. A spatial data management system has been in-
stalled on the aircraft carrier USS Carl Vinson. In the
photo at top left, the operator has a world map on the left
screen and a videodisc map of selected areas on the
center screen. After some command selections with the
data tablet and puck, the operator can zoom in on specif-
ic data such as the set of ships shown in the second
photo. With further selections the operator can get de-
tailed information about each ship, such as the length,
speed, and fuel. (Photos courtesy of Computer Corporation of
America.)

In 1971, about the only people playing video games were students in computer science laboratories. By 1973, however,
millions of people were familiar with at least one video game-Pong (above left). A few years later came Breakout (above
right), which, according to many designers was the first true video game and the best one ever invented. Pong and other
early games imitated real life, but Breakout could not have existed in any medium other than video. In the game, a single
paddle directed a ball toward a wall of color bricks; contact made a brick vanish and changed the ball's speed.

When the first arcade video game, Computer Space, went on location in a Sears store, its joystick was torn off before
the end of the first day. As a result, game designers have sought controls that were both easy to use and hard to
destroy. Centipede (above left) uses simple controls-a trackball and one button. On the other hand, Defender (aboveright) has fIve buttons and a joystick; novice players are confused by these relatively complex controls and usually
give up after a few seconds.
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plan, individual offices become visible. Moving the cur-
sor into a room brings the room's details onto the screen.
If they choose the wrong room, they merely back out and
try another. The lost effort is minimal, and no stigma is
attached to the error.
The success of a spatial data management system de-

pends on the designer's skill in choosing icons, graphical
representations, and data layouts that are natural and
easily understood. Even anxious users enjoy zooming in
and out or gliding over data with a joystick, and they
quickly demand additional power and data.

Video games. Perhaps the most exciting, well-engi-
neered-certainly, the most successful-application of
direct manipulation is in the world of video games. An
early, but simple and popular, game called Pong re-
quired the user to rotate a knob, which moved a white
rectangle on the screen. A white spot acted as a Ping-
Pong ball, which ricocheted off the wall and had to be hit
back by the movable white rectangle. The user developed
skill involving speed and accuracy in placement of the
"paddle" to keep the increasingly speedy ball from get-
ting by, while the speaker emitted a ponging sound when
the ball bounced. Watching someone else play for 30
seconds was all the training needed to become a compe-
tent novice, but many hours of practice were required to
become a skilled expert.

Contemporary games such as Missile Command, Don-
key Kong, Pac Man, Tempest, Tron, Centipede, or
Space Invaders are far more sophisticated in their rules,
color graphics, and sound effects (see sidebar below and
on facing page). The designers of these games have pro-
vided stimulating entertainment, a challenge for novices
and experts, and many intriguing lessons in the human
factors of interface design-somehow they have found a
way to get people to put coins into the sides of com-
puters. The strong attraction of these games contrasts
markedly with the anxiety and resistance many users ex-
perience toward office automation equipment.

Because their fields of action are abstractions of reali-
ty, these games are easily understood-learning is by
analogy. A general idea of the game can be gained by
watching the on-line automatic demonstration that runs
continuously on the screen, and the basic principles can
be learned in a few minutes by watching a knowledgeable
player. But there are ample complexities to entice many
hours and quarters from experts. The range of skill ac-
commodated is admirable.
The commands are physical actions, such as button

presses, joystick motions, or knob rotations, whose
results appear immediately on the screen. Since there is
no syntax, there are no syntax error messages. If users
move their spaceships too far left, then they merely use
the natural inverse operation ofmoving back to the right.
Error messages are unnecessary because the results of ac-
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tions are so obvious and easily reversed. These principles
can be applied to office automation, personal comput-
ing, and other interactive environments.

Every game that I have seen keeps a continuous score
so that users can measure their progress and compete
with their previous performance, with friends, or with
the highest scorers. Typicallv, the 10 highest scorers get
to storc their initials in the game for regular display, a
form of positive reinforcement that encourages mastery.
Malone's4 and our own studies with elementary school
children have shown that continuous display of scores is
extremely valuable. Machine-generated value judgments

"Very good" or "You're doing great!" are not as
effective, since the same score means different things to
different people. Users prefer to make their own subjec-
tive judgments and may perceive machine-generated
messages as an annoyance and a deception.

Carroll and Thomas' draw productive analogies be-
tween game-playing environments and application sys-
tems. However, game players seek entertainment and the
challenge of mastery, while application-system users
focus on the task and may resent forced learning of
system constraints. The random events that occur in
most games are meant to challenge the user, but predict-
able system behavior is preferable in nongame designs.
Game players compete with the system, but application-
system users apparently prefer a strong internal locus of
control, which gives them the sense of being in charge.

The pleasure in using these systems stems
from the capacity to manipulate the object
of interest directly and to generate multiple

alternatives rapidly.

Computer-aided design/manufacturing. Many com-
puter-aided design systems for automobiles, electronic
circuitry, architecture, aircraft, or newspaper layout use
direct manipulation principles. The operator may see a
schematic on the screen and with the touch of a lightpen
can move resistors or capacitors into or out of the pro-
posed circuit. When the design is complete, the computer
can provide information about current, voltage drops,
fabrication costs, and warnings about inconsistencies or
manufacturing problems. Similarly, newspaper layout
artists or automobile body designers can try multiple
designs in minutes and record promising approaches
until a better one is found.
The pleasure in using these systems stems from the

capacity to manipulate the object of interest directly and
to generate multiple alternatives rapidly. Some systems
have complex command languages, but others have
moved to cursor action and graphics-oriented commands.

Another, related application is in computer-aided
manufacturing and process control. Honeywell's process
control system provides an oil refinery, paper mill, or
power utility plant manager with a colored schematic
view of the plant. The schematic may be on eight
displays, with red lines indicatine a sensor value that is

out of normal range. By pressing a single numbered but-
ton (there are no commands to learn or remember), the
operator can get a more detailed view of the troublesome
component and, with a second press, move the tree struc-
ture down to examine individual sensors or to reset valves
and circuits.
The design's basic strategy precludes the necessity of

recalling complex commands in once-a-year emergency
conditions. The plant schematic facilitates problem solv-
ing by analogy, since the link between real-world high
temperatures or low pressures and screen representations
is so close.

Further examples. Driving an automobile is my
favorite example of direct manipulation. The scene is
directly visible through the windshield, and actions such
as braking or steering have become common skills in our
culture. To turn to the left, simply rotate the steering
wheel to the left. The response is immediate, and the
changing scene provides feedback to refine the turn. Im-
agine trying to turn by issuing a LEFT 30 DEGREES
command and then issuing another command to check
your position, but this is the operational level of many
office automation tools today.
The term direct manipulation accurately describes the

programming of some industrial robots. Here, the opera-
tor holds the robot's "hand" and guides it through a
spray painting or welding task while the controlling com-
puter records every action. The control computer then
repeats the action to operate the robot automatically.
A large part of the success and appeal of the Query-

by-Example6 approach to data manipulation is due to its
direct representation of relations on the screen. The user
moves a cursor through the columns of the relational
table and enters examples of what the result should look
like. Just a few single-letter keywords supplement this
direct manipulation style. Of course, complex Booleans
or mathematical operations require knowledge of syntac-
tic forms. Still, the basic ideas and language facilities can
be learned within a half hour by many nonprogrammers.
Query-by-Example succeeds because novices can begin
work with just a little training, yet there is ample power
for the expert. Directly manipulating the cursor across
the relation skeleton is a simple task, and how to provide
an example that shows the linking variable is intuitively
clear to someone who understands tabular data. Zloof7
recently expanded his ideas into Office-by-Example,
which elegantly integrates database search with word
processing, electronic mail, business graphics, and menu
creation.

Designers of advanced office automation systems have
used direct manipulation principles. The Xerox Star8 of-
fers sophisticated text formatting options, graphics,
multiple fonts, and a rapid, high-resolution, cursor-
based user interface. Users can drag a document icon and
drop it into a printer icon to generate a hardcopy print-
out. Apple's recently announced Lisa system elegantly
applies many of the principles of direct manipulation.

Researchers at IBM's Yorktown Heights facility have
proposed a future office system, called Pictureworld, in
which graphic icons represent file cabinets, mailboxes,
notebooks, phone messages, etc. The user could com-
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pose a memo on a display editor and then indicate distri-
bution and filing operations by selecting from the menu
of icons. In another project, Yedwab et al.9 have de-
scribed a generalized office system, which they call the
"automated desk."

Direct manipulation can be applied to replace tradi-
tional question-and-answer computer-assisted instruc-
tion with more attractive alternatives. Several CDC Plato
lessons employ direct manipulation concepts, enabling
students to trace inherited characteristics by breeding
drosophilla, perform medical procedures to save an
emergency room patient, draw and move shapes by
finger touches, do chemistry lab projects (see Figure 4),
or play games.

Explanations of direct manipulation

Several people have attempted to describe the com-
ponent principles of direct manipulation. "What you see
is what you get," is a phrase used by Don Hatfield of
IBM and others to describe the general approach. Hat-
field is applying many direct manipulation principles in
his work on an advanced office automation system. Ex-
panding Hatfield's premise, Harold Thimbleby of the
University of York, England, suggests, "What you see is
what you have got." The display should indicate a com-
plete image of what the current status is, what errors have
occurred, and what actions are appropriate, according to
Thimbleby.
Another imaginative observer of interactive system

designs, Ted Nelson,10 has noticed user excitement over
interfaces constructed by what he calls the principle of

"virtuality"-a representation of reality that can be ma-
nipulated. RutkowskitI conveys a similar concept in his
principle of transparency: "The user is able to apply in-
tellect directly to the task; the tool itself seems to disap-
pear." MacDonald12 proposes "visual programming" as
a solution to the shortage of application progammers.
He feels that visual programming speeds system con-
struction and allows end users to generate or modify
applications systems to suit their needs.
Each of these writers has helped increase awareness

of the new form that is emerging for interactive sys-
tems. Much credit also goes to individual designers who
have created systems exemplifying aspects of direct
manipulation.

Problem-solving and learning research. Another
perspective on direct manipulation comes from psychol-
ogy literature on problem solving. It shows that suitable
representations of problems are crucial to solution find-
ing and to learning.

PolyaI3 suggests drawing a picture to represent math-
ematical problems. This approach is in harmony with
Maria Montessori's teaching methods for children. 14 She
proposed use of physical objects such as beads or wood-
en sticks to convey mathematical principles such as addi-
tion, multiplication, or size comparison. BrunerI5 ex-
tends the physical representation idea to cover polynom-
ial factoring and other mathematical principles. In a re-
cent experiment, Carroll, Thomas, and MalhotraI6
found that subjects given a spatial representation solved
problems more rapidly and successfully than subjects
given an isomorphic problem with temporal representa-

Figure 4. Computer-assisted instruction can become more appealing with direct manipulation, rather than simple question and
answer scenarios. This CDC Plato lesson written by Stanley Smith of the Department of Chemistry at the University of Illinois
allows students to construct a distillation apparatus by proper finger actions on a touch-sensitive screen (figure at left). Once the
student has assembled the apparatus and begun the experiment, the real-time display gives a realistic view of the process with the
graph of distillation temperature vs. volume. The student controls the experiment by touching light buttons. The figure at right
shows that the student experimenter has gotten into trouble.
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tion. (Deeper understanding of visual perception can be
obtained from Arnheimt7 and McKim 18)

Physical, spatial, or visual representations are also
easier to retain and manipulate. WertheimerI9 found that
subjects who memorized the formula for the area of a
parallelogram, A = h x b, mastered such calculations
rapidly. On the other hand, subjects who were given a
structural explanation (cut a triangle from one end and
place it on the other) retained the knowledge and applied
it in similar circumstances more effectively. In plane
geometry theorem proving, a spatial representation facil-
itates discovery of proof procedures more than an ax-
iomatic representation. The diagram provides heuristics
that are difficult to extract from the axioms. Similarly,
studenits of algebra are often encouraged to draw a pic-
ture to represent a word problem.

Papert's Logo language20 creates a mathematical
microworld in which the principles of geometry are visi-
ble. Influenced by the Swiss psychologist Jean Piaget's
theory of child development, Logo offers students the
opportunitv to create line drawings with an electronic
turtle displayed on a screen. In this environment, users
can receive rapid feedback about their programs, can
easily determine wFhat has happened, can quickly spot and
repair errors, and can experience creative satisfaction.

Problems with direct manipulation. Some profession-
al programming tasks can be aided by the u.se of graphic
representations such as high-level flowcharts, record
structures, or database schema diagrams, but additionai
effort may be required to absorb the rules of the repre-
sentationi. Graphic representations can be especially
helpful when there are multiple relationships among ob-
jects andi when the representation is more compact than
the detailed object. In these cases, selectively screening
out detail and piesenrting a suitable abstraction can
facilitate performaince.
However, using spatial or graphic representations of

the problem does not necessarily improve performance.
In a series of studies, subjects given a detailed flowchart
did no better in conmprehension, debugging, or modifica-
tion thani those given the code only.2t In a program com-
prehensioni task, subjects given a graphic representation
of control flow or data structure did no better than those
giv%en a textual description.-2 On the other hand, subjects
given the data structure documenitationi consistently did
better than subjects given the control flow documenta-
tioIl. This study sllgeests that the content of graphic
represenitations is a critical determinant of their utility.
The wrong information, or a cluttered presentation, can
lead to greater confusioni.
A second problem is that users must learn the meaning

of the components of the graphic representation. A
graphic iconi, although meaningful to the designer, may
require as much or more learning time as a word.
Some airports serving multilingual communities use
graphic icons extensively, but their meaning may not be
obvious. Similarly, some computer terminals designed
for international use have icons in place of names, but
the meaning is not always clear.
A third problem is that the graphic represenltation may

be misleadine. The Lisci mav rapidly grasp the analogical

representation, but then make incorrect conclusions
about permissible operations. Designers must be cau-
tious in selecting the displayed representation and the op-
erations. Ample testing must be carried out to refine the
representation and minimize negative side effects.
A fourth problem is that graphic representations may

take excessive screen display space. For experienced
users, a tabular textual display of 50 document names is
far more appealing than only 10 document graphic icons
with the names abbreviated to fit the icon size. Icons

Choosing the right representations and
operations is not easy. Simple metaphors,
analogies, or models with a minimal set of

concepts seem most appropriate.

should be evaluated first for their power in displaying
static information about objects and their relationship,
and second for their utility in the dynamic processes of
selection, movement, and deletion.
Choosing the right representations and operations is

not easy. Simple metaphors, analogies, or models with a
minimal set of concepts seem most appropriate. Mixing
metaphors from two sources adds complexity, which
contributes to confusion. The emotional tone of the
metaphor should be inviting rather than distasteful or in-
appropriate16 sewage disposal systems are an inap-
propriate metaphor for electronic message systems.
Since users may not share the designer's metaphor, anal-
ogy, or conceptual model, ample testing is required.

The syntactic/semantic model. The attraction of sys-
tems that use principles of direct manipulation is con-
firmed by the enthusiasm of their users. The designers of
the examples given had an innovative inspiration and an
intuitive grasp of what users wanted. Each example has
features that could be criticized, but it seems more pro-
ductive to construct an integrated portrait of direct
manipulation:

* Continuous representation of the object of interest.
* Physical actions (movement and selection by mouse,

joystick, touch screen, etc.) or labeled button
presses instead of complex syntax.

* Rapid, incremental, reversible operations whose im-
pact on the object of interest is immediately visible.

* Layered or spiral approach to learning that permits
usage with minimal knowledge. Novices can learn a
modest and useful set of commands, which they can
exercise till they become an "expert" at level I of the
system. After obtaining reinforcing feedback from
successful operation, users can gracefully expand
their knowledge of features and gain fluency.23

By using these four principles, it is possible to design
systems that have these beneficial attributes:

* Novices can learn basic functionality quickly, usual-
ly through a demonstration by a more experienced
user.
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* Experts can work extremely rapidly to carry out a
wide range of tasks, even defining new functions
and features.

* Knowledgeable intermittent users can retain opera-
tional concepts.

* Error messages are rarely needed.
* Users can immediately see if their actions are fur-

thering their goals, and if not, they can simply
change the direction of their activity.

* Users experience less anxiety because the system is
comprehensible and because actions are so easily
reversible.

* Users gain confidence and mastery because they in-
iti-ate an action, feel in control, and can predict
system responses.

My own understanding of direct manipulation was
facilitated by considering the syntactic/semantic model
of user behavior. The cognitive model was first devel-
oped in the context of programming language experi-
mentation24'25 and has been applied to database query
language questions.26
The basic idea is that there are two kinds of knowledge

in long-term memory: syntactic and semantic (see
Figure 5).

Syntactic knowledge. In a text editor, syntactic
knowledge-the details of command syntax-include
permissible item delimiters (space, comma, slash, or col-
on), insertion of a new line after the third line (13, 1 3, or
31), or the keystroke necessary for erasing a character
(delete key, CONTROL-H, or ESCAPE). This knowl-
edge is arbitrary and therefore acquired by rote memori-
zation. Syntactic knowledge is volatile in memory and
easily forgotten unless frequently used.27 This
knowledge is system dependent with some possible over-
lap among systems.

Semantic knowledge. The concepts or functionality-
semantic knowledge-are hierarchically structured from
low-level functions to higher level concepts. In text
editors, lower level functions might be cursor movement,
insertion, deletion, changes, text copying, centering, and
indentation. These lower level concepts are close to the
syntax of the command language. A middle-level seman-
tic concept for text editing might be the process for cor-
recting a misspelling: produce a display of the misspelled
word, move the cursor to the appropriate spot, and issue
the change command or key in the correct characters. A
higher level concept might be the process for moving a
sentence from one paragraph to another: move the cur-
sor to the beginning of the sentence, mark this position,
move the cursor to the end of the sentence, mark this se-
cond position, copy the sentence to a buffer area, clean
up the source paragraph, move the cursor to the target
location, copy from the buffer, check that the target
paragraph is satisfactory, and clear the buffer area.
The higher level concepts in the problem domain

(moving a sentence) are decomposed, by the expert user,
top-down into multiple, lower level concepts (move
cursor, copy from buffer, etc.) closer to the program or

syntax domain. Semantic knowledge is largely system
independent; text editing functions (inserting/deleting
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lines, moving sentences, centering, indenting, etc.) are
generally available in text editors, although the syntax
varies. Semantic knowledge, which is acquired through
general explanation, analogy, and example, is easily an-
chored to familiar concepts and is therefore stable in
memory.

The command formulation process in the syntactic/
semantic model proceeds from the user's perception of
the task in the high-level problem domain to the decom-
position into multiple, lower level semantic operations
and the conversion into a set of commands. The syntax
of text editors may vary, but the decomposition from
problem domain into low-level semantics is largely the
same. At the syntax level the user must recall whether
spaces are permitted, whether program function keys are
available, or whether command abbreviations are per-
mitted.
As a user of a half-dozen text editors during a week, I

am very aware of the commonality of my thought pro-
cesses in problem solving and the diversity of syntactic
forms with which I must cope. Especially annoying are
syntactic clashes such as the different placement of
special characters on keyboards, the multiple approaches
to backspacing (backspace key, cursor control key, or a
mouse), and the fact that one text editor uses "K" for
keeping a file while another uses "K" for killing a file.

Implications of the syntactic/semantic model. Novices
begin with a close link between syntax and semantics;
their attention focuses on the command syntax as they
seek to remember the command functions and syntax. In
fact, for novice users, the syntax of a precise, concise

High-Level
Problem Domain

Low-Level
Program Domain

Semantic Knowledge

Unix

Micro Editor
Editor

Syntactic Knowledge

Long-Term Knowledge

Figure 5. The semantic knowledge in long-term memory goes from
high-level problem domain concepts down to numerous low-level pro-
gram domain details. Semantic knowledge is well-structured, relative-
ly stable, and meaningfully acquired. Syntactic knowledge is arbitrary,
relatively volatile unless frequently rehearsed, and acquired by rote
memorization. There is usually little overlap between the syntax of dif-
ferent text editors, but they often share semantic concepts about in-
serting, deleting, and changing lines of text.
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commllanid language prosides the cues for- recallirnL thc
semllanitics. Novices revies the command names, in their
memorv5 or in a mainual, which act as the stimuli for
recalling the related semaintics. Each comnmaind is thein
exaluated tor its applicability to the problem. Novices
may hase a haid time figuring out hbos to move a
sentence of text, even if they understand each of the com-
mands. Novices using editors that have a "CHANGE
lold string/nexv string/" command must still be taught
hows to use this command to delete a word or insert a
xx1ord inlto a linie.

Manuals that have alphabetically arranged
sections make it difficult for the novice to

anchor material to familiar concepts.

As users gain experience, thev increasingly think in
higher lexel semantic terwns,xhich are freer from the syn-
tactic detail and more svstem independent. In addition to
facilitating learninig, direct mallipulationi of a Visual
representation may aid retentioni.
The syntactic/semantic model suggests that trainine

rmaniuals should be w ritten f'rom the more familiar , high-
level, problem domain viesspoint. The titles of section.s
should describe problem domaini operations that the user-
deals sith regularly. Then the details of' the comnmanids
used to accomplish the task can be presented, and finally,
the actual svntax can be shoxn. M\anuals that have
alphabetically arranged sectionis devoted to each coIml-
rnand are sers difficult for the noxvice to lea-rn fromii,
because it is difficult to anchor the materiall to famililar
conlcepts.
The sucCess of direct mlanlipulation is unlderstanidable

in the context of the svintactic/semantic mocdel. The ob-
ject of interest is displayed so that actions are directls in
the high-level problemll domain. There is little need for-
decompositioni into multiple commiiiiands with a complex
svintactic t'orm. On the contrary, each comminiaind pro-
duces a comprehenlsible action in the problem domain
that is immediately X isible. The closeness of' the problem
domain to the comminiand action reduces operator
problem-solving load and stress.

Dealing with representations of objects may be more
"natural' and closer to ininate human capabilities:
action anid visual skills emerged xsell before language
in humani e olution. Psvchologists hase long knos n
that spatial relationshipps and actions are nmore quicklx
Frasped sith visual rather thani linguistic representa-

tions. [Iurthermorc, intuition an-d discovery are often
promoted by suitable sisual representations of formal
mathemiiatical svstems.

Piaget described t'our stages ot' crosth: senisorimotor
(from birth to approximately 2 sears), preoperational (2
to 7 years), concrete operational (7 to 11 vears), and f'or-
mal operations (beginninv at approximately 11 syears).>
Phssical actions on anl object are conmprehenisible duringP
the concrete operational stage, and childreni acquire the
concept of conservation or invariance. At arounid age 1 1,
children ente- the f'orral operations stage of symbol
manipulation to repr esent actions on objects. Since

mathematics and programming require abstract thilnik-
ing, thex are difficult for childreni, and a greater effort
must be made to linek the symbolic representation to the
actual object. Direct mnanipulationi is an attempt to bring
activity to the concrete operational stage or exen1 to the
preoperational stage, thus making some tasks easier flor
children and adults.

It is eass to ens ision direct manipulation in cases s here
the physical action is conifined to a small number of ob-
jects and simple comminiands, but the approach rmav be
unsuitable f'or some complex applications. On the other
hand, display editors proside impressixe functionality in
a natural xas. The limits of direct manipulation xill be
determined by the imagination and skill ot' the designer.
With more examples and experience, researchers should
be able to test competing theories about the most effec-
tive metaphors or analogies. Familiar sisual analogies
may be more appealing in the early stages of learning the
ssstem, xshile more specific abstract models may be more
useful during regular use.
The syntactic/semantic model prosides a simple model

of human cognitive activitv. It must be refined and cx-
tended to enlhance its explanatory and predictive posver.
Empirical tests and car-eful measurements of' human per-
formance x ith a X aricty of syxstems are needed to X alidate
the improved model. Cognitive models of user behavior
and mental models or system images of computer-sup-
plied funlctions are rapidly expanding areas of research in
computer science anid psychology.

Potential applications of direct
manipulation

The trick in creating a direct manipulation syvstcm is to
comi-e up with an appropriate representation or model ot'
reality. I t'ound it dif ficult to thilnk about int'ormiiation
problems in a visual f'orm, but xith practice it becamne
more natural. With many applications, the jump to a
visual language sas initialls a struggle, but later I couldi
hardly imagine xxhy anyone xould xant to use a com-
plex syntactic notation to descr-ibe an essentially x isual
process.
One application that se explored was a personal ad-

dress list program that displays a Rolodex-like dcx ice (see
Figure 6). The most recently retrieved address card ap-
pears on the screen, and the top line of the next two ap-
pear behind, follosed by the image of a pack of remain-
ing cards. As the joystick is pushed forward, the Rolodex
appears to rotate and successive cards appear in f'ront. As
the joystick is pushed ftirther-, the cards pass by more
quickly; as the joystick is reversed, the direction of moxe-
ment rex erses. To change an entry, users merely mox e the
cursor over the field to be updated and and type the cor-
rection. To delete an etry, ulsers merely blank out the
fields. Blank cards night be let't at the top of' the file, but
xhen the ftields are f'illed in, proper alphabetic placement
is prosided. To find all enltries xith a specific zip code,
users merely type the zip code in the proper t'ield and
enter a question mark.
Checkbook maintenlance andl searchine mieht be donc

in a simila- fashion, by displaying a checkbook reuister-
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with labeled columns for check number, date, payee, and
amount. The joystick might be used to scan earlier en-
tries. Changes could be made in place, new entries could
be made at the first blank line, and a check mark could be
made to indicate verification against a monthly report.
Searches for a particular payee could be made by filling
in a blank payee field and then typing a question mark.

Bibliographic searching has more elaborate re-
quirements, but a basic system could be built by first D J PHC-
showing the user a wall of labeled catalog index drawers.
A cursor in the shape of a human hand might be moved
over to the section labeled "Author Index" and to the } S54 2847
drawer labeled "F-L." Depressing the button on the
joystick or mouse would cause the drawer to open up and
reveal an array of index cards with tabs offering a finer
index. Moving the cursor-finger and depressing the selec-
tion button would cause the actual index cards to appear.
Depressing the button while holding a card would cause
copying of the card into the user's notebook, also Figure 6. This electronic Rolodex or phone-number card file gives
represented on the screen. Entries in the notebook might users rapid control over the card motion by a forward or backwardbepredintedto crathe asprienEntriedbib phynorkcombin joystick press. Different commands can be displayed by moving the
be edited to create a printed bibliography or combine joystick left or right. The lively motion of the cards and the natural
with other entries to perform set intersections or unions. commands appeal to many users. Implemented by Gary Patterson in
Copies of entries could be stored on user files or trans- Basic on an Apple 11, this system was part of a course project at the
mitted to colleagues by electronic mail. It is easy to University of Maryland.
visualize many alternate approaches, so careful design
and experimental testing will be necessary to sort out the P<t 5 s:

successful, comprehensible approaches from the idiosyn- /t mnS>

cratic ones. -Os)
It is possible to apply direct manipulation to en- ed tor Cc>

vironments for which there is no obvious physical >

parallel. Imagine a job control language that shows the | c>

file directory continuously, along with representations of Sp> s> 'posh>
computer components. A new file is created by typing its
name into the first free spot in the directory listing. A file
name is deleted by blanking it out. Copies are made by icro>

locking a cursor onto a file name and dragging it to a pic- /,t//\
ture of a tape drive or a printer. For a hierarchical direc- / sstem>/
tory, the roots are displayed until a zoom command
causes the next level of the tree to appear. With several >

presses of the button labeled ZOOM a user should be c P> >

able to find the right item in the directory, but if he goes | i \
Os>

down the wrong path, the UNZOOM button will return |h old os)
the previous level. (See Figure 7 for a different approach et>
to hierarchical directories.) d,tor>
Why not make airline reservations by showing the user P aU?>> \ \ >

a map and prompting for cursor motion to the departing | \\
and arriving cities? Then use a calendar to select the date,
a clock to indicate the time, and the plane's seating plan \cro) \\nx> o e>

(with diagonal lines across already reserved seats) to >

select a seat. e 0 t

\ nternal>

Why not take inventory by showing the aisles of the t\\ tes>her>
warehouse with the appropriate number of boxes on each ta tes)
shelf? McDonald29 has combined videodisc and com- Ystem\s
puter graphics technology in a medical supply inventory
with a visual warehouse display.
Why not teach students about polynomial equations Figure 7. The Dirtree (for directory tree) program on the Perq computer

by letting them bend the curves and watch how the coef- of Three Rivers Computer Corporation is built from left to right by
ficients change, where the x-axis intersects, and how the puck selections. The details of lower level directories appear, and the
derivative equation reacts?30 items can then be selected by moving a cursor onto the item. In this

figure, the current item is AU, shown in inverse video, but the user has
These ideas are sketches for real systems. Competent moved the cursor to Boot, which is shown with a box around it. If the

designers and implementers must complete the sketches button on the puck is pressed, Boot would become the current item.
and fill in the details. Direct manipulation has the power (Figure courtesy of Three Rivers Computer Corporation)
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to attract users because it is comprehensible, natural,
rapid, and even enjoyable. If actions are simple, rever-
sibility ensured, and retention easy, then anxiety recedes
and satisfaction flows in.

The tremendous growth of interest in interactive
system design issues in the research community is en-
couraging. Similarly, the increased concern for improved
human engineering in commercial products is a promis-
ing sign. Academic and industrial researchers are apply-
ing controlled, psychologically oriented experimenta-
tion25 to develop a finer understanding of human perfor-
mance and to generate a set of practical guidelines. Com-
mercial designers and implementers are eagerly awaiting
improved guidelines and increasingly using pilot studies
and acceptance tests to refine their designs.

Interactive systems that display a representation of the
object of interest and permit rapid, incremental, revers-
ible operations through physical actions rather than com-
mand syntax are attracting enthusiastic users. Immediate
visibility of the results of operations and a layered or
spiral approach to learning contribute to the attraction.
Each of these features needs research to refine our
understanding of its contributions and limitations. But
even while such research is in progress, astute designers
can explore this approach.
The future of direct manipulation is promising. Tasks

that could have been performed only with tedious
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Direct Manipulation Interfaces 
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Donald A. Norman 
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ABSTRACT 

Direct manipulation has been lauded as a good form of interface design, and 
some interfaces that have this property have been well received by users. In  this 
article we seek a cognitive account of both the advantages and disadvantages of 
direct manipulation interfaces. We identify two underlying phenomena that 
give rise to the feeling of directness. One deals with the information processing 
distance between the user’s intentions and the facilities provided by the ma- 
chine. Reduction of this distance makes the interface feel direct by reducing 
the effort required of the user to accomplish goals. The second phenomenon 
concerns the relation between the input and output vocabularies of the inter- 
face language. In particular, direct manipulation requires that the system pro- 
vide representations of objects that behave as if they are the objects themselves. 
This provides the feeling of directness of manipulation. 

A version of this paper also appears as a chapter in the book, User Centered System De- 
sign: New Perspectives on Human-Computer Interaction (Norman & Draper, 1986). 

Authors’present address: Edwin L. Hutchins, James D. Hollan, and Donald A. Nor- 
man, Institute for Cognitive Science, University of California at San Diego, La Jolla, 
CA 92093. 
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1.  DIRECT MANIPULATION 

The best way to describe a direct manipulation interface is by example. Sup- 
pose we have a set of data to be analyzed with the numbers stored in matrix 
form. Their source and meaning are not important for this example. The num- 
bers could be the output of a spreadsheet, a matrix of numerical values from 
the computations of a conventional programming language, or the results of 
an experiment. Our  goal is to analyze the numbers, to see what relations exist 
among the rows and columns of the matrix. The matrix of numbers is repre- 
sented on a computer display screen by an icon. To plot one column against 
another, simply get a copy of a graph icon, then draw a line from the output of 
one column to the x-axis input of the graph icon and another line from the out- 
put of the second column to the y-axis input (see Figure 1). Not what was 
wanted? Erase the lines and reconnect them. Want to see other graphs? Make 
more copies of the graph icons and connect them. Need a logarithmic transfor- 
mation of one of the axes? Move up a function icon, type in the algebraic func- 
tion that is desired 0, = log x, in this case) and connect it in the desired data 
stream. Want the analysis of variance of the logarithm of the data? Connect the 
matrix to the appropriate statistical icons. These examples are illustrated in 
Figure 1B. 
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Figure 1. An elementary example of doing simple statistical computations by di- 
rect manipulation. (A) The basic components: The data are contained in the ma- 
trix, represented by the icon in the upper left corner of the screen. At the bottom of 
the screen are basic icons that represent possible functions. To use one, a copy of the 
desired icon is moved to the screen and connected up, as is shown for the graph. (B) 
More complex interconnections, including the use of a logarithmic transformation 
of the data, a basic statistical package (for means and standard deviations), and an 
Analysis of Variance Package (ANOVA). 
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Now consider how we could partition the data. Suppose one result of our 
analysis was the scatter diagram shown in Figure 2 .  The straight line that has 
been fitted through the points is clearly inappropriate. The data fall into two 
quite different clusters and it would best to analyze each cluster separately. In  
the actual data matrix, the points that form the two clusters might be scattered 
randomly throughout the data set. The regularities are apparent only when we 
plot them. How do we pull out the clusters? Suppose we could simply circle the 
points of interest in the scatter plot and use each circled set as if it were a new 
matrix of values, each of which could be analyzed in standard ways, as shown 
in Figure 2B. 

The examples of Figures 1 and 2 illustrate a powerful manipulation medium 
for computation. The promise of direct manipulation is that instead of an ab- 
stract computational medium, all the “programming” is done graphically, in a 
form that matches the way one thinks about the problem. The desired opera- 
tions are performed simply by moving the appropriate icons onto the screen 
and connecting them together. Connecting the icons is the equivalent of writ- 
ing a program or calling on a set of statistical subroutines, but with the advan- 
tage of being able to directly manipulate and interact with the data and the 
connections. There are no hidden operations, no syntax or command names to 
learn. What you see is what you get. Some classes of syntax errors are elimi- 
nated. For example, you can’t point at a nonexistent object. The system re- 
quires expertise in the task domain, but only minimal knowledge of the com- 
puter or of computing. 

The term direct manipulation was coined by Shneiderman (1974, 1982, 1983) 
to refer to systems having the following properties: 

1. Continuous representation of the object of interest. 
2. Physical actions or labeled button presses instead of complex syntax. 
3. Rapid incremental reversible operations whose impact on the object of 

interest is immediately visible. (Shneiderman, 1982, p. 251) 

Direct manipulation interfaces seem remarkably powerful. Shneiderman 
(1982) has suggested that direct manipulation systems have the following 
virtues: 

1. Novices can learn basic functionality quickly, usually through a demon- 

2. Experts can work extremely rapidly to carry out a wide range of tasks, 

3 .  Knowledgeable intermittent users can retain operational concepts. 
4. Error messages are rarely needed. 
5. Users can see immediately if their actions are furthering their goals, and 

stration by a more experienced user. 

even defining new functions and features. 

if not, they can simply change the direction of their activity. 
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L DIRECT MANIPULATION INTERFACES 315 

Figure 2. (A) The scatter plot formed in Figure 1, along with the best fitting re- 
gression line to the data. It is clear that the data really fall into two quite distinct 
clusters and that it would be best to look at each independently. (B) The clusters are 
analyzed by circling the desired data, then treating the group of circled data as if 
they were a new matrix of values, which can be treated as a data source and ana- 
lyzed in standard ways. 
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6. Users have reduced anxiety because the system is comprehensible and 
because actions are so easily reversible. (Shneiderman, 1982, p. 251) 

Can this really be true? Certainly there must be problems as well as benefits. 
It turns out that the concept of direct manipulation is complex. Moreover, al- 
though there are important benefits there are also costs. Like everything else, 
direct manipulation systems trade off one set of virtues and vices against an- 
other. It is important that we understand these trade-offs. A checklist of surface 
features is unlikely to capture the real sources of power in direct manipulation 
interfaces. 

1.1. Early Examples of Direct Manipulation 

Hints of direct manipulation programming environments have been around 
for quite some time. The first major landmark is Sutherland’s Sketchpad, a 
graphical design program (Sutherland, 1963). Sutherland’s goal was to devise 
a program that would make it possible for a person and a computer “to converse 
rapidly through the medium of line drawings.” Sutherland’s work is a land- 
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mark not only because of historical priority but because of the ideas that he 
helped develop: H e  was one of the first to discuss the power of graphical inter- 
faces, the conception of a display as “sheets of paper,” the use of pointing de- 
vices, the virtues of constraint representations, and the importance of de- 
picting abstractions graphically. 

Sutherland’s ideas took 20 years to have widespread impact. The lag is per- 
haps due more to hardware limitations than anything else. Highly interactive, 
graphical programming requires the ready availability of considerable 
computational power, and it is only recently that machines capable of sup- 
porting this type of computational environment have become inexpensive 
enough to be generally available. Now we see these ideas in many of the 
computer-aided design and manufacturing systems, many of which can trace 
their heritage directly to Sutherland’s work. Borning‘s T h i n g L a b  program 
(1979) explored a general programming environment, building upon many of 
Sutherland’s ideas within the Smalltalk programming environment. More re- 
cently direct manipulation systems have been appearing with reasonable fre- 
quency. For example, Bill Budge’s Pinball  Construction Set (Budge, 1983) permits 
a user to construct an infinite variety of electronic pinball games by directly 
manipulating graphical objects that represent the components of the game sur- 
face. Other examples exist in the area of intelligent training systems (e.g., the 
Steamer system of Hollan, Hutchins, & Weitzman, 1984; Hollan, Stevens, & 
Williams, 1980). Steamer makes use of similar techniques and also provides 
tools for the construction of interactive graphical interfaces. Finally, spread- 
sheet programs incorporate many of the essential features of direct manipula- 
tion. In  the lead article of Scientific American’s special issue on computer soft- 
ware, Kay (1984) claims that the development of dynamic spreadsheet systems 
gives strong hints that programming styles are in the offing that will make pro- 
gramming as it has been done for the past 40 years - that is, by composing text 
that represents instructions - obsolete. 

1.2. The Goal: A Cognitive Account of Direct Manipulation 

We see promise in the notion of direct manipulation, but as yet we see no ex- 
planation of it. There are systems with attractive features, and claims for the 
benefits of systems that give the user a certain sort of feeling, and even lists of 
properties that seem to be shared by systems that provide that feeling, but no 
account of how particular properties might produce the feeling of directness. 
The purpose of this article is to examine the underlying basis for direct manip- 
ulation systems. O n  the one hand, what is it that provides the feeling of“direct- 
ness?” Why do direct manipulation systems feel so natural? What is so 
compelling about the notion? O n  the other hand, why can using such systems 
sometimes seem so tedious? 
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For us, the notion of“direct manipulation” is not a unitary concept, nor even 
something that can be quantified in itself. It is an orienting notion. “Direct- 
ness” is an impression or a feeling about an  interface. What we seek to do here 
is to characterize the space of interfaces and see where within that picture the 
range of phenomena that contribute to the feeling of directness might reside. 
The goal is to give cognitive accounts of these phenomena. At the root of our 
approach is the assumption that the feeling of directness results from the com- 
mitment of fewer cognitive resources. Or ,  put the other way around, the need 
to commit additional cognitive resources in the use of an interface leads to the 
feeling of indirectness. As we shall see, some of the production of the feeling of 
directness is due to adaptation by the user, so that the designer can neither 
completely control the process, nor take full credit for the feeling of directness 
that may be experienced by the user. 

We will not attempt to set down hard and fast criteria under which an inter- 
face can be classified as direct or not direct. The sensation of directness is al- 
ways relative; it is often due to the interaction of a number of factors. There are 
costs associated with every factor that increases the sensation of directness. At 
present we know of no way to measure the trade-off values, but we will attempt 
to provide a framework within which one can say what is being traded off 
against what. 

2. TWO ASPECTS OF DIRECTNESS: DISTANCE AND 
ENGAGEMENT 

There are two distinct aspects of the feeling of directness. One involves a no- 
tion of the distance between one’s thoughts and the physical requirements of 
the system under use. A short distance means that the translation is simple and 
straightforward, that thoughts are readily translated into the physical actions 
required by the system and that the system output is in a form readily inter- 
preted in terms of the goals of interest to the user. We will use the term directness 
to refer to the feeling that results from interaction with an interface. The term 
distance will be used to describe factors which underlie the generation of the 
feeling of directness. 

The second aspect of directness concerns the qualitative feeling of engage- 
ment, the feeling that one is directly manipulating the objects of interest. 
There are two major metaphors for the nature of human-computer interaction, 
a conversation metaphor and a model-world metaphor. In a system built on 
the conversation metaphor, the interface is a language medium in which the 
user and system have a conversation about an assumed, but not explicitly rep- 
resented world. In  this case, the interface is an implied intermediary between 
the user and the world about which things are said. In a system built on the 
model-world metaphor, the interface is itself a world where the user can act, 
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and which changes state in response to user actions. The world of interest is ex- 
plicitly represented and there is no intermediary between user and world. Ap- 
propriate use of the model-world metaphor can create the sensation in the user 
of acting upon the objects of the task domain themselves. We call this aspect of 
directness direct engagement. 

2.1. Distance 

We call one underlying aspect of directness distance to emphasize the fact that 
directness is never a property of the interface alone, but involves a relationship 
between the task the user has in mind and the way that task can be accom- 
plished via the interface. Here the critical issues involve minimizing the effort 
required to bridge the gulf between the user’s goals and the way they must be 
specified to the system. 

An interface introduces distance to the extent there are gulfs between a per- 
son’s goals and knowledge and the level of description provided by the systems 
with which the person must deal. These are referred to as theguCfofexecution and 
the guyo f  evaluation (Figure 3). The gulf of execution is bridged by making the 
commands and mechanisms of the system match the thoughts and goals of the 
user. The gulf of evaluation is bridged by making the output displays present a 
good conceptual model of the system that is readily perceived, interpreted, and 
evaluated. The goal in both cases is to minimize cognitive effort. 

We suggest that the feeling of directness is inversely proportional to the 
amount of cognitive effort it takes to manipulate and evaluate a system and, 
moreover, that cognitive effort is a direct result of the gulfs of execution and 
evaluation. The better the interface to a system helps bridge the gulfs, the less 
cognitive effort needed and the more direct the resulting feeling of interaction. 

2.2. Direct Engagement 

The description of the nature of interaction to this point begins to suggest 
how to make a system less difficult to use, but it misses an important point, a 
point that is the essence of direct manipulation. The analysis of the execution 
and evaluation process explains why there is difficulty in using a system, and it 
says something about what must be done to minimize the mental effort re- 
quired to use a system. But there is more to it than that. The systems that best 
exemplify direct manipulation all give the qualitative feeling that one is directly 
engaged with control of the objects- not with the programs, not with the com- 
puter, but with the semantic objects of our goals and intentions. This is the 
feeling that Laurel (1986) discusses: a feeling of first-personness, of direct 
engagement with the objects that concern us. Are we analyzing data? Then we 
should be manipulating the data themselves; or if we are designing an analysis 
of data, we should be manipulating the analytic structures themselves. Are we 

L 
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Figure 3. The gulfs of execution and evaluation. Each gulf is unidirectional: The 
gulf of execution goes from goals to system state; the gulf of evaluation goes from 
system state to goals. 

playing a game? Then we should be manipulating directly the game world, 
touching and controlling the objects in that world, with the output of the sys- 
tem responding directly to our actions, and in a form compatible with them. 

Historically, most interfaces have been built on the conversation metaphor. 
There is power in the abstractions that language provides (we discuss some of 
this later), but the implicit role of interface as an intermediary to a hidden 
world denies the user direct engagement with the objects of interest. Instead, 
the user is in direct contact with linguistic structures, structures that can be in- 
terpreted as referring to the objects of interest, but that are not those objects 
themselves. Making the central metaphor of the interface that of the model 
world supports the feeling of directness. Instead of describing the actions of in- 
terest, the user performs those actions. In a conventional interface, the system 
describes the results of the actions. In  a model world the system directly pres- 
ents the actions taken upon the objects. This change in central metaphor is 
made possible by relatively recent advances in technology. One of the exciting 
prospects for the study of direct manipulation is the exploration of the proper- 
ties of systems that provide for direct engagement. 

Building interfaces based on the model-world metaphor requires a special 
sort of relationship between the input interface language and the output inter- 
face language. In particular, the output language must represent its subject of 
discourse in a way that natural language does not normally do. The expres- 
sions of a direct manipulation output language must behave in such a way that 
the user can assume that they, in some sense, are the things they refer to. 
DiSessa (1985) calls this “naive realism.” Furthermore, the nature of the rela- 
tionship between input and output language must be such that an output ex- 
pression can serve as a component of an input expression. Draper (1986) has 
coined the term inter-referential 1 / 0  to refer to relationships between input and 
output in which an expression in one can refer to an expression in the other. 
When these conditions are met, it is as if we are directly manipulating the 
things that the system represents. 

Thus, consider a system in which a file is represented by an image on the 
screen and actions are done by pointing to and manipulating the image. In this 
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case, if we can specify a file by pointing at the screen representation, we have 
met the goal that an expression in the output language (in this case, an image) 
be allowed as a component of the input expression (in this case, by pointing at 
the screen representation). If we ask for a listing of files, we would want the re- 
sult to be a representation that can, in turn, be used directly to specify the fur- 
ther operations to be done. Notice that this is not how a conversation works. In 
conversation, one may refer to what has been said previously, but one cannot 
operate upon what has been said. This requirement does not necessarily imply 
an interface of pictures, diagrams, or icons. It can be done with words and de- 
scriptions. The key properties are that the objects, whatever their form, have 
behaviors and can be referred to by other objects, and that referring to an object 
causes it to behave. In the file-listing example, we must be able to use the out- 
put expression that represents the file in question as a part of the input expres- 
sion calling for whatever operation we desire upon that file, and the output ex- 
pression that represents the file must change as a result of being referred to in 
this way. The goal is to permit the user to act as if the representation is the 
thing itself. 

These conditions are met in many screen editors when the task is the ar- 
rangement of strings of characters. The characters appear as they are typed. 
They are then available for further operations. We treat them as though they 
are the things we are manipulating. These conditions are also met in the statis- 
tics example with which we opened this article (Figure l),  and in Steamer. The 
special conditions are not met in file-listing commands on most systems, the 
commands that allow one to display the names and attributes of file structure. 
The issue is that the outputs of these commands are simply “names” of the ob- 
jects, and operating on the names does nothing to the objects to which the 
names refer. In a direct manipulation situation, we would feel that we had the 
files in front of us, that the program that “listed” the files actually placed the 
files before us. Any further operation on the files would take place upon the 
very objects delivered by the directory-listing command. This would provide 
the feeling of directly manipulating the objects that were returned. 

The point is that when an interface presents a world of behaving objects 
rather than a language of description, manipulating a representation can have 
the same effects and the same feel as manipulating the thing being represented. 
The members of the audience of a well-staged play willfully suspend their be- 
liefs that the players are actors and become directly engaged in the content of 
the drama. In a similar way, the user of a well-designed model-world interface 
can willfully suspend belief that the objects depicted are artifacts of some pro- 
gram and can thereby directly engage the world of the objects. This is the es- 
sence of the “first-personness” feeling of direct engagement. Let us now return 
to the issue of distance and explore the ways that an interface can be direct or 
indirect with respect to a particular task. 
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3. TWO FORMS OF DISTANCE: SEMANTIC AND 
ARTICULATORY 

32 1 

Whenever we interact with a device, we are using an interface language. 
That is, we must use a language to describe to the device the nature of the ac- 
tions we wish to have performed. This is true regardless ofwhether we are deal- 
ing with an interface based on the conversation metaphor or on the model- 
world metaphor, although the properties of the language in the two cases are 
different. A description of desired actions is an expression in the interface 
language. 

The notion of an interface language is not confined to the everyday meaning 
of language. Setting a switch or turning a steering wheel can be expressions in 
an interface language if switch setting or wheel turning are how one specifies 
the operations that are to be done. After an action has been performed, evalua- 
tion of the outcome requires that the device make available some indication of 
what has happened: that output is an expression in the output interface lan- 
guage. Output interface languages are often impoverished. Frequently the 
output interface language does not share vocabulary with the input interface 
language. Two forms of interface language- two dialects, if you will-must 
exist to span the gulfs between user and device: the input interface language 
and the output interface language. 

Both the languages people speak and computer programming languages are 
almost entirely symbolic in the sense that there is an arbitrary relationship be- 
tween the form of a vocabulary item and its meaning. The reference relation- 
ship is established by convention and must be learned. There is no way to infer 
meaning from form for most vocabulary items. Because of the relative inde- 
pendence of meaning and form we describe separately two properties of inter- 
face languages: semantic distance and articulatory distance. Figure 4 summa- 
rizes the relationship between semantic and articulatory distance. In the 
following sections we treat each of these distances separately and discuss them 
in relation to the gulfs of execution and evaluation. 

3.1. Semantic Distance 

Semantic distance concerns the relation of the meaning of an expression in 
the interface language to what the user wants to say. Two important questions 
about semantic distance are (1) Is i t  possible to say what  one wants  to say in this lan- 
guage? That is, does the language support the user’s conception of the task do- 
main? Does it encode the concepts and distinctions in the domain in the same 
way that the user thinks about them? ( 2 )  Can the thing1 of interest be said concisely? 
Can the user say what is wanted in a straightforward fashion, or must the user 
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Figure 4. Every expression in the interface language has a meaning and a form. 
Semantic distance reflects the relationship between the user intentions and the 
meaning of expressions in the interface languages both for input and output. Artic- 
ulatory distance reflects the relationship between the physical form of an expres- 
sion in the interaction language and its meaning, again, both for input and output. 
The easier it is to go from the form or appearance of the input or output to meaning, 
the smaller the articulatory distance. 

1 

INTERFACE LANGUAGE 

Goals 4-b Meaning of 
Expresslon 

Form of 
Expresslon 

construct a complicated expression to do what appears in the user’s thoughts as 
a conceptually simple piece of work? 

Semantic distance is an issue with all languages. Natural languages gener- 
ally evolve such that they have rich vocabularies for domains that are of impor- 
tance to their speakers. When a person learns a new language- especially 
when the language is from a different culture - the new language may seem in- 
direct, requiring complicated constructs to describe things the learner thinks 
should be easy to say. But the differences in apparent directness reflect differ- 
ences in what things are thought important in the two cultures. Natural lan- 
guages can and do change as the need arises. This occurs through the introduc- 
tion of new vocabulary or by changing the meaning of existing terms. The 
result is to make the language semantically more direct with respect to the 
topic of interest. 

3.2. Semantic Distance in the Gulfs of Execution and Evaluation 

Beware the Turing tar-pit in which everything is possible but nothing of 
interest is easy (Perlis, 1982, p. 10). 

The Gulf of Execution 

At the highest level of description, a task may be described by the user’s in- 
tention: “compose this piece” or “format this paper.” At the lowest level of de- 
scription, the performance of the task consists of the shuffling of bits inside the 
machine. Between the interface and the low-level operations of the machine is 
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the system-provided task-support structure that implements the expressions in 
the interface language. The situation that Perlis (1982) called the “Turing tar- 
pit” is one in which the interface language lies near or at the level of bit shuf- 
fling of a very simple abstract machine. In this case, the entire burden of 
spanning the gulf from user intention to bit manipulation is carried by the 
user. The relationship between the user’s intention and the organization of the 
instructions given to the machine is distant, complicated, and hard to follow. 
Where the machine is of minimal complexity, as is the case with the Turing 
machine example, the wide gulf between user intention and machine instruc- 
tions must be filled by the user’s extensive planning and translation activities. 
These activities are difficult and rife with opportunities for error. 

Semantic directness requires matching the level of description required by 
the interface language to the level at which the person thinks of the task. It is al- 
ways the case that the user must generate some information-processing struc- 
ture to span the gulf. Semantic distance in the gulf of execution reflects how 
much of the required structure is provided by the system and how much by the 
user. The more that the user must provide, the greater the distance to be 
bridged. 

The Gulf of Evaluation 

O n  the evaluation side, semantic distance refers to the amount of processing 
structure that is required for the user to determine whether the goal has been 
achieved. If the terms of the output are not those of the user’s intention, the user 
will be required to translate the output into terms that are compatible with the 
intention in order to make the evaluation. For example, suppose a user’s intent 
is to control how fast the water level in a tank rises. The user does some 
controlling action and observes the output. But if the output only shows the 
current value, the user has to observe the value over time and mentally com- 
pare the values at different times to see what the rate of change is (see Figure 5). 
The information needed for the evaluation is in the output, but it is not there in 
a form that directly fits the terms of the evaluation. The burden is on the user to 
perform the required transformations, and that requires effort. Suppose the 
rate of change were directly displayed, as in Figure 5B. This indication re- 
duces the mental workload, making the semantic distance between intentions 
and output language much shorter. 

3.3. Reducing the Semantic Distance That Must Be Spanned 

Figure 5 provides one illustration of how semantic distance can be changed. 
In general, there are only two basic ways to reduce the distance, one from the 
system side (requiring effort on the part of the system designer), the other from 
the user side (requiring effort on the part of the user). Each direction of bridge 
building has several components. Here let us consider the following possibili- 
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Figure 5. Matching user’s intentions by appropriate output language. The user at- 
tempts to control the rate at which the water level in the tank is rising. In  (A), the 
only indication is a meter that shows the current level. This requires the user to ob- 
serve the meter over time and to do a mental computation on the observations. (B) 
shows a display that is more semantically direct: The rate of change is graphically 
indicated. (These illustrations are from the working Steamer system of Hollan, 
Hutchins, & Weitzman, 1984.) 

ties: (1) The designer can construct higher-level and specialized languages that 
move toward the user, making the semantics of the input and output languages 
match that of the user. (2)  The user can develop competence by building new 
mental structures to bridge the gulfs. In particular, this requires the user to au- 
tomate the response sequence and to learn to think in the same language as that 
required by the system. 

Higher-Level Languages 

One way to bridge the gulf between the intentions of the user and the specifi- 
cations required by the computer is well known: Provide the user with a 
higher-level language, one that directly expresses frequently encountered 
structures of problem decomposition. Instead of requiring the complete de- 
composition of the task to low-level operations, let the task be described in the 
same language used within the task domain itself. Although the computer still 
requires low-level specification, the job of translating from the domain lan- 
guage to the programming language can be taken over by the machine itself. 

This implies that designers ofhigher-level languages should consider how to 
develop interface languages for which it will be easy for the user to create the 
mediating structure between intentions and expressions in the language. One 
way to facilitate this process is to provide consistency across the interface sur- 
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face. That is, if the user builds a structure to make contact with some part of the 
interface surface, a savings in effort can be realized if it is possible to use all or 
part of that same structure to make contact with other areas. 

The result of matching a language to the task domain brings both good news 
and bad news. The good news is that tasks are easier to specify. Even if consid- 
erable planning is still required to express a task in a high-level language, the 
amount of planning and translation that can be avoided by the user and passed 
off to the machine can be enormous. The bad news is that the language has lost 
generality. Tasks that do not easily decompose into the terms of the language 
may be difficult or impossible to represent. In the extreme case, what can be 
done is easy to do, but outside that specialized domain, nothing can be done. 

The power of a specialized language system derives from carefully specified 
primitive operations, selected to match the predicted needs of the user, thus 
capturing frequently occurring structures of problem decomposition. The 
trouble is that there is a conflict between generality and matching to any spe- 
cific problem domain. Some high-level languages and operating systems have 
attempted to close the gap between user intention and the interaction language 
while preserving freedom and ease of general expression by allowing for exten- 
sibility of the language or operating system. Such systems allow the users to 
move the interface closer to their conception of the task. 

The Lisp language and the UNIX operating system serve as examples of this 
phenomenon. Lisp is a general-purpose language, but one that has extended it- 
self to match a number of special high-level domains. As a result, Lisp can be 
thought of as having numerous levels on top of the underlying language ker- 
nel. There is a cost to this method. As more and more specialized domain lev- 
els get added, the language system gets larger and larger, becoming more 
clumsy to use, more expensive to support, and more difficult to learn. Just look 
at any of the manuals for the large Lisp systems (Interlisp, Zetalisp) to get a 
feel for the complexity involved. The same is true for the UNIX operating sys- 
tem, which started out with a number of low-level, general primitive opera- 
tions. Users were allowed (and encouraged) to add their own, more specialized 
operations, or to package the primitives into higher-level operations. The re- 
sults in all these cases are massive systems that are hard to learn and that re- 
quire a large amount of support facilities. The documentation becomes huge, 
and not even system experts know all that is present. Moreover, the difficulty 
of maintaining such a large system increases the burden on everyone, and the 
possibility of having standard interfaces to each specialized function has long 
been given up. 

The point is that as the interface approaches the user’s intention end of the 
gulf, functions become more complicated and more specialized in purpose. 
Because of the incredible variety of human intentions, the lexicon of a lan- 
guage that aspires to both generality of coverage and domain-specific functions 
can grow very large. In any of the modern dialects of Lisp one sees a microcosm 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 265 of 394



326 HUTCHINS,  HOLLAN, NORMAN 

of the argument about high-level languages in general. The fundamentals of 
the language are simple, but a great deal of effort is required to do anything 
useful at the low level of the language itself. Higher-level functions written in 
terms of lower-level ones make the system easier to use when the functions 
match intentions, but in doing so they may restrict possibilities, proliferate vo- 
cabulary, and require that a user know an increasing amount about the lan- 
guage of interaction rather than the domain of action. 

Make the Output Show Semantic Concepts Directly 

An example of reducing semantic distance on the output side is provided by 
the scenario of controlling the rate of filling a water tank, described in Figure 
5 .  In that situation, the output display was modified to show rate of flow di- 
rectly, something normally not displayed but instead left to the user to com- 
pute mentally. 

In similar fashion, the change from line-oriented text editors to screen- 
oriented text editors, where the effects of editing commands can be seen in- 
stantly, is another example of matching the display to the user’s semantics. In 
general, the development of WYSIWYG (“What You See Is What You Get”) 
systems provides other examples. And finally, spreadsheet programs have 
been valuable, in part because their output format continually shows the state 
of the system as values are changed. 

The attempt to develop good semantic matches with the system output con- 
fronts the same conflict between generality and power faced in the design of in- 
put languages. If the system is too specific and specialized, the output displays 
lack generality. If the system is too rich, the user has trouble learning and se- 
lecting among the possibilities. One solution for both the output and input 
problem is to abandon hope of maintaining general computing and output 
ability and to develop special-purpose systems for particular domains or tasks. 
In such a world, the location of the interface in semantic space is pushed closer 
to the domain language description. Here, things of interest are made simple 
because the lexicon of the interface language maps well into the lexicon of do- 
main description. Considerable planning may still go on in the conception of 
the domain itself, but little or no planning or translation is required to get from 
the language of domain description to the language of the interface. The price 
paid for these advantages is a loss of generality: Many things are unnatural or 
even impossible. 

Automated Behavior Does Not Reduce Semantic Distance 

Cognitive effort is required to plan a sequence of actions to satisfy some in- 
tent. Generally, the more structure required of the user, the more effort use of 
the system will entail. However, this gap can be overcome if the users become 
familiar enough with the system. Structures that are used frequently need not 
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be rebuilt every time they are needed if they have been remembered. Thus, a 
user may remember how to do something rather than having to rederive how to 
do it. It is well known that when tasks are practiced sufficiently often, they be- 
come automated, requiring little or no conscious attention. As a result, over 
time the use of an interface to solve a particular set of problems will feel less 
difficult and more direct. Experienced users will sometimes argue that the in- 
terface they use directly satisfies their intentions, even when less skilled users 
complain of the complexity of the structures. T o  skilled users, the interface 
feels direct because the invocation of mediating structure has been automated. 
They have learned how to transform frequently arising intentions into action 
specifications. The result is a feeling of directness as compelling as that which 
results from semantic directness. As far as such users are concerned, the inten- 
tion comes to mind and the action gets executed. There are no conscious 
intervening stages. (For example, a user of the vi text editor expressed this as 
follows: “I am an expert user of vi, and when I wish to delete a word, all I do is 
think ‘delete that word,’ my fingers automatically type ‘dw,’ and the word dis- 
appears from the screen. How could anything be more direct?”) 

The frequent use of even a poorly designed interface can sometimes result in 
a feeling of directness like that produced by a semantically direct interface. A 
user can compensate for the deficiencies of the interface through continual use 
and practice so that the ability to use it becomes automatic, requiring little 
conscious activity. While automatism is one factor which can contribute to a 
feeling of directness, it is essential for an interface designer to distinguish it 
from semantic distance. Automatization does not reduce the semantic distance 
that must be spanned; the gulfs between a user’s intentions and the interface 
must still be bridged by the user. Although practice and the resulting expertise 
can make the crossing less difficult, it does not reduce the magnitude of the 
gulfs. Planning activity may be replaced by a single memory retrieval so that 
instead of figuring out what to do, the user remembers what to do. Automati- 
zation may feel like direct control, but it comes about for completely different 
reasons than semantic directness. Automatization is useful, for it improves the 
interaction of the user with the system, but the feeling of directness it produces 
depends only on how much practice a particular user has with the system and 
thus gives the system credit for the work the user has done. Although we need to 
remember that this happens, that users may adjust themselves to the interface 
and, with sufficient practice, may view it as directly supporting their inten- 
tions, we need to distinguish between the cases in which the feeling of direct- 
ness originates from a close semantic coupling between intentions and the in- 
terface language and that which originates from practice. The resultant feeling 
of directness might be the same in the two cases, but there are crucial differ- 
ences between how the feeling is acquired and what one needs to do as an inter- 
face designer to generate it. 
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The User Can Adapt to the System Representation 

Another way to span the gulf is for the users to change their own conceptual- 
ization of the problem so that they come to think of it in the same terms as the 
system. In some sense, this means that the gulf is bridged by moving the user 
closer to the system. Because of their experience with the system, the users 
change both their understanding of the task and the language with which they 
think about issues. This is related to the notion of linguistic determinism. If it 
is true that the way we think about something is shaped by the vocabulary we 
have for talking about it, then it is important for the designer of a system to pro- 
vide the user with a good representation ofthe task domain in question. The in- 
terface language should provide a powerful, productive way of thinking about 
the domain. 

This form of the users adapting to the system representation takes place at a 
more fundamental level than the other ways of reducing semantic distance. 
While moving the interface closer to the users’ intentions may make it difficult 
to realize some intentions, changing the users’ conception of the domain may 
prevent some intentions from arising at all. So while a well-designed special- 
purpose language may give the users a powerful way of thinking about the do- 
main, it may also restrict the users’ flexibility to think about the domain in dif- 
ferent ways. 

The assumption that a user may change conceptual structure to match the 
interface language follows from the notion that every interface language 
implies a representation of the tasks it is applied to. The representation im- 
plied by an interface is not always a coherent one. Some interfaces provide a 
collection of partially overlapping views of a task domain. If a user is to move 
toward the model implied by the interface, and thus reduce the semantic dis- 
tance, that model should be coherent and consistent over some conception of 
the domain. There is, of course, a trade-off here between the costs to the user of 
learning a new way to think about a domain and the potential added power of 
thinking about it in the new way. 

Virtuosity and Semantic Distance 

Sometimes users have a conception of a task and of a system that is broader 
and more powerful than that provided by an  interface. The structures they 
build to make contact with the interface go beyond it. This is how we character- 
ize virtuoso performances in which the user may “misuse” limited interface 
tools to satisfy intentions that even the system designer never anticipated. In 
such cases of virtuosity the notion of semantic distance becomes more compli- 
cated and we need to look very carefully at the task that is being accomplished. 
Semantic directness always involves the relationship between the task one 
wishes to accomplish and the ways the interface provides for accomplishing it. 

. 

Microsoft Ex. 1004 
Microsoft v. Philips -  IPR2018-00026 

Page 268 of 394



DIRECT MANIPULATION INTERFACES 329 

If the task changes, then the semantic directness of the interface may also 
change. 

Consider a musical example: Take the task of producing a middle-C note on 
two musical instruments, a piano and a violin. For this simple task, the piano 
provides the more direct interface because all one need do is find the key for 
middle-C and depress it, whereas on the violin, one must place the bow on the 
G string, place a choice of fingers in precisely the right location on that string, 
and draw the bow. A piano’s keyboard is more semantically direct than the vio- 
lin’s strings and bow for the simple task of producing notes. The piano has a 
single well-defined vocabulary item for each of the notes within its range, 
while the violin has an infinity of vocabulary items, many of which do not pro- 
duce proper notes at all. However, when the task is playing a musical piece 
well rather than simply producing notes, the directness of the interfaces can 
change. In this case, one might complain that a piano has a very indirect inter- 
face because it is a machine with which the performer “throws hammers at 
strings.” The performer has no direct contact with the components that actu- 
ally produce the sound, and so the production of desired nuances in sound is 
more difficult. Here, as musical virtuosity develops, the task that is to be ac- 
complished also changes from just the production of notes to concern for how to 
control more subtle characteristics of the sounds like vibrato, the slight 
changes in pitch used to add expressiveness. For this task the violin provides a 
semantically more direct interface than the piano. Thus, as we have argued 
earlier, an analysis of the nature of the task being performed is essential in 
determining the semantic directness of an interface. 

3.4. Articulatory Distance 

In  addition to its meaning, every vocabulary item in every language has a 
physical form and that form has an internal structure. Words in natural lan- 
guages, for example, have phonetic structure when spoken and typographic 
structure when printed. Similarly, the vocabulary items that constitute an in- 
terface language have a physical structure. Where semantic distance has to do 
with the relationship between user’s intentions and meanings of expressions, 
articulatol-y distance has to do with the relationship between the meanings of ex- 
pressions and their physical form. O n  the input side, the form may be a se- 
quence of character-selecting key presses for a command language interface, 
the movement of a mouse and the associated “mouse clicks” in a pointingdevice 
interface, or a phonetic string in a speech interface. O n  the output side, the 
form might be a string of characters, a change in an  iconic representation, or 
variation in an auditory signal. 

There are ways to design languages such that the relationships between the 
forms of the vocabulary items and their meanings are not arbitrary. One tech- 
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nique is to make the physical form of the vocabulary items structurally similar 
to their meanings. In  spoken language this relationship is called onomato- 
poeia. Onomatopoetic words in spoken language refer to their meanings by 
imitating the sound they refer to. Thus we talk about the “boom” of explosions 
or the “cock-a-doodle-doo” of roosters. There is an economy here in that the 
user’s knowledge of the structure of the surface acoustical form has a non- 
arbitrary relation to meaning. There is a directness of reference in this 
imitation; an  intervening level of arbitrary symbolic relations is eliminated. 
Other uses of language exploit this effect partially. Thus, although the word 
“ long  is arbitrarily associated with its meaning, sentences like “She stayed a 
looooooooooong time” exploit a structural similarity between the surface form 
of “long” (whether written or spoken) and the intended meaning. The same 
sorts of things can be done in the design of interface languages. 

In  many ways, the interface languages should have an easier time of 
exploiting articulatory similarity than do natural languages because of the rich 
technological base available to them. Thus, if the intent is to draw a diagram, 
the interface might accept as input drawing motions. In  turn, it could present 
as output diagrams, graphs, and images. If one is talking about sound patterns 
in the input interface language, the output could be the sounds themselves. 
The computer has the potential to exploit articulatory similarities through 
technological innovation in the varieties of dimensions upon which it can op- 
erate. This potential has not been exploited, in part because of economic con- 
straints. The restriction to simple keyboard input limits the form and structure 
of the input languages and the restriction to simple, alphanumeric terminals 
with small, low-resolution screens, limits the form and structure of the output 
languages. 

3.5. Articulatory Distance in the Gulfs of Execution and 
Evaluation 

The relationships among semantic distance, articulatory distance, and the 
gulfs of execution and evaluation are illustrated in Figure 6. 

Take the simple, commonplace activity of moving a cursor on the screen. If 
we do this by moving a mouse, pointing with a finger or a light pen at the 
screen, or otherwise mimicking the desired motion, then at the level of action 
execution, these interactions all exhibit articulatory directness. The meaning 
of the intention is cursor movement and the action is specified by means of a 
similar movement. One way to achieve articulatory directness at the input side 
is to provide an interface that permits specification of an action by mimicking 
it, thus supporting an articulatory similarity between the vocabulary item and 
its meaning. Any nonarbitrary relationship between the form of an item and 
its meaning can be a basis for articulatory directness. While structural rela- 
tionships of form to meaning may be desirable, it is sometimes necessary to re- 
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Figure 6. Forming an intention is the activity that spans semantic distance in the gulf of execution. The intention specifies the meaning of
the input expression that is to satisfy the user’s goaJ. Forming an action specification is the activity that spans articulatory distance in the
gulf of execution. The action specification prescribes the form of an input expression having the desired meaning. The form of the input ex-
pression is executed by the user on the machine interface and the form of the output expression appears on the machine interface, to be per-
ceived by the user. When some part of the form ofa previous output expression is incorporated in the form ofa new input expression, the in-
put and output are said to be inter-referential. Interpretation is the activity that spans articulatory distance in the gulf of evaluation.
Interpretation determines the meaning of the output expression from the form of the output expression. Evaluation is the activity that
spans semantic distance in the gulf of evaluation. Evaluation assesses the relationship between the meaning of the output expression and
the user’s goal.  
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sort to an arbitrary relationship of form to meaning. Still, some arbitrary rela- 
tionships are easier to learn than others. It may be possible to exploit previous 
user knowledge in creating this relationship. Much of the work on command 
names in command language interfaces is an instance of trying to develop 
memorable and discriminable relationships between the forms and the mean- 
ings ofcommand names (Black & Moran, 1982; Black & Sebrechts, 1981; Car- 
rol, 1985). 

Articulatory directness on the output side is similar. If the user is following 
the changes in some variable, a moving graphical display can provide articula- 
tory directness. A table of numbers, although containing the same semantic in- 
formation, does not provide articulatory directness. Thus, the graphical 
display and the table of numbers might be equal in semantic directness, but 
unequal in articulatory directness. The goal of designing for articulatory di- 
rectness is to couple the perceived form of action and meaning so naturally that 
the relationships between intentions and actions and between actions and out- 
put seem straightforward and obvious. 

In general, articulatory directness is highly dependent upon I /O  technol- 
ogy. Increasing the articulatory directness of actions and displays requires a 
much richer set of input/output devices than most systems currently have. In 
addition to keyboards and bit-mapped screens, we see the need for various 
forms of pointing devices. Such pointing devices have important spatio-mimetic 
properties and thus support the articulatory directness of input for tasks that 
can be represented spatially. The mouse is useful for a wide variety of tasks not 
because of any properties inherent in itself, but because we map so many kinds 
of relationships (even ones that are not intrinsically spatial) on to spatial meta- 
phors. In addition, there are often needs for sound and speech, certainly as out- 
puts, and possibly as inputs. Precise control of timing will be necessary for 
those applications where the domain of interest is time sensitive. Perhaps it is 
stretching the imagination beyond its willing limits, but Galton (1894) sug- 
gested and carried out a set of experiments on doing arithmetic by sense of 
smell. Less fancifully conceived, input might be sensitive not only to touch, 
place, and timing, but also to pressure or to torque (see Buxton, 1986; Minsky, 
1984). 

4. DIRECT ENGAGEMENT 

Direct engagement occurs when a user experiences direct interaction with 
the objects in a domain. Here there is a feeling of involvement directly with a 
world of objects rather than of communication with an  intermediary. The in- 
teractions are much like interacting with objects in the physical world. Actions 
apply to the objects, observations are made directly upon those objects, and the 
interface and the computer become invisible. Although we believe this feeling 
of direct engagement to be of critical importance, in fact, we know little about 
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the actual requirements for producing it. Laurel (1986) discusses some of the 
requirements. At a minimum, to allow a feeling of direct engagement the sys- 
tem requires the following: 

Execution and evaluation should exhibit both semantic and articulatory 
directness. 

Input and output languages of the interface should be inter-referential, 
allowing an input expression to incorporate or make use of a previous 
output expression. This is crucial for creating the illusion that one is di- 
rectly manipulating the objects of concern. 

The system should be responsive, with no delays between execution and 
the results, except where those delays are appropriate for the knowledge 
domain itself. 

The interface should be unobtrusive, not interfering or intruding. If the 
interface itself is noticed, then it stands in a third-person relationship to 
the objects of interest, and detracts from the directness of the engage- 
ment. 

In  order to have a feeling of direct engagement, the interface must provide 
the user with a world in which to interact. The objects of that world must feel 
like they are the objects of interest, that one is doing things with them and 
watching how they react. In order for this to be the case, the output language 
must present representations of objects in forms that behave in the way that the 
user thinks of the objects behaving. Whatever changes are caused in the objects 
by the set of operations must be depicted in the representation of the objects. 
This use of the same object as both an input and output entity is essential to 
providing objects that behave as if they are the real thing. It is because an input 
expression can contain a previous output expression that the user feels the out- 
put expression is the thing itself and that the operation is applied directly to the 
thing itself. 

In addition, all of the discussions of semantic and articulatory directness ap- 
ply here too, because the designer of the interface must be concerned with what 
is to be done and how one articulates that in the languages of interaction. But 
the designer must also be concerned with creating and supporting an illusion. 
The specification of what needs to be done and evidence that it has been done 
must not violate the illusion, else the feeling of direct engagement will be lost. 

One factor that seems especially relevant to maintaining this illusion is the 
form and speed of feedback. Rapid feedback in terms of changes in the behav- 
ior of objects not only allows for the modification of actions even as they are be- 
ing executed, but also supports the feeling of acting directly on the objects 
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themselves. It removes the perception of the computer as an intermediary by 
providing continual representation of system state. In  addition, rapidity of 
feedback and continual representation of state allows one to make use of per- 
ceptual faculties in evaluating the outcome of actions. We can watch the ac- 
tions take place, monitoring them much like we monitor our interactions with 
the physical world. The reduction in the cognitive load of mentally main- 
taining relevant information and the form of the interaction contribute to the 
feeling of engagement. 

5.  A SPACE OF INTERFACES 

Distance and engagement are depicted in Figure 7 as two major dimensions 
in a space of interface designs. The dimension of engagement has two land- 
mark values: One is the metaphor of interface as conversation; the other is the 
metaphor of interface as model world. The dimension of distance actually con- 
tains two distances to be spanned: semantic and articulatory distances, the two 
kinds of gulfs that lie between the user’s conception of the task and the interface 
language. 

The least direct interface is often one that provides a low-level language in- 
terface, for this is apt to provide the weakest semantic match between inten- 
tions and the language of the interface. In this case, the interface is an interme- 
diary between the user and the task. Even worse, it is an intermediary that does 
not understand actions at the level of description in which the user likes to 
think of them. Here the user must translate intentions into complex or lengthy 
expressions in the language that the interface intermediary can understand. 

A more direct situation arises when the central metaphor of the interface is a 
world. Then the user can be directly engaged with the objects in a world; but 
still, if the actions in that world do not match those that the user wishes to per- 
form within the task domain, getting the task done may be a difficult process. 
The user may believe that things are getting done and may even experience a 
sense of engagement with the world, yet still be doing things at too low a level. 
This is the state of some of the recently introduced direct manipulation sys- 
tems: They produce an immediate sense of engagement, but as the user devel- 
ops experience with the system, the interface appears clumsy, to interfere too 
much, and to demand too many actions and decisions at the wrong level of 
specification. These interfaces appear on the surface to be direct manipulation 
interfaces, but they fail to produce the proper feelings of direct engagement 
with the task world. 

Closing the distance between the user’s intentions and the level of specifica- 
tion of the interface language allows the user to make efficient specifications of 
intentions. Where this is done with a high-level language, quite efficient inter- 
faces can be designed. This is the situation in most modern integrated pro- 
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Figure 7. A space of interfaces. The dimensions of distance from user goals and de- 
gree of engagement form a space of interfaces within which we can locate some fa- 
miliar types of interfaces. Direct manipulation interfaces are those that minimize 
the distances and maximize engagement. As always, the distance between user in- 
tentions and the interface language depends on the nature of the task the user is 
performing. 
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gramming environments. For some classes of tasks, such interfaces may be su- 
perior to direct manipulation interfaces. 

Finally, the most direct of the interfaces will lie where engagement is 
maximized, where just the right semantic and articulatory matches are pro- 
vided, and where all distances are minimized. 

6. PROBLEMS WITH DIRECT MANIPULATION 

Direct manipulation systems have both virtues and vices. For instance, the 
immediacy of feedback and the natural translation of intentions to actions 
make some tasks easy. The matching of levels of thought to the interface 
language - semantic directness - increases the ease and power of performing 
some activities at a potential cost of generality and flexibility. But not all 
things should be done directly. For example, a repetitive operation is probably 
best done via a script, that is, through a symbolic description of the tasks that 
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are to be accomplished. Direct manipulation interfaces have difficulty han- 
dling variables, or distinguishing the depiction of an individual element from 
a representation of a set or class of elements. Direct manipulation interfaces 
have problems with accuracy, for the notion of mimetic action puts the respon- 
sibility on the user to control actions with precision, a responsibility that is 
sometimes best handled through the intelligence of the system and sometimes 
best communicated symbolically. 

A more fundamental problem with direct manipulation interfaces arises 
from the fact that much of the appeal and power of this form of interface comes 
from its ability to directly support the way we normally think about a domain. 
A direct manipulation interface amplifies our knowledge of the domain and al- 
lows us to think in the familiar terms of the application domain rather than in 
those of the medium of computation. But if we restrict ourselves to only build- 
ing an interface that allows us to do things we can already do and to think in 
ways we already think, we will miss the most exciting potential of new technol- 
ogy: to provide new ways to think of and to interact with a domain. Providing 
these new ways and creating conditions that will make them feel direct and nat- 
ural is an important challenge to the interface designer. 

Direct manipulation interfaces are not a panacea. Although with sufficient 
practice by the user many interfaces can come to feel direct, a properly de- 
signed interface, one which exploits semantic and articulatory directness, 
should decrease the amount of learning required and provide a natural 
mapping to the task. But interface design is subject to many tradeoffs. There 
are surely instances when one might wisely trade off directness for generality, 
or for more facile ways of saying abstract things. The articulatory directness 
involved in pointing at objects might need to be traded off against the difficul- 
ties of moving the hands between input devices or of problems in pointing with 
great precision. 

It is important not to equate directness with ease of use. Indeed, if the inter- 
face is really invisible, then the difficulties within the task domain get trans- 
ferred directly into difficulties for the user. Suppose the user struggles to for- 
mulate an intention because of lack of knowledge of the task domain. The user 
may complain that the system is difficult to use. But the difficulty is in the task 
domain, not in the interface language. Direct manipulation interfaces do not 
pretend to assist in overcoming problems that result from poor understanding 
of the task domain. 

What about the claims for direct manipulation? We believe that direct ma- 
nipulation systems carry gains in ease of learning and ease of use. If the 
mapping is done correctly, then both the form and the meaning of commands 
should be easier to acquire and retain. Interpretation of the output should be 
immediate and straightforward. If the interface is a model of the task domain, 
then one could have the feeling of directly engaging the problem of interest it- 
self. It is sometimes said that in such situations the interface disappears. It is 
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probably more revealing to say that the interface is no longer recognized as an 
interface. 

But are these desirable features? Are the trade-offs too costly? As always, we 
are sure that the answer will depend on the tasks to be accomplished. Certain 
kinds of abstraction that are easy to deal with in language seem difficult in a 
concrete model of a task domain. When we give up the conversation metaphor, 
we also give up dealing in descriptions, and in some contexts, there is great 
power in descriptions. As an interface to a programming task, direct manipu- 
lation interfaces are problematic. We know of no really useful direct manipu- 
lation programming environments. Issues such as controlling the scope of var- 
iable bindings promise to be quite tricky in the direct manipulation environ- 
ments. Will direct manipulation systems live up to their promise? Yes and no. 
Basically, the systems will be good and powerful for some purposes, poor and 
weak for others. In  the end, many things done today will be replaced by direct 
manipulation systems. But we will still have conventional programming 
languages. 

O n  the surface, the fundamental idea of a direct manipulation interface to a 
task flies in the face of two thousand years of development of abstract formal- 
isms as a means of understanding and controlling the world. Until very re- 
cently, the use of computers has been an activity squarely in that tradition. So 
the exterior ofdirect manipulation, providing as it does for the direct control of 
a specific task world, seems somehow atavistic, a return to concrete thinking. 
O n  the inside, of course, the implementation ofdirect manipulation systems is 
yet another step in that long, formal tradition. The illusion of the absolutely 
manipulable concrete world is made possible by the technology of abstraction. 
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Generations of User Intertaces

based on similarity ratings for the various functions from experi-
enced users.

In recent years, many telephone-operated interfaces have been
designed to allow users to access various forms of information and
services, such as their bank account balance, over regular push-
button telephones lHalstead-Nussloch 1989]. These Jystems are
very often menu-based, but are otherwise closer to the line-
oriented generation of user interfaces since the dialogue is
completely linear. Telephone-operated interfaces are ttins an
example of the hybrid nature of menu interfaces and also indicate
that the concept of "generations" of interfaces presented in this
chapter should be seen more as a way to conceptualize the history
of user interface design than as a sequential progression of inter-
faces replacing each other.

3.4 Graphical User Interfaces

Eventho-ugh graphical user interfaces have a history going back to
Ivan Sutherland's Sketchpad system from lg62lsuiherhna 196gl,
Douglas Engelbart's mouse from 7964 lEngelbart 19gg], and
several research systems from the 1970s [Goldberg 198g], they did
not see widespread commercial use until the 1980s lperry and Voel-
cker 19891. Most current user interfaces belong to the category of
graphical user interfaces sometimes referred to as wIMp si'stems
(windows, icons, menus, and a pointing device) after theii basic
components. As can be seen in Figure 4, window interfaces almost
add a third dimension to the two dimensions inherent in each
window because of the possibility for overlapping windows. Of
course/ overlapping windows are not truly three-dimensional since
it is not possible to see the content of obscured windows without
moving them to the top, so it would be more accurate to refer to
these interfaces as having two-and-a-half dimensions.

The primary interaction style used in many graphical user inter-
faces is direct manipulation [shneiderman 1983], which is based on
visual representation of the dialogue objects of interest to the user.
Such a continuously updated representation allows the user to

t/
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control the dialogue by moving objects around on the screen and
otherwise manipulating them with the mouse. As an example, the
traditional way of specifying a margin indentation in i word
processor would be to issue a command to indent by a certain
number of spaces. such a command is an indirect manipuration of
the margin, however, and the user may have to try several times
before the desired layout is achieved. In contrast, dlrect manipura-
tion of a margin would involve dragging the margin itself or a
margin marker to the desired position. Since the user is getting
continuous feedback about the positioning of the margin as it is
being moved, the result should be less of a surprise. Of course, this
example does show that direct manipulation may not be optimal
for all tasks, in that it would be easier to achieve a very precise
margin setting by typing in the number.

Let's move from the interaction techniques to the structure of the
interface. Many graphical user interfaces can be said to be object-
oriented.t object-oriented interfaces are in contrast to the function-
oriented interfaces that were the traditional structure for character-
based interfaces. In a function-oriented interface, the interaction is
structured around a set of commands issued by the user in various
combinations to achieve the desired result. The main interface
issue is how to provide easy access to these commands and their
parameters, and typical solutions include command-line interfaces
with various abbreviation options as well as full-screen menus.

Object-oriented interfaces are sometimes described as turning the
application inside-out as compared to function-oriented interfaces.
The main focus of the interaction changes to become the users, data
and other information objects that are typically represented graphi-
cally on the screen as icons or in windows. lJsers achieve their
goals by gradually massaging these objects (using various modifi-
cation features that are of course similar to the concept of

1. Note that I am talking about object-oriented intert'aces. These interfaces may
or may not be implemented using object-oriented programming which is i
completely different issue. once the interface has bee'n struct"ured around
objects, it may leel natural to implemented these objects using object-oriented
programming, but one can also, implement object-oriented lnterfaces using
traditional programming methods.
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For the system designer the choices are bewildering: 
How does one put together, from a multitude of techniques and devices, 

the combination best suited to meet the needs of a human being who 
must perform real work? 

The Human Factors of Computer 
Graphics Interaction Techniques 

James D. Foley 

The George Washington University 

Victor L. Wallace 

The University of Kansas 

Peggy Chan 

The George Washington University 

T h e promise of interactive graphics is to provide a user-
computer communications medium that is at once benign, 
responsive, and graphic. We expect it to be benign and 
responsive in the same sense a trusted servant is expected 
to be. We expect it to be graphic with the clarity and 
richness of communication that only graphic communica-
tion presents. When a person uses an interactive graphics 
system to do real work, he wants the system to virtually 
disappear from his consciousness so that only his work 
and its ramifications have a claim on his energy. 

This promise is frequently not fulfilled. Designers of 
graphics systems—software and hardware—often lack the 
intuition, knowledge, and experience necessary to * Engi-
neer' ' the forms of dialogue between user and computer to 
best advantage. The fault lies partly in a lack of current 
literature, partly in a lack of educational opportunities, 

and partly in our lack of knowledge of methods and infor-
mation structures by which such designers can be suc-
cessful. Well-designed systems are usually the result of a 
diligent, essentially creative, enterprise. 

We believe that one of the most important elements in 
the design of interactive user-computer interfaces is the 
selection of the devices and techniques by which the user 
performs elementary tasks. The purpose of our work is to 
provide a systematic structure to aid the designer in mak-
ing this selection. 

Looking for guidance 

There is a multitude of interaction techniques. Each has 
a specific purpose, such as to specify a command, 

November 1984 0272-1716/84/1100-0013501.00 © 1984 IEEE 
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designate a position, or select a displayed object, and each 
is implemented with some device, such as a tablet, 
joystick, keyboard, light pen, trackball, or potentiometer. 
Typical techniques include selecting a command from a 
menu with a pointing device, specifying a position with a 
tablet or a joystick and receiving cursor feedback on the 
screen, typing a numeric value on a keyboard, or 
designating a displayed object with a pointing device. 

We all recognize, from our own experiences with in-
teractive computing (which need not have been with in-
teractive graphics), the costs of poorly designed interfaces. 
Coming in many forms, the costs can include degraded 
user productivity, user frustration, increased training 
costs, and the need to redesign and reimplement the user 
interface. Specific experiments confirm that the costs are 
real. How can we avoid these costs? Where can we turn for 
guidance? There are three basic sources of information: 

(1) experience-based guidelines, 
(2) experiments with interaction techniques, and 
(3) the human factors literature, especially that dealing 

with equipment design. 
Over the past 10 years we have heard much lore about 

what makes interactive graphics systems easy (or hard) to 
use, and about the pros and cons of various interaction 
devices and techniques. Much of this lore has not found its 
way into the literature. Furthermore, any lore that can be 
found in the literature is typically scattered amidst applica-
tion descriptions. Only a few writers (Bennett,l Britton,2 

Cheriton,3 Engel,4 Foley,5 Hansen,6 Smith,7 and 
Wallace8) have attempted to summarize in a structured 
way either their design philosophy or their accumulated 
knowledge and experience. These papers represent one 
source of guidance. More recently, the annual SIGCHI 
(ACM's Special Interest Group for Computer-Human In-
teraction) and Human Factors Society conference pro-
ceedings have begun to serve as focal points. 

Starting in the late 1960's, researchers have carried out a 
modest but rapidly expanding collection of experiments, 
such as comparisons of different interaction techniques. 
Some of the experiments were performed by computer 
scientists, others by human factors specialists, and still 
others coUaboratively by multidisciplinary teams. The 
results are often useful, but generalizing beyond the 
specific circumstances of the experiment is difficult. 
Ramsey and Atwood,9 as part of a larger effort, have 
published a 10-page review and discussion of the results of 
most of these experiments. We have summarized and cri-
tiqued the earlier experiments (Card,10 Earl,n English,12 

Fields,13 Haller,14 Goodwin,15 Irving,16 Mehr,17 and 
Morrill18) in a report19 on which this article is based. 

The most promising source of guidance is human fac-
tors literature. Yet, there is no single, coherent human fac-
tors literature as such because of the variety of problem 
areas and research disciplines involved in human factors 
work. Thus we find a diverse mixture of ad hoc ex-
periments, evaluations, and lore, as well as important 
treatises on methodology, all packaged into a handful of 
books and professional journals and a large number of 
hard-to-find technical reports. In general, the human fac-
tors literature concentrates on human capabilities and 
limitations, clustered under the following topics: informa-

tion presentation (visual and auditory), human control of 
systems, man as a system component (e.g., "man-in-the-
loop" models), workspace design, and methods for observ-
ing, analyzing, and measuring human performance. 

The field of human factors engineering (or ergonomics) 
is better defined in terms of its objectives than its re-
searcher and practitioner constituencies, since it is multi-
disciplinary as well as interdisciplinary in makeup, with 
perhaps its heaviest concentrations in the behavioral and 
biological sciences. At one extreme it fades into en-
vironmental psychology, and at the other it merges with 
physiology. The common objective of all human factors 
work is simply stated: to achieve, through appropriate 
design, functional effectiveness of whatever physical 
equipment or facilities people use. 

The most widely used textbook in this extremely diverse 
field, E. J. McCormick's,20 provides an excellent general 
survey but does not illlustrate how human factors can in-
fluence the design process. Also, aside from some useful 
tables on control devices, published by Chapanis,21 little 
practical guidance is available to computer designers and 
virtually none to the designers of interactive graphics 
devices or systems. 

Poorly designed interfaces can include 
degraded user productivity, user frustration, 

increased training costs, and the need to 
redesign and reimplement. 

The two * 'classics'' on equipment design—one by 
Woodson and Conover,22 the other by Van Cott and 
Kinkade23—are of greater practical value, the former as a 
repository of accumulated designer experience and the lat-
ter as a compendium of studies, surveys, and experiments. 
Designers might also consult another work by Chapanis24 

and a paper by Fitts,25 but these also predate the advent of 
interactive computer systems and are concerned mostly 
with the human interface to machines used to control 
other physical machinery or process variables. Thus all 
these works provide only a general backdrop of ideas for 
designers of complex, interactive, information-processing 
equipment. More recent work— Sheridan and FerrelPs,26 

for instance—has dealt with the operation of computer-
controlled equipment, but this has been more concerned 
(justifiably) with the development of an adequate theory 
than with heuristics for designers. 

Human factors researchers have always faced severe 
methodological challenges, both in collecting trustworthy 
data from observations of people actually using machines, 
and in conducting human experimentation that can be 
reliably applied to the design of man-machine systems. 
Chapanis27 remains the only source of guidance on these 
problems, which are certainly no less important in the case 
of information-processing machines than, say, of cockpits 
or control towers. But the methods of cognitive ergo-
nomics, so critical to interactive information systems, are 
not discussed at all in Chapanis' work, which, after all, 
predates the field of cognitive psychology. 

Much attention has been devoted to the chronic prob-
lem of integrating human factors awareness into the early 
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stages of the design process, where it can have the greatest 
benefit—see books by Meister,28»29 for example. Al-
though Meister's and other recent work has focused on the 
use of behavioral data as a foundation for system design, it 
has concentrated on very large scale, multiperson (crew) 
systems and is difficult to generalize to other types of 
systems. 

Recently, interest in white-collar ergonomics, par-
ticularly in Europe, has generated a lot of work on the 
human factors relevant to the design of alphanumeric 
video display terminals and their various workplace en-
vironments. Cakir, Hart, and Stewart30 summarize this 
work and offer recommendations for the elimination of 
such operator ailments as eyestrain and backache; much 
of this material can certainly be applied to graphics 
systems, whose operators often spend hours leaning un-
comfortably forward in their seats to work at their con-
soles. However, this very good, but traditional, human 
engineering study says nothing about how to design in-
teractive techniques that foster a more intimate coupling 
of man and machine. Like the bulk of the human factors 
literature, it is aimed at eliminating hazards and alleviating 
hindrances rather than at directing system design in a 
positive sense. 

Additional difficulties with all these different sources of 
guidance are that they are hard to locate, are usually 
couched in disciplinary jargon, and use little consistent ter-
minology. Consequently, the designer of an interactive 
system must rely primarily on personal experiences and on 
those of colleagues, despite the existence of many poten-
tially useful materials. Instead of standing on their profes-
sional forebears' shoulders, designers seem destined to 
stand only on their forebears' toes. 

A notable exception is the work of Stu Card, Tom 
Moran, and Alan Newell.31'32 Their "Keystroke-Level 
Model" and "GOMS (goals, operators, methods, and 
selection rules) Model" integrate classical time and motion 
study concepts with certain aspects of cognitive psychol-
ogy, providing useful engineering models of user perfor-
mance. While the models do not address important areas 
such as error rates and learning, they represent a tremen-
dously important step forward. 

Our intent in this article is to integrate within a unified 
and logical structure a significant and useful body of the 
experiential and experimental conclusions drawn from all 
these sources. 

Scope of the problem 

The designer of an interactive graphics system must 
define everything about the user-computer interface, 
ranging from the concepts the user must understand, 
down to the finer details of screen formats, interaction 
techniques, and device characteristics. Here, a brief 
description of the overall design process will show how the 
issue of interaction technique fits into the whole. 

A number of writers (Britton,2 Wallace,8 Foley et 
al.,19 Newman and Sproull,33 Moran,34 and Dunn,35) 
have suggested a top-down design approach. The first step 
in the process is to understand the application area and 
prospective users. This understanding can be gained partly 

by studying the way the application is currently treated. As 
Hornbuckle says, "Observing what man does normally 
during his creative efforts can provide a starting point for 
the . . . designer. In particular, a mathematician does not 
manipulate equations at a typewriter, nor does a circuit 
designer prefer a keypunch."36 Hansen is even more suc-
cinct; his advice is "Know the user"—watch him, study 
him, interact with him, learn to understand how he thinks 
and why he does what he does.6 

This process is often called "requirements definition" 
or "task analysis." It results in a set of functional re-
quirements, or capabilities, to be made available through 
the user-computer interface. The process also provides in-
sight into how the capabilities of the system can best be 
presented to the user. Finally, the analysis identifies the 
type of user for whom the system is to be designed. 

The requirements definition eventually is used as the 
basis for defining the languages of interaction between 
computer and user. We view the user-computer interface 
as composed of two languages: with one the user com-
municates to the computer; with the other the computer 
communicates to the user. Because our focus here is on in-
teraction techniques for input (user-to-computer com-
munication), we will discuss only the input language. 
Defining an input language is a top-down process, starting 
with the user's conceptual model, then the command 
structure, the syntax, and finally the assignment of 
physical devices and activities—the only stage in which in-
teraction techniques are directly involved. 

As a first step, we define the fundamental conceptual 
model with which the user must deal. Sometimes called the 
"high-level semantics" or the user's "mental model," the 
conceptual model embodies the key developmental com-
ponents of the detailed semantics—i.e., commands. If we 
were defining a text editor, for example, possible concep-
tual models would be the line-number-oriented editor or 
the screen editor. 

The second step, defining the detailed semantics of a 
language, follows from the conceptual model and the 
functional requirements. Semantics is the set of meanings 
conveyed by the language, including the modifiers (adjec-
tives, adverbs, prepositions) of the language. The com-
mands are the semantics of the input language, while the 
collection of information available for display to the user 
represents the semantics of the output language. 

The language syntax, formed in the third step, defines 
how the units (words) that convey semantics are assembled 
into a complete sentence that instructs the computer to 
perform a certain task. Even for simple operations, con-
siderable syntactic variety is possible. Consider, for exam-
ple, a "move entity" command for a drafting program. 
Six possible syntaxes are 

< move command > :: = 
<move> < entity > < position > 
< move > < position > < entity > 
< entity > < move > < position > 
< entity > < position > <move> 
< position > < move > < entity > 
< position > < entity > < move > 
Each of these three tokens, < move >, < entity >, and 

< position >, is a primitive nonterminal symbol in the syn-
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tax of the input language. By "primitive nonterminal,'' we 
mean a symbol which would be replaced by one or more 
terminal symbols were an additional production rule ap-
plied. In addition, primitive nonterminals have semantic 
meanings just as individual words in any language have 
meaning. 

At the fourth step, the lexical design, these primitive 
nonterminals are bound to hardware devices. This is exact-
ly where the interaction techniques come in! A technique is 
a binding of one or more hardware devices to primitive 
nonterminal symbols in the command language syntax. 
We call this lexical-level design because of its correspon-
dence to the binding of syntactic tokens to letters in the in-
put alphabet. Thus the lexical-level design requires selec-
tion of hardware devices and of the interaction techniques 
by which the devices will be used. The distinction between 
the syntactic and lexical designs is that the syntactic design 
stops with the primitive nonterminals, at the point where 
further decomposition would result in binding to devices 
or would cause the nonterminals to lose their meanings. 
That is, the syntactic design is device independent, while 
the lexical design is device dependent. In the example of 
the command sequence given above, the token "move" 
might be bound to hardware devices such as »keyboard, a 
light pen (with menu selection), or a speech recognizer. 

In summary, we have a four-step, top-down design pro-
cess for the user interface; the steps are conceptual design, 
semantic design, syntactic design, and lexical design. Our 

focus is on the lexical design, in which specific interaction 
techniques and devices are used. 

Because primitive techniques will be strung together 
syntactically into sentences, and sentences will be com-
bined into larger structures governed by the underlying 
semantics of the application, it is impossible to ignore the 
effect of context upon the selection of a technique. Surely, 
when deciding whether to carry out a positioning task with 
a light pen or a mouse, it makes a difference whether the 
task immediately preceding or the task immediately 
following involves a light pen. The user might well be more 
productive if there is a continuity of devices across the se-
quence of tasks—i.e., across the sentence. 

The scope of our work does not extend to the physical 
design of interaction devices. Issues such as key shape, 
keyboard slant, and light pen diameter are beyond our 
scope and are treated extensively in the literature of tradi-
tional human factors. The basic guideline of our work is 
that we consider only those device characteristics normally 
under computer control, but not those normally built into the 
device hardware. We take the necessary liberty of assum-
ing that whatever devices we might select are optimally 
designed for their intended uses. 

Interaction tasks. Most commands to an interactive sys-
tem have several primitive nonterminal symbols. The 
"move entity" command mentioned above has three such 
symbols: a position, an entity, and the imperative, 
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"move." The entry of each symbol by the user is an inter-
action task, performed by means of an interaction tech-
nique. Each task can be implemented by many different 
techniques. The designers of the system must select in-
teraction techniques that best match both the user's 
characteristics and the specific requirements of the task, 
and they must also select the appropriate device. In some 
cases the devices are predetermined, having been selected 
by the hardware procurers rather than by the user interface 
designers. This unfortunate situation reduces the number 
of options for the designers and may result in a suboptimal 
design. 

Each task has certain requirements dictated by the ap-
plication and/or user, and each technique has certain 
properties. For example, a requirement of a positioning 
task may be that positions be indicated in three dimen-
sions, while a property of a positioning technique may be 
that it works only in two dimensions. The 2-D techniques 
therefore would not be considered. 

Psychological and physiological foundations. Interact-
ing with a computer, like all human behavior, involves 
three types of basic human processes: perception, cogni-
tion, and motor activity. The system designer's job is to 
design interaction techniques which minimize the work re-
quired by these processes, both individually and in com-
bination. To achieve this, the designer needs some key 
concepts from psychology, physiology, and human fac-
tors studies. Human factors bears most on the perceptual 
and motor processes, concerned as it is with the applica-
tion of psychological and physiological knowledge to 
human performance, much as engineering is concerned 
with the application of physics and mathematics to 
mechanical and electrical performance. The field of 
cognitive psychology provides insight into our memory 
and learning processes. 

It is beyond our scope to describe the relevant theories 
and experimental results from each of these areas. The 
work of Card, Moran, and Newell32 integrates many of 
the theories, making them more usable. We refer the inter-
ested reader to the previously mentioned human factors 
texts; to cognitive psychology studies by Lindsay and Nor-
man,37 Lachman et al.,38 Reynolds and Flagg,39 

Neisser,40 Underwood,41 and Nilsson;42 and to Kolers et 
al.43 on visual perception. A work by Michon et a l . u may 
also be of interest. In the following subsections we point 
out some pertinent considerations from these fields. 

The perceptual process. Perception is the process 
whereby unintelligible physical stimuli (generated in this 
case by the computer) are received by the receptor organs, 
transmitted to the brain, and are there recognized by a 
process theorized to be akin to pattern recognition. The 
dominant stimuli in computer use are visual, although 
audio stimuli are usually present to some degree (keyboard 
clicks, disk access arms moving, etc.) and are now com-
monly used (e.g., tones to catch the user's attention, 
speech output, etc.) as an adjunct to or replacement of 
visual stimuli. Tactile stimuli are also present as the user 
grasps for interaction devices. 

Most interaction techniques start with visual percep-
tion: the user locates a menu selection, an entity to be 

deleted, or the cursor and recognizes a form or shape. 
Thus an important consideration is how to display infor-
mation so that the user can quickly locate the items he 
needs. This means using methods such as color coding, 
spatial coding, blinking, brightening, movement, and 
reverse video to call attention to specific parts of the 
display. 

The system designer must design interaction 
techniques that minimize the work required 

by three types of basic human processes: 
perception, cognition, and motor activity. 

Of course, if a task might involve any of the entities be-
ing displayed, there is no point in highlighting thun all. 
Often, however, particular subsets of displayed informa-
tion are most germane to the application at specific points 
in time. 

Issues of display brightness (discussed by Gould45), 
flicker (Grimes46), line thickness, and character fonts and 
sizes (McCormick20) are also relevant here. For instance, 
some fonts are more easily read than others. Spacing is im-
portant too, since menu items crammed together are much 
more difficult to perceive and to select than items 
separated by space. 

The cognitive process. Cognitive psychology deals with 
how we acquire, organize, and retrieve information. This 
is what new users of an interactive system must do, not 
only in learning to use the system, but in regular, ongoing, 
productive use as well. Cognitive psychology provides a 
framework for studying and simplifying the information 
structures that new users must develop. 

The theories of cognitive psychology are often ex-
pressed in terminology familiar to computer scientists. A 
brief, very readable article by Tracz pursues the 
analogy.47 Lindsay and Norman37 and Loftus and Lof-
tus48 give overviews of the area. Of course, cognitive 
psychology applies to user-computer interfaces in areas 
other than interaction devices and techniques. 

Human factors engineering traditionally is not con-
cerned with cognition but concentrates instead on de-
signing equipment for efficiency of manipulation ap-
proaching physiological limits. Tasks involving interactive 
computers, however, almost by definition, have nontrivial 
cognitive components even at this lowest, the lexical, level. 
Designers of interaction techniques, therefore, must 
understand the process of cognition because it is 
sometimes the rate-determining step of a technique. 

The study of cognition provides insights into ways to 
structure hierarchical menus, the number of choices to 
present, the types of words to use, and ways to name or ab-
breviate commands. When we learn how to use an inter-
action technique, we acquire and organize information 
concerning its use. If the information fits into categories or 
concepts we already understand, then the learning can 
proceed rapidly; if not, learning is slower. Menu symbols 
or names already known to the user are easier to deal with 
than unknown ones; a menu of 20 choices is easier to corn-
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prehend if the choices are grouped in several logically 
related subsets. 

The motor process. The motor process comes into play 
when the user, having received, recognized, and decided 
how to respond to the stimuli, performs a response in 
physical actions. This may involve picking up a stylus, 
moving it to the tablet, and then causing the cursor to 
move to a particular point on the screen. 

The process almost always depends on continuous per-
ception and cognition to close the feedback loop. Percep-
tion informs the user of the locations of the tablet and 
stylus, and of the cursor and target, respectively, and 
cognition continually decides whether or not these loca-
tions have converged. In another technique—typing a 
command in response to a prompt—a touch typist would 
not depend on visual perception of the keys for feedback 
but instead would rely on kinesthetic, tactile, and auditory 
perception. He would require negligible cognition to know 
whether he had hit the right key. (A hunt-and-peck typist, 
on the other hand, would behave quite differently.) 

The design and selection of interaction techniques for a 
task must take into account the perceptual, cognitive, and 
motor processes involved, even when these seem to be 
trivial. In general, the design goal is to minimize the time 
taken by each process, although this cannot always be 
measured in the case of cognition. The designer must also 
consider learning time, especially for infrequent users of a 
system. Identification of the processes is the important 
first step in analyzing and designing a technique. 

Measures of ergonomic quality 

An effective interaction design is one in which a user 
carries out his work with minimal conscious attention to 
his tools (the paraphernalia of the interactive terminal and 
the command language) and maximal effectiveness. It is 
free of distractions and reasonably * 'friendly.'' In our 
1974 paper5 we characterized the ideal design as one that 
places and structures the communication between man 
and computer according to the model of cooperative 
human-to-human conversation. We also said that it 
minimizes certain psychological blocks—particularly 
boredom, panic, frustration, confusion, and discomfort. 

Many factors are involved in achieving this goal. Here, 
we are concentrating on approaches at the lexical level of 
the interaction design process: selection of appropriate in-
teraction techniques for each elementary task a user must 
accomplish. The technique selected may involve the un-
adorned use of a physical input device, but more often a 
technique requires modification, through software, of the 
device characteristics, to make the process more natural, 
more interactive, easier, and more satisfying. This section 
examines the criteria by which techniques can be com-
pared and a selection rationalized. 

Of course, satisfaction of these primary criteria is not 
accomplished at the lexical level alone. The context of the 
task (and hence of the technique by which it is accom-
plished) is also significant. And of particular significance 
are the techniques that have normally been used for that 
task. 

Primary criteria. In our view, the quality of an interac-
tion design is determined by some combination of the fol-
lowing primary criteria: 

(1) the time any user must spend accomplishing a par-
ticular project which the system is intended to support, 

(2) the accuracy with which the user can accomplish the 
project, and 

(3) the pleasure the user derives from the process. 

In a pure-production, low-creativity environment, the 
third criterion may not be judged important, while in a 
creative, voluntary environment, maximization of that 
factor may be the dominant goal. Normally a design deci-
sion will be based on a combination of the above criteria, 
with the greatest weight applied to project time. 

The relationship between a task and its most advan-
tageous technique is also influenced strongly by user ex-
perience and knowledge. A knowledgeable user requires a 
wider range of facilities and finer, more precise tools than 
a less knowledgeable user, before he will regard the system 
as efficient, accurate, or pleasurable. The experienced user 
can tolerate a much higher apparent "memory load" with 
many fewer prompting features. Indeed, evidence in-
dicates that a system design that works well for the inex-
perienced user can be unproductively slow, crude, and dis-
pleasing to the experienced user. 

Finally, the relationship between a task and its most ap-
propriate technique is influenced by the characteristics of 
the physical devices that implement the task. A three-di-
mensional positioning device that achieves its full range by 
large linear motions will be more satisfactory for imple-
menting some techniques than one whose motion is in a 
small physical range and involves some rotary action in its 
natural motion, and vice versa. This is true even if both 
devices have the same resolving power, measured as a frac-
tion of full range. The physical devices available must be 
considered before selecting the techniques which depend 
on them. This relates closely to one of Buxton's 
"pragmatics."49 

In summary, then, the primary performance criteria will 
be met in different degrees by the same technique, depend-
ing on 

(1) the context of the task among temporally adjacent 
tasks and the existence of global patterns of task sequenc-
ing, 

(2) the experience and knowledge of the intended user, 
and 

(3) the physical characteristics of the devices available 
for implementing the technique. 

There is no one ideal technique for all instances of a given 
task. 

Secondary criteria. The three primary criteria (speed, 
accuracy, and pleasurability) are influenced by a number 
of secondary criteria, which are more easily measured and 
used to predict performance than the primary criteria. The 
secondary measures of ergonomic quality that appear to 
be most influential are 

• learning time, 
• recall time, 
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• short-term memory load, 
• long-term memory load, 
• error susceptibility, 
• fatigue susceptibility, 
• naturalness, and 
• boundedness. 

Learning and recall. Perceptual learning time is the time 
it takes for a user to learn the patterns to be used as signa-
tures for the elementary figures and sounds that make up 
the technique. This learning has already taken place in 
childhood for many of the common visual signatures, such 
as alphabetic characters from pen strokes and depth from 
a perspective drawing. Cognitive learning time is the time 
it takes to learn to use the technique to achieve the desired 
effect, while motor learning time is the time it takes to 
achieve the necessary physical skill to carry out the action. 
Similarly, recall time measures the ease with which a user 
regains competence after a period of disuse of the tech-
nique. 

Techniques differ in the amount of perceptual, 
cognitive, and motor work they demand of the user, the 
rate at which they can be learned, and the rate at which 
they can be recalled. Here, work is measured in units of 
time, whereas learning and recall are measured either by 
the amount of time it takes an inexperienced person to 
reach a desired skill level or by the extent of improvement 
possible. 

These measures are somewhat vaguely defined. Clearly, 
there are degrees to the quality of learning. Has a hunt-
and-peck typist learned the necessary motor skills to use a 
keyboard-based technique, or do we give that honor only 
to the touch typist, who is enormously faster? For our pur-
poses, learning time can be measured as the time it takes to 
reach a skill level that allows the technique to be used in a 
practical sense. 

Together with the experience of the user, learning and 
recall time determine the user's skill level, and thereby af-
fect, the primary measure, task time. Task time can be 
estimated for low skills and for high skills, and the likely 
skill level can be estimated from the values assigned to 
learning, recall, and experience. 

Memory load. The load on the user's memory comes in 
both short-term and long-term forms. A technique has a 
high short-term memory load when the user is obliged to 
retain unprompted knowledge of task elements over the 
duration of the task. For example, if a technique requires 
the user to return an item to a place on the screen after he 
has manipulated it in some way, he is using short-term 
memory to remember the place until needed. If the tech-
nique provided a prompting cursor, then he would need to 
remember only the need for the action, and not the place. 

Short-term motor memory is required by a user if, for 
example, he must move his hand back to an object he once 
held but has since released. Techniques that fail to 
preserve tactile continuity during use of a physical device 
such as a mouse, which is normally out of the field of view, 
put additional load on short-term memory. The hand 
must be able to grasp the mouse with a minimum of grop-
ing. 

Long-term memory is required to recall the details for 
using the technique. In other words, a technique involves a 

series of steps, which the user must remember before he 
can be said to "know how to use it." Long-term memory 
is used in learning the key symbols of a technique, such as 
an appearing menu, and remembering the shape and iden-
tity of objects being manipulated over a span of at least 
several sequences of tasks. The long-term memory load 
can be minimized by techniques consisting of a small num-
ber of steps and a small amount of key information. Ap-
plying regular patterns to all techniques (for example: sub-
ject, then verb—always) and prompting the actions as well 

A technique involves a series of steps, which 
the user must remember before he can be said 

to "know how to use it." 

as the data are also useful ways to reduce long-term 
memory load. Treu50 has demonstrated an approach to 
design based primarily on analysis of the required mental 
effort. 

The memory load associated with a technique influences 
the learning time and the ultimate skill of a user. When 
short-term memory load exceeds the capacity of the user, 
the effect is poor performance and frustration. When 
long-term learning requirements are high, learning and re-
call may be slow. 

Fatigue and error. The cognitive form of fatigue has 
many causes. Most often it is the result of insufficient 
variety in a regular task, displeasing stimuli, uncertainty, 
and unrealistic memory loads. Perception is also sus-
ceptible to fatigue, primarily from visual and auditory 
clutter. Motor fatigue is usually the result of poor 
mechanical design of physical devices: devices that require 
excessive muscular strength or that cause cramping by re-
quiring action too small for the muscles being used. 
Fatigue can also be caused by techniques that place limbs 
in an unsupported position too often or too long. Ex-
cessive use of a light pen with a vertically mounted screen is 
the most common example. 

Fatigue affects error rates and user satisfaction (pleasur-
ability) and indirectly affects task times by lowering atten-
tion and slowing the reflexes. The literature describing the 
causes and remedies of fatigue, in all three forms, is exten-
sive. Evaluation of individual techniques for their contri-
bution to an overall fatigue level is difficult because the 
penalties of fatigue are not observable until fatigue-
inducing factors have exceeded a certain threshold for a 
substantial period. 

Convenience. We have grouped the two factors natural-
ness and boundedness under the heading "convenience" 
because of their mutual strong effect on pleasurability. 
Naturalness captures the idea of transfer of activity from 
other everyday activities. Pressing the foot to slow down 
some operation is an example of such a technique, taking 
advantage of analogy to activities most people do reg-
ularly, such as using the brake of an automobile. Natural-
ness is also a consequence of input devices that control dis-
plays in ways analogous to action-reaction in the real 
environment. 
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Thus, meaningful, familiar icons for light buttons en-
hance naturalness, as do faces and facial expressions for 
display of multiparameter data. An orienting technique 
that always uses a forward roll of a handle to produce a 
forward roll of the picture and a leftward tilt to produce a 
leftward tilt of the picture also enhances naturalness.51 

We caution that our everyday environment often pre-
sents conflicting models of behavior. For example, turning 
a steering wheel left causes the visual image (through the 
windshield) to move right even though the front of the car 
moves left. The numerals on hand calculators increase up-
wards from 0, with 1,2, 3 in a row immediately above 0. A 
telephone touch pad, on the other hand, increases down-
ward to 0, with the numerals 7, 8, 9 in a row immediately 
above 0. Nevertheless, observation and a sensitivity to en-
vironmental cues can often suggest that one alternative is 
more natural than another. 

In perception the concept of naturalness tells us what 
visual forms to use. In cognition it lets us put facts or data 
in the appropriate order for analytical thinking. Natural-
ness in motor activity coordinates devices with surround-
ings and context and gives the user a proper sense of kines-
thesia (force and stroke). 

Boundedness is a measure of the size of the space in 
which one must work—perceptually, cognitively, or 
mechanically. A perceptually bounded technique is one 
with a limited physical space over which the eyes must 
move to perceive relevant information and a limited range 
of sounds to which the ear must be attuned. A cognitively 
bounded technique limits the range of intellectual 
space—ideas, concepts, facts—over which the mind must 
roam to use the technique. Mechanical boundedness mea-
sures the distance the user's limbs must move to use the 
technique. 

The effect of context. As we have said, techniques 
should not be selected in isolation from knowledge of the 
other techniques in use at approximately the same time. 
The performance of a complete action generally involves a 
series of tasks to be carried out almost as a single unit. In-
deed, we have suggested that, analogously to human con-
versations, sequential actions should be naturally grouped 
into action sentences.5 For example, a user should be able 
to select an object, position it at a desired location, and af-
fix appropriate labels to it all at once. 

Designers must be careful, in selecting the technique by 
which all of the tasks are to be implemented, to take ac-
count of the devices likely to be in the user's hand and of 
the likely point of his visual focus. Certain time- and 
memory-consuming suboperations can be avoided, and an 
otherwise inefficient choice of technique may suddenly 
become attractive. When a device must be exchanged for 
another, the selection of a location for an object is slowed 
down by this significant extra motor activity. If the selec-
tion of the object requires the eyes to be focused off 
screen, then another perceptual activity is involved in iden-
tifying a place on the screen to which to move it. An alter-
native (such as light buttons) in which the eye is already 
focused on the screen is often preferable. For these 
reasons, knowledgeable designers often insist on a one-
device design and a visually coordinated set of techniques. 

The temptation is strong not to analyze the techniques 
individually at all. It is shortsighted to yield to that tempta-
tion, however. The proper approach is to consider each 
candidate technique in combination with the others likely 
to be used in sequence before and after it. Such a process is 
difficult but certainly rational, since more alternatives are 
considered and they are considered in light of the other 
performance criteria. 

Work is needed to systematically incorporate these con-
siderations into a more global approach to the design of in-
teractions. The recent work of Card, Moran, and 
Newell32shows that, through more detailed analysis of the 
substeps of a technique (for example, using the interaction 
technique diagrams we described in our 1981 paper19), the 
advantage of combined interaction techniques to the 
perceptual, cognitive, and motor load can indeed be quan-
tified. 

The effect of user experience. It is clear that experienced 
users require different choices. The effect of user ex-
perience and knowledge can be hypothesized to result in a 
time compression of perceptual and motor functions to a 
much greater degree than of cognitive functions. If this is 
true, then an analysis of the perceptual, cognitive, and 
motor components of performance of a technique can be 
used to estimate the technique's relative merit for use by 
simply comparing the total activity or cognitive activity 
alone of a new user or a skilled user. The hypothesis needs 
to be tested, but preliminary comparisons appear to show 
consistency with intuition. 

Interaction tasks and techniques 

We suggested earlier that interaction sequences can be 
decomposed into a series of basic interaction tasks. Each 
interaction task instance has a set of application re-
quirements, defined by the context of the application in 
which the task is embedded. For instance, a particular 
positioning task may require dynamic, continuous feed-
back by means of a screen cursor. A property of interac-
tion techniques for positioning is the type of feedback they 
can provide. In this example only interaction techniques 
providing dynamic feedback would be considered can-
didates. 

Interaction techniques have not only requirements but 
also hardware prerequisites, which must be met; other-
wise, the technique cannot be considered. A positioning 
technique that provides dynamic, continuous feedback 
and allows movement in arbitrary directions must be sup-
ported by a continuous-motion input device such as a 
tablet, light pen, or touch-sensitive panel. Furthermore, 
the display device itself must be able to update a cursor 
position 20 to 30 times per second. In design situations 
where interaction devices have already been selected, these 
prerequisites limit the set of interaction techniques that 
can be considered. When device selection is part of the 
design process, the prerequisites link a technique being 
considered with required hardware characteristics. 

Task types and requirements. An examination of inter-
active graphics leads us to conclude that there are six fun-
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Figure 1. Selection tech-
niques. 

damental types of interaction tasks. The tasks, which are 
independent of application and hardware, form the build-
ing blocks from which more complex interaction tasks, 
and in turn complete interaction dialogues, are assembled. 
The tasks are user-oriented, in that they are the primitive 
action units performed by a user. They relate to, but differ 
from, the logical input devices found in device-
independent graphics packages, such as those based on the 
Siggraph Core system,52 GKS, and GPGS,53 and the 
logical input devices discussed by Foley and Wallace,5 

Wallace,54 and Newman,55 because the logical input 
devices are hardware- and software-oriented rather than 
user-oriented. 

The six types of interaction tasks are 

• Select 
• Position 
• Orient 
• Path 
• Quantify 
• Text 

These are similar to the tasks described by Ramsey and At-
wood9 and Ohlson.56 The set of tasks is based not on fun-
damental research into users' underlying cognitive pro-
cesses but rather on our experience with dozens of interac-
tive graphics systems and a subsequent categorization of 
observed interaction activities into these six types. Further 
study and refinement of the tasks is a key step for future 
research. 

Further refinement of the task types is crucial for many 
reasons, including the development of user interface 
management systems and interaction technique libraries, 
described by Thomas and Hamlin.57 The toolkits found in 
the development systems of Lisa, Macintosh, and Visi On 
represent interaction task categorizations. 

Select, The user makes a selection from a set of alter-
natives. The set might be a group of commands, in which 
case typical interaction techniques are 

(1) menu selection with a light pen, 
(2) menu selection with a cursor controlled by a tablet 

or mouse, 
(3) type-in of name, abbreviation, or number on an 

alphanumeric keyboard, 
(4) programmed function keyboard, and 
(5) voice input. 

Rather than commands, the set of alternatives might be 
a collection of displayed entities that form part of the ap-
plication information presentation. In a command-and-
control application the entities might be symbols repre-
senting troop and equipment positions. Interaction tech-
niques that might be used in this case are similar to those 
for command selection: 

(1) pointing with a light pen, 
(2) using a cursor controlled by a tablet or mouse, 
(3) type-in of the entity name, 
(4) pointing on a touch-sensitive panel, and 
(5) voice input of the entity name. 

Figure 1 shows a set of selection techniques, which we 
detail later. As with all six types of interaction tasks, we do 
not discuss every conceivable technique, as their number is 
limited only by one's imagination. Rather, we limit the 
discussion to some techniques that have been proved in 
use. 

The application requirements for a selection task are 

(1) size of the set from which the selection is made, if. 
size is fixed, and 

(2) range of set size, if variable. 
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niques. 

Positioning tech-

Rather different techniques might be best for selection 
from a fixed set of two choices (such as "yes" and "no") 
and for selection from a very large, variable-size set of 
displayed entities. 

Position. In carrying out a positioning task, the user in-
dicates a position on the interactive display, often as part 
of a command to place an entity at a particular position. 
Customary interaction techniques for positioning are 

(1) use of a cursor controlled by a tablet, mouse, or 
joystick, 

(2) type-in of the numeric coordinates of the position, 
and 

(3) use of a light pen and tracking cross. 
Figure 2 shows the positioning techniques we discuss. 

The application requirements of the positioning task are 
(1) Dimensionality: 1-D, 2-D, or 3-D. Positioning in 

1-D simply means that the position specified is constrained 
to be along some line. 

(2) Open loop or closed loop. In the former case, the 
user knows in advance the exact coordinates of the posi-
tion, so visual feedback of the position on the display is 
not an essential part of the process of specifying the posi-
tion. In the latter case, visual feedback is important 
because the user adjusts the position, on the basis of the 
feedback, until the desired visual end result has been 

achieved. (This is the distinction between the "discrete 
positional" and "continuous positional" tasks proposed 
by Ramsey and At wood.9) 

(3) Resolution expressed as parts of accuracy over the 
maximum range of coordinate value. An accuracy of 0.01 
inch over a range of 10 inches is one part in 1000. 

Orient. The user orients an entity in 2-D or 3-D space. 
For 2-D, this might mean rotating a symbol to be heading 
north-northeast. In 3-D, it could mean controlling the 
pitch, roll, and yaw of the view of a terrain model. 

Interaction techniques useful for the orientation task in-
clude 

(1) control of orientation angle(s) (one angle for 2-D, up 
to three angles for 3-D) using dial(s) or joystick, and 

(2) type-in of angle(s) using alphanumeric keyboard. 
Figure 3 shows the different interaction techniques used to 
implement an orient task. 

The application requirements of the orientation task are 
analogous to those for the positioning task. Dimensionali-
ty is replaced by the more general term "degrees of 
freedom," values of which can be one, two, or three. Of 
course, it is only in 3-D space that two and three degrees of 
freedom make sense: in 2-D, only a single degree of rota-
tional freedom is available. On the other hand, one degree 
of freedom in 3-D makes perfectly good sense: it is a rota-
tion about an arbitrary axis. 

ORIENT 

INDIRECT WITH ^ 
LOCATOR DEVICE 

WITH NUMERICAL-
VALUE 

Ο1.1 
Ό1.2 

JOYSTICK (ABSOLUTE) 
JOYSTICK 
(VELOCITY-CONTROLLED) 

(SEE TEXT INPUT) 

Figure 3. Orienting techniques. 

Path. The user generates a path, which is a series of 
positions or orientations created over time. We consider 
generating a path a fundamental interaction task, even 
though it consists of other primitive tasks (position or 
orient), because another fundamental dimension-
time—is involved and because we believe this changes the 
user's perception of the task. With a single position or 
orientation, the user's attention is focused on attaining a 
single end result. But in path generation the series of posi-
tions or orientations and their order are the focus of atten-
tion. 
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Figure 4. Quantifying tech-
niques. 

A path of positions might be generated by a user in the 
process of digitizing a sketch, indicating the routing of a 
run on a printed circuit board, or showing a desired route 
on a map. A path of orientations (and of positions) would 
also be necessary in a simulated flight over a terrain model. 

The techniques for generating a path are usually posi-
tion and orient task techniques that allow closed-loop 
feedback, typically involving use of a tablet, mouse, 
joystick, and/or dials. In some cases open-loop techniques 
might be suitable. 

The application requirements of a path task are 

(1) Maximum number of positions or orientations along 
the path, if they are to be saved. For instance, positions 
would be saved when digitizing a shape, but might not be 
saved in a flight simulation. 

(2) The interval between each element on the path, and 
its basis. Some paths are time-based, with a new element 
entered at each periodic time interval (typically 33 ms for a 
real-time simulation). Other paths are distance-based, 
with the next element entered each time it differs from the 
preceding element by a predefined amount. 

(3) Dimensionality: 2-D or 3-D. 
(4) Open loop or closed loop. 
(5) Resolution. 
(6) Type: position, orientation, or both. 

Quantify. The user specifies a value (i. e., a number) to 
quantify a measure, such as the height of an entity, or the 
value, in ohms, of a resistor. Typical techniques are 

(1) value type-in on a keyboard, and 
(2) rotary or slide potentiometer. 

Figure 4 shows the set of quantifying techniques we will 
discuss. 

The application requirements of a quantification task 
are 

(1) Resolution, expressed as number of resolvable units 
to be specified. For instance, age in years would require 
about 120 units of resolution, while angle in degrees re-
quires 360 units. 

(2) Open loop or closed loop. 

Text. The user inputs a text string, used for example as 
an annotation on a drawing or as part of a page of text. 
The key factor is that the text string itself becomes part of 
the information stored in the computer, rather than serv-
ing as a command or being converted to a value, a posi-
tion, or an orientation. In other words, the text input is a 
new interaction task, not an intermediary step in one of 
the other interaction tasks. Typical interaction techniques 
for text input are 

(1) type-in from an alphanumeric keyboard, and 
(2) character selection from a menu. 

Figure 5 shows the text-entry techniques to be discussed. 
The text task has two application requirements: 

(1) size of character set and 
(2) maximum length of string to be entered. 

There are other issues surrounding the text input task, 
such as the specific character set (as opposed to its size). 
Such issues, however, do not affect the choice of tech-
nique or device. The details of the character set would af-
fect only the labels on key caps, for instance. 

In summary, the task requirements, specified under the 
categories just outlined, limit the choice of techniques to 
those whose properties match the requirements. The set of 
requirements for each task is derived from an analysis of 
the needs of the application being implemented. Table 1 
summarizes the requirements for each task. 

Controlling tasks. None of the six interaction tasks 
directly modifies the objects being displayed. If such a 
modification is needed, the user can achieve it by perform-
ing a selection (in particular, a command selection) to in-
voke a picture-modifying program, using as operands data 
developed from other tasks. 

A number of tasks, nevertheless, have as their basic pur-
pose the control of objects already visible on the display. 
These tasks are elementary in the sense that the user can-
not divide them into a sequence of other elementary tasks. 
They are, on the other hand, closely related to the tasks we 
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Table 1. 
Summary of Interactive task requirements. 

Task 

Select 

Position 

Orient 

Path 

Quantify 

Text 

Requirements 

Size of set. if fixed 
Range of set size, if variable 
Dimensionality: 1-D, 2-D, or 3-D 
Open loop or closed loop 
Resolution 
Degrees of freedom: 1, 2, or 3 
Open loop or closed loop 
Resolution 
Maximum number of path 

elements to be retained 
Type of interval between 

each element on path 
Size of interval between each 

element on path 
Dimensionality: 2-D or 3-D 
Open loop or closed loop 
Resolution 
Type: position or orientation 

or both 
Resolution 
Open loop or closed loop 
Size of character set 
Maximum length of string 

have already described. We refer to them as controlling 
tasks, because they characteristically control something^ 
rather than specify something (as do the elementary tasks). 
There are four controlling tasks, named for the type of 
modification they effect on an object: 

• Stretch 
• Sketch 
• Manipulate 
• Shape 

Techniques for implementing these tasks are called con-
trolling techniques. 

Stretch. The user grasps a particular feature and moves 
it to a new position, leaving remaining features of the ob-
ject in place. The result is a distortion of the shape of the 
object, much like stretching a rubber mask or a collection 
of rubber bands. Typical stretching techniques are 

(1) stretched lines, 
(2) stretched horizontal or vertical lines, 
(3) stretched vertices (lines possessing a common end-

point), 
(4) horizontal-vertical connections (called a zig-zag—see 

page 41), and 
(5) stretched polygons, prisms, and pyramidal forms. 

These techniques are all based on positioning techniques 
and carry the same prerequisites and requirements. They 
are most useful when the feedback is continuous but can 
exist in both continuous and discrete feedback forms. 

Sketch. The user, manipulating a locating device as if it" 
were a brush or pen, creates an object by "freehand 
sketching." Line structure (thickness, dot-dash character, 
color, etc.) may be specified as part of the brush form. 
Sketching is the controlling version of the path task. It 
shares all forms and requirements of pathing, and in addi-

tion has a line-style or brush-form requirement, which 
specifies the attributes of the sketch lines left on the screen 
after the device motion has taken place. 

Manipulate. The user causes an object to move about in 
the viewable space, by either translation or orientation 
under the control of an input device (a locator). We ar-
bitrarily include scaling as a variant of this task. Manipula-
tion techniques are described as either dragging, twisting, 
or scaling, depending on whether they are based on 
translation, orientation, or valuation techniques. Drag-
ging and twisting differ from the elementary orientation 
technique because the cursor or gnomon is replaced by an 
already existing object on the screen. 

Shape. The user causes a smooth, curved line or surface 
to change its general shape according to the placement of a 
positioning device. Techniques for shaping are described 
in greater detail in a later section. 

Organization of interaction techniques. We now turn 
our attention to the interaction techniques used to imple-
ment the interaction tasks. Figures 1 through 5 show how 
we have organized the techniques. The lists are by no 
means exhaustive, but we believe the organization will 
easily cover other techniques as well. 

Techniques and variations. At the first level in these 
treelike diagrams, we have the fundamentally different 
techniques, such as menus and command type-in for the 
selection task in Figure 1. At the second level are variations 
on a basic technique, such as the specific physical device 
used to drive the cursor for selection from a menu. In cases 
where the technique draws on techniques normally asso-
ciated with other interaction tasks, the diagrams simply 
refer to another diagram. 

Technique parameters. Another aspect to interaction 
techniques is not shown in these diagrams but does affect 
the characteristics of individual techniques. We call this 
aspect the technique "parameters." For example: 

(1) the form of the cursor used in connection with some 
positioning and selection techniques, 

(2) the ratio of hand movement to cursor movement 
when a tablet, joystick, mouse, or other physical position-
ing device is used, and 

(3) the layout of a menu as either a row, column, or grid 
of choices. 

One might include hardware device characteristics, such as 
the length or diameter of a joystick, as technique 
parameters. However, following our basic tenet of taking 
hardware as a fixed given, we do not do so. Instead, we 
limit technique parameters to those aspects normally con-
trollable by software. 

In our later discussion of specific techniques, we 
describe some technique parameters. Like basic tech-
niques themselves, the types of parameters associated with 
them are limited only by our imagination and creativity. 
Accordingly, we cannot be exhaustive, but rather we ad-
dress the most substantial parameters, especially those for 
which human factors literature offers guidance. 
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Figure 5. Text-entry tech-
niques. 

Hardware prerequisites. Each of the techniques (as op-
posed to technique variations) has a set of hardware pre-
requisites, with respect to both the display technology and 
the types of devices used with the technique. A typical 
prerequisite, say for a closed-loop positioning technique, 
would be a continuous-movement physical device and a 
display on which the feedback to the user can be 
dynamically repositioned 15 to 30 times per second. 

Interaction techniques 

The choice of an interaction technique is not an 
"either/or" proposition. In fact, it is usually desirable to 
make available several techniques for the same task, to suit 
different user characteristics. For example, command 
selection is performed in many systems by either menu 
selection or function key. The former technique is general-
ly preferred by users who are not familiar with a certain 
part of a system; the latter, by experienced, frequent users 
who have memorized the function key meanings. 

If multiple techniques are available, provision of a 
smooth transition path for moving from one technique to 
another is essential. In the preceding example, the transi-
tion path is simply for the user to begin using the function 
keys. 

Selection techniques. A selection technique typically in-
volves picking an item from a list of alternatives. Typical 
applications are command selection, operand selection, 
and attribute selection. An inherent pick device is the light 
pen, but any positioning device can simulate a pick by 
placing a cursor over a displayed representation of the 
selection desired. 

Command selection. A menu of commands is 
displayed, typically in list form. The desired command is 
selected from the presented set of alternatives. Direct 
selection devices such as the light pen or touch panel, in-
direct selection devices such as tne mouse or tablet, or 
devices that can simulate selection, such as an 
alphanumeric keyboard or a physical locator, can be used. 

Menu selection is most commonly used for command 
entry. There are also operand menus—e.g., a menu of 
capacitors, resistors, etc.—for a circuit design application. 
Also common are property or attribute menus. 

Figure 6. A four-level hierarchy menu tree. 

Before choosing a selection technique, menu designers 
must consider the following parameters of the menu itself: 

(1) Organization: single-level vs. hierarchical. If the set 
of alternatives is small enough to be contained in the space 
the screen provides, a single-level menu can be used. 
Otherwise, there are two possibilities: a hierarchical menu 
or a single-level menu requiring several sequentially 
displayed screens to view. In either case, "navigational 
aids" will be needed to move through the selections. 

With a hierarchy, the user chooses a phase from the 
main displayed menu and then selects subphases from 
subsequently displayed menus until he finds the desired 
command. Sometimes the user has to go through several 
menu phases and subphases before he finds the desired en-
try. Applications may also require the user to refer back to 
the main menu to make another command selection. 

Suppose an application has a four-level hierarchy tree 
defined by the phases shown abstractly in Figure 6. The 
leaf nodes of the tree represent the commands, and the in-
ternal nodes represent groups of commands. When a 
selection is made, we travel down the tree from its root 
toward its leaves. Each selection moves us one level further 
down, until we reach a leaf (i.e., a command). Suppose 
command A has been selected, and command B is desired 
next: the user must be provided with the controls to climb 
back up the hierarchy to the first node above both A and 
B, and then to descend toward B. This can be done by con-
trol commands such as "move to the top of the 
hierarchy," and "move up one level in the hierarchy." If 
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Figure 7. An iconic command menu. Figure 8. An iconic operand menu. 

the tree is too big, the capability of going directly to a few 
frequently used nodes of the tree is particularly useful. 

In a recent experiment, Snowberry et al. found that 
selection time and accuracy improved when broader 
menus with fewer levels of selection were used.58 Doughty 
and Kelso have reported similar selection time results,59 

which are also predicted by the keystroke-level model of 
Card et al.31 

Hierarchical menu structures almost demand an accom-
panying keyboard or function key technique for more ex-
perienced users. These techniques make selection especial-
ly easy if each node and leaf of the tree has an unam-
biguous name, allowing a user to directly enter a known 
command or phase name. The menu system provides a 
backup if the user's memory fails. An alternative is to re-
quire unambiguous names for each entry within an in-
dividual menu. Then the experienced user, seeking to 
avoid direct interaction with menus, can enter the com-
plete path name to a leaf node. 

In the case of a single-level menu, commands are needed 
to "flip pages" forward and backward. Each of these 
commands, like those for traversing a hierarchy, repre-
sents another selection task. That is, a single complex 
selection task has been converted into a larger number of 
simpler (but potentially still complex) selection tasks, 
simply because of space limitations on the display. 

(2) Item order. There are several reasonable ways of se-
quencing command entries in a menu: 

• alphabetical; 
• frequency of use, the most frequent appearing at the 

top of the menu; and 
• logical, placing entries of the same category together. 

(This is normally the way that commands would be 
grouped in a hierarchy.) 

Über et al. recognized many years ago that all three ways 
can be used together or separately to construct menus.60 

Card has experimented with order for an 18-entry menu 
of text-editing commands. He found that, for new users, 
selection from an alphabetical order was about 35 percent 
faster than from an order based on functional (logical) 
grouping. Random order was four times slower than 
alphabetical order. As users became experienced, con-
siderable improvement in selection speed occurred, with 
alphabetical and functional order becoming essentially 
equivalent, but with random order still being slower.61 

(3) Representation: iconic vs. textual. While menus are 
often in text form, they can also be in graphic form. A set 

of graphical symbols, known as icons, can be used to 
represent commands (Figure 7) or operands (Figure 8). 
Iconic menus can be designed to occupy less screen space 
than text menus and thus are more compact. Icons can 
also decrease the cognitive load of menu selection, if the 
icons are more immediately evocative of their meanings 
than the equivalent text strings. 

Hemenway discusses some of the issues involved in icon 
design and gives examples of icons used for objects, 
operands, and object/operand pairs.62 Icons representing 
objects are probably the most readily recognized, while 
recognition of icons representing actions depends on the 
obviousness of the relation between the icon and the ac-
tion (scissors imply cutting, a glue pot implies pasting). 
The menus for the Lisa, Macintosh, and Star computers 
contain many examples of icons used to represent objects 
and attribute values. Lisa and Macintosh icons are shown 
in Figures 9 and 10. 

Bewley and his coworkers at Xerox performed extensive 
testing of icons being considered for use in Star.63 A series 
of timed recognition and naming tests were used to 
evaluate four preliminary designs as the basis for a minor 
redesign of the selected preliminary design. 

(4) Position: static vs. moving (i.e., pop-up). A menu 
that is always in the same position on the display screen is 
called static. A static menu can be 

• part of the same screen as the main display; 
• on an auxiliary screen next to the main display screen; 
• on the same screen as the main display, but replacing 

the main display when the user wants to make a selec-
tion—i.e., the user has to switch back and forth; 

• printed on a tablet. 
A menu printed on a tablet, as shown in Figure 11, can 

be used for fixed-application systems. One general use of 
this technique is to imprint a keyboard image on the tablet 
to simulate type-in for users who don't type. The use of a 
tablet or an auxiliary screen means that the user has to look 
away from the application display, hence destroying visual 
continuity. The advantages are the saving of display space, 
which is often at a premium, and the accommodation of a 
large set of commands in one menu, often not possible by 
using only the application display. 

A pop-up menu, which appears when a selection is to be 
made, is feasible if a positioning device can be considered 
for implementing the selection. The menu always 
appears near or at the screen cursor, which is usually in the 
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Figure 9. A Lisa screen showing icons 
representing objects (wastebasket, pref-
erences), attributes (shades), and ob-
ject/command pairs (the geometric figure 
icons mean "create one of these," i.e., 
"create a square"). 

Figure 10. A Macintosh screen showing 
icons representing objects, and a pull-
down menu. Command abbreviations on 
the right side of the menu can be entered 
from the keyboard, allowing experienced 
users to work more rapidly by avoiding 
the menu. 

Figure 11. A data tablet overlay with com-
mand and keyboard entry areas. Notice 
the double coding of many commands 
with both a name and an icon. 
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Figure 12. The Sun Micro-
systems window manager. 
The pop-up menu is called 
up by holding down a mouse 
button. As the cursor is 
moved up and down the 
menu, the currently selected 
command is shown in re-
verse video. Releasing the 
mouse button invokes the 
command and causes the 
menu to disappear. 
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vicinity of the user's visual attention. Figure 12 shows an 
example of a pop-up menu. Although a pop-up menu 
preserves visual continuity, it cannot take advantage of 
"muscle memory'' as well as a static menu. However, it 
has the advantage of requiring only minimum hand move-
ment when a user makes a selection. Pop-up menus were 
used in the late 1960's by N. Wiseman at Cambridge and 
were first adapted to raster displays by W. Newman in 
about 1975. 

(5) Visibility: always visible vs. sometimes visible. Pop-
up menus are in the "sometimes visible" category, while 
static menus can be in either. The "pull-down" menus of 
Lisa and Macintosh are static and sometimes visible, while 
their menu bars across the top of the screen are static and 
always visible (see Figures 9 andi 10). 

(6) Organization: horizontal, vertical, or blocked. 
Menu items can be listed vertically or horizontally. Studies 
by both Coffee64 and Earl and Goff11 show no difference 
in search times between horizontal and vertical lists. Items 
also can be grouped into clusters, with extra space between 
the groups. Cropper and Evans showed such grouping to 
be effective in improving search time in tabular data.65 

(7) Target size: Fitts's Law. Display targets, whether 
alphanumeric or iconic, should be as large as possible in 
order to reduce positioning time and error rate. This 
recommendation is based on the experimental evidence of 
Fitts's Law, which predicts that the hand movement time 
to position a target from one location to another increases 
with the distance moved and decreases with the size of the 
target.66 (See also Card et al.10). 

To make menu selections, many interaction techniques 
and variations of techniques are possible. We limit our 
discussion to some commonly used command selection 
techniques: 

Character string name type-in. A command menu is 
displayed. The desired command on the menu is typed in 
on an alphanumeric keyboard. In this case the menu is 
solely a memory aid, used as a prompt rather than as an in-
tegral part of the command entry process. Of course, the 

menu need not be shown, in which case we have a tradi-
tional command-language-driven system. 

Label type-in. The label associated with a menu item is 
typed in. This technique is a variation of the name type-in 
technique described above. A menu of system-defined 
commands and their corresponding labels is displayed. To 
make a selection, the user types in the label representing 
the command instead of the command itself. The labels 
can be numeric codes or mnemonics. This shortens input 
time and reduces typing errors. The menu is still partly a 
memory aid; the experienced user remembers the label to 
enter without looking at the menu, while the inexperienced 
user consults the menu. 

Direct pick by light pen. A light pen is used to pick the 
desired command entry directly from the displayed com-
mand menu. Pointing with a light pen has a certain 
naturalness not found in most other devices. 

Touch panel pick. The user touches a finger to the 
desired menu choice on the display screen. The prerequi-
site device is a touch-sensitive panel. This technique is very 
attractive because no intermediary device is needed. The 
user's finger becomes the picking device. The user's motor 
load is lower than for pen picking, because the user does 
not have to physically acquire a device prior to making a 
selection. 

Simulated pick with cursor match. A cursor is posi-
tioned over the desired menu choice, and a button is 
depressed. The system automatically matches the position 
of the cursor to the nearest command, taking it as the 
desired command. Precise positioning of the cursor is not 
required. A pick can be effectively simulated with a con-
tinuous locator such as a tablet, a mouse, or a joystick. A 
discrete locator (an up-down, left-right cursor) can also be 
used, though it takes longer and can be very awkward. 

Function key. A unique function key associated with 
the command is depressed. A bank of buttons, each but-
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ton corresponding to a command, is the prerequisite 
device. 

Button push—soft keys. A button associated with a 
command is depressed to enter the command. Commands 
are presented as a series of labeled buttons. The buttons 
are so-called "soft keys" located on the edge of the display 
area with their labels displayed on the screen, and thus 
their meanings can be changed readily. 

Voice recognition. The user speaks the name of the 
selected command, and a word recognizer determines 
which of a set of known words was spoken. Voice input is 
a simple means to distinguish commands from data; com-
mands are entered by voice, the data by keyboard or other 
means. In a keyboard environment, this removes the need 
for special characters or modes to distinguish data and 
commands. This method might be preferable for non-
typists as an input means for alphanumeric data, provided 
that voice recognition technology is able to accurately 
recognize a large set of words, letters, and numbers. 

Sketch recognition. The user makes sequences of 
movements with a continuous positioning device such as a 
tablet, a mouse, or a light pen and tracking cross. The 
sketch recognition system recognizes the sequence to 
determine what command is being entered (see also char-
acter recognition). More specifically, the user sketches a 
simple pattern. The sketch recognizer automatically 
matches the pattern with a set of defined patterns, each of 
which has an associated command. Figure 13 shows one 
set of sketch patterns and their related commands. Some 
of the commands are unique to the design of queuing net-
works, the application from which this example is taken. 

The technique requires no typing skill and preserves tac-
tile continuity. Furthermore, if the command requires that 
a position be specified, the place where the sketch is done 
can serve as the position. Similarly, if an operand is re-
quired, the sketch can be done "on top of" the operand if 
it is part of the displayed image. Skilled operators can 
work very fast with this technique. 

Operand selection. Operands are normally objects 
created interactively by a user—elements of an IC mask or 
of an architectural drawing, for example. Very often such 
objects are organized hierarchically. Controlling the 
hierarchical level at which selection occurs is a concern 
that transcends specific techniques. 

A pick device has no inherent notion of hierarchy, yet 
the user's intent must somehow be made known to the ap-
plication program. One way to achieve this goal is to 
design the interaction commands so that the level of object 
to be operated on can be inferred by the program without 
explicit operator action. For example, in a phase having to 
do with placing houses in a subdivision, the entire house 
would be designated; in a phase for designing individual 
houses, the house components would be selected. 

If the intent is not implicit, then the command language 
must provide the user with explicit means for conveying 
his purpose. Commands like "move door" and "move 
house" illustrate such means. On the other hand, if the 
hierarchical level at which the user operates changes, 
relatively infrequently, it is more convenient to have a 
separate command that sets the level at which all ensuing 
picks will be made. The user respecifies the level whenever 
necessary. 

Another approach is required if the number of hierar-
chical levels of objects is unknown to the system designer 
and is potentially large (as in a drafting system where 
templates can be defined to contain both other templates 
and basic objects like lines, points, and arcs). Two user 
commands are required: "travel up the hierarchy" and 
"come back down." When the user picks something, the 
system highlights the lowest level object seen. If this is 
what the user wants to pick, he can proceed. If not, he 
issues the first of the two commands: "travel up the hierar-
chy." The entire first-level object (the house, say) of which 
the detected object is a part is highlighted. If this is not 
what the user wants, he travels up again and still more of 
the picture is highlighted. If he should accidentally travel 
too far up the hierarchy, he reverses direction with the 
"come back down" command. 
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Figure 14. Labeled lines. 

In some text editors, there is a character-word-sentence-
paragraph hierarchy. Using the Xerox Star text editor, for 
instance, the user selects a character by positioning the 
screen cursor on the character and pushing the "select" 
button (one of two) on the mouse. To choose the word, 
the user quickly pushes "select" again. Further moves up 
the hierarchy are accomplished by further pushes. 

Again, we limit our discussion to the most common 
operand selection techniques: 

Cursor match. A positioning device such as a locator is 
used to move the displayed cursor close to the desired 
operand. The system automatically matches the position 
of the cursor to the nearest item, taking it as the desired 
selection. Precise positioning of the cursor is not 
necessary; it need only be placed nearer the item to be 
selected than to any other item. 

Picking. The operand is selected with a pick device. 

Label type-in. The user selects the desired operand by 
typing in the label of the operand on an alphanumeric key-
board. The technique is very similar to command type-in 
except that the label of the operand is being entered rather 
than the command. The label is typically displayed along 
with each potential operand. For example, we might have 
the display of Figure 14, which shows two lines and their 
labels—in this case the integers 4 and 16 (alphanumeric 
labels can be used, of course). To delete line 4, the delete 
command would be entered, followed by the number 4. 

Time scan. The system displays a screen of possible 
choices. Each displayed entity is then successively in-
creased in intensity for a short period of time. When the 
desired entity brightens, the user activates a button to in-
dicate the selection. 

A group of buttons and a refresh display are needed for 
the technique. Usually several entities are likely to have 
brightened during the brief moment between the desired 
entity's brightening and the button activation. Thus 
another button is used to reverse the brightening sequence, 
one item at a time. When the correct entity is again 
brightened, the user activates a third button to actually 
make the selection. 

This technique is especially useful if items are close 
together on the screen, making it difficult for the user to 
pick with the light pen or the cursor. An example of an ap-
plication of the technique is to pick a single atom from a 
large molecule. 

Studies and evaluation of selection techniques. Table 2 
shows estimated rankings of selection techniques, based 
on our readings, the experiments, and our experiences. 
The ratings are relative and are only our best estimate. 
They are far from sacrosanct. 

The techniques involving selection from the screen with 
a pointing device have been relatively extensively studied, 
as indicated by the studies cited in Figure 1. The annotated 
references at the end of this article describe the techniques 
studied in most of these experiments.10"15'18'67 One sees 
from Figure 1 that many of the techniques have not been 
studied at all. 

The experiment by Card et al.10 found the mouse 
superior to a velocity joystick and cursor control keys. 
Similarly, English et al.12 found that for experienced users 
the mouse is superior to a light pen or an absolute joystick, 
and that for inexperienced users the light pen is marginally 
better than the mouse and superior to both the absolute 
and velocity-controlled joysticks. These two experiments 
suggest that neither the joystick nor the cursor control 
keys are as satisfactory as the mouse or light pen. The 
tablet used in the latter experiment was mechanically 
coupled and not typical of contemporary tablets; we thus 
offer no conclusions about tablets. Goodwin15 confirmed 
the superiority of the light pen to cursor control keys. 

The study by Albert67 used only inexperienced subjects 
for a small number of experiments in which users selected 
20 targets in rapid succession with size in the half-inch to 
one-inch range. He found the selection speed from fastest 
to slowest to be touch panel, light pen, data tablet, 
trackball, force (static) velocity-control joystick, normal 
velocity-control joystick, and cursor control keys. These 
are consistent with and hence reinforce the earlier results. 
We point out, however, that the touch panel result will not 
hold up for selection of very small and closely spaced 
targets. 

More recently, Haller et al.14 studied various devices 
and found the light pen faster (2.1 seconds) than the tablet 
(3.7 seconds) and the mouse (3.6 seconds) for selecting 
highlighted text. These times are not consistent with other 
investigators' measurements. However, the conditions of 
Haller's experiment do differ from the others. Unfor-
tunately, differing conditions often create difficulties in 
integrating the results of various experiments. 

Mehr and Mehr17 found that the trackball is superior to 
several different types of joysticks in moving a cursor to a 
target (which is to be selected). On the basis of all these 
results, we are inclined to dismiss the joystick as a selection 
device. 

Comparing name type-in on a keyboard versus selection 
from a menu on the screen, we have contradictory results. 
Fields et al.13 found the keyboard and menu selection with 
a trackball equal in speed (although menu selection was 
more accurate, as typing errors were precluded). In con-
trast, Earl and Goffn found light pen picking faster (as 
well as more accurate) than keyboard type-in. A crucial 
additional factor to consider is the size of the menu. In 
Earl and Goff's work it was small (up to 18 items); in 
Fields et al.'s it was large (up to 40 items), so search time 
would naturally work to the disadvantage of the menu. 
Also, in both experiments the subjects already knew which 
menu selection they were seeking; thus the menu was not 
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serving one of its useful roles—a memory aid to indicate 
the set of available choices. 

Both experiments compared menus to the keyboard 
type-in technique in environments in which the name of 
the desired selection is given to the operator, and he must 
locate where the selection is on the menu. If the user were 
making the selection from a displayed drawing with which 
he was interacting, we would expect different results. The 
user would already know where an item of interest was 
located and could thus quickly point at it. Remembering 
(or creating) a name to be typed would take longer. 

Thus, between selection techniques, we see a difference 
based upon the form of the knowledge the user brings to 
the task. We will see the same thing in the positioning task, 
where the distinction is between knowing the position as a 
place on the display or knowing the coordinate values. In 
the selection task, the distinction is between knowing the 
selection as a place on the display or as a name. The ex-
periments deal only with the latter case, in which the name 
is known and the location in the menu is not. This spatial-
versus-linguistic distinction in the form of knowledge is 
fundamental to the selection of interaction techniques. 

There are very persuasive anecdotal stories about menu-
with-light-pen systems in the hands of experienced users 
who, through practice, know the position of a desired 
menu item. Users are reported (by reliable observers) to 
have their light pens poised to make a selection, even 
before the menu actually appears on the screen. In such 
cases computer delays in presenting the menu actually slow 
down the interaction. This is a problem if the computer 
supporting the application is time-shared. 

Positioning techniques. The positioning task involves 
specifying a position in application coordinates. The re-
quirements of the task, determined by the application, are 
dimensionality, resolution, and closed-loop or open-loop 
feedback. Before discussing specific interaction tech-

niques for positioning, we must consider several general 
issues that transcend specific techniques but are relevant to 
some or all of them. These are some of the parameters of 
interactive positioning techniques: 

(1) Coordinate systems. The user of an interactive 
graphics system is typically aware of up to three coordinate 
systems: the application coordinate system, in which the 
computer maintains coordinates; the screen coordinate 
system, in which the user views an image; and theposition-
ing-device coordinate system, in which the user moves a 
tablet, joystick, mouse, or other device. At issue is the 
relationship (i.e., the geometric transformation) between 
these three coordinate systems. It is important because it 
determines the relation between user hand movements and 
graphic object movements on the screen. Empirical obser-
vations by Britton et al.,51 suggest there should be no rota-
tion in the positioning-device-to-screen transformation. 
This means a movement of the hand to the right should 
cause the screen cursor or other graphic object also to 
move to the right. This should be true even if the viewing 
transformation from world to screen coordinates does in-
clude a rotation. 

(2) Cursor form and visual aids. For positioning tech-
niques involving movement of a displayed screen cursor to 
a desired location, the user must first find the screen cur-
sor. Not surprisingly, studies have shown that the more 
alike the background items and the target are, the longer it 
takes to visually acquire the target. Thus we should con-
sider several things when choosing the form of the screen 
cursor. On an alphanumeric display we should choose a 
cursor form that is distinctively different from any of the 
alphabets, numerals, or special characters. Hence a box-
or diamond-shaped form is a much better choice than an 
underline or a cross form. For other graphics applications, 
it is important to choose a cursor form that is different 
from the commonly used grapics forms. 

Techniques 

Light pen 

Touch panel 

Indirect, cursor 
match 

Character string 
name 

Time scan, 
programmed function 
keyboard 

Time scan, alpha-
numeric keyboard 

Uniquely labeled 
button, programmed 
function key 

Uniquely labeled 
button, soft keys 

Unique movement, 
tablet & stylus 

Cognitive 
Load 

L 
L 

H 

H 

L 

L 

H 

Percep-
tual Load 

L 
L 

H 

H 

L 

L 

M 

Table 2. 
Comparison of selection techniques. 

Motor 
Load 

M 
L 

M 

M 

L 

L 

M 

Ergonomie Measures 
Visual 
Acqui-
sition 

L 
L 

Motor 
Acqui-
sition 

M 
L 

[See Quantifying] 

[See Text Entry] 

H 

H 

M 

M 

H 

M 

H 

M 

M 

M 

Ease of 
Learning 

L 
L 

M 

M 

L 

L 

H 

Fatigue 

M 
L 

H 

H 

L 

L 

H 

Error 
Proneness 

L 
L 

H 

H 

L 

L 

M 

Feedback 
Type 

NA 
NA 
NA 

NA 

NA 

NA 

NA 

NA 

NA 

H=high, M=medium, L=low 
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Figure 15. The effect of C/D 
ratio on movement time and 
adjustment time (adapted 
from Jenkins and Connor69). 
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The cursor can also be differentiated from the rest of the 
displayed information by visual aids such as intensity, col-
or, or blink. Vartabedian68 found that a box-shaped cur-
sor blinking at 3 Hz was optimal for effective searching 
and moving on an alphanumeric display. Other cursor 
forms or blink rates took longer to acquire visually. 

An important visual aid for many positioning tasks is a 
grid superimposed (perhaps at low intensity) on the draw-
ing, to help in aligning positions or objects. A grid (or 
coordinate axes along the edges of the display) is also 
helpful if the user must convert a position on the screen 
into numeric coordinates for keyboard entry. 

(3) Control/display ratio. The C/D ratio is the ratio of 
distance traveled by the control (the hand movement of 
the operator, the movement of the joystick, etc.) to that of 
the moving element on the display (target, screen cursor, 
etc.). Studies by Jenkins et al.69"71 have shown that the 
C/D ratio of a control device is critical to the operator's 
performance. For linear controls, say a tablet with a 
stylus, the C/D ratio is defined by the formula 

C/D = movement of hand/movement of cursor 
For rotary controls, such as the trackball and the joystick, 
the C/D ratio is defined as 

C/D = 
(fraction of circle movement) * (diameter of circle) 

(movement of cursor) 
= 04/360) * (2 * 7Ã * L) / (movement of cursor) 

where A = the travel of the control device (in degrees), 
and L = the length of the control device. 

Generally speaking, a low ratio is good for fast move-
ment and a high ratio is good for fine adjustment ac-
curacy. Figure 15 illustrates the effect of C/D ratio on 
movement time and adjustment time. The optimum C/D 
ratio is that which produces the least total time to use a 
control. Experience (not experiments) suggests that for 
tablets the workable C/D ratio ranges from 1 to 0.3. For 
knobs and dials the optimum C/D ratio usually falls be-
tween 0.2 and 0.8. For example, a 5-inch joystick with 90 
degrees of movement has about 8 inches of travel. Used 
with a typical 12 x 12-inch screen, the C/D ratio is about 

0.67. However, fine positioning with a joystick requires 
grosser motor movements than with a mouse or tablet, 
making the device difficult to use for fine adjustments. 
Note that the C/D ratio is just the scale factor that relates 
the positioning-device coordinates to screen coordinates, 
as described in item 1 above. A fixed C/D ratio is not 
necessary. For example, the Macintosh mouse has a lower 
C/D ratio when it is moving rapidly than when it is moving 
slowly. 

(4) Feedback. Inherent in graphics applications is the 
type of feedback provided. A continuous translation 
technique, whether it is direct (using a light pen or touch 
panel to show a position), or indirect (using a locator to 
show a position by moving a screen cursor), implies 
closed-loop dynamic feedback as either the cursor or the 
object of interest moves across the display. This allows the 
user to move the screen cursor through a succession of trial 
positions until the results are satisfactory. Therefore, con-
tinuous feedback is appropriate when the user knows 
where on the screen the position of interest is but does not 
know its coordinates. 

Conversely, discrete feedback is appropriate when the 
user knows the coordinates but not the desired positions. 
The user types in the coordinates, and the object or screen 
cursor is repositioned appropriately. 

These forms of discrete and continuous feedback can be 
combined, continually moving the cursor and simultane-
ously displaying its coordinates in numeric form. When a 
user has a spatial position task, he watches the cursor feed-
back; given a desired coordinate position, he watches the 
numeric readout instead. 

(5) Absolute and relative locators. An absolute locator 
indicates position with respect to the absolute origin of its 
control movement. Hence, its range is limited by its 
physical size. The tablet is a typical absolute locator. 

A relative locator, in contrast, indicates position relative 
to its control movement. The mouse, the trackball, and 
the velocity-control joystick are some of the relative locat-
ors. For example, using a mouse to move a display cursor, 
the operator rolls the device over a surface, picks it up, and 
rolls it again. This action causes the cursor to move rapidly 
across the screen, independent of the surface area 
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Figure 16. Relationship between joystick displacement Figure 17. A tracking cross, 
and velocities. 

available for the mouse to roll on. Thus, the relative 
locator is not limited by physical space. The absolute 
locator, on the other hand, has a more permanent hand-
eye relationship. A relative locator can be simulated with 
an absolute locator; the converse is not true. 

We begin our description of specific positioning tech-
niques with the continuous translation category: 

Continuous indirect translation with locator devices. A 
locator is a device whose position is used to indicate a loca-
tion on the screen. The movement of a locator device is 
directly mapped into the movement of a cursor or a 
displayed object. (We use the terms *'displayed object'' or 
"graphic object" to subsume the case of a cursor.) Ex-
amples of prerequisite devices are the tablet, the mouse, 
the trackball, the joystick, and cursor control keys with 
auto-repeat. Also required is a refresh display device. 

Locators have dimensionality. Depending on their 
design, locators give positions in one, two, or three dimen-
sions. Some can even locate positions in up to six or seven 
dimensions. 

Continuous indirect translation with velocity-controlled 
joystick. A return-to-zero joystick controls the velocity of 
the graphic object, which is continuously repositioned. 
The position at the time t is given by a starting position 
plus the integral, up to time t, of the velocity values entered 
from the joystick. Zero displacement of the joystick cor-
responds to zero velocity. The prerequisite device is a posi-
tioning device with automatic (force) return to zero. The 
spring-return joystick and isometric joystick are members 
of this class. Only joysticks with rotatable center shafts 
can be used for 3-D positioning tasks; otherwise, joysticks 
are limited to 2-D. 

Any initial position can be used. Joystick movement 
causes the cursor to move. When the user releases the 
joystick, the cursor stops moving. The relationship be-
tween the joystick displacement and the velocities along 
the x and y axes is usually linear, readily allowing full-
screen movement at maximum velocity in a few seconds. 
Figure 16 shows such a relationship, as well as the relation-
ship when the control has a signed quadratic form. The 
lower sensitivity in the low displacement range helps fine 
motor control. 

Continuous indirect translation with up-down-left-right 
keys. The location of a graphic object is controlled by 

using step keys to move the object up, down, left, and 
right for 2-D applications, plus in or out for 3-D. The user 
indicates the desired location of the display cursor by 
depressing a set of keys assigned to control the cursor 
movements. A continual key depression causes the cursor 
to move in a rapid continuous motion, while a quick key 
depression causes the cursor to move a distance of one unit 
of display resolution. The user can achieve rapid position-
ing by keeping the key down, thus allowing the cursor's 
speed to accelerate. When the key is released, the cursor 
stops. 

The prerequisite device can be a set of four or six keys 
on an alphanumeric keyboard, a programmed function 
keyboard, or other special key-input devices. 

Continuous direct translation with light pen tracking. 
Tracking is performed with a small cross (called the track-
ing cross), which is pointed at with a light pen. As the pen 
moves to a new position, the tracking cross follows. The 
prerequistite devices are a light pen and a vector refresh 
display. Figure 17 shows a 64x64 display unit tracking 
cross. To start tracking, the user points at the cross with 
the light pen. As the pen moves, the cross follows the mo-
tions of the pen. If tracking is "lost" because the pen is 
moved too fast and the tracking algorithm of the system 
cannot follow the pen's motion, the user can resume track-
ing by moving the pen back to the cross. (The use of a light 
pen for positioning on a raster display is described as 
"direct, with locator device.") 

Continuous direct translation with continuous search 
for light pen. A light pen is pointed at the screen. A raster 
scan of the screen is used to find the pen's position. Con-
tinuous search for the light pen is a variation of the track-
ing technique. To find the position of the light pen, a 
raster scan is displayed for each refresh cycle. When a 
displayed entity in the raster scan is "seen" by the pen, the 
position of the pen is known. In an important variation, 
the raster scan is limited to a nondistracting single frame 
and is displayed only when the user depresses a switch on 
the pen. The prerequisite devices are a light pen and a vec-
tor or raster refresh display. 

The other category of positioning techniques is discrete 
translation. We discuss the major technique: 

Discrete translation by position type-in. To indicate a 
position on the display screen, the user types in the coor-
dinates of the location via an alphanumeric keyboard. A 
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cursor appears at the user-specified location to provide 
visual feedback. Unlike a continuous translation tech-
nique, which continuously updates the position of the 
display cursor, a discrete translation type-in technique 
changes the location of the cursor only when a new posi-
tion is entered. One disadvantage of this technique is the 
lack of continuous visual feedback to give the user a con-
tinuity of changes. Another disadvantage is the cognitive 
load imposed on the user. 

This technique can have arbitrarily high resolution and 
dimensionality, which are limited only by the amount of 
information the user is willing to type. The technique 
preserves tactile continuity if the action language is 
keyboard-oriented. 

Studies and evaluation of positioning techniques. The 
characteristics of these techniques are summarized in Table 
3. Notice that by scaling up the displayed image, any of the 
techniques can be used to achieve any desired resolution. On 
the other hand, creating the scaled-up image is slow on some 
hardware configurations (but essentially instantaneous on 
others), so resolution can be a concern. 

The choice of a continuous or a discrete feedback tech-
nique, based on whether the user knows where the position 
is on the display or knows the coordinates of the position, 
is critical. The wrong choice means a heavy cognitive load 
in converting from a spatial representation to a linguistic 
text-string representation, or vice versa. 

The direct-versus-indirect positioning-technique choice 
hinges on questions of arm fatigue and hand-eye coordina-
tion. Direct techniques minimize all but motor effort, 
which is high because the arm must normally be raised to 
the screen. Indirect techniques require more learning of 
hand-eye coordination. 

Fatigue in direct methods has been much discussed and 
is commonly assumed to be a problem. However, there are 
numerous anecdotal reports of drafters and designers 
using light pens for hours without problems. We have 
found no germane experiments. 

Learning hand-eye coordination for indirect methods, 
the other common concern, is really not a major issue. 
Card et al.10 studied the mouse and joystick for selection, 
and found improvement with repeated use in both error 
rate and selection time. However, even the performance of 
novices was quite good. Positioning time for a mouse 
decreased with practice from 2.2 to 1.3 seconds. For a 
joystick it decreased from 2.2 to 1.7 seconds. For discrete 
positioning (arrow key control) the time decreased from 
more than 3 seconds to about 2.2 seconds. Note, though, 
that when the discrete method was compared to a direct 
selection technique (the light pen) by English et al.,12 the 
pen was slightly faster (though less accurate) for novices. 
Again, the difference was small. 

There are no "pure" positioning experiments; the 
above-mentioned experiments all concern selection. We 
believe the results, which are discussed in detail in the 
selection subsection, can be generalized to the positioning 
task. 

Orienting techniques. The orienting task involves speci-
fying an orientation (not a position) in a coordinate 
system. The requirements of the task, again determined by 
the application, specify the degrees of freedom, the type of 
feedback (closed-loop or open-loop), and the resolution 
desired. 

Interaction devices needed, depending on task re-
quirements, are the quantifiers, the locators used for posi-
tioning, and the alphanumeric keyboard. 

As with selection and positioning, a number of 
parameters have an impact on the detailed design of an 
orienting technique: 

(1) Center of rotation. The center of rotation of an ob-
ject might be the origin of world coordinates, the center of 
the object, or any arbitrary, user-specified position. In any 
case, the user must know where the center of rotation is 
located. Intuitively, the most convenient center of rotation 
is the center of the object being oriented. If the object 

Techniques 

Direct, touch 
panel 

Indirect, tablet 

Indirect, mouse 

Indirect, absolute 
joystick 

Indirect, velocity-
controlled joystick 

Indirect, track-
ball 

Indirect, cursor 
control keys & auto-
repeat 

Indirect, up-down-
left-right arrow keys 

C= continuous. D= discrete 

Cognitive 
Load 

L 

M 
M 
M 

M 

M 

H 

H 

Table 3. 
Comparison of positioning techniques. 
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spans the entire screen, then the center of the screen 
becomes the center of rotation. 

(2) Visual aids. Especially in 3-D orientation tasks, the 
user often has difficulty knowing exactly how the 
displayed object is currently oriented. Display of a 
gnomon can help—a commonly used gnomon is just a set 
of axes on which the positive and negative x, y, and z axes 
are labeled. The axes are displayed with the same orienta-
tion as the object of interest. 

(3) Coordinate systems. The previous discussion of this 
issue with respect to positioning devices applies also to 
orientation. 

Like positioning techniques, orientation techniques are 
either continuous or discrete: 

Indirect continuous orientation with locator devices. To 
rotate a 2-D object, the user specifies the angle of orienta-
tion by using a continuous quantifier or one axis of a 
physical locator. Typical devices used are the tablet, the 
absolute-controlled 3-D joystick, and dials. The device is 
read continuously and its value mapped to the new orien-
tation of the displayed object. There is a one-to-one cor-
respondence between the movement of the hand-held 
device and the movement of the object on the screen. The 
definite advantage of the technique is the preservation of 
hand-eye coordination. Of course, use of a locator means 
that linear movement of the hand is converted to rota-
tional movement. 

For 3-D applications, quantifiers or locators can be used 
to rotate a displayed object by specifying roll-pitch-yaw or 
direction cosines. 

Indirect continuous orientation with velocity-controlled 
joystick. The velocity of orientation change is controlled 
by the use of a return-to-zero joystick. Zero displacement 
of the joystick corresponds to zero velocity and hence to 
no change in orientation. The displayed object is con-
tinuously rotated. The technique is very similar to the 
direct-controlled techniques for continuous translation, 
except that in this case the angle of orientation, rather than 
the distance of translation, is velocity controlled on the 
basis of the values from the device. The relation between 
angular displacement(s) and the input value(s) is analo-
gous to that for velocity-controlled positioning. Moving 
the device rotates the object. When the device is released, 
the object stops rotating. 

Unlike the direct-controlled technique, this technique 
does not preserve hand-eye coordination. Its real advan-
tage is that a large change of orientation can be obtained 
by small hand movements. 

The prerequisite device is any positioning device with 
automatic return to zero, such as the spring-return and the 
isometric joysticks. 

Discrete orientation by angle type-in. The user types in 
values to define an orientation at an alphanumeric 
keyboard, either as angles, direction cosines, roll-pitch-
yaw, or some other form. The new orientation is shown. If 
it is wrong, the type-in must be repeated. However, if the 
action language is keyboard-oriented, the technique 
preserves tactile continuity. 

The technique involves implicit or explicit specification 
of the center of rotation. It can be the center of the object 
or of any arbitrary, user-specified position. In the latter 
case, the center of rotation would be specified by means of 
a positioning technique. 

Evaluation of orienting techniques. Characteristics of 
the techniques are given in Table 4. All of these techniques 
are indirect—there is no practical analog to the touch 
panel for orientation. (Herot and Weinzapfel72 describe 
an experimental direct orientation device.) Thus the 
fatigue question does not arise. The hand-eye coordina-
tion issue is germane, but no data are available. Naturally, 
clockwise hand movement should result in clockwise rota-
tion of an object on the screen. Conversely, in a simulation 
environment, a clockwise hand movement would cause the 
screen display to rotate counterclockwise. The contin-
uous-versus-discrete-feedback issue, discussed in regard to 
positioning, is equally relevant to orienting. 

Pathing techniques. The pathing task involves specifica-
tion of a series of locations or orientations, evolving in 
time and space. Pathing is always continuous and closed 
loop. Requirements that must be specified for pathing are 
the maximum number of positions or orientations along 
the path, the interval of sampling and whether it is time 
based or distance based, the dimensionality, the resolution 
of individual samples, and whether the path is a position-
ing or an orienting path, or both. 

Any positioning or orienting device can be used for 
pathing, provided only that the system is capable of sup-
porting closed-loop operation. Furthermore, pathing 
techniques involve all of the same issues as the correspond-
ing positioning and orienting techniques. 

In addition, pathing involves interval selection. When 
the sampling interval is distance based, the smoothness of 
the path echo (see next paragraph) is controlled. Each 
sample position can be a vertex on an echo, and when ver-

Table 4. 
Comparison of orienting techniques. 

Techniques 

Indirect, joystick 
(absolute) 
Indirect, joystick 
(velocity-controlled) 
Numeric character 
strings 

Cognitive 
Load 

Percep-
tual Load 

Ergonomie Measures 
Visual Motor 

Motor Acqui- Acqui-
Load sition sition 

L L 

[See Text Entry] 

Ease of 
Learning Fatigue 
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tices are separated by a uniform distance, the visual effect 
is a uniform smoothness over the duration ofthe historical 
path. When sampling is time based, samples will be 
separated by longer distances when the path is changing 
rapidly and shorter distances when it is changing slowly. 
The effect on a line-drawn echo is greater smoothness and 
faithfulness to shape when the device is moved slowly and, 
presumably, with more deliberation. When the echo is a 
scene change, time-based sampling produces results close 
to the effect of a motion picture. Thus, the choice between 
distance sampling and time sampling depends on whether 
smoothness and uniform faithfulness ofthe historical path 
or the perception of smooth motion of the echo image is 
more important. 

Another pathing issue is echo form. By "echo" we 
mean the visual manifestation of the variation of position 
or orientation. The echo may be a continuously wavy line 
that lays down the history of positions followed by the 
path. The echo may be only a cursor or gnomon indicating 
the current endpoint or end orientation of the path, or it 
may be a modification of the viewing or image transfor-
mation of some displayed object. In the latter case the ef-
fect is one of looking through the window of a vehicle 
whose path is being controlled, or of "flying'' an object on 
the screen under the control of a device. 

A final issue is that techniques differ according to how 
the echo is smoothed. An echo that lays down the history 
of the path as an image can join the simple vertices by 
straight lines, not join them at all (leaving a series of dots), 
or join them by one or another spline technique. (A spline 
is a continuous curve with continuous first, and sometimes 
second, derivations. That is, the curve has no cusps or fold 
points.) The orientation of an image can be similarly 
smoothed to give the effect of continuous motion even 
when the samples are widely separated in time. 

Studies and evaluation of pathing. Because pathing dif-
fers from positioning and orienting only in the nature of 
the data returned and not in performance characteristics, 
our earlier discussions of studies and evaluations of those 
techniques are appropriate to pathing as well. 

Intuition suggests that good hand-eye coordination is 
more important in pathing than in positioning or orient-
ing. Furthermore, pathing relies almost exclusively on 
continuous-feedback techniques, even though occasional-
ly an application may deal with the selection of a preplot-
ted (discrete) path. 

Experimental data for pathing are similarly dependent 
on experiments testing positioning. The experiments by Ir-
ving et al.16 compared devices in the special context of 
pathing, but they were inconclusive. In our own ex-
perience, most computer artists find a tablet with pen 
stylus preferable to a mouse for freehand sketching. The 
stylus has the shape, mass, and feel of a pen and hence is 
easy to use for sketching either large, sweeping shapes or 
finely detailed ones. 

Quantifying techniques. The quantifying task involves 
specifying a value or number within a specified range of 
numbers. Several parameters are germane to all quantify-
ing techniques: 

(1) Range specification. It is important that the range of 
the number to be specified is reasonably chosen. Too large 
a range, for many techniques, can limit useful resolution 
and cause the control/display ratio to be excessively high. 
Unbounded techniques may not have this problem if the 
C/D ratio is well chosen. 

(2) Control/display ratio. As with positioning, the 
amount of physical movement corresponding to any 
change of the selected number is critical to performance. 
Again, low ratios are good for fast change, while high 
ratios are good for fine adjustment accuracy. Several 
techniques listed below exhibit a variable ratio, initially 
favoring a low ratio and finishing the action with a high 
ratio. 

(3) Echo form. Whether the user is provided a scale or a 
number to indicate the value being quantified can be 
critical to performance. 

Quantifying techniques can be continuous or discrete: 

Continuous quantifying with physical devices. Quanti-
fying can be directly accomplished by use of a slide (linear 
potentiometer), a dial (rotational potentiometer), or a 
strain gauge device. (Locating mechanisms are also 
generally applicable, but they appear not to be commer-
cially available—e.g., tablet, resistive surface, strain, ser-
vo, etc.) In the continuous mode, one may use a bounded 
dial, an unbounded dial, or a slide. A bounded dial is 
similar to the volume contol on a radio—turning the dial 
far enough in one direction, one reaches a stop, which 
prevents further turning. This type of device indicates an 
absolute quantity. 

An unbounded dial resembles the bounded dial except 
that there are no stops. One can turn the dial an un-
bounded distance in either direction. An unbounded dial 
specifies a relative quantity. The provision of some sort of 
echo enables the user to determine what value is currently 
being specified. Turning the dial in one direction in-
crements the quantity; turning the dial in the other direc-
tion decrements the quantity. 

Slide potentiometers allow the user to tell at a glance the 
approximate setting. Rotary dials, even with pointers, are 
not as good for this. The choice between rotary and linear 
devices should also take account of whether the visual ef-
fect (i.e., feedback) is rotational (a turning clock hand) or 
linear (a rising temperature gauge). 

Continuous quantifying by scale drag. With a selection 
device, the user points to the current-value indicator on a 
displayed gauge or scale and then moves along the scale to 
the desired value. He performs an action, such as clicking 
on a mouse button or depressing the tablet stylus, to in-
dicate selection of the desired value. A highlighted line or 
pointer may be used to indicate the length selected on the 
scale, or a numeric echo may appear (preferably at a stan-
dard position on the screen). 

Continuous quantifying by locator value. The screen is 
initialized with a locator on a scale. The user moves the 
locator along the x-axis or the .y-axis, causing the current 
coordinate to position a pointer on the scale. (This move-
ment may or may not be proportional to the movement of 
the pointer on the scale; however, the movements should 
be coordinated.) The position of the cursor indicates the 
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value to be specified. A digital value may also be displayed. 
Note that this technique may be used like a scale drag. A 
quantity ranging from the initial indicator position to the 
current indicator position can be specified. The range of 
the quantifier can be extended by treating the tablet as a 
relative locator, such as Thornton's number wheel.73 

Continuous quantifying by dial with echo. The user 
turns a dial to increment or decrement a digital echo. On 
the screen (preferably at a standard position), a digital 
representation of the quantity changes. This change of the 
represented value may correspond to either a large or a 
small amount of turn of the dial, depending on whether or 
not fine tuning of the number is desired. Some method of 
fine tuning may be included. Alternatively, the digital read-
out may be on an LED or LCD panel immediately next to 
the dial. 

Continuous quantifying by dial with scale. The refresh 
display screen shows a scale and a cursor or other indicator. 
As the user turns a dial, the cursor or other form of pointer 
moves along the scale. A method of controlling the velocity 
of the indicator may be included. 

Continuous quantifying by light handle. A tracking 
cross or cursor is moved by a light pen or other continuous 
positioning device in a work area composed or a least two 
adjacent rectangles. A displayed value is associated with 
the location of the tracking cross in the work area. Upward 
movements of the cross cause the value to increase; down-
ward, decrease. Movements in the left part of the work 
area cause larger changes than movements in the right part. 
Horizontal movements have no effect on the value. All 
vertical movements, except those in the right-hand part, 
cause changes proportional to the square of the change in 
y. In the right-hand part, the number of changes are pro-
portional to the change in y, so that a fine tuning mecha-
nism exists. See Newman55 for a detailed discussion. 

Continuous quantifying by locator with ratchet value. In 
a scale-drag (or locator-value) setting, cursor movements 
that would normally cause the displayed value to decrease 
instead cause the scale to shift. The user points with a con-
tinuous positioning device to the least-valued end of the 
scale and then moves along the scale, causing the displayed 
value to increase. When the user moves back along the 
scale, instead of the value decreasing, the whole scale shifts 
to allow larger values to be specified. 

As in the scale-drag method, some action, either explicit 
or implicit (for example, entering a new command), must 
signal the selection of a value. 

Continuous quantifying by simulated stopwatch. The 
user pushes a button, which activates a "digital watch" ef-
fect: a number is displayed and begins to change at a cons-
tant rate. This rate optionally may be regulated by a dial; 
turning the dial causes the rate to either accelerate or 
decelerate. Before reaching the desired value, the user can 
cause smaller changes in the number with quick jabs of the 
button. When the desired value is displayed, he releases the 
button altogether and by another action—for example, 
pressing another button—signals the designation of the 
displayed number. A backup button can also be provided, 
to be used if the desired value is initially passed over. 

Discrete quantifying by type-in. The user types in the 
desired quantity at the keyboard. 

The characteristics of these techniques are summarized 
in Table 5. We are aware of no experiments relating to 
quantifying tasks or techniques. 

Text entry techniques. Text entry involves expressing in-
formation in strings or blocks of characters selected from a 
character set predefined for the discourse. Text is entered 
from a keyboard as described below. 

An important distinction must be noted between text 
entry and selection. In text each character individually 
causes no action, but collectively in the string the 
characters act as a single entity. Therefore, each key has an 
unchanging meaning, regardless of the situation. In selec-
tion, however, each key can cause an action, and the 
meaning of the key can change depending on the situation 
in which the key is depressed. 

Notice that we do not specify what the keyboard looks 
like, how many keys it has, or what types of actions are ini-
tiated by strings of keystrokes. In fact, keyboards other 
than alphanumeric keyboards are possible. For example, 
one might use a steno keyboard, which enters strings of 
syllables, or a piano keyboard, in which meaning is at-
tached to chords. In any keyboard, however, some special 
convention is needed to signal the end of the text. On an 
alphanumeric keyboard a ' 'return" key usually serves this 
purpose. 

Table 5. 
Comparison of quantifying techniques. 

Techniques 

Direct, rotary 
potentiometer 

Direct, linear 
potentiometer 

Numeric character 
string 

Scale drag, one 
axis of tablet 

Scale drag, one 
axis of mouse 
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M 
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Percep-
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Figure 18. A comparison of entry rates (adapted from Devoe76). 

Text entry by voice recognition. A keyboard can be im-
plemented by means of a voice recognition device. Each 
letter is spoken, and separated by O.l to 0.2 seconds of 
silence. Commonly used words can also be recognized to 
speed up the input process. Some contemporary systems 
no longer require a pause between each word or letter. 
Systems that recognize an unlimited vocabulary, on the 
other hand, are still in the future. 

Text entry by stroked character recognition. The user 
prints the text with a continuous positioning device, usual-
ly a tablet and stylus. The computer then breaks the text 
into strokes from which letters can be recognized. For in-
stance, the capital letter " A " consists of three 
strokes—typically, two downward strokes and a horizon-
tal stroke. 

Character recognizers have been used with interactive 
graphics since the early 1960's (see Brown74 and 
Teitelman,75 for example). Program and data typically 
occupy less than four kilobytes. Several commercial 
microprocessor-based implementations exist. A simplified 
adaptation of Teitelman's recognizer, developed by Le-
deen, is described by Newman.33 The computer 
recognizes characters drawn with a locator by comparing 
characteristic features (slopes, points of inflection, 
quadrants crossed, etc.) against a stored dictionary of each 
character's features. A recognizer can be trained to iden-
tify different styles of block printing: the parameters of 
each feature are calculated from sample characters drawn 
by the user. 

The rate at which we print is slow compared to typing or 
writing cursively. It is difficult to block print more than 
two or three characters per second (try it!), so recognition 
would not be appropriate for massive input of text. We 
can write cursively faster than we can print, but as yet there 
are no simple algorithms to recognize continuous script. 

Text entry by menu selection. A series of letters, 
syllables, or other basic units is displayed as a menu. The 
user then inputs text by choosing letters from the menu 
with a selection device. 

Evaluation of text entry techniques. For massive input 
of text, there is no substitute for a skilled typist working 

Techniques 

Alphanumeric key-
board 

Chord keyboard 

Stroked character 
recognition 

Voice recognition 

Direct pick from menu, 
light pen 

Direct pick from menu, 
locator device 

Indirect pick from menu, 
locator device 

Cognitive 
Load 

H 

H 
H 

L 
L 

L 

Percep-
tual Load 

H 

L 
L 

L 
L 

L 

Table 6. 
Comparison of text entry techniques. 
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with a traditional keyboard, except automatic scanners. 
Figure 18, adapted from Devoe,76 shows experimentally 
determined input rates for a variety of techniques. Speech 
input, not shown on the chart, is slow but especially attrac-
tive for applications where the hands need to be free for 
other purposes, such as handling paperwork. 

The hunt-and-peck typist is limited by the perceptual 
task of finding a key and the ensuing motor task of moving 
to and striking it, while the trained typist has only the 
motor task of striking the key, preceded sometimes by a 
slight hand or finger movement to reach the key. 

The characteristics of the techniques for text entry are 
summarized in Table 6. None of the techniques discussed 
pose any real limit on character set size, so long as Western 
alphabets are involved. 

Controlling techniques 

Fundamentally, each of the techniques we have de-
scribed represents a task of choosing. Selection chooses 
from among a set of entities, positioning chooses a place in 
space, orientation chooses an angle in space, and quan-
tification chooses a number. Similarly, pathing chooses a 
sequence of places or angles in space, while text entry 
chooses a sequence from among a special set of entities, 
the characters. 

The controlling techniques carry out another set of fun-
damental tasks, but the purpose of these tasks is to form 
and transform visible objects, usually by a process of con-
tinuous modification. The controlling tasks and tech-
niques are directed to an object that in some sense exists 
and is modified to satisfy a conception of what it ought to 
be. 

Stretching techniques. A stretching technique involves 
taking a target object (a line, a triangle, a circle, a rec-
tangle, or a prism) and distorting its shape by coercing one 
of its points to coincide with a specified position. 

Because a positioning (of the movable point) is an in-
trinsic part of the task, all the richness of technique in-
herent in the positioning task (see Figure 2 again) is 
inherent in the variety of stretching techniques. In par-
ticular, stretching techniques can be classified according to 
whether they are performed with continuous or discrete 
feedback and whether they are direct or indirect. They can 
also be exercised in two or three dimensions. 

Here we discuss the techniques for stretching in-
dependently of the choice of positioning technique used. 
In essence, stretching techniques differ from correspond-
ing positioning techniques only in the choice of the form 
of the object being stretched and the manner of stretching. 
Generally, stretching techniques based on continuous-
feedback positioning techniques are far more useful than 
those based on discrete feedback. 

Stretched lines. The stretched, or "rubber-band," line 
is a stretching task that maintains a line extending from a 
reference point to a point specified by a positioning tech-
nique. As the latter point is moved, the line is modified to 
follow. The effect is like a rubber band being stretched 
between a fixed point and a moving cursor. 

Figure 19. A rubber-band line. 

Figure 20. A stretched horizontal line. 

The rubber-band technique, in its most basic form, 
makes use of an echo position (cursor) and a reference 
point. The object is to display a line from the reference 
point to another point on the screen. The user selects the 
reference point by pointing and then signaling acceptance 
of the cursor position (with positioning and selecting tech-
niques, respectively). Further motion of the cursor from 
the reference point to the desired endpoint causes a line to 
be stretched from the reference point to the cursor (see 
Figure 19). Moving the cursor from B to C (along the dot-
ted line) causes the displayed line to be displaced to the line 
from R to C. 

The technique of rubber-banding is useful in building 
sketched forms, connecting lines in graphs, and in creating 
forms for further manipulation and analysis. Often, 
however, connecting lines made up of only horizontal or 
vertical segments are desired. The following techniques 
and variations can be used for this purpose: 

Stretched horizontal or vertical lines. A line is stretched 
horizontally between a reference point and the x-coordi-
nate of a point specified by a positioning technique and the 
j>-coordinate of the reference point (Figure 20). Vertical 
stretching is analogous. 

Variations on this technique include 
• Combining constrained horizontal with constrained 

vertical may produce a system that acts like a con-
strained vertical if the angle between the vertical line 
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Figure 21. Displaying x and y. Figure 22. A rubber vertex. 

Figure 23. A zig-zag line (two alternatives). Figure 24. A rubber rectangle. 

Figure 25. A rubber circle. 

I 

Figure 26. A rubber pyramid. 

Figure 27. Sketching, with stair-step smoothing. Figure 28. Dragging a sphere. 
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through the reference point and the line through the 
reference point and the cursor is less than 45 degrees. 

• Displaying the x and y components of the line be-
tween the reference point and the cursor (Figure 21). 

Rubber-band vertex. A set of lines is drawn from a set of 
reference points (not necessarily coplanar) to a single point 
specified by a positioning technique. In other words, a 
number of rubber-banded lines are drawn from the refer-
ence points to a common cursor (Figure 22). 

Zig-zag. A zig-zag displays one of two possible paths: 
either horizontally leading or vertically leading from the 
reference point (Figure 23). Either or both of these paths 
may be available, depending on the system. 

Other figures can be stretched in a manner similar to the 
stretching of a line. A few are enumerated below, and are 
simply generalizations of the idea of rubber-band lines and 
its variants: 

Rubber rectangles. A rectangle is stretched so that one 
of its corners is at the reference point, and the diagonally 
opposite corner is at a point specified by a positioning 
technique (Figure 24). 

Rubber circles. A circle is expanded with its center at the 
reference point, so that a point specified by a positioning 
technique is on its periphery (Figure 25). 

Rubber rectangles and rubber circles can be generalized 
to regular figures with an arbitrary number of sides. They 
can also be generalized to three dimensions (rubber par-
allelopiped and rubber sphere). 

Rubber pyramids. A three-dimensional rubber vertex is 
drawn, with reference points connected to form a closed 
base (Figure 26). Note that this closed figure need not lie in 
one plane. Many other variations of these techniques are 
possible. 

Sketching techniques. The sketching task involves 
specification of a curved line in two or three dimensions. 
The user specifies a starting position, a path, and its end. 
The requirements of this task, as determined by the appli-
cation, are dimensionality, resolution, sampling criterion, 
and smoothing method. Since the technique has a 
continuous-feedback positioning task embedded in it, all 
requirements associated with positioning are applicable, 
and, in fact, any positioning technique that satisfies the 
positioning requirements of the task can be used. Refer-
ence should be made to the positioning requirements and 
issues discussed earlier. 

The sketching task is also similar to the pathing task. It 
differs from the pathing task in that its whole purpose is to 
create a curve in space, whereas the pathing task is primar-
ily concerned with a temporal evolution of position or 
orientation. Nevertheless, the requirements and issues of 
pathing, particularly sampling criterion and smoothing 
method, are relevant. 

In sketching, the choice of whether to apply a time 
sampling or a space sampling is a requirement of the task, 
since the user will have in mind the production of a shape 
either with a desired degree of granularity or with special 
faithfulness to those portions of the path that were drawn 
most carefully. In the former case, space sampling is 

preferable; in the latter, time. It is also possible to combine 
the criteria, either in a weighted manner or according to a 
priority order (sampling first by the criterion met first). 

The manner of approximation is also a requirement of 
the task. When general smoothness is desired, spline and 
piecewise polynomial approximations of degree greater 
than 1 are preferable to linear methods, even at the ex-
pense of considerable heightening of the computation re-
quirements of the machine. Piecewise linear (line-segment) 
approximations of the curve are faceted at the approxima-
tion points, but they are computationally simple and more 
readily implemented directly in hardware. Hence the linear 
approach is more likely to be acceptably responsive in a 
rapidly interactive application. The manner of approxima-
tion includes, also, a specification of whether it is an exact 
matching or a smoothed approximation. In a smoothed 
approximation, the sampling points are used as control 
points. One might specify use of B-spline, Bezier, or other 
styles of interpretation for the control points. 

It should be observed that the task of sketching can also 
be served by a technique of placing a simple curve on the 
screen and then shaping the curve to one's liking, using the 
techniques described later, for shaping. Variants would 
use a 3-D joystick rather than a stylus. 

Sketching with stylus or pen. The user draws a freehand 
curve that continuously follows the path of a pen or stylus-
cursor. The position is sampled at time intervals or 
distances as specified. A continuous curve is updated on 
the screen to include each sampled position, until a signal 
(button depression) is given to indicate termination of the 
curve. (The curve remains or disappears according to the 
purpose of the sketching.) The curve is usually made of 
line segments joining the sample locations. 

Variations include a "stair-step" technique, by which 
the system connects the appropriately spaced points by 
displaying the x and y components of the distances be-
tween the samples (Figure 27). 

Shaping a line. The user causes a line to be stretched be-
tween specified endpoints, and then the "adjustable 
curve'' technique is applied to shape the curve to the 
desired form. 

Manipulating techniques. "Manipulating" refers to 
operations performed on a displayed object whereby the 
form of the object remains unchanged, but position and 
orientation are changed. The requirements are generally 
the same as for the positioning and orientation tasks, and 
the reader is referred to those earlier sections. 

Dragging. A drag occurs when the user picks or locates 
an object on the screen (e.g., a circle or a cube) and moves 
it to a new location on the screen so that a reference point 
on the object coincides with a point specified by a posi-
tioning technique. For instance, suppose a sphere is 
located on the left side of a screen. The user drags the 
sphere to the right side by moving a locator (or pick) to the 
sphere and then moving the locator across the screen to the 
new location (Figure 28). The movement of the object is 
normally continuous during the dragging. Typical devices 
are a stylus or pen. Variations are derived from the use of 
other positioning techniques and devices. 
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Figure 29. Twisting an object (hidden lines shown 
dashed). 

Twisting. Twisting occurs when a displayed object is 
caused to rotate about an axis. This process is analogous to 
turning an object around in one's hand (Figure 29.) The 
user chooses the axis by picking a line or by performing a 
position and orientation. The degree of twist is specified 
by a quantifying technique. The movement is normally 
continuous. The prerequisite is a quantifying device, such 
as a dial. 

Scaling. "Scale" refers to how large the displayed ob-
ject appears on the screen. By manipulating the scale, one 
can cause the object to appear larger or smaller on the 
display (independently of other displayed objects). The 
scale is specified by a quantifying technique, such as the 
use of a dial. 

Shaping techniques. The shaping task molds a curve or 
surface until it reaches some desired shape. In interactive 
graphics systems, shaping is highly dependent on how lines 
and surfaces are represented inside the system. Shapes can 
be represented by control points, which exert an influence 
on different parts or on the whole shape. In other words, 
given the control points, one can specify a particular 
shape. Two common shape representations using control 
points are the Bezier method and the spline method. In the 
Bezier method, the control points exert influence on a par-
ticular blending function. This blending function, coupled 
with the control points, defines the shape. (The control 
points do not necessarily lie on the shape.) 

Adjustable curves. Complex curved lines in two or three 
dimensions can be represented and displayed by any of a 
number of representation techniques. One usually wants a 
curve that lacks corners or cusps. Therefore, splines and 
Bezier functions are usually used. 

In splines the curve is represented by control points that 
lie on the curve, and the curve is constructed by means of 
piecewise polynomial representations (usually cubics 

which maintain continuous first derivatives between the 
pieces). With Bezier representations the control points are 
generally external to the curve but nevertheless control the 
shape. 

The most common technique for shaping or reshaping a 
curve is called * 'flexing"—that is, dragging the control 
points with a stylus or pen. For further discussion of ap-
proximation (smoothing) methods, see the Newman and 
Sproull33 and the Foley and Van Dam77 textbooks. 

Adjustable surfaces. The shaping of surfaces, as with 
curved lines, is highly dependent on the way surfaces are 
represented in the system. Basically, we can extend the two 
methods described for curves to surfaces by taking the 
Cartesian product of two curves representing the cross sec-
tions of the surface. We draw the surface itself by keeping 
the parameterizing variable in one cross section equation 
constant and varying the parameterizing variable in the 
other cross section equation. The process is then repeated, 
keeping the parameterizing variable of the second equa-
tion constant. With the Bezier method, we maintain con-
tinuity at boundaries of Bezier surfaces by ensuring that 
the common control points and the adjacent control 
points are all colinear across cross sections, and that the 
ratio of the distances of the common control points to the 
adjacent control points is constant across cross sections. 
Similarly, we can form B-spline surfaces by taking the 
Cartesian product of two B-spline curves.33'77 

As with curved lines, the most common technique for 
forming or reshaping surfaces is to use a locator to select 
and drag displayed control points to a new position, caus-
ing the surface representation to change shape. 

Conclusion 

In this research work we have proposed an organization 
of interaction techniques based on the user tasks for which 
the techniques are used. We have suggested that task re-
quirements limit the set of techniques that can be con-
sidered for a particular application. We have enumerated 
the characteristics of a variety of techniques and discussed 
many of the considerations important to their effec-
tiveness. We have tabulated relevant experimental and ex-
periential comparisons. 

Now, how does one select from the set of feasible tech-
niques? In some cases experiments or experience can help. 
In general the perceptual, cognitive, and motor loads of 
each technique can be considered. However, we have not 
quantified these loads. We have suggested a diagramming 
method,19 which can assist in such quantification. 

Interaction techniques cannot be selected in a vacuum. 
The context in which they are used is crucial and is not ac-
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counted for by experiments. Experience, however, shows 
the importance of perceptual, cognitive, and motor con-
tinuity from one interaction task to the next, particularly 
(but not exclusively) within a single sentence.5 

Future research. Research directions are best set in the 
context of a long-range goal. Our goal is a model of user-
computer interaction that can predict the performance of 
both new and skilled users of various interaction techni-
ques. While this goal may never be completely achievable 
in practice, it can nevertheless act as the motivator for 
research. 

The first step in developing such a model is the iden-
tification of basic interaction tasks. We have suggested 
one set, but there are certainly others. Our tasks do not 
very well account for the substantial differences between 
positioning by coordinate pair type-in and by explicit 
pointing at a location on the display surface, nor between 
operand name type-in and explicit pointing at the 
displayed operand. In both cases, the wrong type of 
technique can force the user into a cognitive process of 
converting from one representation to another. Perhaps 
this is just another example of the cognitive analog to 
motor and perceptual continuity from one step in the user-
computer dialogue to the next. Whatever the case, more 
work is needed in this area. 

Next, we need to characterize interaction techniques in 
such a way that their perceptual, cognitive, and motor 
components are identified. The interaction technique 
diagrams mentioned above are our starting attempts in this 
direction. We found them essential in precisely defining 
the various experiments. Some formalism such as these 
charts can be crucial. 

The next step is to continue where the diagrams leave 
off—tying together a series of interaction tasks as would 
be done in a real user-computer dialogue, representing the 
various types of discontinuities we have discussed, and 
also representing the characteristics of sentences in the in-
teraction language. 

A most difficult step is to quantify the perceptual, 
cognitive, and motor processes in terms of the time they 
take. Many factors must be considered—in menu selec-
tion, for example, we must account for the size of the 
menu, where it is positioned, and the symbolic representa-
tion used (i.e., text vs. iconic). The starting model is the 
work reported by Card et al.,31,32 in which the motor and 
cognitive components of a few selection, positioning, and 
text entry techniques have been successfully quantified for 
skilled, well-trained users performing routine tasks with 
keyboard and mouse. The next steps would be to extend 
their "keystroke-level model of user interaction'' to in-
clude additional techniques and devices, and to account 
for the perceptual processes of visually acquiring a menu 
or cursor. 

A final, but perhaps concurrent, step is to quantify the 
other criteria for interactive performance (learning time, 
recall time, memory load, error susceptiblity, and natural-
ness) and relate them to the work factors (perceptual, cog-
nitive, and motor). 

Perhaps, also, this catalog of techniques should be 
augmented to include all known useful techniques. 

What is the role of experiments in all this? The types of 
experiments we have described, while useful, provide very 
limited and specialized knowledge, which is hard to 
generalize for use in new situations. The proper role of ex-
periments should be to 

• obtain basic performance data to be used in an overall 
model(s) of user-computer dialogues, and 

• verify the dialogue model(s). 

The model would be the tool we need for quantitative 
evaluation of individual interaction techniques and se-
quences of interaction techniques. ˛ 
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because the users can avoid learning commands, reduce the chance of typographic

errors on a keyboard, and keep their attention on the display. The results are

often faster performance, fewer errors, easier learning, and higher satisfaction'

Pointing devices are also important for small devices and large wall displays

that make keyboard interaction less practical.
The diversity of tasks, the variety of devices, and the strategies for using them

create a rich design space (Hinckley,2008). Physical device attributes (rotation

or linear movement), dimensionality of movement (1,2,3. . .), and positioning
(relative or absolute) are useful ways of categorizing devices, but here we focus

on tasks and degree of directness as organizing dimensions'

8.3.1 Pointing tosks

Pointing devices are useful for seven types of interaction tasks (expanded from

the six tasks of Foley ei al., 1984):

1.. Select.Users choose from a set of items. This technique is used for traditional

menu selection, the identification of objects of interest, or marking a part
(for example, in an automobile design).
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8.3 Pointing Devices 
. Position. Users cheese a point in a one», tum», three, or tdgher—dimensional

space. Positioning may be used to create a drawing, to place a new window,
or to drag a block of text in a figure.

3. Orient. Users choose a direction in a two—, three-, or higher-dimensional
space. The direction may rotate a symbol on the screen, indicate a direction
of motion, or control the operation of a device such as a robot arm.

4. Path. Users rapidly perform a series of positioning and orientation opera-
tions. The path may be realized as a curving line in a drawing program, a
character to be recognized, or the instructions for a cloth-cutting or other
type of machine.

5. Quantify. Users specify a numeric value. The quantify task is usually a
one-dimensional selection of integer or real values to set parameters, such
as the page number in a document, the velocity of a vehicle, or the volumelevel of music.

6. Gesture. Users indicate an action to perform by executing a simple gesture,
such as a swipe motion to the left (or right) to turn a page forward (or back-
ward), or a rapid back and forth motion to erase.

7. 'llzxt. Users enter, move, and edit text in a two-dimensional space. The pointing
device indicates the location of an insertion, deletion, or change. Beyond the
simple manipulation of text are more elaborate tasks, such as centering, setting
margins and font sizes, highlighting (boldface or underscore). and page layout.

It is possible to perform all these tasks with a keyboard by typing numbezs or
letters to select, entering integer coordinates to position, typing a number repre-
senting an angle to point or a number to quantify, making menu selections to select
actions, and entering cursor-control commands to move around in the text. In the

past, the keyboard was used for all of these purposes, but now most users employ
pointing devices to perform the tasks more rapidly and with fewer errors; expert
users can further improve performance by using keyboard shortcuts for tasks that
are invoked frequently (e.g., Ctrl—C followed by Ctrl-V to copy and paste).

Pointing devices can be grouped into those that offer direct control on the
screen surface, such as the touchscreen or stylus, and those that offer indirect con-

trol away from the screen surface, such as the mouse, trackball, joystick, graph-
ics tablet, or touchpad. Within each category are many variations, and novel
designs emerge frequently (Box 8.1).

8.3.2 Direct-control pointing devices

The lightpen was an early device that enabled users to point a tethered pen at
a screen and then press a button on the pen to point at objects or draw on
the screen. It was fragile, and users were required to pick up the device, so the
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PORTABLE COMPUTER WITH PHYSICAL 
RECONFIGURATION OF DISPLAY 

CONNECTION FOR STYLUS AND KEYBOARD 
ENTRY 

PARTIAL WAIVER OF COPYRIGHT 

All of the material in this patent application is subject 
to copyright protection under the copyright laws of the 
United States and of other countries. As of the ?rst 
effective ?ling date of the present application, this mate 
rial is protected as unpublished material. 

Portions of the material in the speci?cation and draw 
ings of this patent application are also subject to protec 
tion under the maskwork registration laws of the United 
States and of other countries. 
However, permission to copy this material is hereby 

granted to the extent that the owner of the copyright 
and maskwork rights has no objection to the facsimile 
reproduction by anyone of the patent document or 
patent disclosure, as it appears in the United States 
Patent and Trademark Of?ce patent ?le or records, but 
otherwise reserves all copyright and maskwork rights 
whatsoever. 

CROSS-REFERENCE TO OTHER 
APPLICATIONS 

The following applications of common assignee each 
contain at least one drawings in common with the pres 
ent application, and are believed to have effective ?ling 
dates identical with that of the present application, and 
are all hereby incorporated by reference: 
Ser. No. 07/814,028, ?led Dec. 26, 1991, entitled “Por 

table Computer with Screen Reversible for Stylus 
and Keyboard Entry”; 

Ser. No. 07/814,733, ?led Dec. 26, 1991, entitled 
“Stylus-Operable Computer with Wireless Keyboard 
in Storage Bay”; 

Ser. No. 07/814,732, ?led Dec. 26, 1991, entitled 
“Stylus-Operated Computer with Folding Cover 
Convertible to Display Stand”; 

all of which are hereby incorporated by reference. 

BACKGROUND AND SUMMARY OF THE 
INVENTION 

The present invention relates to computer systems 
(and particularly to small computer systems), and to 
methods for using them. 
The innovations disclosed in the present application 

provide computer systems (especially very small porta 
ble personal computers) which have advantageous new 
capabilities for both keyboard and stylus input. To bet 
ter explain the signi?cance and advantages of these 
innovations, the following paragraphs (down to page 9) 
will review some technological context. This techno 
logical context is not necessarily prior art, but is in 
tended to help in pointing out the disclosed inventions. 

Stylus-Operable Computers1 
As portable computers have continued to shrink, 

continuing efforts have been made to identify a new 
input channel to replace the keyboard. A great deal of 
design effort was needed to design notebook computers 
with a compacted keyboard which still had the key 
spacing to permit touch typing. However, at sizes 
below the "notebook” computer, there is no simply no 
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2 
room for a keyboard with standard key spacing and 
number of characters. 
lStylus-input computers are also commonly referred to as “pen-based“ 
computers, or “slate" computers. 

Thus, in the 1990s a great deal of acitivity has been 
devoted to computer systems which can be operated by 
a user using a stylus as a primary input device. Such an 
input device has many advantages: it is inherently very 
well suited to menu-based command inputs. It is inher 
ently well suited to use with a small screen, since what 
ever screen area is available can be allocated among 
various boxes which can be checked or written in by the 
user. It is also inherently well suited to use by margin 
ally literate persons, and to rapid input in environments 
where a user’s full intention is not available, since the 
interface is inherently well-suited to graphical rather 
than character-based input. 

In order to realize the full potential of stylys entry as 
an this input channel, some degree of recognition capa 
bility for handwritten stylus inputs is necessary. It ap 
pears that the processor capability, power-management 
capability, and display and touch screen technology 
required for such computers is now available. Large 
improvements in operating system software technology 
in this area are to be expected, but a ?rst generation of 
functional system software is already available. How 
ever, a great deal of improvement remains for making 
this class of computers adequately comfortable and 
user-friendly. 

Thus, as available computing power increases, stylus 
capable computers (using recognition of handwritten 
inputs by a stylus acting upon the display surface) are 
becoming more practical. 
A number of companies have recently announced 

pen-based computer products. See, for example, Ship 
ley, “Pen-based PCs ready for prime time,” in PC 
COMPUTING, vol. 4 no. 11 (Nov. 1991), at 214 ff, 
which is hereby incorporated by reference. This and 
other articles2 discuss machines announced by vendors 
including Tusk, Momenta, Grid, NCR, Samsung, Pi 
Systems, TelePad Inc. and other vendors. 
See also Schroeder et al., "Momenta to head parade of pen PCs: ?rm 

to bundle new machine with proprietary 05, applications," in PC 
WEEK vol. 8 no. 39 (Sept 30, 1991), at page 4; Davis, “NCR‘s pen 
based PC signals the birth of a new market,” in PC WEEK vol. 8 no. 27 
(Jul. 8, 1991) at page 134; Catchings et al., "NCR NotePad delivers 
3-in-1 pen computing," in PC WEEK vol. 8 no. 26(Ju1. 1, 1991) at pages 
l-2; all of which are hereby incorporated by reference. 

In particular, portable computer applications are at 
tractive candidates for stylus input systems, as mobile 
users often must enter data while standing, holding the 
computer unit in one hand, and the stylus in the other. 
For example, it has been suggested that a small portable 
dedicated computer, for specialized data entry or con 
trol applications, could advantageously be con?gured 
so that the user could hold the unit in one hand while 
marking on it with a stylus in the other hand. 

Touch-Screen Menu Selection 

An older system architecture, which attempted to ?ll 
some of these needs, used touch-screen input for menu 
selection. For example, a user would be should a menu 
with 8 boxes on the screen; and when the user touched 
one box, a new menu (with a new set of options depend 
‘ing on which box the user had previously touched) 
would appear. 
For special applications, where custom software can 

be developed, such menus offer rapid access to a range 
of commands. Moreover, such systems provide a simple 
interface and compact size, but are inherently very 
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limited in their ability to deviate from a standard menu 
sequence, or to accept unexpected user input. Thus, 
such a user interface is not very suitable to a general 
purpose computer. 

It should also be noted that the technology of such 
simple touch-screen computers differs very substan 
tially from that of the stylus-operated computers which 
are now beginning to appear. A general-purpose stylus 
operated computer must have some capability for rec 
ognizing handwriting (at least handprinted letters, if not 
script). Thus, a relevant hardware parameter is the 
dimensional resolution of the touch-screen input: the 
spatial resolution needed for touch menu selection can 
be as coarse as a centimeter or more, whereas the spatial 
resolution needed for recognition of handwritten inputs 
should probably be 200 or more per inch. 

Handwriting Recognition 
Automatic recognition of handwritten inputs is an 

area which has been the subject of signi?cant research 
effort in a large-computer environments. Sophisticated 
algorithms for handwriting recognition have been de 
veloped, but previously there was no driving applica 
tion to migrate these algorithms to microcomputer 
based hardware. 

Stylus-Capable Operating Systems 
Of course, pen-sensitive hardware would not be use 

ful without appropriate software. Speci?cally, a viable 
pen computer market requires system software which 
can handle a user’s pen inputs and pass them in a stan 
dard fashion to the application software. 

This has been a very active areas of development in 
the 19905. Currently the leading pen-based operating 
systems are PenPoint TM from Go Corp. and PenWin 
dows TM from Microsoft TM , but further rapid devel 
opments in this area are to be expected. 

The Stylus 

A variety of technologies can be used to allow the 
computer system to sense the position of the stylus 
point3, but the choice of those technologies is not par 
ticularly relevant to the present invention. 
Penpoint technologies may use an “active" stylus, which contains 

electronic circuits, or a purely passive stylus, which simply functions as 
a conductive element to contact a matrix of conductors, or even simply 
as a mechanical element to contact a Z-dimensional-sensing surface at a 
certain point. An active stylus may be cabled to the computer chassis or 
may be wireless. 

Light Pen 
Computer researchers have recognized for many 

years that stylus input, onto a display screen which was 
also a stylus-sensitive input screen, was an attractive 
input technology. Thus, for example, as early as the 
1960s some large high-cost computers used a “light 
pen” interface, where the computer could sense posi 
tion of a stylus which the user held up to the screen.4 
However, a protracted session of light pen use on a 
large vertical display can rapidly become extremely 
uncomfortable to the user’s arms and shoulders. Thus, 
light pen technology never achieved widespread use. 
4With a raster-scanned CRT display, this can be accomplished by 
connecting a photo-detector to sense illumination at the tip of the stylus. 
By looking for a pulsed component at the frame scan frequency. and 
then ?nding the phase of these pulses with respect to the vertical and 
horizontal blanking intervals, the X-Y position of the stylus within the 
raster scan ?eld can be directly determined. The light pen could be. for 
example, simply an optical ?ber connected to a transparent stylus tip, 
with the optical ?ber plugged into a photo-detector on the computer 
chassis (or terminal chassis). 
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Combined Stylus and Keyboard Input 

It is generally acknowledged however, that a con 
ventional keyboard is a faster means of data entry pro 
vided that both hands are free to type and the keyboard 
and display are in an ergonomically acceptable con?gu 
ration. Thus, a computer which is easily converted from 
a dedicated clipboard-type stylus input con?guration 
into a conventional clamshell keyboard input notebook 
con?guration, and vice versa, is desirable. 

Several attempts have been made to address the prob 
lem of both keyboard and stylus input. (Examples of 
such efforts include the Tusk and Momenta products in 
the articles cited above.) 
One attempt which has been made to reconcile these 

demands was to provide a clipboard-type computer 
with a remote keyboard connected by an electrical 
cable. This structure is believed to be incorporated, for 
example, in the Momenta and Grid computers now 
available. The disadvantage of this is that the keyboard 
is not integral to computer, thus requiring the carrying 
and storage of an additional system component if key 
board data entry is anticipated. However, an advantage 
of this approach is that, if keyboard data entry is never 
needed, the system unit may be smaller and lighter. 
Another suggestion was a clipboard-type computer 

which uses software to generate an image of a keyboard 
on the display. The user activates speci?c keystrokes by 
touching or tapping the display surface with the stylus. 
(This structure is believed to be incorporated, for exam 
ple, in the Grid computer now available.) The disadvan 
tage of this is that it is not compatible with touch 
typing, and thus gives slow character entry speed. 
However, an advantage is that the simulated keyboard 
is integral with the system, requires no additional com 
ponents, and does not any size or weight. 

Ergonomics 
Mobile users often must enter data while standing, 

holding the computer unit in one hand (with the display 
exposed and ?rmly supported), and the stylus in the 
other. In a sitting position, it should also be possible to 
use the stylus with one hand while balancing the com 
puter on the user’s knee, leaving one hand free. 
On the other hand, a palmtop computer used for 

typing must meet the same criteria as any other key’ 
board-entry device: the typing position should permit a 
seated user to keep both hands on the keyboard, and to 
see the display clearly, without strain in wrists, upper 
back, or neck. 
The question is how the capability for both stylus 

input and keyboard entry can be achieved. It is dif?cult 
enough to achieve any sort of keyboard input capabil 
ity, in a very small portable computer, which is ade 
quate for rapid typing. It is even more difficult to com 
bine this input with a capability for stylus input. 
A particular problem is the ergonomics of display 

access. When the user is using the stylus, the display 
screen unit should ideally be thin and approximately ?at 
(so the user can hold it in one hand or balance it on a 
knee); but when the user is using the keyboard, the unit 
should be supported in a position and con?guration 
which makes the screen easily readable (i.e. 50 to 90 
degrees from horizontal). No known design has pro 
vided a stand which is stable and provides this support 
angle and does not detract from the portability of the 
computer. 
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In particular, such a computer would typically be 
used in a very con?ned spaces (such as the snack tray of 
a coach airline seat). In such spaces, minimizing foot 
print is a key consideration. Ideally such a stand should 
not increase the computer’s footprint at all, whether the 
stand is folded up or in use. 

Innovative Computer System and Method 
The present invention discloses a new way to permit 

both keyboard and stylus input in a very small compact 
computer. 
The present application teaches a novel computer 

system which provides convenient and ergonomically 
advantageous capability for both keyboard input and 
stylus input. A primary system chassis contains the CPU 
and the power supply, and other key components, and 
also contains a bay in its underside where a detachable 
keyboard can be stored. To allow the keyboard to be as 
wide as possible, this bay preferably runs across the full 
width of the computer, and is enclosed on only two 
sides. A mechanical retainer holds the keyboard in this 
bay, with its keys protected, until the user needs to 
con?gure the computer for keyboard input. A separate 
detachable display module includes the display and a 
hinged connector. The display and keyboard can dock 
to the primary system chassis in different orientations, 
to produce at least three possible operating and/or 
transport con?gurations: 
In a ?rst position, the keyboard is mounted on the top of 

the chassis. The display module is plugged into a ?rst 
connector at the edge of the chassis, and is folded 
backwards (from the keyboard location) so that a 
user can place the computer on a desk in front of him, 
and type on the keyboard with both hands while 
looking at the display. In this con?guration, the por 
table computer of the present invention resembles a 
conventional notebook computer. 

In a second position, the display module is mounted on 
top of the system chassis with its display side out 
ward, while the keyboard is safely stored in its bay. In 
this con?guration, the computer provides a small unit 
which can be carried in one hand, with the display/ 
touch-screen exposed. Thus, the user can hold it in 
one hand and wield the stylus in the other, as is desir 
able for a stylus-operated computer. 

In a third position, the display is folded ?at against the 
system chassis, with its back (nondisplay) side facing 
outward, while the keyboard is safely stored in its 
bay. This position provides a conveniently stable and 
durable closed position for carrying the computer. 
Three main classes of embodiments are disclosed. 

The ?rst class of embodiments is shown in FIGS. 
IA-lC, the second class of embodiments is shown in 
FIGS. 2A-2C, and the third class of embodiments is 
shown in FIGS. 3A-3C. 
As the display element and keyboard are both detach 

able, a means of electrical interconnect is required. For 
the display element, the interconnect is effected by 
means of a multi-pin connector mounted in a housing 
which rotates approximately 120 degrees about an axis 
parallel to the attachment edge of thegdisplay element. 
The rotating connector provides both the system adapt 
ability as well as the freedom of motion necessary for 
display element angle adjustment. - 
The keyboard interconnect is provided by a multi-pin 

connector on the bottom surface of the keyboard hous 
ing mating to a corresponding connector on the top 
surface of the system. 
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The system’s center of gravity is not moved substan 

tially by recon?guration. The heavy components (bat 
tery, main circuit board, and disk drive if present) are 
contained within the system base. Thus, the system 
remains stable in the keyboard input con?guration, 
despite the unbalancing effect of the display element. 

BRIEF DESCRIPTION OF THE DRAWING 
The present invention will be described with refer 

ence to the accompanying drawings, which show im 
portant sample embodiments of the invention and 
which are incorporated in the speci?cation hereof by 
reference, wherein: 
FIGS. lA-IC show a ?rst computer system embodi 

ment, in which the chassis includes a berm to support 
the display module in the typing position. FIG. 1A 
shows this system con?gured for keyboard input, FIG. 
1B shows this system con?gured for stylus input, and 
FIG. 1C shows this system in a closed position for stor 
age or transport. 
FIGS. 2A-2C show a second computer system em 

bodiment, in which the chassis includes alateral con 
nector in a topside recess. FIG. 2A shows this system 
con?gured for keyboard input, FIG. 2B shows it con 
?gured for stylus input, and FIG. 2C shows it con?g 
ured in a closed position for storage or transport. 
FIGS. 3A-3C show a third computer system embodi 

ment, in which the chassis includes lateral contacts in a 
raised front lip. FIG. 3A shows this system con?gured 
for keyboard input, FIG. 3B shows it con?gured for 
stylus input, and FIG. 3C shows it con?gured in a 
closed position for storage or transport. 
FIG. 4 shows a block diagram of the electronic orga 

nization of a sample pen-and keyboard-operated com 
puter according to FIGS. 1, 2, or 3. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

The numerous innovative teachings of the present 
application will be described with particular reference 
to the presently preferred embodiment. However, it 
should be understood that this class of embodiments 
provides only a few examples of the many advanta 
geous uses of the innovative teachings herein. In gen 
eral, statements made in the speci?cation of the present 
application do not necessarily delimit any of the various 
claimed inventions. Moreover, some statements may 
apply to some inventive features but not to others. 

First Class of Embodiments 

FIGS. lA-lC show a ?rst embodiment of the com 
puter system of the presently preferred embodiment. In 
this embodiment the chassis 100 includes a berm 101, 
which helps to support the display module 110 in the 
typing position (shown). 
FIG. 1A shows the system of the ?rst embodiment 

con?gured for keyboard input. Two multipin connector 
sockets 112A and 112B provide alternative connection 
positions for the display module 110. - 

In the typing positions shown, the display module 110 
is plugged into the rear connector socket 112B, so that 
the display side 110A of the display module is readily 
visible to the user. The display side 110A of the display 
module in the presently preferred embodiment, also 
includes sensing circuitry for detection of the position 
of a stylus. (The primary position for stylus use is as 
shown in FIG. 1B, but it is preferred (although not 
strictly necessary) that the stylus can also be used in the 
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position of FIG. 1A. Thus, this position permits stylus 
input and keyboard input to be combined.) 
The keyboard 120 is mounted atop the chassis 100, 

accessible for touch-typing, and mates with signal pins 
122 on the top surface of the chassis. In this Figure, note 
that the bay 102 is visible. This is simply a cavity in the 
bottom of the chassis 100, which is sized to ?t the key 
board 120. Note that, in the presently preferred embodi 
ment, this cavity extends all the way through the chassis 
100 from side to side. This permits the keyboard to be as 
wide as possible, consistent with the overall width of 
the chassis 100. 
FIG. 1B shows the system of the ?rst embodiment 

con?gured for stylus input. In the stylus-entry position 
shown, the display module 110 is plugged into the front 
connector socket 112A, and folded back against the 
chassis 100, so that the display side 110A of the display 
module is readily visible to the user and readily accessi 
ble to the user’s stylus 140. (Comparison of FIGS. 1A 
and 1B shows how the hinged portion 114 of the display 
module is movable.) The keyboard 120 is mounted in 
bay 102 of chassis 100, for safe storage. (A mechanical 
clip, not shown, prevents the keyboard from falling 
out.) The stylus 140, in the presently preferred embodi 
ment, is an active stylus which is wired to its own con 
nector in the chassis, and which docks in a hole in the 
chassis. (Note that the display module 110 of this em 
bodiment preferably includes a slope in one edge which 
is complementary to the slope of the inner edge of berm 
101.) 
FIG. 1C shows the system of the ?rst embodiment in 

a closed position for storage or transport. In this posi 
tion, as in the position of FIG. 1A, the hinged portion 
114 of display 110 is inserted into the rear connector 
112B. However, in this position the display module 110 
is folded forward, against the top surface of chassis 100, 
to protect the display side 110A. The exposed back side 
110B is simply blank plastic. 

Second Class of Embodiments 

FIGS. 2A-2C show a second embodiment of the 
computer system of the presently preferred embodi 
ment. Note that, in this embodiment, the chassis 200 
includes a recess 203 in its topside into which keyboard 
220, or display module 210, can be docked. The recess 
includes a lateral connector 212A, which can mate ei 
ther to the keyboard or to the display module. (Thus, 
the keyboard 220 of this embodiment has a different 
connector geometry from the keyboard 120 of the ?rst 
embodiment.) 
FIG. 2A shows the system of the second embodiment 

con?gured for keyboard input. Keyboard 220 is housed 
in recess 203 (where it is accessible for touch-typing), 
and is docked to connector 212A. In the typing position 
shown, the display module 210 is plugged into the rear 
connector socket 212B, so that the display side 210A of 
the display module 210 is readily visible to the user. 
(The display module 210 of this embodiment differs 
from display module 110 of the ?rst embodiment in 
being shaped to ?t within the recess 203, and in not 
having a sloped edge.) The display side 210A of the 
display module 210, in the presently preferred embodi 
ment, also includes sensing circuitry for detection of the 
position of a stylus. 
FIG. 2B shows the system of the second embodiment 

con?gured for stylus input. In this position, keyboard 
220 is stored in bay 102. Display module 210 lies ?at in 
recess 203 (where it is readily visible to the user, and is 
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8 
accessible for stylus entry), and is connected, through 
its movable portion 114, to connector 212A. 

FIG. 2C shows the system of the second embodiment 
con?gured in a closed position for storage or transport. 
In this position, as in the position of FIG. 2B, the hinged 
portion 114 of display 110 is inserted into the lateral 
front connector 212A; but in this position the connec 
tion is simply for physical security, and to protect the 
connector. In this position the display module 210 is 
face down against the top surface of chassis 100, pro 
tecting the display side 210A. The exposed back side 
210B is simply blank plastic. 

Third Class of Embodiments 

FIGS. 3A-3C show a third embodiment of the com 
puter system of the presently preferred embodiment. In 
this embodiment, the chassis includes a raised front lip 
307 with a lateral contact 312A on the inner edge 
thereof. 
i FIG. 3A shows the system of the third embodiment 
con?gured for keyboard input. (The display module 310 
of this embodiment, unlike display module 210 of the 
second embodiment, does not have to ?t within recess 
203.) The display side 310A of the display module 310, 
in the presently'preferred version of this embodiment, 
also includes sensing circuitry for detection of the posi 
tion of a user stylus 140. 
FIG. 3B shows the system of the third embodiment 

con?gured for stylus input. In this position, keyboard 
220 is stored in bay 102. Display module 310 lies flat on 
the top side of chassis 300 (where it is readily visible to 
the user, and is accessible for stylus entry), and is con 
nected, through its movable portion 114, to lateral con 
nector 312A. 

FIG. 3C shows the system of the third embodiment 
con?gured in a closed position for storage or transport. 
In this position, as in the position of FIG. 3A, the 
hinged portion 114 of display 310 is inserted into the 
rear connector 312B. However, in this position the 
display module 310 is folded forward, against the top 
surface of chassis 300, to protect the display side 310A. 
The exposed back side 310B of display module 310 is 
simply blank plastic. 

Example of Internal Hardware 

FIG. 4 shows a block diagram of the electronic orga 
nization of a sample pen- and keyboard-operated com 
puter. (Of course, other organizations can be used in 
stead; this organization is provided merely as one exam 
ple of a context for use of the claimed inventions.) 

In this example, a processor chipset 402 and 406, 
similar to the Intel 386SL chipset, is used. (Of course, a 
very wide variety of other chipsets can be used instead.) 
Chip 402 includes the 386SX processor core, and also 
includes ISA bus control logic (connected to ISA bus 
407). Chip 402 also includes memory controller logic 
(connected to main memory 403 by 20 address lines, 16 
data lines, and RAS and CAS strobe signals). Chip 402 
also includes cache control tag RAMs (connected to 
cache RAM 403A). Chip 402 also includes math co 
processor interface logic (connected to optional math 
coprocessor 409). Chip 402 also includes CPU power 
management logic. Chip 402 receives a clock input (16 
MHz in this example) from clock/timing generator 404. 

Chip 406 is connected to receive clock line SYSCLK 
from chip 402. Chip 406 also includes timer logic (ap 
proximately equivalent to two 8254s), which is con 
nected to receive a 14.31818 MHz clock signal from 
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clock generator 404. Chip 406 also includes interrupt 
controller logic (approximately equivalent to two 
8259As). Chip 406 also includes DMA controller logic 
(approximately equivalent to two 8237s). Chip 406 also 
includes bus interface logic which is connected to the 
bus 407. Chip 406 also includes power management 
logic, and a real-time clock (approximately equivalent 
to a 146818), which is connected to receive a 32.768 
KHz signal from clock generator 404. Chip 406 also 
includes serial port control logic (approximately equiv 
alent to two l6450s), which is connected to receive a 
1.8432 MHz signal from clock generator 404. 
Flash EPROM 401 contains code for BIOS and for 

the operating system (e.g. DOS). This chip, in the pres 
ently preferred embodiment, is a 256KX8 memory.5 
See commonly-owned U.S. patent application Ser. No. 706,750, ?led 
May 29, 1991, which is hereby incorporated by reference. This applica 
tion discloses a computer system in which the basic system software can 
be electrically rewritten. This system provides some signi?cant safe 
guards against data corruption. 
A microcontroller 410 (an 80C5lSL, in the presently 

preferred embodiment) monitors user inputs to the soft 
power switch 411, and also receives keyboard inputs 
(through photodiode 414 and associated control logic 
412). Associated with this microcontroller are SRAM 
412A (32KX8 in this sample embodiment), EPROM 
412B (8K>< 8 in this sample embodiment), and resonant 
crystal 413 (16 MHz in this sample embodiment). This 
microcontroller is also connected to control speaker 
415. 

Microcontroller 410 is also connected to a medium 
speed general-purpose two-way wireless interface, im 
plemented by logic 460. This logic includes an array of 
several (e.g. ten) LEDs 462 for transmission, and an 
array of two infrared PIN diodes 464 for reception. This 
interface provides the capability for a highly ?exible 
portable wireless interface, which can provide (in ef 
feet) the capability of a self-connecting and self-con 
?guring LAN, with the proper software. These diodes 
are driven by an IR communications driver 466 (which, 
in the presently preferred embodiment, is a Photonics 
chip), and interface to bus 407 through control chip 468. 

Microcontroller 410 is also connected to LCD con 
trast control logic 444. This logic, together with video 
signals from the VGA controller 440 (which is a Cirrus 
6410 in the presently preferred embodiment), controls 
the LCD display 442. VGA controller 440 is‘ also con 
nected to local DRAM 441, and a programmable pixel 
clock 443. 
Also connected to bus 407 is an IDE interface 470, 

which is connectible to the internal hard disk drive (or 
to a semiconductor mass-memory drive emulation, if a 
diskless con?guration is chosen). Also connected to bus - 
407 is optional interface logic 472, which can be con 
nected to a modem or a LAN interface card. 
Also connected to bus 407 is a digitizer chip set 420, 

which is connected to detect and measure the move 
ments of the computer’s stylus. 
Power supply 450 is driven by battery 452, and also 

be powered by in input socket 454. This power supply, 
in the presently preferred embodiment, provides output 
voltages of iSV, ilZV, and il8.6V. However, of 
course, lower logic supply voltages may be used in 
future embodiments. 
An “I/O Slice” 430 plugs into the side of the comput 

er’s chassis 100 using a special 86-pin connector. This 
connector expansion unit provides industry—standard 
connectors for serial ports (DB-9), parallel ports (DB 
25), SCSI interface (DB-25), and for optional docking 
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10 
to external display (DB-ISVGA) and/or keyboard 
(DIN S-pin) units. 

Further Modi?cations and Variations 

It will be recognized by those skilled in the art that 
the innovative concepts disclosed in the present applica 
tion can be applied in a wide variety of contexts. More 
over, the preferred implementation can be modi?ed in a' 
tremendous variety of ways. Accordingly, it should be 
understood that the modi?cations and variations sug 
gested below and above are merely illustrative. These 
examples may help to show some of the scope of the 
inventive concepts, but these examples do not nearly 
exhaust the full scope of variations in the disclosed 
novel concepts. 
For example, the keyboard can be cabled to the chas 

sis, or linked by an infrared transceiver, in place of the 
connector con?gurations shown. Similarly, the stylus 
may have a cabled link to the chassis, or may have a 
wireless data link, or may even be a purely passive 
stylus (in which case the position-sensing electronics are 
located in the display module). 
As will be recognized by those skilled in the art, the 

innovative concepts described in the present application 
can be modi?ed and varied over a tremendous range of 
applications, and accordingly the scope of patented 
subject matter is not limited by any of the speci?c exem 
plary teachings given. 
What is claimed is: 
1. A computer system, comprising: 
a keyboard dimensioned for touch-typing; 
a primary system chassis which contains a CPU, a 
power supply, a program memory, and at least one 
data communications interface; 

said primary system chassis also being shaped to de 
?ne a bay, in the exterior thereof, which is dimen 
sioned to hold said keyboard removably but se 
curely; 

said primary system chassis having a top surface and 
?rst and second long edges in proximity to said top 
surface, and containing therein a ?rst connector in 
proximity to said ?rst long edge and a second con 
nector in proximity to said second long edge, said 
CPU being operatively connected to send display 
signals to ?rst connector and to said second con 
nector; 

a display module having therein a third connector 
which is complementary to said ?rst connector and 
is also substantially complementary to said second 
connection, and also including display electronics 
which provide a visible display corresponding to 
signals written in through said connector, said dis 
play and said chassis alternatively positionable in a 
?rst alternative position in which said third con 
nector is mated to said second connector, said dis 
play module is folded backward to exposed said 
visible display and said keyboard is mounted on 
said top surface and in a second alternative position 
in which said third connector is mated to said ?rst 
connector and said keyboard is stored in said stor 
age bay; and 

stylus position-sensing electronics which are con 
nected to sense the position of a user-operated 
stylus which may be in proximity to said visible 
display, and to provide electronic output to said 
CPU accordingly. 
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2. The system of claim 1, wherein said stylus position 
sensing electronics comprise a stylus which includes 
active electronic circuitry. 

3. The system of claim 1, wherein said stylus position 
sensing electronics comprise a stylus which includes 
active electronic circuitry and wireless transceiver cir 
cuitry. 

4. The system of claim 1, wherein said chassis com 
prises a fourth connector, and said stylus position-sens 
ing electronics comprise a stylus connected by a cable 
to said fourth connector. 

5. The system of claim 1, wherein said display and 
said chassis are alternatively positionable, in a third 
alternative position, in which said display module is 
mounted against said top surface of said chassis and said 
keyboard is stored in said storage bay. 

6. A computer system, comprising: 
a keyboard having more than 77 keys and dimen 

sioned for touch-typing; 
a primary system chassis which contains a CPU, a 
power supply, a program memory, and at least one 
data communications interface; 

said primary system chassis also being shaped to de 
?ne a bay, in the exterior thereof, which is dimen 
sioned to hold said keyboard removably but se~ 
curely with said keys inward; 

said primary system chassis having a top surface and 
?rst and second long edges in proximity to said top 
surface, and containing therein a ?rst connector in 
proximity to said ?rst long edge and a second con 
nector in proximity to said second long edge, said 
CPU being operatively connected to read and 
write to ?rst connector and to said second connec 
101'; 

a display module having therein a third connector 
which is complementary to said ?rst connector and 
is also substantially complementary to said second 
connector, and also including display electronics 
which provide a visible display corresponding to 
signals written in through said connector, said dis 
play and said chassis alternatively positionable in a 
?rst alternative position in which said third con 
nector is mated to said second connector, said dis 
play module is folded backward to expose said 
visible display and said keyboard is mounted on 
said top surface and in a second alternative position 
in which said third connector is mated to said ?rst 
connector and said keyboard is stored in said stor 
age bay; and 

stylus position-sensing electronics which are con 
nected to sense the position of a user-operated 
stylus which may be in proximity to said visible 
display, and to provide electronic output to said 
CPU accordingly. 
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7. The system of claim 6, wherein said ?rst connector , 
provides insertion substantially normal to said top sur 
face of said chassis, and said second connector also 

65 

12 
provides insertion substantially normal to said top sur 
face of said chassis. 

8. The system of claim 6, further comprising a stylus 
removably mounted to said chassis. 

9. The system of claim 6, wherein said top surface of 
said chassis is shaped to include a recess therein, and 
said ?rst connector is located inside said recess and 
provides insertion substantially parallel to said top sur 
face of said chassis, and said second connector provides 
insertion substantially normal to said top surface of said 
chassis. 

10. The system of claim 6, wherein said top surface of 
said chassis is shaped to include a lip near said ?rst edge 
thereof, and said ?rst connector is located inside said lip 
and provides insertion substantially parallel to said top 
surface of said chassis, and said second connector pro 
vides insertion substantially normal to said top surface 
of said chassis. . 

11. The system of claim 6, wherein said stylus posi 
tion-sensing electronics comprise a stylus which in 
cludes active electronic circuitry. _ 

12. The system of claim 6, wherein said stylus posi 
tion-sensing electronics comprise a stylus which in 
cludes active electronic circuitry and wireless trans 
ceiver circuitry. 

13. The system of claim 6, wherein said chassis com 
prises a fourth connector, and said stylus position-sens 
ing electronics comprise a stylus connected by a cable 
to said fourth connector. 

14. The system of claim 6, wherein said display and 
said chassis are alternatively positionable in a third al 
ternative position in which said display module is 
mounted against said top surface of said chassis and said 
keyboard is stored in said storage bay. 

15. A portable computer system chassis having front, 
back, top and bottom sides and a recess formed in said 
bottom side, comprising: 

?rst and second I/() display module connectors lo 
cated on said top side proximate said front and back 
sides, respectively, said I/O display module con 
nectors adapted to alternatively communicate with 
a U0 display module depending upon a desired 
computer con?guration; and 

a ?rst keyboard connector located on said top side 
proximate said front side, said keyboard connector 
adapted to communicate with a keyboard when 
said I/O display module communicates with said 
second I/O display module connector, said key 
board stowed within said recess when said I/O 
display module communicates with said ?rst l/O 
display module connector to thereby allow said 
chassis to be alternatively con?gured to be part of 
a keyboard-entry computer or a display-entry com 
puter. 

16. The chassis as recited in claim 15 wherein said 
chassis can be alternatively con?gured to be part of a 
combined keyboard-entry/display-entry computer. 
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clearing circuit 

types of air gap surge arresters to exhibit a low res istance and 
then to revert lo a high resistance state as a result of an ex­
ternal influence. (SPD/PE) C62.32-l 98 Is, f8] 

clearing circuit A circuit used for the operation of a signal in 
advance of an approaching train. (EEC/PE) [l l 9] 

clearing-out drop (cord circuit or trunk circuit) A dmp signal 
that is operated by ringing current to attract the attention of 
the operator. (EEC/PE) [119] 

clearing source (low-voltage air-gap surge-protective de­
vices) (low voltage surge protective devices) A defined elec­
trical source which is intentionally appli ed as a clearing stim­
ulus to an air gap surge protective device under laboratory 
test conditions. This stimulus is intended to simulate condi­
tions encountered during normal usage. 

(SPD/PE) C62.32-198ls, [8] 
clearing time (fuse) The time clasping from the beginning of 

an oven.:urrent to the final c ircuit interruption. Note ; The 
clearing time is equal to the sum of me lting time and arcing 
time. Syll!my111: total clearing time , (SWG(PE) [56] 
(2) (A) (mechanical switching device). The interval between 
the time the actuating quantity in the main circuit reaches the 
value causing actuation of the release and the instant of final 
arc ex tinction on all poles of the primary arcing contacts. 
Note : Clearing time is numerically equal to the sum of contact 
parting time and arcing time. (B) (total clearing time of a 
fuse). The time elapsing from the beginning of a specified 
overc ur1 en l to the final circuit interruption, at rated ma ximum 
voltage. Note: The clearing time is equal to the sum of melting 
time and the arcing lime. 

(SWG/PE/NP) CJ7. 100- 1992 , 308-1980, C37.40-l993 
clearly discernable Capable of b.;ing noti ced eas ily and without 

close inspection. (SUB/PE) C37 .l23-1996 
clear packet A packet used during initiali za ti on to empty line 

buffers and initialize the line. CSR state is unaffected; e.g., 
the node's address is unchanged by a "clear." Clear may be 
sent by any node lhJt has lost synchronization in order to 
trigger re initialization. (C/MM) 1596- 1992 

clear sky (illuminating engineering) A sky tha t has less than 
30'/r· cloud cowr. (EEC/IE) [ l 26 J 

clearlext Intellig ible data, the 'emantic content of which is 
ava ilable, (LM/C) 802.10-199'.'. 

cleat An assembly of two pieces of insulating material provided 
with grooves for holding one or more rnnductors at a definite 
spacing horn the surface wired over and from each other, and 
with screw holes for fastening in position. See also: raceway. 

(EEC/PE) [ l l 9] 
clerestory (illuminating engineering) Thal part of a building 

which rises clear of the roofs or other parts and whose walls 
rnntain windows for lighting the interior. (EEC/IE) fl 26] 

CLI See: cumulative leakage index. 

click (1) A disturbance or a duration less than a speci fi ed value 
as measured under speciJied conditions. See also.· electro­
magnetic compatibilily. (EMC/IM) [53], C63.4- l 99 l , f76] 
(2) The act of pressing and releasing a mouse button without 
mo ving the mouse pointer. (C) l 295-l 993w 

client (I l (MULTIBUS) An agent that reyuests services of a 
server. Sec a!.l'o : server. (C/MM) l 296- l 987s 
(2) Software that uses the interface, 

(C/PA) l:l51-1994w, 1224-1993w, 1327- 199'.lw, 
1328-l993w 

(3) Jn networking, a station or pmgram request ing a service. 
Co111rast : server. (C) 610.7-1995 
(4) Sof'tware that uses an interface. (C/PA) J 224. l- l 993w 
(5) Refors to the software component on one device that uses 
the serv ices provided by a server on another dev ice. 

(C/MM) 1284.4-2000 
(6) See also: batch client. 

' MULTfRUS is a 1egiMered tiademmt of Jntel Corpo1•atio11 . 

client application An application program that makes use of 
Media Management System (MMS) services to manage its 
media. Examples of client applications include a back up pro­
gram, a hi el a1chical storage manager, and an application that 

176 Clip 

allows individual users to mount their own tapes. 

(C/SS) l244. l-20oo 
Client CncJ1ed Block ookie A particular Dlock Cookie asso. 

ciated with a Base Client. (TM/ST) 1451.1 - 1 9~ 
client execution environment The machine state that ex ists 

when a client program begins execution. 

(C/BA) 1275- 1994 
client interface A set of tlnlCI a11d procedures giving a cli ent 

program access to client intorfo ·e se1'vices. 

(CIBA) 1275-1994 
client instance A mani fes ration of the client that shares the input 

and output queues or the client with other instances. 

(C!PA) l224. l-l993w 
client intcrfocc ha ndler A mcch mism by which control and 

dallt l1J'C trnnsforrcd from 11 client prog1·ru11 to the firmware 
and sub.~CCjuenrly rel umed, for the purpose(>[ providing dicn; 
interface serv ices. (C/BA) 1275- 1994 

client layer Jn the OSI model, refers to the data link and phys­
ical I.ayers. See also: tran sport lnyer; network layer; presen­
tation layer; physical layer; sublayer: dntn link layer; entity 
layer: npplicruion layer; session layer; log ical link control 
sublayer; medium access control sublayer. (C) 610.7-1995 

client interface services Those services that Open Firmware 
provides to c.:li ent programs, including device tree access, 
memory allocation, mapping, console 1/0, mass storage, and 
network 1/0. (C/BA) 1275-l 994 

Client object Any object that invokes operations on other ob-
jects. (JM/ST) l 45 J. I -1999 

Client Port An instance of the class UlllE l 4 5 L Cl i e nt Poi t or 
of a subclass thereof. (IM/ST) l45 I. l-l 999 

client program A software program that is loaded and executed 
by Open Firmware (or a secondary boot program). (The cli ent 
program may use services provided by the Open F irmware 
client interface.) . (C/BA) 1275- 1994 

client role The location where the software is actually executed 
or used (as opposed to the target where it is actually instalkd). 
The configuration of software is performed by th is role. 

(C/PA) 1387.2-1995 
client-server Jn a communications network, the client is the 

requesting device and the server is the supplying device. For 
example, the user interface could reside in the client work­
station while the storage and retrieval functions could reside 
in the server database. (C) 610.7-1995 

client-server communication A communication pattern, whe1e 
a specific object, the client, communicates in a one-to-one 
fashion with a specific server object, the server. 

(IM/STJ 1451.1-1999 
climber in training A worker who is in training to become a 

qualifi ed climber. (T&D/PE) 1307-1996 

climbing The vertical movement (ascending and descending) 
and horizontal movement to access or depart the worksite. 

(NESC/T &D/PE) C2- l 997. 1307- 1996 
climbing space The vertical space reserved along the s ide of a 

pole or structure to permit ready access for linemen to equip­
ment and conducto1·s located on the pole structure. 

(T&D/PE) 196-195l w, [lOJ , C2.2-l960 
clinometer (navigation aids) An instrument for ind icaLing the 

degree of slope of the angle of roll or pitch of a vcWcle, 
according to the plane in which it is mounted. 

(AES/GCS) l 72- l 983w 
clip (1) (charged-particle detectors) (x-ray energy spectrom­

eters) (radiation detectors) Al imiting operation, such as the 
use of a high-pass filter or a nonlinear operation such as diode 
limiting of pulse amplitude. Sy11011y111: clipping. See also ; fuse 
clips; differen tiated; contact clip. 

(NPS/NID) 325-l97lw, 759-l984r, 30 1- 1976s 
(2) (charged-1>article detectors) A limiting operation, such 
as the use of a high-pass tilter (differentiator) or a nonlinear 
operation to limit the amplitude of a pulse. The first usage is 
archaic. Sy11011y111: clipping, (NPS) 300-l 98Xr 
(3) See also ; cab le c lamp . (PE/T&D) 524-l 992r 

clipboard 

, bOard A software storage- device that is used Lo ~ore an 
cl i ~bject that is ut or copied from the screen and to n:tneve an 

b"ect tlmt is pasted. (C) 1295- 1993w 
0 ~ • . 11· 1· • . 1 Jpe•· (data traosmi sion) A device Lhat automa!Jc~ y muLS 

cl 1 he instantaneous value oflhe outpuL m n pn:de~ermmed ~ax­
:mum value. No1e: The term is us~:t.Uy applied .ro devices 
ivhich transrnit only portions of an mput wave lymg on one 
Ide of an amplitude boundary. {PB) 599- l 98Sw 

177 

. er limiter A tra nsducer th11t g ives oulput only when the 
cll~~ut lies nbove n critical va lue and a consLant ou1pu1 for all 

:~puts nbove n second hig her critical value. Synonym: nmpli­
ru.de gate. Sec also: 1rnnsduccr. {AP/ANT) l45- l983s 

I
. ping (I) (voicc-opcrnted telephone tircuit) The los of ini ­

c Ill d I 'd l . t.iaJ or final parts of word. or syllables uc to no111 ea ope1-
ation of the voice-operated device. . \EEC/PE~ [ 11 ?l 
(2 (computer graphics) A compurnr gr~phtcs ~echmque m 
which display e lements lying totally outside a view nrca are 
mode in.visible nncl display elements lying parti~lly insi~e a 
view aren nre scissored to remove the parts outside the view 
ni:ea before they arc mapped to the display image. Note: In 
tWO··dimcnsional grn phic. , thi s view area is called the win­
dow; in tJiree-dirnen ·ional gruphic11, .it ii; culled the view vol­
ume. Se t1 l.1·0: vie w volume: window: wrnp-around; 

scissoring. 

D 

Before Clipping After Clipping 

clipping 
(C) 610.6-1991w 

(3) See also: clip. (NPS) 300-1 988r 
(4) See also: clipping-in; semiconductor ; chip . 

(PE/T&D) 524- J 992r 

clipping-in (conductor stringing equipment) Th~ trnnsferring 
of s11gged conductors from the travelers to their pcmmnenl 
suspension positions and lhe installing of the permanent sus­
pension clamps. Sy11011y111s: tipping; clamping-in. 

(T&D/PP.) 524a- l 993r. 524-199'.'.r 

clipping offset (conductor stringing equipment) A calculated 
distance, mea~ured along the conductor from the plumb mark 
ton poin t on Lhe conduclor at which tbe center of the uspcn­
sion lamp is to be placed. When string ing in rough terrain . 
dipping offsets may be required to balance the horizontal 
forces 011 wch suspension sLrncture. ('T&D/PB) 524- l 2r 

clips See: fu se clips: contact clips. 
CLIST A command language used in the IBM MVS environ-

ment. (C) 610.13-1993w 

CLK A fixed-frequency clock signal. The main SBus timing 
signal. (C/BA) 1496- l993w 

clock (1) (A A device thUJ generates periodic s ignals used for 
synd1ronizaLion . (B) A device that mea. urcs nnd inclicnrcs 
lime. Sc!e ti/so: timer; real-time clock; master c lock; wu ll 
clock; time -of-day lot:k. (C) A register whose content 
changes at reg ular interv11ls in such a w:1y as to measure time. 

CJ [20], 6 10. 10-1994 
(2) /\ signal, the transi lilHIS of \vhich (between lhe l()w and 
high logic le ve l for vice versa]) are used to inclicnte when 11 

storecl-shtti: d vice, such as ll fiip-llop or latch, may perfom1 
an operation. (TT/ ) 1149.5-1995, 1149. l-IC 90 
(3) An object 1hat measures the passage of time. The current 
value of the time measured by a clock can be queried nnd, 
possibly , set to a value within the legal range of the clock. 

(C/PA) 9945-1-1996, 1003.5-1999 
(4) (A) A dev ice that generates periodic, accurately spaced 
signub used for such purposes as timing regulation of the 
opcrlllions of a processor, or generation of inte1TUpts. (B) To 

trigger a cir 
data into a r• 
(5) A device 
nization. A 
ister whose, 
as to measu1 
(6) See alsc 

clock accurac 
of time , In< 
with one p1 
designated J 
local switch 
of operation 
nominal sli11 
slave switcl 
clock accur. 

clock cycle 0 
rising edge 
edge of the 

clocked data 
is encoded 
for the sec 

clocked data 
is encoded 
for the sec~ 

clocked logic 
whereby al 
are caused 
but at a dis 

clocked viol2 
!ates Mane 
sion Prese 
LO to HI a 
cell, and a 

clocked viol' 
!ates Mane 
sion Prese1 
HI to LO 
bit cell, an 
cell. 

clocking (<la 
nals used t 

clocking bit 
a synchro 
(2) A bit' 
within ad 
tablishing 
clock tmcl 

clock pulse. 

clock refere 
reference. 

clock, refer4 

clock regist 

clock signal 
Synonyms 

clockStrobe 
time-of-d; 
record th( 
the node. 
day clock' 

clock tick l 
second. 
express a 

clock track 
synchron 
ence. Syn 
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CIS 

references do not always result in errors. 
They can be used deliberately, for example, 
to create an iterative function in a work­
sheet: Each recalculation increases the 
values of the two formulas. 

CIS Acronym for computer information 
system. A computer system in which all the 
components are designed to work togeth­
er. Can aJso refer to a college degree 111 

Computer Information Systems. See JS. 

CISC See complex i11structinn set co111puter. 

clari In Usenet, an alternative hierar­
chy that includes dozens of read-only news­
groups containing wire service articles­
the same ones that will appear in today's 
newspapers. These wire services include 
United Press International (UPI), 
Newsbytes, and Tech Wire. 

Claris FileMaker Pro See rclatio1ial 
database 111anagcmo1t system (RDBMS). 

Claris Home Page See WYSIWYG 
HTML editor. 

class In object-oriented programming 
(OOP), a category of objects that perform 
a certain function. The class defines the 
properti es of an object, including defini­
tions of the object's variables and the 
procedures that must be followed to get the 
object to do something. In Java , applets and 
Java applications receive the extension 
.class, indicating that they contain all the 
necessary information to implement the 
functionality that the program contains. 

Class 1 A standard for fax modems that 
describes the way in which the Hayes com­
mand set is modified to send faxes. Unlike 
Class 2 fax modems, Class 1 fax modems 
leave most of the tasks relating to digitizing 
images and preparing faxes for transmission 
to the software, which is perfectly fine 111 

most computers. 

Class 2 A standard for fax moderns that 
describes the way in which the Hayes com-

mand set is modified to send faxes. Class 2 
fax modems handle most of the fax­
preparation tasks that Class 1 fax modems 
leave to software, which makes Class 2 
modems very expensive. Class 2 is not a 
true industry standard, so one is better off 
buying a Class 1 fax modem. 

Class A certification A Federal 
Communications Commission (FCC) cer­
tification that a given make and model of 
computer meets the FCC's Class A limits 
for radio frequency inte1ference (RFI), 
which are designed for commercial and 
industrial environments . 

Class A network On the Internet, a 
participating network that is allocated up to 
16,777,215 distinct Internet addresses 
(called IP addresses). Current Internet 
addressing limitations define a maximum of 
128 Class A networks. See Class B network, 
Class C network, IP address. 

Class B certification A Federal 
Communications Commission (FCC) cer­
tification that a given make and model of 
computer meets the FCC's Class B limits 
for radio frequency interference (RFI), 
which are designed for homes and home 
offices. Class B standards are tougher than 
Class A standards and are designed to pro­
tect radio and television reception in 
residential neighborhoods from excessive 
RFI generated by computer usage. Class B 
computers are also shielded more heavily 
from external interference. 

Class B network On the Internet, a 
participating network that is allocated up to 
65,535 distinct Internet addresses (called IP 
addresses). Current Internet addressing lim­
itations define a maximum of 16,384 Class 
B networks. This method of allocating IP 
addresses threatened to create a shortage of 
available IP addresses because many organi­
zations need more than the 256 addresses 
allowed in a Class C network but far fewer 
than 65,535 addresses; thus, most Class B 
addresses are wasted. This problem has been 

75 

remporarily solved by means of the CIDR 
ddre~sing protocol on Internet backbone 

:1etworks, and it will be permanently solved 
by JP~6. th next-generation IP protocol, 
which will inLTOduce a 128-bic address 
space. See CIDR, Class Jl net.work, Class C 

11ctuiork, IP address, IP116. 

Class C network On the Internet, a 
participating network that is allocated up to 
256 distinct Internet addresses (called IP 
addresses). Current Internet addressing lim­
itations define a maximum of 2,097,152 
Class C networks. See Class A network, 
Class B network, IP address. 

clean management In a Y2K readiness 
program, a management program in which 
any new system components (including 
hardware peripherals, programs, or network 
components) are tested forY2K compliance 
before being added to a Y2K-compliant 
system. See Y2K, Y2K-compliant. 

clear To remove data from a document, 
cell, or field. In the Microsoft Windows 
95/98 and Macintosh environments, the 
Clear command (Edit menu) completely 
wipes out the selection, as opposed to Cut, 
which removes the selection to the 
Clipboard (from which one can retrieve 
the selection, if he or she later discovers 
that he or she deleted it by mistake). 

cleartext In cryptography, a message that 
is transmitted without any encryption so 
that it can be easily intercepted and read 
while it is en route.A major security draw­
back of the Internet is that, with most 
password authentication schemes, pass­
words are transmitted in cleartext. See 
ciphertcxt. 

Clear to Send/Ready to Send See 
CTSIRTS. 

CLEC Acronym for compet1t1ve local 
exchange carrier. In U.S. telephony, a local 
exchange carrier (LEC) that is now 
permitted (thanks to the U.S. 1996 

client/server 

Telecommunications Act) to compete in 
local telephone markets with the incum­
bent local exchange carrier (ILEC), the 
company that possessed a monopoly in that 
market prior to the passage of the 1996 
reforms. See ILEC, LEC. 

click To press and quickly release a 
mouse button. When no button is speci­
fied, the left button is assumed. One 
frequently sees this term in instructions 
such as "Click the Bold check box in the 
Fonts dialog box." For users of IBM­
compatible PCs, this instruction means, 
"Move the mouse pointer so that its tip 
touches the Bold check box, and then click 
the left mouse button." See double-click, 
Slzift+click. 

click and mortar In electronic com­
merce (e-commerce), a retail strategy in 
which a Web retail site is paired with a 
chain of local retail stores. Customers pre­
fer this strategy because they can return or 
exchange unwanted goods more easily. See 
e-commerce. 

client 1. In an Internet service, a pro­
gram that can communicate with a server 
located on the Internet to exchange data of 
a certain type, such as a Web document or 
an e-mail message. A Web browser is a 
client for accessing information available 
on Web servers. 2. In a client/server net­
work, a program that is designed to request 
information from a server. See client/server, 
heavy client, light client. 3. In Object Linking 
and Embedding (OLE), an application that 
includes data in another application, called 
the server application. See client application. 

client application In Object Linking 
and Embedding (OLE), an application in 
which one can create a linked object or 
embed an object. See server application. 

client/server A design model for appli­
cations running on a network, in which the 
bulk of the back-end processing, such as 
performing a physical search of a database, 
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