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Chapter 28

NUCLEIC A 1D
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There are two classes of nucleic acids, deoxyribonucleic
acid (DNA) and ribonucleic acid (RNA). DNA is the
hereditary molecule in all cellular life forms, as well as in
many viruses. It has but two functions:

1. To direct its own replication during cell division.

2. To direct the transcription of complementary mole-
cules of RNA.

RNA, in contrast, has more varied biological functions:

1. The RNA transcripts of DNA sequences that specify
polypeptides, messenger RNA (mRNA), direct the
ribosomal synthesis of these polypeptides in a pro-
cess known as translation.
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792  Section 28-1. Chemical Structure and Base Composition

2. The RNAs of ribosomes, which are about two-thirds
RNA and one-third protein, probably have func-
tional as well as structural roles.

3. During protein synthesis, amino acids are delivered
to the ribosome by molecules of transfer RNA
(tRNA).

4. Certain RNAs are associated with specific proteins to
form ribonucleoproteins that participate in the
post-transcriptional processing of other RNAs

5. In many viruses, RNA, not DNA, is the carrier of
hereditary information.

In this chapter we examine the structures of nucleic
acids with emphasis on DNA (the structure of RNA is
detailed in Section 30-2A), and discuss methods of puri-
fying, sequencing, and chemically synthesizing nucleic
acids. We end by outlining how recombinant DNA tech-
nology, which has revolutionized the study of biochem-
istry, is used to manipulate, synthesize, and express
DNA

1. CHEMICAL STRUCTURE AND
BASE COMPGSITION

The chemical structures of the nucleic acids were elu-
cidated by the early 1950s largely through the efforts of
Phoebus Levine followed by those of Alexander Todd.
Nucleic acids are, with few exceptions, linear polymers of
nucleotides whose phosphates bridge the 3’ and 5 positions
of successive sugar residues (e.g., Fig. 28-1). The phos-
phates of these polynucleotides, the phosphodiester
groups, are acidic so that, at physiological pH's, nucleic
acids are polyanions.

Figure 28-1

(a) The tetranucleotide adenyl-3',5’-uridyl-3",5'-cytidyl-3',5’-
guanylyl-3'-phosphate. The sugar atom numbers are primed
to distinguish them from the atomic positions of the bases.
By convention, polynucleotide sequences are written with
their 5’ end at the left and their 3’ end to the right. Thus,
reading left to right, the phosphodiester bond links
neighboring ribose residues in the 5’ — 3’ direction. The
above sequence may be abbreviated ApUpCpGp or just
AUCGpP (where a “'p” to the left and/or right of a nucleoside
symbol indicates a 5’ and/or a 3’ phosphoryl bond,
respectively; see Table 26-1 for other symbol definitions).
The correspending deoxytetranucleotide is abbreviated
d(ApUpCpGp) or d(AUCGp). (b} A schematic representation
of AUCGp. Here a vertical line denotes a ribose residue, its
attached base is indicated by the corresponding one letter
abbreviation and a diagonal line flanking an optional “‘p”’
represents a phosphodiester bond. The atomic numbering of
the ribose residues, which is indicated here, is usually
omitted. The equivalent representation of
deoxypolynucleotides differ only by the absence of the
2'-OH groups.
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N A’s Base Composition Is Governed by
Chargaff's Rules . _—

DNA has equal numbers of adenine and thymine residues
_ T) and equal numbers of guanine and cytosine resi-
ues (G = C). These relationships, known as Chargaff’s

Jes, were discovered in the late 1940s by Erwin Char-
ruff who first devised reliable quantitative methods for
1: ¢ separation (by paper chromatography) and analysis
¢ {DNA hydrolysates. Chargaff also found that the base
oompos1tion of DNA from a given organism is charac-
Eeristic of that organism; that is, it is independent of the
gssue from which the DNA is taken as well as the age of
the organism, its nutritional state or any other environ-
mental factor. The structural basis of Chargaff’s rules
Jerives from DNA’s double-stranded character (Section
28-2A).

DNA'’s base composition varies widely among differ-
ent organisms. It ranges from ~25 to 75% G+ C in
different species of bacteria. It is, however, more or less
constant among related species; for example, in mam-
mals G + C ranges from 39 to 46%.

RNA, which usually occurs as a single-stranded mole-
cule, has no apparent constraints on its base composi-
tion. However, double-stranded RN A, which comprises
the genetic material of several viruses, obeys Chargaff’s
rules. Conversely, single-stranded DNA, which occurs
in certain viruses, does not obey Chargaff’s rules. Upon
entering its host organism, however, such DNA is repli-
cated to form a double-stranded molecule, which then
obeys Chargaff’s rules.

A

Nucleic Acid Bases May Be Modified

Some DNAs contain bases that are chemical deriva-
tives of the standard set. For example, dA and dC in the
DNAs of many organisms are partially replaced by N*-
methyl-dA and 5-methyl-dC, respectively

H CHj

NH
~ N ~ 2
‘\ Z =N 0" >N
N I I
dR dR
N Methyl-dA 5-Methyl-dC

The altered bases are generated by the sequence specific
Mzymatic modification of normal DNA (Sections
8-6A and 31-7). The modified DNAs obey Chargaff's
u ®s if the derivatized bases are taken as equivalent to
®Ir parent bases. Likewise, many bases in RNA and, in
Patticular, in tRNA (Section 30-2), are derivatized.

RNA but Not DNA Is Susceptible to
3se-Catalyzed Hydrolysis
Sis bNA is highly susceptible to base-catalyzed hydroly-
s Y the reaction mechanism diagrammed in Fig. 28-2
3 to yield a mixture of 2’ and 3’ nucleotides. In
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Figure 28-2

The mechanism of base-catalyzed RNA hydrolysis. The
base-induced deprotonation of the 2'-OH group facilitates its
nucleophilic attack on the adjacent phosphorus atom
thereby cleaving the RNA backbone. The resultant 2',3'-
cyclic phosphate group subsequently hydrolyzes to either
the 2’ or the 3’ phosphate. Note that the RNase-catalyzed
hydrolysis of RNA follows a nearty identical reaction
sequence (Section 14-1A).

contrast, DNA, which lacks 2’-OH groups, is resistant to
base catalyzed hydrolysis and is therefore much more
chemically stable than RNA. This is probably why DNA
rather than RNA evolved to be the cellular genetic ar-
chive.

2. DOUBLE HELICAL
STRUCTURES

The determination of the structure of DNA by James
Watson and Francis Crick in 1953 is often said to mark
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(a) H
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| I
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Uracil Uracil

(keto or lactam form) (enol or lactim form)

H
b) 0 ~ 0
H~ N e N N P N
HoN \N I\II H.N \N 1?’
R R
Guanine Guanine

(keto or lactam form) (enol or lactim form)

Figure 28-3

Some possible tautomeric conversions for (a) uracil and (b)
guanine residues. Cytosine and adenine residues can
undergo similar proton shifts.

the birth of modern molecular biology The Watson -
Crick structure of DNA is of such importance because,
in addition to providing the structure of what is argu-
ably the central molecule of life, it suggested the molec-
ular mechanism of heredity. Watson and Crick’s accom-
plishment, which is ranked as one of science’s major
intellectual achievements, tied together the less than
universally accepted results of several diverse studies:

1. Chargaff’s rules. At the time, these relationships
were quite obscure because their significance was not
apparent. In fact, even Chargaff did not emphasize
them.

2. The correct tautomeric forms of the bases. X-ray,
NMR, and spectroscopic investigations have firmly
established that the nucleic acid bases are over-
whelmingly in the keto tautomeric forms shown in
Fig. 28-1. In 1953, however, this was not generally
appreciated. Indeed, guanine and uracil were widely
believed to be in their enol forms (Fig. 28-3) because
it was thought that the resonance stability of these
aromatic molecules would thereby be maximized.
Knowledge of the dominant tautomeric forms, which
was prerequisite for the prediction of the correct hy-
drogen bonding associations of the bases, was pro-
vided by Jerry Donohue, an office mate of Watson
and Crick and an expert on the X-ray structures of
small organic molecules.

3. Information that DNA is a helical molecule. This was
provided by an X-ray diffraction photograph of a

DNA fiber taken by Rosalind Franklin (Fi

DNA, being a threadlike molecule, does notg. 28. )
lize but, rather, can be drawn out in fiberg o CrystaL
of parallel bundles of molecules; Section 7_2;1 sting
scription of the photograph enabled Crick, oy, A de.
crystallographer by training who had earlier g X:ray
the equations describing diffraction by helicalenved
cules, to deduce that DNA is (a) a helical m Olreno e-
and (b) that its planar aromatic bases form 4 ot Cule

parallel rings that is parallel to the fiber axis, Ack of

This information only provided a few crude landyy,
that guided the elucidation of the DNA structyy. ;
mostly sprang from Watson and Crick’s imaginat (') it
through model building studies. Once the Watg, -
Crick model had been published, however, its basjc Silrll -
plicity combined with 1ts obvious biological releVanci
led to its rapid acceptance. Later investigations havz
confirmed the essential correctness of the Watson_
Crick model although its details have been modifieq.

It is now realized that double helical DNA and RNa
can assume several distinct structures that vary with
such factors as the humidity and the identities of the
cations present, as well as with base sequence. In this
section, we describe these various structures.

al‘ks

4
Agime

Figure 28-4 "
An X-ray diffraction photograph of a vertically oriented N& t
DNA fiber in the B conformation. This is the photograph t%
provided key information for the elucidation of the Watson
Crick structure. The central X-shaped pattern of spots IS
indicative of a helix, whereas the heavy black arcs on the toP
and bottom of the diffraction pattern correspond to 8 |
distance of 3.4 A and indicate that the DNA structure largey
repeats every 3.4 A along the fiber axis. [Courtesy of
Maurice Wilkins, King’s College, London.]
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Table 28-1
gt uctul‘al Features of Ideal A, B, and Z-DNA
A B z
Helical sense Right .handed Right ohanded Left handed
Diameter ~26 A ~20 A ~18 A
Base pairs per 11 10 12 (6 dimers)
helical turn
Helical twist per 33° 36° 60° (per dimer)
pase pair ) ) .
Helix pitch (rise 28 A 34A 45 A
per turm) , , :
Helix rise per 26 A 34A 37A
base pair
Base tilt normal 20° 6° 7°
to the helix axis
Major groove Narrow and deep Wide and Deep Flat

Minor groove Wide and shallow
Sugar pucker C(3')-endo C(2')-endo
Glycosidic bond Anti Anti

A. The Watson-Crick Structure: B-DNA

Fibers of DNA assume the so-called B conformation,
as indicated by their X-ray diffraction patterns, when
the counterion is an alkali metal such as Na* and the
relative humidity is 92%. B-DNA is regarded as the na-
tive form because its X-ray pattern resembles that of the
DNA in intact sperm heads.

The Watson —Crick structure of B-DNA has the fol-
lowing major features (Table 28-1):

L. It consists of two polynucleotide strands that wind about
a common axis with a right-handed twist to form an
~20 A in diameter double helix (Fig. 28-5). The two
strands are antiparallel (run in opposite directions) and
wrap around each other such that they cannot be
separated without unwinding the helix (a phenome-
non known as plectonemic coiling). The bases oc-
cupy the core of the helix while its sugar—phosphate
chains are coiled about its periphery thereby muni-
mizing the repulsions between charged phosphate
8roups.

+ The planes of the bases are nearly perpendicular to
the helix axis. Each base is hydrogen bonded to a base on
the opposite strand to form a planar base pair (Fig.
28-5). 1t is these hydrogen bonding mteractions, a
Phenomenon known as complementary base pair-
Ing, that result in the specific association of the two
chains of the double helix.

Narrow and deep

Narrow and deep
C(2’)-endo for pynmidines; C(3’)-endo for purines
Anti for pyrimidines; syn for purines

3. The “ideal” B-DNA helix has 10 base pairs (bp) per
turn (a helical twist of 36° per bp) and, since the
aromatic bases have van der Waals thicknesses of
3.4 A and are partially stacked on each other (base
stacking; Fig. 28-5b), the helix has a pitch (rise
per turn) of 34 A

The most remarkable feature of the Watson—Crick
structure is that it can accommodate only two types of base
pairs: Each adenine residue must pair with a thymine resi-
due and vice versa, and each guanine residue must pair with
a cytosine residue and vice versa. The geometries of these
A-T and G- C base paus, the so-called Watson-Crick
base pairs, are shown in Fig. 28-6. It can be seen that
both of these base pairs are interchangeable in that they can
replace each other in the double helix without altering the
positions of the sugar-phosphate backbone’s C(1") atoms.
Likewise, the double helix is undisturbed by exchanging the
partners of a Watson - Crick base pair, that is, by changing a
GCtoaC-GoraA-TtoaT-A Incontrast, any other
combination of bases would significantly distort the
double helix since the formation of a non-Watson-
Crick base pair would require considerable reorientation
of the sugar —phosphate chaim. '

The two deep grooves that wind about the outside of
B-DNA between the sugar—phosphate chains are of un-
equal size (Fig. 28-54) because: (1) the top edge of each
base pair, as drawn in Fig. 28-6, is structurally distinct
from the bottom edge; and (2) the deoxyribose residues
are asymmetric. The minor groove is that in which the
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Figure 28-5

The structure of B-DNA as represented by ball-and-stick
drawings and the corresponding computer-generated
space-filling models. The repeating helix is based on the
X-ray structure of the self-complementary dodecamer
dCGCGAATTCGCG) determined by Richard Dickerson and
Horace Drew. (a) View perpendicular to the helix axis. In the
drawing, the sugar - phosphate backbones, which wind
about the periphery of the molecule, are blue, and the
bases, which occupy its core, are red. In the space-filling

model, C, N, O, and P atoms are white, blue, red, and .
green, respectively. H atoms have been omitted for clar!ty n
both drawings. Note that the two sugar - phosphate chamsl. "
run in opposite directions. (b) (opposite) View along the h%e .
axis. In the drawing, the ribose ring O atoms are red and
nearest base pair is white. Note that the helix axis passes
through the base pairs so that the helix has a solid coré- hics
[Drawings copyrighted © by Irving Geis. Computer grap
courtesy of Robert Stodola, Fox Chase Cancer Center-
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Figure 28-5 (b)

C(1")-hehx axis-C(1’) angle is <180° (opening towards
the bottom in Fig. 28-6; the helix axis passes through the
middle of each base pair in B-DNA), whereas the majer
groove opens towards the opposite edge of each base
pair (Fig. 28-6).

The Watson - Crick structure can accommodate any
sequence of bases on one polynucleotide strand if the
opposite strand has the complementary base sequence.
This immediately accounts for Chargaff’s rules. More
importantly, it suggests that hereditary information is en-
coded in the sequence of bases on either strand.

Real DNA Deviates from the Ideal

Watson - Crick Structure

. By the late 1970s, advances in nucleic acid chemistry
permitted the synthesis and crystallization of ever
longer oligonucleotides of defined sequences (Section
28-7). Consequently, some 25 years after the Watson—
Crick structure had been formulated. the X-ray crystal
structures of DNA fragments were clearly visualized for
the first time (fiber diffraction studies provide only
¢rude low resolution images in which the base pair elec-

Figure 28-6
The Watson-Crick base pairs. The line joining the C(1’)
atoms is the same length in both base pairs and makes equal
angles with the glycosidic bonds to the bases. This gives
A a series of pseudo-twofold symmetry axes (often
referred to as dyad axes) that pass through the center of
ea9h base pair (red line) and are pefpendicular to the helix
axis. Note that A- T base pairs associate via two hydrogen
Onds, whereas C- G base pairs are joined by three
Ydrogen bonds. [After Amott, S., Dover, S. D., and
Onacott, A. J., Acta Cryst. B25, 2196 (1969).]
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798 Section 28-2. Double Helical Structures

tron density is the average electron density of all the
base pairs in the fiber). Richard Dickerson and Horace
Drew have shown that the self-complementary dodeca-
mer d(CGCGAATTCGCG) crystallizes in the B-confor-
mation. The molecule has an average rise per residue of
3.4 A and has 10.1bp per turn (a helical twist of
35.6°per bp), which is nearly equal to that of ideal
B-DNA. Nevertheless, individual residues significantly
depart from this average conformation in a manner that
appears to be sequence dependent (Fig. 28-5). For example,
the helical twist per base pair in this dodecamer ranges
from 28 to 42°. Each base pair further deviates from its
ideal conformation by such distortions as propeller
twisting (the opposite rotation of paired bases about the
base pair’s long axis; in the above dodecamer these
values range from 10 to 20°) and base pair roll (the
tilting of a base pair as a whole about its long axis).
Indeed, rapidly accumulating X-ray and NMR studies of
other double helical DNA oligomers have amply dem-
onstrated that the structure of DNA is surprisingly irregu-
lar in a sequence-specific manner. This phenomenon, as we
shall see (Sections 29-3C and E) is important for the se-
quence-specific binding to DNA of proteins that process
genetic information.

DNA Is Semiconservatively Replicated

The Watson - Crick structure also suggests how DNA
can direct its own replication. Each polynucleotide
strand can act as a template for the formation of its
complementary strand through base pairing interac-
tions. The two strands of the parent molecule must
therefore separate so that a complementary daughter
strand may be enzymatically synthesized on the surface
of each parent strand. This results in two molecules of
duplex (double stranded) DNA, each consisting of one
polynucleotide strand from the parent molecule and a
newly synthesized complementary strand (Fig. 1-16).
Such a mode of replication is termed semiconservative
in contrast with conservative replication which, if it
occurred, would result in a newly synthesized duplex
copy of the original DNA molecule with the parent
DNA molecule remaining intact. The mechanism of
DNA replication is the main subject of Chapter 31.

The semiconservative nature of DNA replication was
elegantly demonstrated in 1958 by Matthew Meselson
and Franklin Stahl. The density of DNA was increased
by labeling it with 1N, a heavy isotope of nitrogen (N
is the naturally abundant isotope). This was accom-
plished by growing E. coli for 14 generations in a me-
dium that contained *NH,Cl as its only nitrogen source.
The labeled bacteria were then abruptly transferred to
an N-containing medium and the density of their
DNA was monitored as a function of bacterial growth
by equilibrium density gradient ultracentrifugation
(Section 5-5B; a technique Meselson, Stahl, and Jerome
Vinograd had developed for the purpose of distinguish-
ing N-labeled DNA from unlabeled DNA).

10

The results of the Meselson-Stahl experimen,
displayed in Fig. 28-7. After one generation (doubly, are
the cell population), all of the DNA had a density eXact?f
halfway between the densities of fully *N-labeled py y
and unlabeled PNA. This DNA must therefore COnta'A
equal amounts of *N and "N as is expected aftey , n
generation of semiconservative replication. Conservne
tive DNA replication, in contrast, would result jp, };L
preservation of the parental DNA, so that it maintaine(ei
its original density, and the generation of an al
amount of unlabeled DNA. After two generations, one
half of the DNA molecules were unlabeled and the y,.
mainder were *N—12°N hybrids. This is also in accorq
with the predictions of the semiconservative replication,
model and in disagreement with the conservative repli-
cation model. In succeeding generations, the amount of
unlabeled DNA increased relative to the amount of hy,.
brid DNA although the hybrid never totally disap-
peared. This is again in harmony with semiconservative
replication but at odds with conservative replication,
which predicts that the fully labeled parental DNA wyl]
always be present and that hybrid DNA never forms.

Meselson and Stahl also demonstrated that DNA is
double stranded. DNA from ®N-labeled E. coli that

“were grown for one generation in an N medium was

heat denatured at 100°C (which causes strand separa-
tion; Section 28-3A) and then subjected to density gra-
dient ultracentrifugation. Two bands were observed;
one at the density of fully >N-labeled DNA and the
other at the density of unlabeled DNA. Moreover the
molecular masses of the DNA in these bands, as esti-
mated from their peak shapes, was one half that of
undenatured DNA (the peak width varies with molecu-
lar mass). Native DNA must therefore be composed of
two equal-sized strands that separate upon heat dena-
turation.

B. Other Nucleic Acid Helices

Double-stranded DNA is a conformationally variable
molecule. In the following subsections we discuss its
major conformational states besides B-DNA and also
those of double-stranded RNA.

A-DNA'’s Base Pairs Are Inclined to the Helix AXioS
When the relative humidity is reduced to 75%
B-DNA undergoes a reversible conformational chang®
to the so-called A form. Fiber X-ray studies indicate that
A-DNA forms a wider and flatter right-handed helix "
does B-DNA (Fig, 28-8; Table 28-1). A-DNA has 11 PP
per turn and a pitch of 28 A which gives A-DNA an
axial hole (Fig. 28-8b). The most striking feature Oe
A-DNA, however, is that the planes of its base pai> az/
tilted 20° with respect to the helix axis. A-DNA th.efor
fore has a deep major groove and a very shallow min
groove; it can be described as a flat ribbon Wourl},
around a 6 A in diameter cylindrical hole. Most 5
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; e der_nonstration of the semiconservative nature of DNA
®plication in £. coli. DNA in a CsCl solution of density 1.71
u['trCm‘s was subjected to equilibrium density gradient
acentrifugation at 140,000 g in an analytical
r?JCentnfuge (a device in which the spinning sample can be
Cally observed). The enormous centrifugal acceleration
miused the CsCl to form a density gradient in which DNA
Orated to its position of buoyant density. The left panels
Strg absorption photographs of ultracentrifuge cells (DNA
e Ngly absorbs UV light) and are arranged such that
Tr?lcng, of equal density have the same horizontal positions.
® middie panels are microdensitometer traces of the
"esponding photographs in which the vertical
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> % 15N DNA (heavy)

(o

Hybrid DNA

;—F‘%} Zt z\?& 14N DNA (light)

A

!

2

displacement is proportional to the DNA concentration. The
buoyant density of DNA increases with its SN content. The
bands furthest to the right (greatest radius and density) arise
from DNA that is fully >N labeled, whereas unlabeled DNA,
which is 0.014 g-cm~3 less dense, forms the leftmost
bands. The bands in the intermediate position result from
duplex DNA in which one strand is SN labeled and the other
strand is uniabeled. The accompanying interpretive drawings
{right) indicate the relative numbers of DNA strands at each
generation donated by the original parents (blue, 5N labeled)
and synthesized by succeeding generations (red, unlabeled)
[From Meselson, M and Stahl, F W., Proc. Natl. Acad. Sci.
44, 674 (1958).]
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Ball-and-stick drawings and the corresponding space-filling
models of A-DNA as viewed (a) perpendicular to the helix
axis, and (b) (opposite) along the helix axis. The color codes
are given in Fig. 28-5. The repeating helix was generated by
Richard Dickerson based on the X-ray structure of the
self-complementary octamer d(GGTATACC) determined by
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Maonsd
P,

Olga Kennard, Dov Rabinovitch, Zippora Shakked, a!‘d o
Mysore Viswamitra. Note that the base pairs are inclined .
the helix axis and that the helix has a hollow core. COmp?ng
this figure with Fig. 28-5. [Drawings copyrighted © by IV
Geis. Computer graphics courtesy of Robert Stodola, FO*
Chase Cancer Center.]
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complementary oligonucleotides of <10 base pairs; for
example, d(GGCCGGCC) and d(GGTATACC), crys-
tallize in the A-DNA conformation. Like B-DNA, these
molecules exhibit considerable sequence-specific con-
formational variation. It has not been established that
A DNA exists in vivo although a few experimental ob-
servations suggest that certain DNA segments normally
assume the A conformation.

Z-DNA Forms a Left-Handed Helix
Occasionally, a seemingly well understood or at least
familiar system exhibits quite unexpected properties.
Over 25 years after the discovery of the Watson— Crick
Sfructure, the crystal structure determination of
CI(CGCGCG) by Andrew Wang and Alexander Rich re-
vealed, quite surprisingly, a left-handed double helix (Fig.
-9 Table 28-1. A similar helix is formed by
YCGCATGCG). This helix, which has been dubbed
"DNA, has 12 Watson - Crick base pairs per turn, a pitch
3045'4‘1 and, in contrast to A-DNA, a deep minor groove and
. idISCernable major groove. Z-DNA therefore resembles
®ft-handed drill bit in appearance. The base pairs in
38-1NA are flipped 180° relative to those in B-DNA (Fig.
ectiO) through conformational changes discussed in
- On 28-3B. As a consequence, the repeating unit of
ﬁuclNA~ is a dinucleotide, d(XpYp), rather than a single
@Suael?tlde as it is in the other DNA helices. Here, X is
tesig Y a pyrimidine residue-and Y is usually a purine
Drmue- because the purine nucleotide assumes a con-
pyﬁ;FIQH that would be sterically unfavorable in the
os lﬁhne nucleotide. The line joining successive
thereI; ate groups on a polynucleotide strand of Z-DNA
Ore follows a zigzag path arogi’id the helix (Fig.
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28-9a; hence the name Z-DNA) rather than a smooth
curve as it does in A- and B-DNAs (Figs. 28-54 and
28-8a).

Fiber diffraction and NMR studies have shown that
complementary polynucleotides with alternating pu-
rines and pyrimidines, such as poly d(GC)- poly d(GC)
or poly d(AC)- poly d(GT), take up the Z-DNA confor-
mation at high salt concentrations. Evidently, the
Z-DNA conformation is most readily assumed by DNA seg-
ments with alternating purine - pyrimidine base sequences
(for structural reasons explained in Section 28-3B). A high
salt concentration stabilizes Z-DNA relative to B-DNA
by reducing the otherwise increased electrostatic repul-
sions between closest approaching phosphate groups
on opposite strands (8 A Z-DNA vs 12 A in B-DNA).
The methylation of cytosine residues at C(5), a common
biological modification (Section 31-7), also promotes
Z-DNA formation since a hydrophobic methyl group in
this position is less exposed to solvent in Z-DNA than it
is in B-DNA.

Does Z-DNA have any biological significance? Rich
has proposed that the reversible conversion of specific
segments of B-DNA to Z-DNA under appropriate cir-
cumstances acts as a kand of switch in regulating genetic
expréssion. Yet, the in vivo existence of Z-DNA has been
difficult to prove. A major problem is demonstrating
that a particular probe for detecting Z-DNA, a Z-DNA-
specific antibody, for example, does not in itself cause
what would otherwise be B-DNA to assume the Z
conformation —a kind of biological uncertainty princi-
ple (the act of measurement inevitably disturbs the sys-
tem being measured). Recently, however, Z-DNA has
been shown to be present in E. coli by employing an
E. coli enzyme that methylates a specific base sequence
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Figure 28-9

Ball-and-stick drawings and the corresponding space-filling
models of Z-DNA as viewed (a) perpendicular to the helix
axis and (b) (opposite) along the helix axis. The color codes
are given in Fig. 28-5. The repeating helix was generated by
Richard Dickerson based on the X-ray structure of the
self-complementary hexamer d(CG G) determined by
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Andrew Wang and Alexander Rich. Note that the helix 1S left
handed and that the sugar~phosphate chains follow & adi
zigzag course (alternate ribose residues lie at diffel’t?".t ra

in Part b) indicating that the Z-DNA’s repeating motif '58_ )
dinucleotide. Compare this figure with Figs. 28-5 and aphic®
[Drawings copyrighted © by Irving Geis. Computer grr
courtesy of Robert Stodola, Fox Chase Cancer Center:
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invitro when the DNA is in the B form but not when it is
in the Z form. The in vivo methylation of this base se-
quence is inhibited when it is cloned in E. coli (by tech-
niques discussed in Section 28-8) within or adjacent to a
DNA segment that can form Z-DNA. Moreover, there is
a balance between the in vivo B and Z forms of these
DNAs that is thought to be influenced by environmental
factors such as salt concentration and protein binding.
Nevertheless, the biological function of Z-DNA, if any,
remains unknown.

Figure 28-10 3
The conversion of B-DNA to

Z-DNA, here represented by a 4 bp
segment, involves a 180° flip of
®ach base pair (curved arrows)
rela_g've to the sugar-phosphate
Chains. Here, the different faces of
he base pairs are colored red and
green. [After Rich, A., Nordheim, A.,
and Wang, A. H.-J., Annu. Rev.
Biochem. 53, 799 (1984).]

B-DNA

5
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RNA-11 and RNA -DNA Hybrids Have an
A-DNA-Like Conformation

Double helical RNA is unable to assume a B-DNA-
like conformation because of steric clashes involving its
2’-OH groups. Rather, it usually assumes a conforma-
tion resembling A-DNA (Fig. 28-8), known as A-RNA
or RNA-11, which has 11 bp per helical turn, a pitch of
30 A, and its base pairs inclined to the helix axis by
~14°.Many RNAs, for example, transfer and ribosomal
RNAs (whose structures are detailed in Sections 30-2A

5 3 5'

B-DNA <

B ZDNA <

B-DNA <
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Figure 28-11

An electron micrograph of a T2 bacteriophage that had been
osmotically lysed in distilled water so that its DNA spilled
out. Without special treatment, duplex DNA, which is only
20 A in diameter, is difficult to visualize in the electron
microscope. In the Kleinschmidt procedure, DNA is
fattened to ~200 A in diameter by coating it with denatured
cytochrome ¢ or some other basic protein. The preparation
is rendered visible in the electron microscope by shadowing
it with platinum. [From Kleinschmidt, A. K., Lang, D.,
Jacherts, D., and Zahn, R. K., Biochim. Biophys. Acta 61,
861 (1962).]

Figure 28-12

An autoradiograph of Drosophila melanogaster DNA.
Lysates of D. melanogaster cells that had been cultured with
[3H]thymidine were spread on a glass slide and covered
with a photographic emulsion that was developed after a 5-
month exposure. The measured contour length of the DNA
is 1.2 cm. [From Kavenoff, R., Kiotz, L. C., and Zimm, B. H,,
Cold Spring Harbor Symp. Quant. Biol. 38, 4 (1973).
Copyright © 1973 by Cold Spring Harbor Laboratory.]
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and 30-3A), contain complementary sequen,

form double helical stems. Hybrid double heliceces thay
consist of one strand each of RNA and DNaA af ¢ Which
an A-DNA-like conformation. Small ger . ° Nave
RNA - DNA hybrid helices must occur in both ten’ts of
scription of RNA on DNA templates (Section 2egtran\
and in the initiation of DNA replication by short] ~2D)
of RNA (Section 31-1D). 0gths

C. The Size of DNA

DNA molecules are generally enormous (Fig, 28_1
molecular mass of DNA has been determined by
ety of techniques including hydrodynamic p,
(Section 5-5), length measurements by electron
copy, and autoradiography [Fig. 28-12; a base
Na* B-DNA has an average molecular mass of 660 D
and a length (thickness) of 3.4 A]. The number of base
pairs and the contour lengths (the end-to-end lengths
of the stretched out native molecules) of the DNAs from
a selection of organisms of increasing complexity are
presented in Table 28-2. Not surprisingly, an organism’s
haploid quantity (unique amount) of DNA varies more
or less with its complexity (although there are notable
exceptions to this generalization such as the last entry in
Table 28-2).

The visuahzation of DNAs from prokaryotes has
demonstrated that their entire genome (complement of
genetic information) is contained on a single, usually
circular, length of DNA. Similarly, Bruno Zimm demon-
strated that the largest chromosome of the fruit fly Dro-
sophila melanogaster contains a single molecule of DNA by
comparing the molecular mass of this DNA with the
cytologically measured amount of DNA contained in
the chromosome. Presumably other eukaryotic chro-
mosomes also contain only single molecules of DNA.

The highly elongated shape of duplex DNA (recall
B-DNA is only 20 A in diameter), together with its
stiffness, make it extremely susceptible to mechanical
damage outside the cell’s protective environment (for
instance, if the Drosophila DNA of Fig. 28-12 were €x-
panded by a factor of 500,000, it would have the shape
and some of the mechanical properties of a 6-km long
strand of uncooked spaghetti). The hydrodynami¢
shearing forces generated by such ordinary laboratory
manipulations as stirring, shaking, and pipetting, },reak
DNA into relatively small pieces so that the isolationt ‘1’
an intact molecule of DNA requires extremely gent’e
handling. Before 1960, when this was first realﬁ¢4/ the
measured molecular masses of DNA were no hig ef
than 10 million D. DNA fragments of uniform molec”
lar mass and as small as a few hundred base pairs may
be generated by shear degrading DNA in a confr® ¢ a
manner; for instance, by pipetting, through the us€ ¢ h
high speed blender, or by sonication (exposure t0 hig
frequency sound waves).
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1able 28-2
gizeS of Some DNA Molecules
Number of Contour
Organism Base Pairs (kb)* Length (um)
Viruses
polyoma S5V40 5.1 1.7
ga cteriophage A 48.6 17
T2,T4/T6 bacteriophage 166 55
Fowlpox 280 193
Bacteria
Mycoplasma hominis 760 260
Escherichia coli 4,000 1,360
Eukaryotes

Yeast (in 17 haploid

chromosomes) 13,500 4,600
Drosophila (in 4 haploid

chromosomes) 165,000 56,000
Human (in 23 haploid

chromosomes) 2,900,000 990,000
Lungfish (in 19 haploid

chromosomes) 102,000,000 34,700,000

# kb = kilo base pair = 1000 base pairs (bp).
Source: Kornberg, A., DNA Replication, p. 20, Freeman (1980).

3 FORCES STABILIZING
NUCLEIC ACID STRUCTURES

DNA does not exhibit the structural complexity of
proteins because it has only a limited repertoire of sec-
ondary structures and no comparable tertiary or quater-
nary structures. This is perhaps to be expected since
there is a far greater range of chemical and physical
Properties among the 20 amino acid residues of proteins
fhan there is among the four DNA bases. As we discuss
I Sections 30-2B and 3A, however, many RNAs have
well-defined tertiary structures.

In this section we examime the forces that give rise to
the structures of nucleic acids. These forces are, of
‘Ourse, much the same as those that are responsible for
) € structures of proteins (Section 7-4) but, as we shall

¢¢, the way they combine gives nucleic acids properties

At are quite different from those of proteins.

A, Denaturation and Renaturation

Ctvev::eﬂ a solution of dyplex PNA is heated above a chu.r-
fug Stic temperature, its native structure collapses and its
OMCO’flPlementary strands separate and assume the ran-
s coil conformation (Fig. 28-13). This denaturation pro-
1S accompanied by a qualitative change in the

istie S physical properties. For instance, the character-
1gh viscosity of native DNA solutions, which

17
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Native (double helix)
4 l “”t
-
Denatured
P )( (random coil)
N
~

S

Figure 28-13
A schematic representation of DNA denaturation.

arises from the resistance to deformation of its rigid and
rodlike duplex molecules, drastically decreases when
the DNA decomposes to relatively freely jointed single
strands.

DNA Denaturation Is a Cooperative Process

The most convenient way of monitoring the native
state of DNA is by its ultraviolet (UV) absorbance spec-
trum. When DNA denatures, its UV absorbance, which
is almost entirely due to its aromatic bases, icreases by
~40% at all wavelengths (Fig. 28-14). This phenome-
non, which is known as the hyperchromic effect
(Greek; hyper, above; chroma, color), results from the
disruption of the electronic interactions among nearby
bases. DNA’s hyperchromic shift, as monitored at a par-
ticular wavelength (usually 260 nm), occurs over a nar-
row temperature range (Fig. 28-15). This indicates that
the denaturation of DNA is a cooperative phenomenon
in which the collapse of one part of the structure desta-
bilizes the remainder. The denaturation of DNA may be
described as the melting of a one-dimensional solid so
that Fig. 28-15 is referred to as a melting curve and the
temperature at its midpoint is known as its melting
temperature, T,,. '

The stability of the DNA double helix, and hence its
T,., depends on several factors including the nature of
the solvent, the identities and concentrations of the ions
in solution, and the pH. T, also increases linearly with
the mole fraction of G- C base pairs (Fig. 28-16), which
indicates that triply hydrogen bonded G- C base pairs
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1.0
_— Denatured (82 °C)

0.8

0.6

Relative absorbance

0.4

02 \
Native (25°C)

0
180 200 220 240 260 280 300

Wavelength (nm)

Figure 28-14

The UV absorbance spectra of native and heat denatured E.
coli DNA. Note that denaturation does not change the
general shape of the absorbance curve but only increases
its intensity. [After Voet, D., Gratzer, W. B., Cox, R. A., and
Doty, P., Biopolymers 1, 205 (1963).]
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~—— Transition breadth —
100

=
w

Relative absorbance at 260 nm
[
N
Percent hyperchromicity

=
H

1.0
50 70 90

T(°C)

Figure 28-15

An example of a DNA melting curve. The relative absorbance
is the ratio of the absorbance (customarily measured at

260 nm) at the indicated temperature to that at 25°C. The
melting temperature, T,,, is the temperature at which one
half of the maximum absorbance increase is attained.
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Figure 28-16

The variation of the melting temperatures, T,,, of various
DNAs with their G + C content. The DNAs were dissolved in
a solution containing 0.15M NaCl and 0.015M Na citrate,
[After Marmur, J. and Doty, P., J. Mol. Biol. 5,113 (1 962).]

are more stable than doubly hydrogen bonded A - T base
pairs.

Denatured DNA Can Be Renatured

If a solution of denatured DNA is rapidly cooled
below its T, the resulting DNA will be only partially
base paired (Fig. 28-17) because the complementary
strands will not have had sufficient time to find each
other before the partially base paired structures become
effectively “frozen in " If, however, the temperature is
maintained ~25°C below the T,,, enough thermal en-
ergy is available for short base paired regions to rear-
range by melting and reforming but not so much as to
melt out long complementary stretches. Under such an-
nealing conditions, as Julius Marmur discovered in
1960, denatured DNA eventually completely renatures.
Likewise, complementary strands of RNA and DNA, It
a process known as hybridization, form RNA-DNA
hybrid double helices that are only slightly less stable
than the corresponding DNA double helices.

B. Sugar-Phosphate Chain Conformations

The conformation of a nucleotide unit, as Fig. 28-18
indicates, ‘is specified by the six torsion angles of the
sugar—phosphate backbone and the torsion angle 'd?'
scribing the orientation of the base abouit the glycos!
bond [the bond joining C(1’) to the base]. It would Se?m
that these seven degrees of freedom per nucleotid®
would render polynucleotides highly flexible. Yet, 5 we
shall see, these torsion angles are subject to a variety 0
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A schematic representation of the imperfectly base paired
structures assumed by DNA that has been heat denatured
and then rapidly cooled Note that both intramolecular and
intermolecular aggregation may occur

internal constraints that greatly restrict their conforma-
tional freedom.

Torsion Angles about Glycosidic Bonds Have One
or Two Stable Positions

The rotation of a base about its glycosidic bond is
greatly hindered, as is best seen by the manipulation of a
space-filling molecular model. Purine residues have two
sterically permissible orientations relative to the sugar
known as the syn (Greek: with) and anti (Greek:
against) conformations (Fig. 28-19). For pyrimidines,
only the anti conformation is easily formed because, in
the syn conformation, the sugar residue sterically inter-
feres with the pyrimidine’s C(2) substituent. In most

NH, NH,
N7 N N Ny
A\ 4

o

N
i

OcH, x  HOCH, 5 C

H H H HA

H H H H

OH oH OH OH

8
1 Adenosine anti Adenosine

19

Chapter 28. Nucleic Acid Structures and Manipulation 807

4
Y
€
To base C 5
X
Nucleotide
unit
27
H'(5") H(5")
B
C2a
4
Figure 28-18

The conformation of a nucleotide unit is determined by the
seven indicated torsional angles.

double helical nucleic acids, all bases are in the anti
conformation. The exception is Z-DNA (Section 28-2B),
m which the alternating pyrnimidine and purine residues
are anti and syn, respectively. This explains Z-DNA's
pyrimidine - purine alternation. Indeed, the base pair flips
that convert B-DNA to Z-DNA (Fig. 28-10) are brought
about by rotating each purine base about its glycosidic
bond from the anti to syn conformations, whereas the
sugars rotate in the pyrimidine nucleotides thereby
maintaining their anti conformations.

Sugar Ring Pucker Is Limited to Only a Few of Its
Possible Arrangements

The ribose ring has a certain amount of flexibility that
significantly affects the conformation of the sugar-
phosphate backbone. The vertex angles of a regular
pentagon are 108°, a value quite close to the tetrahedral

NH, Figure 28-19
The sterically allowed orientations of

Ny purine and pyrimidine bases with respect

l /L\ to their attached ribose units.
N e]

H0<|3H20 ¢ Jx
1 H H

H
OH OH

anti Cytidine

o
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(a) cleic acids because it governs the relative orientatiop 0
Cs phosphate substituents to each ribose residue. For instaf th
it is difficult to build a model of a double helica] fice

Nuglg; .
acid unless the sugars are either C(2')-endo o gée,;c
n

Base C; eclipsed \
N H (eclipsed) endo. In fact, B-DNA has the C(2")-endo conformay;,
@ whereas A-DNA and RNA-11 are C(3%)-¢nq, o
| Z-DNA, the purine nucleotides are all C(B’)‘endo.a
the pyrimidine nucleotides are C(2')-endo, which g nd
i 04 (eclipsed) — other reason why the repeating unit of Z-DNA is 5 dj::n‘
cleotide. Note that the most common sugar Puckers l;f

pirt ™ independent nucleosides and nucleotides, molecyjg,
@) that are subject to few of the conformational Constraint:

of double helices, are the same as those of douby

helices. €

t Base

| The Sugar-Phosphate Backbone Is
I r Conformationally Constrained
i ‘ If the torsion angles of the sugar-phosphate chajy,
| (Fig. 28-18) were completely free to rotate, there coylq
O/ probably be no stable nucleic acid structure. However
< b the comparison, by Muttaiya Sundaralingam, of Somé
o
| @
Figure 28-20

The substituents to (a) a planar ribose ring [here viewed

down the C(3")—C(4') bond] are all eclipsed. The resulting

steric strain is partially relieved by ring puckering such as in P

(b), a half-chair conformation in which C(3') is the out-of- 59 A ’

plane atom
P
ose ring to be nearly flat. However, the ring substituents %ﬂ
are eclipsed when the ring is planar. To relieve the re-
sultant crowding, which even occurs between hydrogen %
atoms, the ring puckers; that is, it becomes slightly non-
planar, so as to reorient the ring substituents (Fig. 28-20;
this is readily observed by the manipulation of a skeletal ®)
molecular model).

One would, in general, expect only three of a ribose
ring’s five atoms to be coplanar since three points define
a plane. Nevertheless, in the great majority of the >50
nucleoside and nucleotide crystal structures that have
been reported, four of the ring atoms are coplanar to
within a few hundreths of an A and the remaming atom
is out of this plane by several tenths of an A (the half-
chair conformation). If the out-of-plane atom is dis-

\ placed to the same side of the ring as atom C(5'), it is said O
to have the endo conformation (Greek: endon, within),
whereas displacement to the opposite side of the ring

| from C(5’) is known as the exo conformation (Greek:

i
angle (109.5°), so that one might expect the ribofuran-

p »iwmi;r W

C; -endo

Mdragey "L"‘ﬁ)

7.0A

p Cy -endo

exo, out of). In the great majority of known nucleoside
and nucleotide structures, the out-of-plane atom is ei-
ther C(2) or C(3’) (Fig. 28-21). C(2')-endo is the most
frequently occurring ribose pucker with C(3’)-endo and
-ex0 also being common. Other ribose conformations are
rare.

The ribose pucker is conformationally important in nu-

20

Figure 28-21 the same
Nucleotides in (a) the C(3')-endo conformation [0" do

side of the sugar ring as C(5)), and (b) the C(2)€"",
conformation which occur, respectively, in A-DNA .?] the
B-DNA. The distances between adjacent P atOmss" e
sugar - phosphate backbone are indicated. [Af‘eg inger
W., Principles of Nucleic Acid Structure, p- 237, 5P
Verlag (1983).]
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A conformational wheel showing the distribution of the
torsion angle about the C(4')—C(5') bond (y in Fig. 28-1 8)in
33 X-ray structures of nucleosides, nucleotides and
polynucleotides. Each radial line represents the position of
the C(4)—0O(4") bond in a single structure relative to the
substituents of C(5') as viewed from C(5') to C(4'). Note that
most of the observed torsion angles fall within a relatively
narrow range. [After Sundaralingam, M., Biopolymers 7, 838
{1969).]

40 nucleoside and nucleotide crystal structures revealed
that these angles are really quite restricted. For example,
the torsion angle about the C(4’)—C(5") bond (y in Fig
28-18) is rather narrowly distributed such that O(4")
usually has a gauche conformation with respect to O(5’)
(Fig. 28-22). This is because the presence of the ribose
ring together with certain noncovalent interactions of
the phosphate group stiffens the sugar—phosphate
chain by restricting its range of torsion angles. These
Testrictions are even greater in polynucleotides because
of steric interference between residues.

The sugar-phosphate conformational angles of the
various double helices are all reasonably strain free.
Double helices are therefore conformationally relaxed ar-
Tangements of the sugar—phosphate backbone. Neverthe-
l?s§, the sugar— phosphate backbone is by no means a
Mgid structure so that, upon strand separation, it as-
Sumes a random coil conformation

C. Base Pairing

Base pairing is apparently a “glue” that holds together

OUble-stranded nucleic acids. Only Watson—Crick

p;frlrs Oceur in the crystal structures of self-complemen-

R ay oligonucleotides. It is therefore important to under-

do:g how Watson - Crick base pairs differ from other

that }lly hydrogen bonded arrangements of the bases
ave reasonable geometries (e.g., Fig. 28-23).

21
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Unconstrained A - T Base Pairs Assume
Hoogsteen Geometry

When monomeric adenine and thymine derivatives
are cocrystallized, the A-T base pairs that form invari-
ably have adenine N(7) as the hydrogen bonding accep-
tor (Hoogsteen geometry; Fig. 28-23b) rather than N(1)
(Watson — Crick geometry; Fig. 28-6). This suggests that
Hoogsteen geometry is inherently more stable for A-T
pairs than is Watson — Crick geometry. Apparently steric
and other environmental influences make Watson—
Crick geometry the preferred mode of base pairing in
double helices. A - T pairs with Hoogsteen geometry are
nevertheless of biological importance; for example, they
help stabilize the tertiary structures tRNAs (Section

(a) CHs
| N
T
\
N \ N..'H H
\N/
N
H/ \H \
N
Y
I
)
CH,4
(b) CH,
0 N—CH,4
H\N/H /N
JH 0
N
N X N\
L
N
CH,4
(c) CHj
R—N 0.,
—N Hy g H
0 g
N7 ‘
O;\N
|
R
Figure 28-23

Some non-Watson - Crick base pairs. (a) the pairing of
adenine residues in the crystal structure of 9-methyladenine.
{b) The Hoogsteen pairing between adenine and thymine
residues in the crystai structure of 9-methyladenine - 1-
methylthymine. (c) A hypothetical pairing between cytosine
and thymine residues.
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(a)
G 0.0008M

¢ 0.0008M

J

Relative absorbance

G + C 0.0016M Calculated sum
/

Observed

\

3500 3400 3300

(b
G 0.0008M

A 0.0008M

G + A 0.0016M

Observed
Calculated sum

3500 3400 3300

Wave number (cm‘l)

Figure 28-24

The IR spectra, in the N—H stretch region, of guanine,
cytosine, and adenine derivatives, both separately and in the
indicated mixtures. The solvent, CDCls, does not hydrogen
bond with the bases and is refatively transparent in the
frequency range of interest. (@) G + C. Thelinein the lower
spectrum, which is the sum of the two upper spectra, is the
calculated spectrum of G + C for noninteracting molecules.

30-2B). In contrast, monomeric G- C pairs always co-
crystallize with Watson—Crick geometry as a conse-
quence of their triply hydrogen bonded structures.

Non-Watson - Crick Base Pairs Are of Low Stability

The bases of a double helix, as we have seen (Section
28-2A), associate such that any base pair position may
interchangeably be A-T, T-A, G-C, or C+G without
affecting the conformations of the sugar-phosphate
chains. One might reasonably suppose that this require-
ment of geometric complementarity of the Watson—
Crick base pairs, A with T and G with C, is the only
reason that other base pairs do not occur in a double
helical environment. In fact, this was precisely what was
believed for many years after the DNA double helix was
discovered.

Eventually, the failure to detect pairs of dafferent
bases in nonhelical environments other than A with T
(or U) and G with C led Richard Lord and Rich to dem-
onstrate, through spectroscopic studies, that only the
bases of Watson—Crick pairs have a high mutual affinity.
Figure 28-24a shows the infrared (IR) spectrum in the
N—H stretch region of guanine and cytosine deriva-
tives, both separately and in a mixture. The band in the
spectrum of the G + C mixture that is not present in the
spectra of either of its components is indicative of a
specific hydrogen ponding interaction between G and
C. Such an association, which can occur between like as
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The band near 3500 cm™" in the observed G + C spectrum
is indicative of a specific hydrogen bonding association
between G and C. (b) G + A. The close match between the
calculated and observed spectra of the G + A mixture
indicates that G and A do not significantly interact. [After
Kyogoku, Y., Lord, R. C., and Rich, A., Science 154, 5109
(1966).]

well as unlike molecules, may be described by ordinary
mass action equations.

=B, BBl g
B, + B, BB, K [B.JIB:] [28.1]
From the analyses of IR spectra such as Fig, 28-24, the
values of K for the various base pairs have been deter-
mined. The self-association constants of the Watson-
Crick bases are given in the top of Table 28-3 (the hy-
drogen bonded association of like molecules is indicate

Table 28-3
Association Constants for Base Pair Formation
Base Pair KM H*
Self-Association
A-A 3.1
U-u 6.1
c-C 28
GG 103-10*
Watson - Crick Base Pairs
A-U 100 _
G-C 10%-10°

4 Data measured in deuterochloroform at 25°C.

Source: Kyogoku, Y., Lord, R. C., and Rich, A., Biochim:
Biophys. Acta 179, 10 (1969).



{he appearance of new IR bands as the concentration
the molecule is increased). The bottom of Table 28-3
0 i the association constants of the Watson-Crick
bs is Note that each of these latter quantities is larger
Paan the self-association constants of both their compo-
hent pases so that Watson - Crick base pairs preferen-
n fly form from their constituents. In contrast, the non-
t‘:;atson—Crick base pairs, A-C, A-G, C-U, and G-U,
whatever their geometries, have association constants
that are negligible compared with the self-pairing asso-
cation constants of their constituents (e.g., Fig. 28-24b).
Evidl?ﬂfly/ a second reason that non-Watson-Crick base

4irs do not occur in DNA double helices is that they have
relatively little stability. Conversely, the exclusive pres-
ence of Watson—Crick base pairs in DNA results, in

ast, from an electronic complementarity matching A
to T and G to C. The theoretical basis of this electronic
complementarity, which is an experimental observa-
sion, is obscure. This is because the approximations in-
herent in present day theoretical treatments make them
unable to accurately account for the few kJ -mol~?! en-
ergy differences between specific and nonspecific hy-
drogen bonding associations. The double helical seg-
ments of many RNAs, however, contain occasional
non-Watson — Crick base pairs, most often G U, which
have functional as well as structural significance (e.g.,
Sections 30-2B and D).

Hydrogen Bonds Do Not Stabilize DNA

It is clear that hydrogen bonding is required for the
specificity of base pairing in DNA that is ulhimately re-
sponsible for the enormous fidelity required to replicate
DNA with almost no error (Section 31-3D). Yet, as is
also true for proteins (Section 7-4B), hydrogen bonding
contributes little to the stability of the double helix. For
mstance, adding the relatively nonpolar ethanol to an
aqueous DNA solution, which strengthens hydrogen
bonds, destabilizes the double helix as is indicated by its
decreased T,. This is because hydrophobic forces,
which are largely responsible for DNA'’s stability (see
Section 28-3D), are disrupted by nonpolar solvents. In
contrast, the hydrogen bonds between the base pairs of
Mative DNA are replaced in denatured DNA by energetic-
ally more or less equivalent hydrogen bonds between the
bases and water.

D. Base Stacking and Hydrophobic
Nteractions

Purines and pyrimidines tend to form extended stacks of
P'anar parallel molecules. This has been observed in the
Ctures of nucleic acids (Figs. 28-5, 8, and 9) and in

€ several hundred reported X-ray crystal structures
:t contain nucleic acid bases. The bases in these struc-

I €8 are usually partially overlapped (e.g., Fig. 28-25).
OfteaCt' crystal structures of chemically related bases
N exhibit similar stacking patterns. Apparently
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Figure 28-25

The stacking of adenine rings in the crystal structure of
9-methyladenine. The partial overlap of the rings is typical of
the association between bases in crystal structures and in
double helical nucleic acids. [After Stewart, R. F. and
Jensen, L. H.,J Chem. Phys. 40, 2071 (1964).]

stacking interactions, which in the solid state are a form
of van der Waals interaction (Section 7-4A), have some
specificity although certainly not as much as base pair-
ing.

Nucleic Acid Bases Stack in Aqueous Solution

Bases aggregate in aqueous solution as has been demon-
strated by the variation of osmotic pressure with con-
centration. The van’t Hoff law of osmotic pressure is

= RTm [28.2]

where 7 is the osmotic pressure, m is the molality of the
solute (mol solute /kg solvent), R is the gas constant, and
T is the temperature. The molecular mass, M, of an ideal
solute can be determined from its osmotic pressure since
M = ¢/m, where ¢ = g solute/kg solvent.

If the species under investigation is of known molecu-
lar mass but aggregates in solution, Eq. [28.2] must be
rewritten:

= $RTm [28.3]

where ¢, the osmotic coefficient, indicates the solute’s
degree of association. ¢ varies from 1 (no association) to
0 (infinite association). The variation of ¢ with m for
nucleic acid bases in aqueous solution (e.g., Fig. 28-26) is
consistent with a model in which the bases aggregate in
successive steps:

A+A=—=A,+ A=A, +tA= - ==A,

where n is at least 5 (if the reaction goes to completion,
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Figure 28-26

The variation of the osmotic coefficient ¢ with the molal
concentrations m of adenosine dervatives In H,O. The
decrease of ¢ with increasing m indicates that these
derivatives aggregate in solution. [After Broom, A. D.,
Schweizer, M. P., and Ts’o, P. O P.,J. Am. Chem Soc. 89,
3613 (1967).]

¢ = 1/n). This association cannot be a result of hydro-
gen bonding since N¢ Né-dimethyladenosine,

HiC_ /CH3
N
T
NS
n Y
Ribose

NSN 6.Dimethyladenosine

which cannot form interbase hydrogen bonds, has a
greater degree of association than does adenosine (Fig.
28-26). Apparently the aggregation arises from the forma-
tion of stacks of planar molecules. This model is corrobor-
ated by proton NMR studies: The directions of the ag-
gregates’ chemical shifts are compatible with a stacked
but not a hydrogen bonded model. The stacking associa-
tions of monomeric bases are not observed in non-
aqueous solutions.

Single-stranded polynucleotides also exhibit stacking
interactions. For example, poly(A) shows a broad in-
crease of UV absorbarce with temperature (Fig. 28-274).
This hyperchromism is independent of poly(A) concen-
tration so that it cannot be a consequence of intermolec-
ular aggregation. Likewise, it is not due to intramolecu-
lar hydrogen bonding because poly(N® Né-dimethyl A)
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has a greater degree of hyperchromism

poly(A). The hyperchromism must therefore 5 N dog
some sort of stacking associations within a sjn, lilSe fr

that melt out with increasing temperature, Thise' Strap,
very cooperative process as is indicated by thel]i Not 5
ness of the melting curve and the observation ty T0ad.
polynucleotides, including dinucleoside Pho:t Short
such as ApA, exhibit similar melting cury Phateg
28-27h). o (Fig,

Nucleic Acid Structures Are Stabilized by
Hydrophobic Forces

Stacking associations in aqueous solutions are 1g,,
stabilized by hydrophobic forces. One might reasonyy.
suppose that hydrophobic interactions in nucleic ac'é
are similar in character to those that stabihze protz-s
structures. However, closer examination reveals thnl
these two types of interactions are qualitatively djf-fereralt
in character. Thermodynamic analysis of dinucleoside
phosphate melting curves in terms of the reaction

Dinucleoside phosphate (unstacked) =—
dinucleoside phosphate (stacked)

(Table 28-4) indicates that base stacking 15 enthalpically
driven and entropically opposed. Thus the hydrophobic in-
teractions responsible for the stability of base stacking asso-
ciations in nucleic acids are diametrically opposite in char-
acter to those that stabilize protein’structures (which are
enthalpically opposed and entropically driven; Section
7-4C). This is reflected in the differing structural proper-
ties of these interactions. For example, the aromatic side
chains of proteins are almost never stacked and the
crystal structures of aromatic hydrocarbons such as
benzene, which resemble these side chams, are charac-
tenstically devoid of stacking interactions.
Hydrophobic forces in nucleic acids are but poorly un-
derstood. The observation that they are different in char-
acter from the hydrophobic forces that stabilize proteins

-

L @) Poly(A) {k () ApA

| T 57100
0 20 40 60 80 100 © 20 40 &0 8
Temperature (°C)

Relative absorbance at 258nm

Figure 28-27

The broad temperature range of hyperchromic shifts at
258 nm of (a) poly(A) and (b) ApA is indicative of *
noncooperative conformational changes in these
substances. Compare this figure with Fig. 28-15- [Afteg ]
Leng, M. and Felsenfeld, G., J. Mol. Biol. 15, 457 (! 966)-
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Table . .
dynamic Parameters for the Reaction

Thes™™®
Dinucleoside phosphate _. dinucleoside phosphate
(unstacked) N (stacked)

—

AHstucking —TAS stacking
pinudeOSide Phosphate (kJ-mol™?) (kJ-mol tat25°C)
ApA —222 249
ApU —35.1 39.9
GpC —32.6 349
CpG —20.1 21.2
UpU —32.6 36.2

gource Davis, R. C. and Tinoco, L, Jr., Biopolymers 6, 230 (1968).

i nevertheless not surprising because the nitrogenous
pases are considerably more polar than the hydrocarbon
residues of proteins that participate in hydrophobic
ponding. There is, however, no theory available that
adequately explains the nature of hydrophobic forces in
nucleic acids (our understanding of hydrophobic forces
in proteins, it will be recalled, is similarly incomplete).
They are complex interactions of which base stacking is
probably a significant component. Whatever their ori-
gins, hydrophobic forces are of central importance mn
determining nucleic acid structures.

E Ionic Interactions

Any theory of the stability of nucleic acid structures
must take mto account the electrostatic interactions of
their charged phosphate groups. Unfortunately, the
theory of polyelectrolytes is, as yet, incapable of making
reliable predictions of molecular conformations. We
can, however, make experimental observations.

The melting temperature of duplex DNA increases
with the cation concentration because these jons elec-
frostatically shield the anionic phosphate groups from
tach other. The observed relationship for Na™* is

T, =41.1 Xg,c + 16.6 log[Na*] + 81.5 [28.4]

‘é:here Xg+cis the mole fraction of G - C base pairs (recall
s at T_m increases with the G + C content); the equation

Villd in the ranges 0.3 < Xg4+c <0.7 and 1073M <
ani] | +< 1.0M. Other monovalent cations such as Li*
oh K* have similar nonspecific interactions with phos-
angte groups. Divalent cations, such as Mg?*, Mn?*,
gmuCO *, in contrast, specifically bind to phosphate
shieIS-S so that divalent cations are far more effective
o N8 agents for nucleic acids than are monovalent cat-
D, OF example, an Mg?* ion has an influence on the

A double helix comparable to that of 100 to 1000
“Uclel9ns' Indeed, enzymes that medhate reactions with
Quiy IC acids or just nucleotides (e.g., ATP) usually re-

¢ Mg2+ for activity.
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4. NUCLEIC ACID
FRACTIONATION

In Chapter 5 we considered the most commonly used
procedures for isolating and, to some extent, character-
1zing proteins. Most of these methods, often with some
modification, are also regularly used to fractionate nu-
cleic acids according to size, composition, and sequence.
There are also many techniques that are applicable only
to nucleic acids. In this section we shall outline some of
the most useful of the separation procedures that are
specific for nucleic acids.

A. Solution Methods

Nucleic acids are invariably associated with proteins.
Once cells have been broken open (Section 5-1B), the
nucleic acids must be deproteinized. This may be ac-
complished by shaking (very gently if high molecular
mass DNA is being isolated) the protein-nucleic acid
mixture with a phenol solution and/or a CHCl;-
isoamyl alcohol mixture so that the protein precipitates
and can be removed by centrifugation. Alternatively,
the protéin can be dissociated from the nucleic acids by
detergents, guanidinium chloride, or high salt concen-
trations, or it can be enzymatically degraded by pro-
teases such as pronase. In all cases, the nucleic acids, a
mixture of RNA and DNA, can then be isolated by pre-
cipitation with ethanol. The RNA can be recovered from
such precipitates by treating them with pancreatic
DNase to eliminate the DNA. Conversely, the DNA can
be freed of RNA by treatment with RNase. Alterna-
tively, RNA and DNA may be separated by ultracentri-
fugation (Section 28-4D).

In all these and subsequent manipulations, the nu-
cleic acids must be protected from degradation by nu-
cleases that occur both in the expermmental matenals
and on human hands. Nucleases may be inhibited by
the presence of chelating agents such as EDTA, which
sequester the divalent metal ions that nucleases require
for activity. In cases where no nuclease activity can be
tolerated, all glassware must be autoclaved to heat de-
nature the nucleases and the experimenter should wear
plastic gloves. Nevertheless, nucleic acids are generally
easier to handle than proteins because their lack of a
tertiary structure, in most cases, makes them relatively
tolerant of extreme conditions.

B. Chromatography

Many of the chromatographic techniques that are
used to separate proteins (Section 5-3) are also applica-
ble to nucleic acids. Paper chromatography and thin
layer chromatography are useful in fractionating oli-
gonucleotides. They have been largely replaced, how-
ever, by the more powerful techniques of HPLC, partic-
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ularly those using reverse-phase chromatography.
Larger nucleic acids are often separated by procedures
that mclude ion exchange chromatography and gel fil-
tration chromatography.

Hydroxyapatite Binds Double-Stranded DNA More
Tightly Than Single-Stranded DNA

Hydroxyapatite (a form of calcium phosphate; Sec-
tion 5-3E) is particularly useful in the chromatographic
purification and fractionation of DNA. Double-
stranded DNA binds to hydroxyapatite more tightly
than do most other molecules. Consequently DNA can
be rapidly isolated by passing a cell lysate through a
hydroxyapatite column, washing the column with a
phosphate buffer of concentration low enough to re-
lease only the RNA and proteins, and then eluting the
DNA with a concentrated phosphate solution.

Single-stranded DNA elutes from hydroxyapatite ata
lower phosphate concentration than does double-
stranded DNA (Fig. 28-28). This phenomenon forms
the basis of a technique, known as thermal chromatog-
raphy, for separating DNA according to its base compo-
sition. A hydroxyapatite column to which double-
stranded DNA is bound is eluted with a phosphate
buffer that releases only single-stranded DNA while the
temperature of the column is gradually increased. As the
DNA melts and is converted to the single-stranded form
it is eluted from the column. Since the T, of a duplex
DNA varies with its G + C content (Eq. [28.4]), thermal
chromatography permits the fractionation of double-
stranded DNA according to its base composition.

Messenger RNAs Can Be Isolated by
Affinity Chromatography

Affinity chromatography is useful in isolating specific
nucleic acids. For example, most eukaryotic messenger
RNAs (mRNAs) have a poly(A) sequence at their 3’
ends (Section 28-4A). They can be isolated on agarose or
cellulose to which poly(U) is covalently attached. The
poly(A) sequences specifically bind to the complemen-
tary poly(U) in high salt and at low temperatures and
can later be released by altering these conditions. More-
over, if the (partial) sequence of an mRNA is known
(e.g., as deduced from the corresponding protein’s
amino acid sequence), the complementary DNA strand
may be synthesized (via methods discussed in Section
28-7) and used to isolate that particular mRNA.

C. Electrophoresis

Nucleic acids of a given type may be separated by
polyacrylamide gel electrophoresis (Sections 5-4B and
C) because their electrophoretic mobilities in such gels
vary inversely with their molecular masses. However,
DNAs of more than a few thousand base pairs cannot
penetrate even a weakly cross-linked polyacrylamide
gel, This difficulty is partially overcome through the use
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Figure 28-28

The chromatographic separation of single-stranded ang
duplex DNAs on hydroxyapatite by elution with a solution of
increasing phosphate concentration.

of agarose gels. By using gels with an appropriately low
agarose content, relatively large DNAs in various size
ranges may be fractionated. In this manner, plasmids
(small, autonomously replicating DNA molecules that
occur in bacteria and yeast), for example, may be sepa-
rated from the larger chromosomal DNA of bacteria.

Very Large DNAs Are Separated by Pulsed-Field
Gel Electrophoresis

The sizes of the DNAs that can be separated by
conventional gel electrophoresis are limited to
~100,000 bp, even when gels containing as little as
0.1% agarose (which makes an extremely fragile gel) are
used. However, the recent development of pulsed—field
gel electrophoresis (PFG) by Charles Cantor and Cas
sandra Smith has extended this limit to DNAs with up to
10 million bp (6.6 million kD). The electrophoresis ap-
paratus used in PFG has two or more pairs of electrodes
arrayed around the periphery of an agarose slab gel. The
different electrode pairs are sequentially pulsed _f0f
times varying from 0.1 to 1000 s depending on the s1z€5
of the DNAs being separated. Gel electrophoresi® o
DNA requires that these elongated molecules worm
their way through the gel’s labyrinthine channels more
or less in the direction from the cathode to the anode.
the direction of the electric field abruptly changes, these
DNAs must reorient their long axes along the new direc”
tion of the field before they can continue their passag®
through the gel. The time required to reorient very long
gel-embedded DNA molecules evidently increases Wit
their size. Consequently, a judicious choice of elect™® ¢
distribution and pulse lengths causes shorter DNAS to
migrate through the gel faster than longer DNAS
thereby effecting their separation.
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Figure 28-29 ]
n agarose gel electrophoretogram of double helical DNA.

After electrophoresis, the gel was soaked in a solution of
ethidium bromide, washed, and photographed under uv
light. The fluorescence of the ethidium cation is strongly
enhanced by binding to DNA so that each fluorescent band
marks a different sized DNA fragment. The three parallel
lanes contain identical DNA samgples so as to demonstrate
tne technique’s reproducibility. [Photo by Elizabeth Levine.
From Freifelder, D., Biophysical Chemistry. Applications to
Biochemistry and Molecular Biology (2nd ed.), p. 294, W. H.
Freeman (1982). Used by permission.]

Duplex DNA Is Detected by Selectively Staining It
with Intercalation Agents

The various DNA bands in a gel must be detected if
they are to be isolated. Double-stranded DNA is readily
stained by planar aromatic cations such as ethidium
ion, acridine orange, or proflavin.

g ————
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T —— - Incubate the
NaOH denature nitrocellulose-bound
— and blot onto e ONA with 32P-labeled
—v—a— nitrocellulose assmme-  DNA or RNA of &
e————— sheet - Specific sequence
— P —— >
Semcym—— —
\’- A A
h aETe——
——— ——
Gel electrg
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contaimng DNA ogram

Se
Quenceg of interest

Nitrocellulose
replica of the gel
electrophoretogram

i
T'QUre 28_30

Ethidium

9498
(CHy),N NS N(CHy)s

H
Acridine orange

g%
H,N NS NH,

H
Proflavin

These dyes bind to duplex DNA by intercalation (slip-
ping in bétween the stacked base pairs) where they ex-
hibit a fluorescence under UV light that is far more in-
tense than that of the free dye. As little as 50 ng of DNA
may be detected in a gel by staining it with ethidium
bromide (Fig. 28-29). Single-stranded DNA and RNA
also stimulate the fluorescence of ethidium but to a
lesser extent than does duplex DNA.

Southern Blotting Identifies DNAs with
Specific Sequences

DNA with a specific base sequence may be identified
through a procedure developed by Edwin Southern
known as the Southern transfer technique or more
colloquially as Southern blotting (Fig. 28-30). This pro-

S =L
lh 7 N F
/J.. —
AN, .X Autoradiograph
~ — N
DNA
s Jf‘ complementary
to 32P-labeled L
L'(_\_ . ~~, probe
5 p

Hybridization Autoradiogram

e d h .
Stection of DNAs containing specific base sequences by the Southern transfer technique.
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Figure 28-31 gradient that varies linearly from ~1.80 g-cm™2 at the

The separation of DNAs according to base composition by
equilibrium density gradient ultracentrifugation in CsCl
solution. An initially 8M CsCl solution forms a density

cedure takes advantage of the valuable property of ni-
trocellulose that it tenaciously binds single-stranded but
not duplex DNA. Following the gel electrophoresis of
double-stranded DNA, the gel is soaked in 0.5M NaOH
solution, which converts the DNA to the single-
stranded form. The gel is then overlaid by a sheet of
nitrocellulose paper which, in turn, is covered by a thick
layer of paper towels and the entire assembly is com-
pressed by a heavy plate. The liquid in the gel is thereby
forced (blotted) through the nitrocellulose so that the
single-stranded DNA binds to it at the same position it
had in the gel (the transfer to nitrocellulose can alterna-
tively be accomplished by an electrophoretic process
named electroblotting). After vacuum drying the nitro-
cellulose at 80°C, which permanently fixes the DNA in
place, the nitrocellulose sheet is moistened with a mini-
mal quantity of solution containing **P-labeled single-
stranded DNA or RNA that is complementary in se-
quence to the DNA of interest (the “probe”). The
moistened filter is held at a suitable renaturation tem-
perature for several hours to permit the probe to hy-
bridize to its target sequence(s), washed to remove the
unbound radioactive probe, dried, and then autoradio-
graphed by placing it for a time over a sheet of X-ray
film The positions of the molecules that are comple-
mentary to the radioactive sequences are indicated by a
blackening of the developed film. A DNA segment con-
taining a particular base sequence (e.g., a gene specify-
ing a certain protein) may, in this manner, be detected
and isolated. Specific DNAs may likewise be detected
by linking the probe to an enzyme that generates a col-
ored or fluorescent deposit on the blot. Such non-
radioactive detection techniques are desirable in a clini-
cal setting because of the health hazards, disposal
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bottom of the centrifuge tube to ~1.55 g-cm™2 at the top,
The amount of DNA in each fraction is estimated from its
UV absorbance, usually at 260 nm.

problems, and the more cumbersome nature of autora-
diographic methods.

Northern and Western Blotting, Respectively,
Detect RNAs and Proteins

Variations of Southern transfer, which are punningly
called northern transfer (northern blotting) and west-
ern transfer (western blotting), respectively detect spe-
cific RNAs and proteins. In northern blotting, RNA 1s
mmmobilized on nitrocellulose paper and detected
through the use of complementary radiolabeled RNA or
DNA probes. In western blotting, a protein mixture 1s
bound to nitrocellulose paper and speafic protens
identified by their binding of antibodies raised against
them. Nitrocellulose, however, binds proteins so tena-
ciously that, in some cases, it may interfere with their
immunochemical identification. In such cases, the -
trocellulose paper can be replaced by paper derivatiz'ed
with diazobenzyloxymethyl groups, which react with
the proteins’ primary amino groups so as to covalently
couple them to the paper.

Paper—O—CH,—O0— CH2©

Diazobenzyloxymethyl group

: Protein

Paper —O—CH;—O—CH,

Protein
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The separation of eukaryotic ribosomal RNAs by rate-zonal &
ultracentrifugation through a preformed sucrose density )
gradient. The RNAs migrate through the sucrose gradient at Tube Fraction number Tube
rates that are largely dependent on the molecular sizes. bottom (sedimentation rate) top

D. Ultracentrifugation

Equilibrium density gradient ultracentrifugation (Fig.
28-31; Section 5-5B) in CsCl constitutes one of the most
commonly used DNA separation procedures. The
bouyant density, p, of double-stranded Cs* DNA de-
pends on its base composition:

p=1.660+ 0.098 X¢,c [28.5]

so that a CsCl density gradient fractionates DNA ac-
tording to its base composition. For example, eukaryotic
NAs often contain minor fractions that band sepa-
Tately from the major species. Some of these satellite
bands consist of mitochondrial and chloroplast DNAs.
Another important class of satellite DNA is composed of
"®petitive sequences that are short segments of DNA
tandemly (one behind the other) repeated hundreds,
. Ousands, and in some cases, millions of times in a
Tomosome (Section 33-2B). Likewise, plasmids may
hlea Separated from bacterial chromosomal DNA by equi-
lum density gradient ultracentrifugation.
Ingle-stranded DNA is ~0.015 g-cm™ denser than
¢ € corresponding double-stranded DNA so that the
t(r) May be separated by equilibrium density gradient
butasentrifugation. RNA is too dense to band in CsCl
Oes so in Cs,50, solutions. RNA-DNA hybrids
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will band in CsCl but at a higher density than the corre-
sponding duplex DNA.

RNA may be fractionated by rate-zonal ultracentrifu-
gation through a sucrose gradient (Fig. 28-32; Section
5-5B). RNAs are separated by this technique largely on
the basis of their size. In fact, nbosomal RNA, which
constitutes the major portion of cellular RNA, is classi-
fied according to its sedimentation rate; for example, the
RNA of the E. coli small ribosomal subunit is known as
16S RNA (Section 30-3A).

5. SUPERCOILED DNA

The circular genetic maps of viruses and bacteria im-
plies that their chromosomes are likewise circular. This
conclusion has been confirmed by electron micrographs
in which circular DNAs are seen (Fig. 28-33). Some of
these circular DNAs have a peculiar twisted appear-
ance, a phenomenon that is known equivalently as su-
percoiling, supertwisting, or superhelicity. Super-
coiling arises from a biologically important topological
property of covalently closed circular duplex DNA that
is the subject of this section. It is occasionally referred to
as DNA'’s tertiary structure.
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Figure 28-33
Electron micrographs of circular duplex DNAs that vary in
their conformations from no supercoiling (left) to tightly

A. Superhelix Topology

Consider a double helical DNA molecule in which
both strands are covalently joined to form a circular
duplex molecule as is diagrammed in Fig. 28-34 (each
strand can only be joined toitself because the strands are
antiparallel). A geometric property of such an assembly is
that its number of coils cannot be altered without first
cleaving at least one of its polynucleotide strands. You can
easily demonstrate this to yourself with a buckled belt in
which each edge of the belt represents a strand of DNA.
The number of times the belt is twisted before it is buck-
led cannot be changed without unbuckling or cutting
the belt (cutting a polynucleotide strand).

This phenomenon is mathematically expressed

L=T+W [28.6]

in which:

1. L, the linking number, is the number of times that
one DNA strand winds about the other. This integer
quantity is most easily counted when the molecule’s
duplex axis is constrained to lie in a plane (see below).
However, the linking number is invariant no matter
how the circular molecule is twisted or distorted so long
as both its polynucleotide strands remain covalently in-
tact; the linking number is therefore a topological prop-
erty of the molecule.

2. T, the twist, is the number of complete revolutions
that one polynucleotide strand makes about the du-
plex axis in the particular conformation under con-
sideration. By convention, T is positive for right-
handed duplex turns so that, for B-DNA in solution,
the twistis normally the number of base pairs divided
by 10.5 (the number of base pairs per turn of the
B-DNA double helix under physiological conditions;
see Section 28-5B).
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supercoiled (right). {Electron micrographs by Laurien Polder
From Kornberg, A., DNA Replication, p. 29, W. H. Freeman,
(1980). Used by permission.]

3. W, the writhing number, is the number of turns that
the duplex axis makes about the superhelix axis in the
conformation of interest. If is a measure of the DNA’s
superhelicity. The difference between writhing and
twisting is illustrated by the familiar example in Fig,
28-35. W = 0 when DNA's duplex axis is constrained
to lie in a plane (e.g., Fig. 28-34); then L = T'so that L
may be evaluated by counting the DNA’s duplex
turns.

The two DNA conformations diagrammed on the right
of Fig 28-36 are topologically equivalent; that is, they
have the same hnking number, L, but differ in their
twists and writhing numbers. Note that T and W need
not be integers, only L.

Since L is constant in an intact duplex DNA circle, for

\m(ﬁ
’lm

miﬁ Eal f“ o

W e

Figure 28-34

A schematic diagram of covalently closed circular duplex. de
DNA that has 26 double helical turns. Its two polynU°|e°t'
strands are said to be topologically bonded to each othef
because, although they are not covalently finked, they
cannot be separated without breaking covalent bonds-
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Large writhing number,
smalt twist

Small writhing number,

large twist
L=9
__W T=9
Unwind one turn W=0
4
L=10
T=10
W=20
Twist once -
L-9
T=10
W=-1

F-
T'QUre 28-36

duwgg Ways of introducing one supercoil into a DNA with 10
a teX turns. The two closed circular forms shown (right)
Opologically equivalent; that is, they are interconvertible
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Figure 28-35

The difference between writhing and twist as demonstrated
by a coiled telephone cord. In its relaxed state (left), the cord
is in a helical form that has a large writhing number and a
small twist. As the coil is pulled out (middle) until it is nearly
straight (right), its writhing number becomes small as its
twist beeomes large.

every new double helical twist, AT, there must be an equal
and opposite superhelical twist; that is, AW = — AT. For
example, a closed circular DNA without supercoils (Fig.
28-36, upper right) can be converted to a negatively su-
percoiled conformation (Fig. 28-36, lower right) by
winding the duplex helix the same number of positive
(right handed) turns.

Supercoils May Be Toroidal or Interwound
A supercoiled duplex may assume two topologically
equivalent fo s:

1. Atoroidal elixin which the duplex axis is wound as
if about a cy inder (Fig. 28-37a).

2. An interwo nd helix in which the duplex axis is
twisted aro nd itself (Fig. 28-37b).

Note that thes two interconvertible superhelical forms
have opposite andedness. Since left-handed toroidal
turns may be co verted to left-handed duplex turns (see
Fig. 28-35), leftg anded toroidal turns and right-handed

oz,

Close circle
L=9
T=9
Ww=0
Equivalent
topologically
L=9
T=10
W=-1
Close circle

without breaking any covalent bonds. The linking number L,
twist 7, and writhing number W are indicated for each form.
Strictly speaking, the linking number is only defined for a
covalently closed circle
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(a) Toroidal

(b) Interwound

Figure 28-37

A rubber tube that has been (a) toroidally coiled around a
cylinder with its ends joined such that it has no twist, jumps
to (b) an interwound helix with the opposite handedness
when the cylinder is removed. Neither the linking number,
twist, nor writhing number are changed in this transformation.

DNA
sedimentation
velocity

W<0

Figure 28-38

The sedimentation rate of closed circular duplex DNA as a
function of ethidium bromide concentration. The intercalation
of ethidium between the base pairs locally unwinds the
double helix which, since the linking number of the circle is
constant, is accompanied by an equivalent increase in the
writhing number. As the superhelix unwinds, it becomes less
compact and sediments more slowly. At the low point on the
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interwound turns both have negative Writhip,
bers. Thus an underwound duplex (T < nunglbnum‘
bp/10.5), for example, will tend to develg ST of
handed interwound or left-handed toroidal Supsrhl'lg'ht\
turns when the constraints causing it to be un, derwehcal'
are released (the molecular forcesina DNA dollble(;?nd
ol

promote its winding to its normal number of p.
turns). elicy)

Supercoiled DNA Is Relaxed by Nicking One sy,
Supercoiled DNA may be converted to relaxeq o

cles (as appears in the left-most panel of Fig, 28. 33;5-
treatment with pancreatic DNase I, an endonucje y
(an enzyme that cleaves phosphodiester bonds Withiase
polynucleotide strand), which cleaves only one stran 2
of a duplex DNA. One single-strand nick is Sujﬁcientntd
relax a supercoiled DNA. This is because the Sugarf
phosphate chain opposite the nick is free to swivel aboys
its backbone bonds (F' . 28-18) so as to change the mo]-
ecule’s linking numbe and thereby alter its superheli-
city. Supercoiling builds up elastic strain in a DNA cir-
cle, much as it does in a  bber band. This is why the
relaxed state of a DNA ci cle is not supercoiled.

W>0

L ]

Ethidium bromide concentration —_—

curve, the DNA circles have bound sufficient ethidiur to
become fully relaxed. As the ethidium concentration 1S
further increased, the DNA supercoils in the opposité g
direction. The supertwisted appearances of the depicte
DNAs have been verified by electron microscopy- [A
Bauer, W. R., Crick, F. H. C., and White, J.H., Sci- Am.
243(1): 129 (1980). Copyright © 1980 by Scientific
American, Inc.]
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Figure 28-39

The X-ray structure of a complex of ethidium with 5-iodo
UpA. Ethidium (red) intercalates between the base pairs of
the doubie helically paired dinucleoside phosphate and

B. Measurements of Supercoiling

Supercoiled DNA, far from being just a mathematical
curiosity, has been widely observed in nature. In fact, its
discovery in polyoma virus DNA by Jerome Vinograd
stimulated the elucidation of the topological properties
of superhelices rather than vice versa.

Intercalating Agents Control Supercoiling by
Unwinding DNA
All naturally occurring DNA circles are underwound;
that is, their linking numbers are less than those of their
torresponding relaxed circles. This phenomenon has
bgen established by observing the effect of ethidium
blnding on the sedimentation rate of circular DNA (Fig.
28-38), Intercalating agents such as ethidium alter a cir-
Cular DNA’s degree of superhelicity because they cause
ihe DNA double helix to unwind by ~26° at the site of
¢ Intercalated molecule (Fig. 28-39). W< 0 in an
UNconstrained underwound circle because of the tend-
Ny of a duplex DNA to maintain its normal twist of
urn/10.5 bp. The titration of a DNA circle by ethi-
a;“m unwinds the duplex (decreases T), which must be
COmpani_ed by a compensating increase in W. This, at
'St, lessens the superhelicity of an underwound circle.
OWever, as the circle binds more and more ethidium,
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thereby provides a model for the binding of ethidium to
duplex DNA. [After Tsai, C.-C., Jain, S. C., and Sobell, H.
M., Proc. Natl. Acad. Sci. 72, 629 (1975).]

its value of W passes through zero (relaxed circles) and
then becomes positive so that the circle again becomes
superhelical. Thus the sedimentation rate of under-
wound DNAs, which is a measure of their compactness
and therefore their superhelicity, passes through a min-
imum as the ethidium concentration increases. This is
what is observed with native DNAs (Fig. 28-38). In con-
trast, the sedimentation rate of an overwound circle
would only increase with increasing ethidium concen-
tration.

DNAs Are Separated According to Their Linking
Number by Gel Electrophoresis

Gel electrophoresis also separates similar molecules
on the basis of their compactness so that the rate of
migration of a circular duplex DNA increases with its
degree of superhelicity. The agarose gel electrophoresis
pattern of a population of chemically identical DNA
molecules with different linking numbers therefore
consists of a series of discrete bands (Fig. 28-40). The
molecules in a given band all have the same linking
number and differ from those in adjacent bands by
AL= *=1.

Comparison of the electrophoretic band patterns of
simian virus 40 (SV40) DNA that had been enzymatic-
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Figure 28-40

The agarose gel electrophoresis pattern of SV40 DNA. Lane
1 contains the negatively supercoiled native DNA (lower
band). In lanes 2 and 3, the DNA has been exposed for 5
and 30 min, respectively, to an enzyme, known as a Type |
topoisomerase (Section 28-5C), that relaxes the supercoils
one at a time. Neighboring bands contain DNAs that differ by
AL = x1. [From Keller, W., Proc. Natl. Acad. Sci. 72, 2553
(1975).]

ally relaxed to varying degrees and then resealed (Fig.
28-40) reveals that 26 bands separate native from fully
relaxed SV40 DNAs. Native SV40 DNA therefore has

= —26 (although it is somewhat heterogeneous in
this quantity). Since SV40 DNA consists of 5243 bp, it
has 1 superhelical turn per ~19 duplex turns. Such a
superhelix density is typical of circular DNAs from
various biological sources.

DNA in Physiological Solution Has 10.5 Base Pairs
Per Turn

The msertion, using genetic engineering techniques
(Section 28-8B), of an additional x base pairs into a su-
perhelical DNA will increase its linking number by
x/h°, where h° is the number of base pairs per duplex
turn Such an insertion will shift the position of a band
in the DNA's gel electrophoretic pattern by x/h° of the
distance to the preceding band. By measuring the effects
of several such insertions James Wang established that
h° =10.5 = 0.1 bp for B-DNA in solution under physi-
ological conditions.
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C. Topoisomerases

The normal biological functioning of DNA occyys o
it is in the proper topological state. In such basic biolo Ji
processes as RNA transcription, DNA replicati(,n Cal
genetic recombination, the recognition of a basea
quence requires the local separation of complemeng Se-
polynucleotide strands. The negative supercojip, y
naturally occurring DNAs results in a torsiong] str of
that promotes such separations since it tends to unWiam
the duplex helix (an increase in W must be accompanirég
by a decrease in T). If DNA lacks the proper supethelicg
telil1sion, the above vital processes occur quite slowly, if gt
all.

The supercoiling of DNA is controlled by a remarkap,

group of enzymes known as topoisomerases. They are so
named becausse they alter the topological state (linking

Duplex DNA Duplex DNS
(n turns) (n-1tum
Figure 28-41

By cutting a single-stranded DNA, passing a loop of it
through the break and then resealing the break, TYP
topoisomerase can (@) catenate two single-»stranded circ
or (b) unwind duplex DNA by one turn.
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umber) of circular DNA but not its covalent structure.
pere are two classes of topoisomerases:

T
Typel topoisomerases act by creating transient sin-
’ gle_strand breaks in DNA.

Type 1l topoisomerases act by making transient
" double-strand breaks in DNA/

¢ I Topoisomerases Incrgmentally Relax
Supercoiled DNA
Type I topoisomerases,” which are also known as
nicking-CIOSing enzynies, are monomeric proteins of
100 to 120 kD that afe widespread in both prokaryotes
and eukaryotes. They catalyze the relaxation of negative
supercoils in DNA by increasing its linking number in in-
crements of one turn. The exposure of a negatively super-
coiled DNA to nicking ~ closing enzyme sequentially in-
creases its linking number until the supercoil is entirely
relaxed. A clue to the mechanism of action of this en-
zyme was provided by the observation that it reversibly
catenates (interlinks) single-stranded circles (Fig.
28-41a). Apparently the enzyme operates by cutting a
single strand, passing a single-strand loop through the
resulting gap, and then resealing the break (Fig. 28-41b)
thereby twisting double helical DNA by one turn. In
support of this hypothesis, the denaturation of prokary-
otic nicking—closing enzyme that has been incubated
with single-stranded circular DNA yields a linear DNA
that has its 5’-terminal phosphoryl group linked to the
enzyme via a phosphotyrosine diester linkage.

Type I topoisomerase
CH,
Tyr

7
0O P—O—CH Base
I 20

0 H H
H H
o0
‘o~ﬁ—o—---—o—1">—o—CHZ 0. Base
0 [¢] H H
DNA H H
OH H

Denatured eukaryotic nicking - closing enzymes are in-

Stead linked to the 3’ end of DNA in a like manner. By

Orming such covalent enzyme-DNA intermediates, the free

Energy of the cleaved phosphodiester bond is preserved so
A no energy input is required to reseal the nick.

Type 11 Topoisomerases Supercoil DNA at the
XPense of ATP Hydrolysis
Tokaryotic Type II topoisomerases, which are also
"own as DNA gyrases, are ~400-kD proteins that
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consist of two pairs of subunits designated A and B.
These enzymes catalyze the stepwise negative supercoiling
of DNA with the concomitant hydrolysis of an ATP to
ADP + P;. In the absence of ATP, DNA gyrase relaxes
negatively supercoiled DNA but at a relatively slow rate.
It can also tie knots in double-stranded circles as well as
catenate them. Eukaryotic Type II topoisomerases only
relax supercoils; they neither generate them nor hydro-
lyze ATP. DNA supercoiling in eukaryotes is generated
somewhat differently (Section 33-1B).

Prokaryotic DNA gyrases are specifically inhibited by
two classes of antibiotic. One of these classes includes
the Streptomyces derived novobiocin and the other con-
tains the clinically useful antibacterial agent oxolinic
acid.

H3(|3 oH CH, H,C CH,
3 O
0 0 o O OH |
CH;, /
H H N—C
H H HO H (II)
(I) OH
i
H,N
Novobiocin
o
< Z | SoH
CH,—CHj,

Oxolinic acid

Both classes of antibiotic profoundly inhibit bacterial DNA
replication and RNA transcription thereby demonstrating
the importance of supercoiled DNA in these processes.
Studies using antibiotic resistant E. coli mutants demon-
strated that oxolinic acid associates with DNA gyrase’s A
subunit and novobiocin binds to its B subunit.

The gel electrophoretic pattern of duplex circles that
have been exposed to DNA gyrase, with or without
ATP, show a band pattern in which the linking numbers
differ by increments of two rather than one as occurs
with nicking-closing enzymes. This observation is
strong evidence that DNA gyrase acts by cutting both
strands of a duplex, passing the duplex through the break

and resealing it (Fig. 28-42). This hypothesis is corrobor-

ated by the observation that when DNA gyrase is incu-
bated with DNA and oxolinic acid, and subsequently
denatured with guanidinium chloride, its A subunits
remain covalently linked to the 5 ends of both cut
strands through phosphotyrosine linkages. Apparently
oxolinic acid interferes with gyrase action by blocking
the strand breaking - rejoining process. Novobiocin, on
the other hand, prevents ATP from binding to the en-
zyme.
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"
% Cut duplex
loop and pass .
strand through ‘ eseal
gap gap

Figure 28-42

A demonstration, in which DNA is represented by a ribbon,
that cutting a duplex circle, passing the strand through the
resulting gap, and then resealing the break changes the
(a)

-~

, /7 DNA
DNA gyrase DNA wraps enzyme
in a right-
handed coil
l v"""-. e i}'f?;/‘{‘
(b)
0

Enzyme makes
double-strand
scission in DNA

() l

DNA segment
Vv passes through
gap

(e) Enzyme seals
the break

Resulting left-
handed coil's
linking number L
is decreased by 2
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Separate \
duplex k ‘Y
strands \
lengthwise ‘ !
—_— .
u% -

turng

linking number by two. Separating the resulting strangg
(slitting the ribbon along Iits length; right), indicates that one
strand makes two complete revolutions about the other

The exposure of a gyrase—DNA complex to Staphylo.
coccal nuclease protects the DNA from nuclease degra
dation in a 140 bp fragment that is roughly centered ¢y,
the gyrase cleavage site. The length of this protecteq
fragment suggests that the DNA is wrapped around the
enzyme. This observation led Nicholas Cozzarelli o
propose the mechanism of gyrase~DNA action dia-
grammed in Fig. 28-43. It is named the sign inversion
mechanism because it converts a right-handed toroidal
supercoil to a left-handed toroidal supercoil.

6. NUCLEIC ACID SEQUENCING

The basic strategy of nucleic acid sequencing is iden-
tical to that of protein sequencing (Section 6-1). It in-
volves:

1. The specific degradation and fractionation of the
polynucleotide of interest to fragments small enough
to be fully sequenced.

2. The sequencing of the individual fragments.

3. The ordering of the fragments by repeating the pre-
ceding steps using a degradation procedure that
yields a set of polynucleotide fragments that overlap
the cleavage points in the first such set.

Before about 1975, however, nucleic acid sequencing
techniques lagged far behind those of protein sequenc
ing largely because there were no available endonucle-

Figure 28-43

The sign inversion mechanism of DNA gyrase action. Thé
duplex DNA is initially wrapped about the enzyme in @
right-handed toroidal coil (1). The enzyme then makes a
double-strand scission in the DNA (2), passes a DNA 5)
segment through the gap (3, 4), and reseals the preak ( .
This changes the handedness of the coil to the jeft-hand
form so that the DNA s linking number L is decreased bY
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ases that were specific for sequences greater than a nu-
Jeotide. Rather, nucleic acids were cleaved into
relatively short fragments by partial digestion with en-
zymes such as ribonuclease T1 (from Aspergillus ory-
218, which cleaves RNA after guanine residues, or pan-
creatic ribonuclease A, which does so after pyrimidine
residues. Moreover, there is no reliable polynucleotide
reaction analogous to the Edman degradation for pro-
teins (Section 6-1A). Consequently, the polynucleotide
fragments were sequenced by their partial digestion
with either of two exonucleases (enzymes that sequen-
Hially cleave nucleotides from the end of a polynucleo-
tide strand): snake venom phosphodiesterase, which
removes residues from the 3’ end of polynucleotides
(Fig- 28-44), or spleen phosphodiesterase, which does
so from the 5’ end. The resulting oligonucleotide frag-
ments were identified from their chromatographic and
electrophoretic mobilities. Sequencing RNA in this
manner is a lengthy and painstaking procedure.

The first biologically significant nucleic acid to be se-

uenced was that of yeast alanine tRNA (Section

30-2A). The sequencing of this 76-nucleotide molecule
by Robert Holley, a labor of 7 years, was completed in
1965, some 12 years after Frederick Sanger had deter-
mined the amino acid sequence of insulin. This was
followed, at an accelerating pace, by the sequencing of
>300 species of tRNAs and the 55 ribosomal RNAs
(Section 30-3A) from several organusms. The art of RNA
sequencing by these techniques reached its zenith in
1976 with the sequencing, by Walter Fiers, of the entire
3569 nucleotide genome of the bacteriophage MS2. In
comparison, DNA sequencing was 1n a far more primi-
tive state because of the lack of available DNA endonu-
cleases with any sequence specificity.

Since 1975 there has been dramatic progress in nu-
cleic acid sequencing technology. This has been made
possible by three advances:

L. The discovery of restriction endonucleases, en-
zymes that cleave duplex DNA at specific sequences.

2. The development of DNA sequencing techniques.

- The development of molecular cloning techniques
(Section 28-8), which permut the acquisition of any
identifiable DNA segment in the amounts required
for sequencing. Their use is necessary because most
Specific DNA sequences are normally present in a
genome in only a single copy.

These procedures are largely responsible for the present
Tevolution” in molecular biology that is discussed in

Succeeding chapters. The use of restriction endonucle-

3ses and DN A sequencing techniques are the subject of
1S section.

raT~he pace of nucleic acid sequencing has become so

Sepld that directly determing a protein’s amino acid
Quence is far more difficult than determining the base
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GCACUUGA
snake venom
phosphodiesterase

GCACUUGA
GCACUUG
GCACUU

GCACU

GCAC

GCA

G C + Mononucleotides

Figure 28-44

The sequence determination of an oligonucleotide by partial
digestion with snake venom phosphodiesterase. This
enzyme sequentially cleaves the nucleotides from the 3' end
of a polynucleotide that has a free 3'-OH group. Partial
digestion of an oligonucleotide with snake venom
phosphodiesterase yields a mixture of fragments of all
lengths, as indicated, that may be chromatographically
separated Comparison of the base compositions of pairs of
fragments that differ in length by one nucleotide establishes
the identity of the 3'-terminal nucleotide of the larger
fragment. In this way the base sequence of the
oligonucleotide may be elucidated

sequence of its corresponding gene (although amino
acid and base sequences provide complementary infor-
mation; Section 6-1K). There has been such a flood of
new DNA sequences—so far ~40 mullion bases and
increasing at the rate of 10 million bases per year — that
only computers can keep track of them. A recent high
point in the sequencer’s art was the determination of the
entire 172,282 bp sequence of Epstein-Barr virus
(human herpesvirus) DNA. Indeed, preparations are
under way to sequence the 2.9 billion bp human ge-
nome (although the magnitude of this project is such
that if the DNA sequencing rate can be increased, as itis
hoped, to 1 million bp/day, the project will still take
nearly 10 years to complete).

A. Restriction Endonucleases

Bacteriophages that propagate efficiently on one bac-
terial strain, such as E. coli K12, have a very low rate of
infection (~0.001%) in a related bacterial strain such as
E. coli B. However, the few viral progeny of this latter
infection propagate efficiently in the new host but only
poorly 1n the original host. What is the molecular basis
of this host-specific modification system? Werner
Arber showed that it results from a restriction-modifi-
cation system in the bacterial host that consists of a
restriction endonuclease and a matched modification
methylase. The restriction endonuclease recognizes a spe-
cific base sequence of four to eight bases in double-stranded
DNA and cleaves both strands of the duplex. The modifica-
tion methylase methylates a specific base (usually at the
amino group of an adenune residue or the 5-position of a
cytosine) in the same base sequence recognized by the
restriction enzyme. The restriction enzyme does not
cleave such a modified DNA. A newly replicated strand
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of bacterial DNA, which is protected from degradation
by the methylated parent strand with which it forms a
duplex, is modified before the next cycle of replication.
The restriction-modification system is therefore thought to
protect the bacterium against invasion by foreign (usually
viral) DNAs which, once they have been cleaved by a
restriction endonuclease, are further degraded by bacte-
rial exonucleases. Invading DNAs are only rarely modi-
fied before being attacked by restriction enzymes. Once
a viral genome becomes modified, however, it is able to
reproduce in its new host. Its progeny, however, are no
longer modified in the way that permits them to propa-
gate in the original host.

There are three known types of restriction endonucle-
ases. Type I and Type IIl restriction enzymes each carry
both the endonuclease and the methylase activity on a
single protein molecule. Type I restriction enzymes
cleave the DNA at a possibly random site located at least
1000 bp from the recognition sequence, wl}ereas Type
IIT enzymes do so 24 to 26 bp distant from the recogni-
tion sequence. However, Type 1l restriction enzymes,
which were discovered and characterized by Hamilton

Table 28-5

Reécognition and Cleavage Sites of Some Type II
Restriction Enzymes

Recognition
Enzyme Sequence* Microorganism
Alul AG|CT Arthrobacter luteus
BamHI GIGATC*C Bacillus amyloliquefaciens H
Bgll GCCNNNNJ Bacillus globigii

NGCC

Bglll AlGATCT Bacillus globigii
EcoRI GlAA*TTC Escherichia colt RY13
EcoRIL lCC*(‘%)GG Escherichia coli R245
FnuDI GGlcC Fusobacterium nucleatum D
Haell PuGCGC|Py Haemophilus aegyptius
Haelll GGlc*C Haemophilus aegyptius
HindIi A*| AGCTT Haemophilus influenzae Ry
Hpall ClC*GG Haemophilus parainfluenzae
Pstl CTGCAIlG Providencia stuartii 164
Sall GITCGAC Streptomyces albus G
Tagl TJCGA* Thermus aquaticus
Xhol ClTCGAG Xanthomonas holcicola

# The recognition sequence is abbreviated so that only one strand,
reading 5’ to 3, is given. The cleavage site is represented by an
arrow (}) and the modified base, where it is known, is indicated by
an asterisk (A* is N6-methyladenine and C* is 5-methylcytosine).
Pu, Py, and N represent purine nucleotide, pyrimidine nucleotide,
and any nucleotide, respectively.

Source: Roberts, R. ]J., Methods Enzymol. 68, 2741 (1979).
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Smith and Daniel Nathans in the late 19605, are g
rate entities from their corresponding myg, diﬁcaepa-
methylases. They cleave DNAs at specific sites with,-ntl h
recognition sequence, a property that makes Type I1 rest t,he
tion enzymes indispensible biochemical tools for py A ic
nipulation. In the remainder of this section we di Scma‘
only Type Il restriction enzymes. uss
Over 500 species of Type Il restriction enzymeg Wit
> 100 cuffering specificities and from a variety of bacte
ria have been characterized. Several of the more widel -
used species are listed in Table 28-5. A restriction endo.
nuclease is named by the first letter of the 8ENUS of th
bacterium that produced it and the first two letters of its
species, followed by its serotype or strain designatio“, if
any, and a roman numeral if the bacterium containg
more than one type of restriction enzyme. For example
EcoRI is produced by E. coli strain RY13. '

Most Restriction Endonucleases Recognize
Palindromic DNA Sequences

Most restriction enzyme recognition sites possess
exact twofold rotational symmetry as is diagrammed in
Fig. 28-45. Such sequences are known as palindromes,

A palindrome is a word, verse, or sentence that reads
the same backwards or forwards. Two examples are
““Madam, I'm Adam” and ““Sex at noon taxes.”

Many restriction enzymes, such as EcoRI (Fig. 28-45g),
catalyze the cleavage of the two DNA strands at posi-
tions that are symmetrically staggered about the center
of the palindromic recognition sequence. This yields
restriction fragments with complementary single-
stranded ends that are from one to four nucleotides in
length Restriction fragments with such cohesive or
sticky ends can associate by complementary base pair-
ing with other restriction fragments generated by the

(a) EcoRI

| -
s 5~A_§igff

P
3—C—T—T—A—A— 5 3—T—CTGA"S

!

(6) Alul

l Cleavage site Twofold symmetry axis

Figure 28-45 s
The recognition sequences of the restriction endonucleasé

(a) EcoRI and (b) Alul showing their twofold (palindromic)
symmetry and indicating their cleavage sites.
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ame restriction enzyme. Some restriction cuts, such as
fhat of Alul (Fig. 28-45b), pass through the twofold axis
of the palindrome to yield restriction fragments with
fully base paired blunt ends. Since a given base has a
one fourth probability of occurring at any nucleotide
osition (assuming the DNA has equal proportions of all
pases), restriction enzyme with an n-base pair recogni-
tion site produces restriction fragments that are, on
average, 4" base pairs long. Thus Alul (4 bp recognition
sequence) and EcoRI (6 bp recognition sequence) restric-
fon fragments should average 44 =256 and 4%=
4096 bp in length, respectively.

The X-Ray Structure of the EcoRI-DNA Complex
Reveals the Molecular Basis of Its Recognition
speciﬁcity
The X-ray structure of EcoRI endonuclease in complex

with a segment of B-DNA containing the enzyme’s rec-
ognition site was determined by John Rosenberg. The
DNA binds in the twofold symmetric cleft between the
two identical 276-residue subunits of the dimeric en-
zyme (Fig. 28-46) thereby accounting for the DNA’s

alindromic recognition sequence. The protein induces
the DNA to kink in three places in a manner that par-
tially unwinds the DNA so as to widen the major groove
at the recognition site. Recognition specificity is pro-
vided by a tight complementary association of the pro-
tein with the major groove of the DNA involving 12
hydrogen bonds between the side chains of Glu 144,
Arg 145, and Arg 200 on both protein subunits and the
purine bases of the palindromic recognition site.

() (b)

Figure 2846
che X-ray structure of the EcoRI endonuclease - DNA
Omplex. (a) Space-filling model showing the duplex DNA
tv?,und to the dimeric protein as viewed along the complex’s
. é’tfqld axis of symmetry. The two subunits of the dimeric
ide €in are shown in yellow and orange while the DNA's
A ntl_cal strands are shown in green and blue. (b) Ribbon
awing of one EcoRI endonuclease subunit interacting with
©DNA's major groove. The view is ~90° away from that
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Figure 28-47

Agarose gel electrophoretograms of restriction digests of
Agrobacterium radiobacter plasmid pAgK84 with (A) Bam HI,
(B) Pst |, (C) Bglli, (D) Haelll, (E) Hin cll, (F) Sacl, (G) Xbal,
and (H) Hpal. Lane (l) contains A phage DNA digested with
Hin dIll as a standard since these fragments have known
sizes. [From Slota, J. E. and Farrand, S. F., Plasmid 8, 180
(1982). Copyright © 1982 by Academic Press.]

Restriction Maps Provide a Means of
Characterizing a DNA Molecule

The treatment of DNA with a restriction endonucle-
ase produces a series of precisely defined fragments that
can be separated according to size by gel electrophoresis
(Fig. 28-47). Complementary single strands can be sepa-

(c)

-\

in Part (a). (c) A skeletal model of the complex as viewed
down the DNA'’s helical axis showing the protein’s
polypeptide backbone and the DNA’s nonhydrogen atoms.
The two protein subunits are drawn in yellow and pink while
the DNA is drawn in blue. [Parts (a) and (c) Courtesy of John
M. Rosenberg, University of Pittsburgh. Part (b) after
Rosenberg, J. M., McClarin, J. A., Frederick, C. A., Wang,
B.-C., Grable, J., Boyer, H. W., and Greene, P., Trends
Biochem. Sci. 12, 396 (1987).]
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rated either by melting the DNA and subjecting it to gel
electrophoresis, or by density gradient ultracentrifuga-
tion in alkaline CsCl. The single strands can be se-
quenced by one of the methods described below. If a
DNA segment is too long to sequence, it may be further
fragmented with a second, efc., restriction enzyme be-
fore its strands are separated.

A diagram of a DNA molecule showing the relative
positions of the cleavage sites of various restriction en-
zymes is known as its restriction map. Such a map is
generated by subjecting the DNA to digestion with two
or more restriction enzymes, both individually and in
mixtures. By comparing the lengths of the fragments in
the various digests, as determined, for instance, by their
electrophoretic mobilities, a restriction map can be con-
structed. For example, consider the 4-kilobase pair (kb)
linear DNA molecule that BamHI, HindIIl, and their
mixture cut to fragments of the lengths indicated in Fig.
28-484. This information is sufficient to deduce the po-
sitions of the restriction sites in the intact: DNA and
hence to construct the restriction map diagrammed in
Fig. 28-48b. The restriction map of the SV40 chromo-
some is shown in Fig. 28-49. The restriction sites are
physical reference points on a DNA molecule that are
easily located. Restriction maps therefore constitute a con-
venient framework for locating particular base sequences on

ey N e
~4B¥L & 1
5P B E
E L
G I A
. . K \ F
H . J B
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H
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C 0.9 co 0.1
i A D
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g 08
. F
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0.7 A
0 Bgl1
* C 0.6 Taql 0.4
0.5
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A Hpal H
! D HinTI 111
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i g H Hinl
B B “EcoRI A
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+
HindIII BamHI BamHj
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1.3 kb ————

R O R —
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(®) indITT
BamHI BamH1
0 1.8 28 3.1 40k
18— 1.0 |09 —
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Figure 28-48

(a) The gel electrophoretic patterns of digests of a
hypothetical DNA molecule with Hindlll, BamHI, and their
mixtures. The lengths of the various fragments are indicated.
(b) The restriction map of the DNA resulting from the
information in Part (a). This map is equivalent to one that
has been reversed, right to left.

c @
b A
B E H%
L“;
~ F
|
C
F

Figure 28-49 - lar
A restriction map for the 5243 bp C'_rcutes
'DNA of 8V40. The central circle indica
the fractional map coordinates with
respect to the single EcoRl restrictio
The letters A,B,C, . in eachring
represent the various restriction frag
of the corresponding restriction enzy
order of decreasing length. [After 9]
Nathans, D., Science 206, 905 (1979)
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Allele 11

DNA has only
2 of the target sites

3

A | B> |

Cleave with
restriction enzyme
and electrophorese

! Fragment C has
same size as
A + B combined

Figure 28-50

the number and sizes of its restriction fragments.

a chromosome and for estimating the degree of difference
between related chromosomes.

Restriction-Fragment Length Polymorphisms
Provide Markers for Characterizing Genes

Individuality in humans and other species derives
from their high degree of genetic polymorphism; ho-
mologous human chromosomes differ in sequence, on
average, every 200 to 500 bp. These genetic differences
create or eliminate restriction sites. Restriction enzyme
digests of the corresponding segments from homolo-
gous chromosomes therefore contain fragments with
different lengths; that is, these DNAs exhibit restric-
tion-fragment length polymorphisms (RFLPs; Fig.
28-50).

RFLPs are useful markers for identifying chromo-
somal differences (Fig. 28-51). They are particularly
valuable for diagnosing inherited diseases for which the
molecular defect is unknown. If a particular RFLP is so
closely linked to a defective gene that there is little
chance the two will recombine from generation to gen-
€ration (recall that the probability of recombination be-
tf’VEen two genes increases with their physical separa-
ton on a chromosome; Section 27-1C), then the
detection of that RFLP in an individual is indicative that
the individual has also inherited the defective gene. For
ar €xample, Huntington’s chorea, a progressive and in-
es Variably fatal neurological deterioration, whose symp-
Oms first appear around age 40, is caused by a dominant

e R“t unknown genetic defect. The identification of an
nts FLP thatis closely linked to the defective Huntington’s
e in 8ene has permitted the children of Huntington’s chorea

:ilctims (50% of whom inherit this devastating condi-
| On) to make informed decisions in ordering their lives.

41

-
P

— C

A mutational change that affects a restriction site in a DNA segment alters

By the same token, the identification of RFLPs asso-
ciated with the genetic defects causing cystic fibrosis (a
debilitating and often fatal autosomal recessive disease;
heterozygotes, who comprise 5% of the Caucasian pop-
ulation, are asymptomatic), and Duchenne muscular
dystrophy (an X-linked degenerative disease of muscle
that is invariably fatal by around age 25) have permitted

Pedigree and genotypes

P
C BD BB

Fy

ST

AB AB BC BC BC AB

Alleles

A —
B —a

Figure 28-51

RFLPs are inherited according to the rules of Mendelian
genetics. Four alleles of a particular gene, each '
characterized by different restriction markers, can occur in
all possible pairwise combinations and segregate
independently in each generation (circles represent females
and squares represent males). In the P (parental) generation,
two individuals are heterozygous (CD and BD) and the other
two are homozygous (AA and BB) for the gene in question.
Their children, the F, generation, are AC and BB.
Consequently, every individual in the F, generation
(grandchildren) inherited either an A or a C from their mother
and a B from their father. [Courtesy of Ray White, University
of Utah Medical School.]
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the in utero diagnoses of these diseases. (Note that the
availability of fetal testing has actually increased the
number of births because many couples who knew they
had a high risk of conceiving a genetically defective

B. Chemical Cleavage Method

After 1975, several methods were develope

d
rapid sequencing of long stretches of DNA_ for the

. Wo
child previously chose not to have children.) them, ﬂIe chgﬁ)llcangleaz\;agg metgod of Allan aXa?ri
RFLPs are also valuable markers forisolatingand thus ~ 2nd Wa t((eir Gi F;t ( (ig' ' k-S ), an t;‘e chaltbtermina~
sequencing their closely linked but unknown genes. In- tor proce ure‘;) N rederic ?3891' (the same Ndivigy,,
deed, the first phase in sequencing the human genome, ~ WhO Plo?eere dt € ;mmlo ac11 sequencing of Proteing)
which is already well underway, is to identify a seriesof ~ 2T¢ wide );use Aan are argehy r(;spon&ble for the vast
~100 equally spaced markers on each of the 23 human ~ Number of DN sfeq}*:l.ences't at ad‘;e been elucidateqy
b . chromosomes. In the remainder of this section, we discuss the chemicy)
(@) 0 O (le3
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HN ‘ \> (”) | +\>
HN Ny N CHy;—0—S—0—CHj D HNTN N
¢ i
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Il [
0 H H Y H H
H H H H
0O H Cl) H
I
-0 - ]i) =0 00— 1]3 =0
o 0
DNA 9 <|3H3
e PoiBay, or HN N
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s 1P “’"‘ﬂ"ﬂ“ : : 7-Methylguanine
’ 5 N 5
| L o
—o—llzl'—O—CHz OH Piperidine O_IHJ_O_CH2 OH
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CIDH H,0 o
“0— ]i'.\ =0 00— Il) =0
0 0
0
‘0—1”3—0‘ + CH,
0 (I/O CH=N* )
~
CH=CH
+ Figure 28-52
o~ The reactions used in the chemical cleavage method t0 DNA
I cleave DNA at specific bases. (a) Reactions that cleavé
“0—P=0 before G residues. Both A and G residues are cleaved |
| these bases are protonated rather than methylated. (b) T
0 (opposite) Reactions that cleave DNA before C reS|due§['1
: residues react similarly but their reaction is suppressed !
Cleaved DNA 1.5M NaCl.
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Nl NZ N3
’ \l\ p$ pj
DNA

vage and chain-termiator methods as well as
Cleihods for sequencing RNA.,
me

¢ End of the DNA Must Be Radioactively Labeled

The first step in the chemical cleavage method is to

dio oactively label one end of the DNA, usually the 5

2 4, with 32p, If the DNA already has a 5’ phosphate

en’ up, this first must be removed by treatment with
all(:ahne phosphatase from E. coli.

alkaline H,0
P;

phosphatase

Nl NZ N3
HO\|\ p\t\ p\l>

® NH,
N7 |
: A
O H,N—NH,
I
~“0—P—O0—CH, o Hydrazine
Il
0 H H
H H
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0
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. N
: H
(l) Piperidine
0—P—0—CH, o /.
o ki g CH=XN
H 0
oY I
7~ H,N— C— NH,
0 ]i:’=0

i
"0—P—O0 + CH,

(l)
I | o ‘ ) —
0 o7 /CH——-N* + o—P 0
\
CH=CH

Cleaved DNA
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Then the 5’ terminus is labeled in a reaction with
[y-32P]ATP as catalyzed by polynucleotide kinase from
E. coli infected with bacteriophage T4.

A~ + HO} p} p}
L DNA

v-32PJATP

polynucleotide kinase
ADP C,

The DNA Is Cleaved in a Base-Specific Manner

The basic strategy of the chemical cleavage method is to
specifically cleave the end-labeled DNA at only one type of
nucleotide under conditions such that each molecule is bro-
ken at an average of one randomly located susceptible bond.
This produces a set of radioactive fragments whose mem-
bers extend from the 32P-labeled end to one of the positions
occupied by the chosen base. For example, if the DNA to
be sequenced is

32p_.TGTAGGAGCT

cleavage on the 5’ side of the G residues, for instance,
would produce the following set of 5'-labeled frag-
ments:

2p_TGTAGGA
32p.TGTAG
32p_.TGTA

32P -T

Polyacrylamide gel electrophoresis separates these
fragments according to size. Hence the positions of the G
residues in the DNA may be identified from the relative
positions on the gel of their corresponding 3*P-labeled frag-
ments as revealed by autoradiography. (The unlabeled
cleavage fragments are, of course, not observed in this
procedure.) In order for this method to work, the gel
must be of sufficient resolving power to unambiguously
separate fragments that differ in length by only one
nucleotide.

The DNA to be sequenced may be cleaved at specific
bases by subjecting it, in separate aliquots, to four dif-
ferent treatments:

1. Gonly

The DNA is reacted with dimethyl sulfate (DMS),
which methylates G residues at N(7), thereby ren-
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Figure 28-53
An autoradiograph of a sequencing gel containing fragments
of a DNA segment that was treated according to the
chemical cleavage method of sequence analysis. The DNA
was %P labeled at its 5’ end. The DNA’s deduced sequence
is wnitten beside the gel. Since the shorter fragments, which
have the larger spacing, are at the bottom of the gel, the
5’ — 3 direction in the sequence corresponds to the
upward direction in the gel. [Courtesy of David Dressler,
Harvard University Medical School.]
dering the glycosidic bond of the methylated residue
susceptible to hydrolysis (Fig. 28-52a). Subsequent
treatment by piperidine cleaves the polynudeoﬁde
chain before the depurinated residue.

2. A+G

DMS preferentially methylates A residues at NG)
rather than N(7) and hence the above treatment
cleaves DNA at A residues at only about oné fifth the
rate it does at G residues. If, instead, the DNA 18
treated with acid, both A and G are released at com't
parible rates to yield the same depurinated produc
indicated in Fig. 28-524. Piperidine treatment then
causes strand cleavage before both A and G rest ue‘i
The A residues are identified by comparing the po®
tions of the G and the A + G cleavages.

3.C+T

The reaction of DNA with hydrazine (NHngNI:eZ?
followed by piperidine treatment cleaves D
fore both ifs C and T residues (Fig. 28-52)-

4. C only

If DNA is treated with the hydrazine in 1.5

MNeCh
only its C residues react appreciably. Then, 2°
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the purines, the comparison of the C and the C+ T
(Jeavage positions identifies the T residues.

all four reactions, the conditions are adjusted so that
In strands are cleaved at an average of one randomly
1o§ated position each.
jeavage Fragments Are Separated According to Size
The four differently fragmented samples of the DNA,
+G, G C, and C + T, are simultaneously electro-
noresed in parallel lanes on a sequencing gel. Thisis a
jong, thin (as little as 0.1 mm X up to 200 cm) poly-
acrylamide slab. It contains ~8M urea and is run at
_70°C so as to eliminate all hydrogen bonding associa-
fions. These conditions ensure that the DNA fragments
separate only according to their size. The sequence of the
DNA can then be directly read off an autoradiogram of the
sequencing gel as is indicated in Fig. 28-53. Indeed, com-
uaterized devices are available to aid in doing so. How-
ever, a single gel is incapable of resolving much more
than 100 consecutive fragments. This limitation is cir-
cumvented by electrophoresing three sets of the four
differently cleaved samples for successively longer

C

Template

T

G T C A C
OH + OH +
Y Y Y pPP
5' Primer L3 dCTP

PP; DNA polymerase 1

G T C A C

\ \ OH +
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times so as to best resolve the shortest, intermediate
length and longest fragments, respectively. In this man-
ner, the base sequence of a 200 to 300 nucleotide DNA
fragment can normally be determined from one set of
sequencing reactions (although technical advances are
steadily increasing this number).

Since the base-specific cleavages destroy the corre-
sponding nucleotide, there is no fragment correspond-
ing to the 5’-terminal nucleotide. Furthermore, the
mononucleotide identifying the second base is usually
not detected on a gel. The identities of these two nucleo-
tides may be determined by sequencing the comple-
mentary strand which, just as importantly, verifies the
sequence of the first strand.

C. Chain-Terminator Method

The chain-terminator method utilizes the E. coli enzyme
DNA polymerase I to make complementary copies of the
single-stranded DNA being sequenced. Under the direc-
tion of the strand being replicated (the template
strand), DNA polymerase I assembles the four deoxy-

OH + etc.

pppP

dTTP

Figure 28-54

T The replication of DNA as catalyzed by
E coli DNA polymerase |. Under the
direction of the template strand, the
primer is elongated by the stepwise

OH + efe.  addition of complementary nucleotides

PpPP in the 5’ — 3 direction on the growing

polynucleotide.
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nucleoside triphosphates, dATP, dCTP, dGTP, and
dTTP, into a complementary polynucleotide chain that
it elongates in the 5 — 3’ direction (Fig. 28-54). DNA
polymerase I can only sequentially add deoxyribo-
nucleotides to the 3’ end of a polynucleotide. Hence, to
initiate replication, it requires the presence of the 5" end
of the chain being synthesized (a primer) in a stable
base paired complex with the template. If the DNA
being sequenced is a restriction fragment, as it usually is,
it begins and ends with a restriction site. The primer can
therefore be a short DNA segment containing this re-
striction fragment annealed to the strand being repli-
cated. The role of DNA polymerase Iin DNA replication
is examined in Section 31-2A.

DNA polymerase I has a 5* — 3’ exonuclease activity
(degrades DNA one nucleotide at a time from its 5’ end),
which is catalyzed by a separate active site from that
which mediates the polymerization reaction. This is
demonstrated by the observation that upon proteolytic
cleavage of the enzyme into two fragments, the larger
fragment, which is known as the Klenow fragment,
possesses the full polymerase activity of the enzyme
whereas the smaller fragment has the 5 — 3’ exonucle-
ase activity. Only the Klenow fragment is used in DNA
sequencing to ensure that all replicated chains have the
same 5’ terminus.

Template: 3' CCGGTAGCAACT
Primer: 5 ——GG 3

The Synthesis of Labeled DNA by DNA
Polymerase Is Terminated After Specifj¢ Bas
In the chain-terminator technique (Fig. S.ES

DNA to be sequenced is incubated with the gy, 5), the
ment of DNA polymerase I, a suitable prime; undotw rag.
deoxynucleoside triphosphates, of which at Jeqg, on € foy,
ally dATP) is [a-**P]-labeled. In addition, a spq € (usy.
of the 2,3'-dideoxynucleoside triphosphat, AMoun

®_®_®—'OCH2 o

H H
H H
H H
2',3'-Dideoxynucleoside
triphosphate

of one of the bases is added to the reaction mixtyye, Wh
the dideoxy analog is incorporated in the growin 0
nucleotide in place of the corresponding normal Nucleo-
tide, chain growth is terminated because of the absence
of a 3’-OH group. By using only a small amount of the
dideoxy analog, a series of truncated chains are genergtey
that are each terminated by the dideoxy analog at one of the
positions occupied by the corresponding base. Sequence gel
electrophoresis separates these chains according to theiy
lengths and therefore indicates the positions at which that
base occurs.

§ poly-

5 Figure 28-55

A flow diagram of the chain-
terminator method of DNA
sequencing. The symbol ddATP

dATP + ddATP dATP dATP dATP represents dideoxyadenosine
dCTP dCTP + ddCTP dCTP dCTP triphosphate, etc.
dGTP dGTP dGTP + ddGTP dGTP
dTTP dTTP dTTP dTTP + ddTTP
GGCCA GGC GGCCATCG GGCCAT
GGCCATCGTTGA GGCC GGCCATCGTTG GGCCATCGT
GGCCATC GGCCATCGTT
A C G T
— A 37
s T
e G e compemertan
aam T
——— A
— c
A C 5
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Each of the dideoxy analogs of the four bases are
reacted in separate vessels and the resulting 3?P-labeled
product mixtures are subjected to sequence gel electro-
phoresis in parallel lanes. The sequence of the replicated
strand can then be directly read from an autoradiogram
of the gel (Fig. 28-56), much like that in the chemical
cdleavage method.

Both the chain-terminator and the chemical cleavage
procedures are widely used for DNA sequencing. Witha
few hours effort by a skilled operator, either method can
sequence a DNA of several hundred nucleotides. In-
deed, the major obstacle to sequencing a very long DNA
Molecule is ensuring that all of its fragments are cloned
{by methods discussed in Section 28-8C) rather than
Sequencing them once they have been obtained. The
chemica] cleavage method is somewhat easier to set up
for occasional use while the chain-terminator method is
§enerally chosen for routine use. Note that the sequence
Obtained by the chain-terminator method is comple-
Mentary to the DNA strand being sequenced, whereas
is f}fequence obtained by the chemical cleavage method

at of the original DNA strand.

The Chain-Terminator Method Is
®adily Automated
Ial‘ge DNA segments such as entire chromosomes
mu:to be sequenced, then existing sequencing methods
cha: be greatly accelerated, that is, automated. The
N-terminator method has been adapted to comput-

are
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Figure 28-56

An autoradiograph of a sequencing gel
containing DNA fragments produced by the
chain-terminator method of DNA
sequencing. A second loading of the gel
(right) was made 90 min after the initial
loading. The deduced sequence of 140
nucleotides is written along side. [From
Hindley, J., DNA Sequencing, in Work,

T. S. and Burdon, R. H. (Eds.), Laboratory
Techniques in Biochemistry and Molecular
Biology, Vol. 10, p. 82, Elsevier (1983).
Used by permission.]

erized procedures. Rather than use radiolabeled nucleo-
tides (with their inherent health hazards and storage
problems), each dideoxynucleoside triphosphate is co-
valently linked to a differently fluorescing dye. The
chain-extension reaction is carried out in a single vessel
containing all four fluorescent dideoxy analogs and thus
yielding a series of increasingly longer polynucleotides,
each with a fluorescence spectrum characteristic of its
3’-terminal nucleotide. The reaction mixture is then
subject to sequence gel electrophoresis in a single lane
yielding a series of bands, each with the fluorescence
spectrum indicative of a successive base in the DNA
being sequenced (Fig. 28-57). The gel fluorescence de-
tection system is computer-controlled and hence data
acquisition is automated. This device can identify
~ 10,000 bases per day in contrast to the ~50,000 bases
per year that a skilled operator can identify using the
above-described manual methods (note that with the
use of only one such device, it would still take nearly
1000 years to sequence the human genome).

D. RNA Sequencing

RNA may be rapidly sequenced by only a slight modi-
fication of DNA sequencing procedures. The RNA to be
sequenced is transcribed into a complementary strand of
DNA (cDNA) through the action of RNA-directed
DNA polymerase (also known as reverse transcrip-
tase). This enzyme, which is produced by certain RNA-
containing viruses (Section 31-4C), uses an RNA tem-
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Position in gel

Figure 28-57

The detection, in a sequencing gel, of fluorescent
terminator-labeled DNA fragments generated by the
automated chain-terminator technique. The ratio of the
intensities of the laser-excited dye fluorescence as
separately measured in two wavelength bands (blue, short
wavelength; red, long wavelength) unambiguously identifies
the fluorescent 3'-terminal base in each gel band as A, T, G,
or C The number above each band indicates its position in
the DNA segment being sequenced. [After Prober, J. M.,
Trainor, G. L., Dam, R. J., Hobbs, F. W., Robertson, C. W.,
Zagursky, R J., Cocuzza, A. J., Jensen, M A,, and
Baumeister, K., Science 238, 340 (1987).]

plate but is otherwise similar in its action to DNA
polymerase 1. The resulting cDNA may then be se-
quenced by either the chemical cleavage or the chain-
terminator methods. Alternatively, RNA may be di-
rectly sequenced by a chemical cleavage method similar
to that of DNA sequencing, which employs reactions
that cleave RNA after specific bases

7. CHEMICAL SYNTHESIS OF
OLIGONUCLEOTIDES

Molecular cloning techniques (Section 28-8) have
permitted the genetic manipulation of organisms in
order to investigate their cellular machinery, change
their characteristics, and produce scarce or specifically
altered proteins in large quantities. The ability to chemi-
cally synthesize DNA oligonucleotides of specified base se-
quences is an indispensable part of this powerful technol-
o0gy. For example, suppose we wished to obtain the gene
specifying a protemn whose amino acid sequence is at
least partially known. Reference to the genetic code (the
correspondence between an amino acid sequence and
the base sequence of the gene speafying it; Section
30-1) permits the synthesis of a short (~ 15 nucleotide)
32P-labeled oligonucleotide that is complementary to a
segment of the gene of interest. The oligonucleotide is

48

used as a probe in the Southern transfer proe du
tion 28-4C) on restriction enzyme-digesteq DNr (Sec.
the organism that produced the protein. The ro rom,
cifically labels the required gene and thereby Perm;
isolation. Tt
Synthetic oligonucleotides are also requireq tos
ically alter genes through site-directed mutagepeqf
An oligonucleotide containing a short gene oo Negijg
with the desired altered base sequence ig useq nt
primer in the DNA polymerase [ replication of the as g
of interest. Such a primer will hybridize to C§ene
sponding wild-type sequence if there are only 5 ;‘re-
mismatched base pairs, and its extension, by Dl\e]w
polymerase I (Section 28-6C), yields the desired alter .
gene (Fig. 28-58). The altered gene can then be insertsj
in a suitable organism via techniques discussed jp, Sec
tion 28-8 and grown (cloned) in quantity. i

Oligonucleotides Are Valuable Diagnostic Toolg
The use of synthetic oligonucleotides as probes in Soy,.
ern transfer analysis has great promise for the diagnosis gng
prenatal detection of genetic diseases. These diseases often
result from a specific change in a single gene such as a byge
substitution, deletion, or insertion. The temperature at

Mismatched primer

A
r N

3 C GT 5
aS 2N
TCG AGTC CATGT

AGCTTCAGAGGTACA
5 3

dATP + dCTP + dGTP + dTTP

DNA
polymerase
3 C GT 5'

N\ /N
TCG AGTC CATGT

AGCTTCAGAGGTACA
5' 3

Altered gene

Figure 28-58 ! )
Site-directed mutagenesis. A chemically synthesized gis
oligonucleotide incorporating the desired base changt’a The
hybridized to the DNA encoding the gene to be a"‘ereaée |
mismatched primer is then extended by DNA PO'Ymerene
thereby generating the mutated gene. The mutated gani oM
can subsequently be inserted into a surtable host or gRN A, in
$0 as to yield the mutant DNA, or the corres_pond'{j?gor
quantity, produce a specifically altered protein, an /
generate a mutant organism.
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ich probe hybridization is carried out may be ad-
Whte d so that only an oligonucleotide that is perfectly
jus jementary to a length of DNA will hybndize to it.
Comf a single base mismatch, under appropriate condi-
E.Ves will result 1n a failure to hybridize. For example,
n.oﬁle’_cell anemia (Section 9-3B) arises from a single
51Cse change that causes the amino acid substitution Glu
bz _» Val in hemoglobin. A 19-residue oligonucleotide
that i complementary to the sickle-cell gene’s mutated
ent hybridizes, at the proper temperature, to DNA
from homozygotes for the sickle-cell gene but not to
DNA from normal individuals An oligonucleotide that
;s complementary to the normal Hbf gene gives oppo-
site results. DNA from sickle-cell heterozygotes hybri-
dizes to both probes but in reduced amounts relative to
the DNAs from homozygotes. The oligonucleotides
may consequently be used in the prenatal diagnosis of
sickle-cell disease. DNA probes are also rapidly replac-
ing the much slower and less accurate culturing tech-
niques for the identification of pathogenic bacteria.

oligonucleotides Are Synthesized in a
Stepwise Manner

The basic strategy of oligonucleotide synthesis is
analogous to that of polypeptide synthesis (Section 6-4):
A suitably protected nucleotide is coupled to the growing
end of the oligonucleotide chain, the protecting group is
removed, and the process is repeated until the desired oli-
gonucleotide has been synthesized. The first practical tech-
nique for DNA synthesis, the phosphodiester method,
which was developed by H. Gobind Khorana in the
1960s, is a laborious process in which all reactions are
carried out in solution and the products must be isolated
ateach stage of the multistep synthesis. Khorana, never-
theless, used this method, in combination with enzy-
matic techniques, to synthesize a 126-nucleotide tRNA
gene, a project that required several years of intense
effort by numerous skilled chemists.

The Phosphoramidite Method

By the early 1980, these difficult and time consuming
Processes had been replaced by much faster solid phase
Methodologies that permutted oligonucleotide synthesis
fo be automated. The presently most widely used chem-
Stry, which was formulated by Robert Letsinger and
Urther developed by Marvin Caruthers, is known as the
Phosphoramidite method. This nonaqueous reaction
Z?qu.ehce adds a single nucleotide to a growing oligonu-
“eotide chain as follows (Fig. 28-59):

! The dimethoxytrityl (DMT1) protecting group at the

"end of the growing oligonucleotide chain (which is

nchored via a linking group at its 3’ end to a solid
Support, S) is removed by treatment with acid.

2,
The newly liberated 5’ end of the oligonucleotide is
“upled to the 3’-phosphoramidite derivative of the
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next deoxynucleoside to be added to the chain The
coupling agent in this reaction is tetrazole.

3. Any unreacted 5" end (the coupling reaction has a
yield of over 99%) is capped by acetylation so as to
block its extension in subsequent coupling reactions.
This prevents the extension of erroneous oligonu-
cleotides.

4. The phosphite triester group resulting from the coup-
ling step is oxidized to the phosphotriester thereby
yielding a chain that has been lengthened by one
nucleotide.

The above reaction sequence, in commercially available
automated synthesizers, can be routinely repeated at
least 50 times with a cycle time of 40 min or less. Once an
oligonucleotide of desired sequence has been synthe-
sized, it 1s released from its support and its various
blocking groups, including those on the bases, are re-
moved. The product can then be purnfied by HPLC
and/or gel electrophoresis

8. MOLECULAR CLONING

A major problem in almost every area of biochemuical
research is obtamning sufficient quantities of the sub-
stance of interest. For example, a 10-L culture of E. coli
grown to its maximum titer of ~ 10 cells - mL™! con-
tains, at most, 7 mg of DNA polymerase I, and many of
its proteins are present in far lesser amounts. Yet, it is
rare that as much as one half of any protein originally
present in an organism can be recovered in pure form
Eukaryotic proteins may be even more difficult to obtain
because many eukaryotic tissues, whether acquired
from an intact organism or grown in tissue culture, are
available in only small quantities. As far as the amount
of DNA is concerned, our 10-L E. coli culture would
contain ~ 0.1 mg of any 1000 bp length of chromo-
somal DNA (a length sufficient to contain most prokary-
otic genes) but its purification in the presence of the rest
of the chromosomal DNA would be an all but impossi-
ble task. These difficulties have been largely eliminated
in recent years through the development of molecular
cloning techniques (a clone is a collection of identical
orgarusms that are derived from a single ancestor).
These methods, which are also referred to as genetic
engineering and recombinant DNA technology, de-
serve much of the credit for the enormous progress in
biochemistry since the mid-1970s.

The main 1dea of molecular cloning is to insert a DNA
segment of interest into an autonomously replicating DNA
molecule, a so-called cloning vector or vehicle, so that the
DNA segment is replicated with the vector. Cloning such a
chimeric vector (chimera: A monster in Greek mythol-
ogy that has alion’s head, a goat’s body, and a serpent’s
tail) in a suitable host organism such as E. coli or yeast
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eaction cycle in the phosphite-triester method of
Tr nucleotide synthesis. Here B,, B,, and B, represent
ollgtected bases, and S represents an inert solid phase

pr(; port such as controlled-pore glass.
sU|

Jlts in the production of large amounts of the in-
rested DNA segment. If a cloned gene is flanked by the
sei) erly positioned control sequences for RNA and
piofeiﬂ synthesis (Chapters 29 and 30), the host may
2150 produce large quantities of the RNA and protein
. ecified by that gene. The techniques of genetic engi-

peering are outlined in this section.

A. Cloning Vectors

Both plasmids, bacteriophages, and yeast artificial
chromosomes are used as cloning vectors in genetic en-

gineering.

plasmid-Based Cloning Vectors
Plasmids are circular DNA duplexes of 1 to 200 kb
that contain the requisite genetic machinery, such as a
replication origin (a site at which DNA replication is
mnitiated; Section 31-2), to permit their autonomous
propagation in a bacterial host or in yeast. Plasmids may
be considered molecular parasites but in many instances
they benefit their host by providing functions, such as
resistance to an antibiotic, that the host lacks. Indeed,
the widespread appearance, since antibiotics came into
use, of antibiotic-resistant pathogens is a result of the
rapid proliferation among these organisms of plasmids
containing genes that confer resistance to antibiotics.
Some types of plasmids, which are presentin one ora
few copies per cell, replicate once per cell division as
does the bacterial chromosome; their replication is said
to be under stringent control. The plasmids used in
molecular cloning, however, are under relaxed control;
they are normally present in 10 to 200 copies per cell.
_Moreover, if protein synthesis in the bacterial host is
mhibited, for example, by the antibiotic chlorampheni-
¢l (Section 30-3G), the copy number of these plasmids
May increase to several thousand per cell (about one half
of the cell’s total DNA). The plasmids that have been
“Onstructed (by genetic engineering techniques) for use
;n m_olecular cloning are relatively small, carry genes
npleying resistance to several antibiotics, and contain a
a:mt"er of conveniently located restriction endonucle-
see Sites into which the DNA to be cloned may be in-
“80_1 (via techniques described in Section 28-8B). The
M eCOh plasmid designated pBR322 (Fig. 28-60) is among
Most widely used cloning vectors.
ost € expression of a chimeric plasmid in a bacterial
Was first demonstrated in 1973 by Herbert Boyer
.. Stanley Cohen. The host bacterium takes up a plas-
ea:IVhen the two are mixed togetherin a process that is
Y enhanced by the presence of Ca?*, (which is
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Ampicillin Tetracycline
resistance resistance
gene (AmpR) gene (TetR)
\ EcoRI
‘ Xorll Hin dIII
BamHI
Psi
s Sail
Plasmid pBR322
Figure 28-60

A restriction map of plasmid pBR322 indicating the positions
of its antibiotic resistance genes.

thought to increase membrane permeability). An ab-
sorbed plasmid vector becomes permanently estab-
lished in its bacterial host (transformation) with an effi-
ciency of ~0.1%.

Plasmid vectors cannot be used to clone DNAs of
more than ~ 10 kb. This is because the ime required for
plasmid replication increases with plasmid size. Hence
intact plasmids with large unessential (to them) inserts
are lost through the faster proliferation of plasmids that
have eliminated these inserts by random deletions.

Bacteriophage-Based Cloning Vectors
Bacteriophage A (Fig. 28-61) is an alternative cloning

o

Figure 28-61

An electron micrograph of bacteriophage A. [Courtesy of A.
F. Howatson. From Lewin, B., Gene Expression, Vol. 3, Fig.
5.23, John Wiley & Sons Inc. (197 .]
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vehicle that can be used to clone DNAs of up to 16 kb.
The central third of this virus’ 48.5-kb genome is not
required for phage infection (Section 32-3A) and can
therefore be replaced by foreign DNAs of up to slightly
greater size using techniques discussed in Section 28-8B.
The chimeric phage DNA can then be introduced into
the host cells by infecting them with phages formed
from the DNA by an in vitro packaging system (Section
32-3B). The use of phages as cloning vectors has the
additional advantage that the chimeric DNA is pro-
duced in large amounts and in easily purified form.

A Phages can be used to clone even longer DNA in-
serts. The viral apparatus that packages DNA into phage
heads requires only that the DNA have a specific 14 bp
sequence known as a cos site located at both ends and
that these ends be 36 to 51 kb apart (Section 32-3B).
Placing two cos sites the proper distance apartona plas-
mid vector yields, via an in vitro packaging system, a
so-called cosmid vector, which can contain foreign
DNA of up to ~49 kb. Cosmids have no phage genes
and hence, upon introduction into a host cell via phage
infection, reproduce as plasmids.

The filamentous bacteriophage M13 (Fig. 28-62) is
also a useful cloning vector. It has a single-stranded
circular DNA that is contained in a protein tube com-
posed of ~2700 helically arranged identical protein
subunits. This number is controlled, however, by the
length of the phage DNA being coated; insertion of
foreign DNA in a nonessential region of the M13 chro-
mosome results in the production of longer phage parti-
cles. Although M13 cloning vectors cannot stably main-
tain DNA inserts of > 1 kb, they are widely used in the
production of DNA for sequence analysis by the chain-
terminator method (Section 28-6C) because these
phages directly produce the ~300-nucleotide single-
stranded DNA that this technique requires. Further-
more, since the DNA to be sequenced is always inserted
at the same point in the viral chromosome (a restriction
site; Section 28-8B), an ~ 15 base synthetic oligonucleo-
tide (the so-called “universal primer”) that is comple-
mentary to the viral DNA on the 3’ side of the cloning
site may be used as the primer for any DNA segment
sequenced by this method.

YAC Vectors

DNA segments larger than those that can be carried
by cosmids may be cloned in yeast artificial chromo-
somes (YACs). YACs are linear DNA segments that
contain all the molecular paraphernalia required for
replication in yeast: a replication origin [known as an
autonomously replicating sequence (ARS)), a centro-
mere (the chromosomal segment attached to the spindle
during mitosis and meiosis), and telomeres (the ends of
linear chromosomes that permit their replication).
DNAs of several hundred kb have been spliced into
YACs and successfully cloned.
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Figure 28-62

An electron micrograph of the filamentous bacteriophage
M13. Note that some filaments appear to be pointed at one
end (arrews). [Courtesy of Robley Williams, Stanford
University, Emeritus and Harold Fisher, University of Rhode
Island.]

B. Gene Splicing

A DNA to be cloned is, in many cases, obtained as a
defined fragment through the application of restriction en-
donucleases (for M13 vectors, the restriction enzymes’
requirement of duplex DNA necessitates the use of this
phage DNA in double-stranded form). Recall that most
restriction endonucleases cleave duplex DNA at specific
palindromicsites so as to yield single-stranded ends that
are complimentary to each other (Section 28-6A).
Therefore, as Janet Mertz and Ron Davis first demon-
strated in 1972, a restriction fragment may be inserted into
a cut made in a cloning vector by the same restriction en-
zyme (Fig. 28-63). The complimentary (cohesive) ends of the
two DNAs specifically associate under annealing confil-
tions and are covalently joined (spliced) through the action
of an enzyme named DNA ligase (Section 31-2C; DNA
ligase produced by bacteriophage T4 must be used for
blunt-ended restriction cuts such as those generate'd by
Alul or Haelll; Table 28-5). A great advantage of using #
restriction enzyme to construct a chimeric vector is that the
DNA insert can be precisely excised from the cloned vecto”
by cleaving it with the same restriction enzyme. i

If the foreign DNA and cloning vector have rio com
mon restriction sites at innocuous positions, they ma);
still be spliced, using a procedure pioneered ].T’Y :e'
Kaiser and Paul Berg, through the use of terminal o).
oxynucleotidyl transferase (terminal tranfyferasl
This mammalian enzyme, which has been imphcatezc)
the generation of antibody diversity (Section 34- NA
adds nucleotides to the 3’-terminal OH group ofa J0€5
chain; it is the only known DNA polymerase tha:‘i TP,
not require a template. Terminal transferase an
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in :Cpnstruction of a recombmnant DNA molecule by the
tion of a restriction fragment in a cloning vector’s

Cor, . .
"ésponding restriction cut.

f?lreeXample, can build up poly(dT) tails of ~100 resi-
5 ® On the 3’ ends of the DNA segment to be cloned
at 5'528'6_4). The cloning vector is enzymatically cleaved
sipy PECific site and the 3’ ends of the cleavage site are
tary ;rly extended with poly(dA) tails. The complimen-
fro OMopolymer tails are annealed, any gaps resulting
ifferences in their lengths filled in by DNA po-
S¢ I, anid the strands joined by DNA ligase.

Sadvantage of the above technique is that it elimi-

€ra
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DNA to be cloned Cloning vector

5 + | 3

3 5'
AP | onetorase wanctorase

5 AAAAAA  OH 3

3 + OH TTTTIT 5 s

l Anneal and ligate
5 " AAAAAA b K

3 TTTTTF 5'
Recombinant DNA

Figure 28-64

Two DNA fragments may be joined through the generation
of complementary homopolymer tails. The poly(dA) and
poly(dT) tails shown in this example may be replaced by
poly(dC) and poly(dG) tails.

nates the restriction sites that were used to generate the
foreign DNA insert and to cleave the vector. It may
therefore be difficult to recover the insert from the
cloned vector. This difficulty can be circumvented by
appending to both ends of the foreign DNA a chemi-
cally synthesized palindromic “linker” which has a re-
striction site matching that of the cloning vector. The
linker is attached to the foreign DNA by blunt end liga-
tion with T4 hgase and then cleaved with the appropri-
ate restriction enzyme to yield the correct cohesive ends
for ligation to the vector (Fig. 28-65).

Properly Transformed Cells Must Be Selected

How can one select only those host organisms that
contain a properly constructed vector? In the case of
plasmid transformation, this is usually done through the
use of antibiotics. For example, an E. coli transformed by
a pBR322 plasmid (Fig. 28-60) containing a foreign
DNA insert in its BamHI site is tetracycline-sensitive
(tet™; tetracycline is an antibiotic that inhibits bacterial
protein synthesis; Section 30-3G) because of the inter-
ruption of its fet gene by the insert, but is ampicillin-
resistant (amp*; ampicillin is a penicillin derivative) as
conferred by the plasmid’s intact amp gene. Bacterial
colonies (clones) can therefore be grown on culture
plates containing ampicillin to select for bacteria that
have been transformed by this plasmid. Of these colo-
nies, the ones with plasmids containing the foreign
DNA can be detected, through replica plating (Section
27-1D), by their failure to grow on a tetracycline-con-
taining medium.

Genetically engineered A phage variants contain re-
striction sites that flank the dispensible central third of
the phage genome (Section 28-8A). This segment may
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J, Figure 28-65
The constructj
Cloning . Foreign DNA recombinant g?\lnA a
vector to be cloned through the Molggy,
. use of syn e
T + oh_gonucleotide adaptothetic
Restricti GAATTC . this example, the ada 'S, In
estriction A Synthetic the cloning vector ha Por ang
sites UTTAAG  adaptor restriction sites (v, em_ze CoR
arrows) al
T4 DNA ligase
EcoRI GAATTC GAAT C
AAG CTTAAG
EcoRI

AATTC G

\ /

Anneal and ligate

Recombinant Al C

DNA t_"'l"

therefore be replaced, as is described above, by aforeign ~ where the amino acid sequence of the protein encoded
DNA insert (Fig. 28-66). DNA is only packaged in 4 by the gene is known, the probe could be a mixture of
phage heads if its length is from 75 to 105% of the  the various synthetic oligonucleotides that might be
48.5-kb wild-type A genome. Consequently, A phage  complimentary to a segment of the gene’s inferred base
vectors that have failed to acquire a foreign DNA insert ~ sequence (Section 30-1E).

are unable to propagate because they are too short to In practice, it is usually more difficult to identify a
form infectious phage particles. Cosmid vectors are particular gene from an organism and then cloneit than
subject to the same limitation. Moreover, cloned cos-  itis to clone the organism’s entire genome as DNA frag-

mids are harvested by repackaging them into phage  ments and then identify the clone(s) containing the sé-
particles. Hence, any cosmids that have lost sufficient  quences(s) of interest. Such a set of cloned fragments 15
DNA through random deletion to make them shorter known as a genomic library. A genomic library of a

than the above limit are not recovered. This is why cos-  particular organism need only be made once since it can
mids can support the proliferation of large DNA inserts,  be perpetuated for use whenever a new probe becomes
whereas other types of plasmids cannot. available.

Genomic libraries are generated according to a Proc®,
dure known as shotgun cloning. The chromosomtao
In order to clone a particular DNA fragment, it must ~ DNA of the organism of interest is isolated, ClanQd_
first be obtained in relatively pure form. The magnitude ~ fragments of clonable size, and inserted in @ Clon,;ﬁ%
of this task may be appreciated when it is realized that,  vector by the methods described in Section 28-8 fve
for example, a 1-kb fragment of human DNA represents ~ DNA is fragmented by partial rather than eXhau: ins
only 0.000035% of the 2.9 billion bp human genome. A restriction digestion so that the genomic hibrary cont?’

DNA fragment might be identified by Southern blotting  intact representatives of all the organism’s §ene

o . . - . . : +ion sites
of a restriction digest of the genomic DNA under inves-  cluding those whose sequences contain resmCho:)‘lutioﬂ
5

C. Genomic Libraries

tigation (Section 28-4C). The radioactive probe used in Shear fragmentation by rapid stirring of aDNA ¢ the
this procedure could be the corresponding mRNA ifitis  can also be used but requires further treatment Oo i
produced in sufficient quantity to be isolated (e.g., retic- fragments to insert them into cloning vectors. Gefnor ga-
ulocytes, which produce little protein besides hemoglo- libraries have been established for a number ©

bin, are rich in globin mRNAs). Alternatively, in cases nisms including yeast, Drosophila, and humans
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The cloning of foreign DNA in 4 phages.

Many Clones Must Be Screened to Obtain a Gene
of Interest

The number of random cleavage fragments that must
be cloned to ensure a high probability that a given se-
quence is represented at least once in the genomic li-
brary is calculated as follows: The probability P that a set
O N clones contains a fragment that constitutes a frac-
fon f, in bp, of the organism’s genome is

P=1—(1—fN [28.7]
C(’“SEquently,

N =In(1 — P)/In(1 — f) [28.8]

;ffluS, in order for P =0.99 for fragments averaging

o8 In length, N = 1840 for the 4000-kb E. coli chro-
n()mome and 76,000 for the 165,000-kb Drosophila ge-
libgay: The recent development of YAC-based genomic

"1es therefore promises to greatly reduce the effort

nEe
3:1 to obtain a given gene segment from a large
e.

SinCe

scrEened‘l genomic library lacks an index, it must be

for the presence of a particular gene. This is done
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Colony (in situ) hybridization identifies the clones containing
a DNA of interest.

by a process known as colony or in situ hybridization
(Fig. 28-67; Latin: in situ, in position). The cloned yeast
colonies, bacterial colonies, or phage plaques to be
tested are transferred, by replica plating, from a master
plate, to a nitrocellulose filter. The filter is treated with
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NaOH, which lyses the cells/phages and denatures the
DNA so that it binds to the mitrocellulose (recall that
single-stranded DNA is preferentially bound to nitro-
cellulose). The filter is then dried to fix the DNA in place,
treated under annealing conditions with a radioactive
probe for the gene of interest, washed, and autoradio-
graphed. Only those colonies/plaques containing the
sought-after gene will bind the probe and thereby blacken
the film. The corresponding clones can then be retrieved
from the master plate. Using this technique, evenan—~1
million clone human genomic library can be readily
screened for the presence of a particular DNA segment.

Many eukaryotic genes and gene clusters span enor-
mous tracts of DNA (Section 33-2); some consist of
> 1000 kb. With the use of plasmid, phage, or cosmd-
based genomic libraries, such long DNAs can only be
obtained as a series of overlapping fragments (Fig.
28-68): Each gene fragment that has been isolated is, in
turn, used as a probe to identify a successive but par-
tially overlapping fragment of that gene, a process called
chromosome walking. The use of YACs, however,
greatly reduces the need for this laborious and error-
prone process.

DNA too large to sequence in one piece

Fragment and clone

{

Pick a clone and sequence
the insert
Subclone a small fragment and
use as a probe to identify an
overlapping clone

Over-
lapping "
clones ete.

Figure 28-68

Chromosome walking. A DNA segment too large to
sequence in one piece is fragmented and cloned. A clone is
picked and the DNA insert it contains is sequenced. A small
fragment of the insert near one end is subcloned (cloned
from a clone) and used as a probe to select a clone
containing an overlapping insert which, in turn, is sequenced
The process is repeated so as to “walk’ down the
chromosome. Chromosome walking can, of course, extend
in both directions.
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D. DNA Amplification by the Pg]

Chain Reaction ymerase

Although molecular cloning techniques are ;
. . . nd,
sible to modern biochemical research, the use Spep.
polymerase chain reaction (PCR) offers a mgqy, f the
nient method of amplifying a specific DNA g Conyyg_
up to 6 kb. In this technique, a denatured DN iment of
is incubated with DNA polymerase and twq OTiample
cleotide primers that direct the DNA polymerage tgon .
thesize new complimentary strands. Multiple CyCols n-
this process, each approximately doubling the ames of
of DNA present, exponentially amplify the DN g S?unt
ing from as little as a single gene copy. In each oyele art-
two strands of the duplex DNA are separated by i\the
denaturation, the primers are annealed to their cop, eﬁt
mentary segments on the DNA, and the DNA POlynfe r~
ase directs the synthesis of the complimentary strapg
(Section 28-6C). The use of a heat-stable DNA polyme:
ase from the thermophilic bacterium Thermus aquaticyg
eliminates the need to add fresh enzyme after each heat
denaturation step. Hence, each amplification cycle js
controlled by simply varying the temperature.

Twenty-five cycles of PCR amplification increase the
amount of the target sequence by around a millionfold
with high specificity Indeed, the method has been
shown to amplify a target DNA present only once in a
sample of 10° cells thereby demonstrating that the
method can be used without prior DNA purification.
The amplified DNA can be characterized by the various
techniques we have discussed: Southern blotting, RFLP
analysis, and direct sequencing. PCR amplification is
therefore a form of “cell-free molecular cloning” that
can accomplish in an automated 3 to 4 hin vitro reaction
what would otherwise take days or weeks via the clon-
ing techniques discussed above.

The use of PCR amplification holds great promise for
a variety of applications Clinically, it canbe used for fhe
rapid diagnosis of infectious diseases and the detection
of rare pathological events such as chromosomal trans”
locations. Forensically, the DNA from a single hair of
sperm can be used to unambiguously identify the donor:
RNA may also be amplified by the PCR method by first
converting it to cDNA through the use of reverse tran-
scriptase (Section 28-6D).

E. Production of Proteins

One of the greatest potential uses of recombinant DI;JC/Z
technology is in the production of large quantities of scé ;
and /or novel proteins. This is a relatively straightforwaral
procedure for bacterial proteins A cloned Sm,l,dl:le
gene must be accompanied by the properly positio for
transcriptional and translational control Sequencesmld
1ts expression. With the use of a relaxed corltf‘.’1 plaSC o
and an efficient promoter (a type of transcription? otetn
trol element; Section 29-3A), the production © apr
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terest May reach 30% of the host’s total cellular
of ltein- Such genetically engineered organisms are
14 ﬁ ed overproducers. Bacterial cells often sequester
oo h large amounts of useless (to the bacterium) protein
su nsoluble and denatured inclusions. Protein extracted
; lm these inclusions must therefore be renatured, usu-
i py dissolving it in a guanidinium chloride or urea

zgl}tlltic})’n (Section 8-1A) and then dialyzing away the

denaturant.
The synthesis of a eukaryotic protein in a prokaryotic
post presents several problems not encountered with

prokaf}"’tic proteins:

1, The eukaryotic control elements for RNA and protein
' synthesis are not recognized by bacterial hosts.

9. Most eukaryotic genes contain one or more internal
unexpressed sequences called introns, which are
specifically excised from the gene’s RNA transcript to
form the mature mRNA (Section 29-4A). Bacterial
genes lack introns and hence, bacteria are unable to
excise them.

3. Bacteria lack the enzyme systems to carry out the
specific post-translational processing that many eu-
karyotic proteins require for biological activity (Sec-
tion 30-5). Most conspicuously, bacteria do not
glycosylate proteins (although, in many cases, glyco-
sylation does not seem to affect protein function).

4, Eukaryotic proteins may be preferentially degraded
by bacterial proteases (Section 30-6A).

The problem of nonrecognition of eukaryotic control
elements can be eliminated by inserting the protein-en-
coding portion of a eukaryotic gene into a vector con-
taining correctly placed bacterial control elements. The
need to excise introns can be circumvented by cloning
the cDNA of the protein’s mRNA. Alternatively, genes
encoding small proteins of known sequence can be
chemically synthesized (Section 28-7). Neither of these
strategies is universally applicable, however, because
few mRNAs are sufficiently abundant to be isolated and
Many eukaryotic proteins are large (although the maxi-
um available size of synthetic polynucleotides is in-
Steasing rapidly). Likewise, no general approach has

¢en developed for the post-translational modification
of eukaryotic proteins although polypeptide cleavage
Y treatment with trypsin or cyanogen bromide (Section
ﬂ;tliE) l}as been successfully employed in the in vitro
pre;atlon‘ of some eukaryotic proenzymes. Lastly, the
rotefemlal bacterial proteolysis of certain eukaryotic
€Ins has been prevented by inserting the eukaryotic
te.ne Wwithin a bacterial gene. The resulting hybrid pro-

'as an N-terminal polypeptide of bacterial origin
> 1n Some cases, prevents bacterial proteases from
OngZlng the eukaryotic segment as being foreign.

€ver, the development of cloning vectors that prop-
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agate in eukaryotic hosts, such as yeast or cultured ani-
mal cells, has led to the elimination of many of these
problems (although post-translational processing may
vary among different eukaryotes). Indeed, shuttle vec-
tors are available that can propagate in both yeast and
E. coli and thus transfer (shuttle) genes between these
two types of cells.

The ability to synthesize a given protein in large quanti-
ties has enormous medical, agricultural, and industrial po-
tential. Human insulin and human growth hormone, to
mention but two, are already in widespread clinical use,
and many others are under development. Of equal im-
portance is the ability to tailor proteins to specific applica-
tions through site-directed mutagenesis (Section 28-7). For
many purposes, however, it will be preferable to tailor
an intact organism rather than just its proteins—true
genetic engineering. For example, if nitrogen fixing bac-
teria can be persuaded to associate with agriculturally
important plants besides legumes (a complicated pro-
cess whose requirements are by no means understood),
the need for nitrogenous fertilizers to grow these plants
in high yield will perhaps be entirely eliminated.

F. Social Considerations

In the early 1970s, when strategies for genetic engi-
neering were first being discussed, it was realized that
little was known about the safety of the proposed ex-
periments. Certainly it would be foolhardy to attempt
experiments such as introducing the gene for diph-
theria toxin (Section 30-3G) into E. coli so as to convert
this human symbiont into a deadly pathogen. But what
biological hazards would result, for example, from clon-
ing tumor virus genes in E. coli (a useful technique for
analyzing these viruses)? Consequently, in 1975, molec-
ular biologists declared a voluntary moratorium on mo-
lecular cloning experiments until these risks could be
assessed. There ensued a spirited debate, at first among
molecular biologists and later in the public arena, be-
tween two camips: those who thought that the enormous
potential benefits of recombinant DNA research war-
ranted its continuation once adequate safety precau-
tions had been instituted, and those who felt that its
potential dangers were so great that it should not be
pursued under any circumstances.

The former viewpoint eventually prevailed with the
promulgation, in 1976, of a set of U.S. government regu-
lations for recombinant DNA research. Experiments
that are obviously dangerous were forbidden. In other
experiments, the escape of laboratory organisms was to
be prevented by both physical and biological contain-
ment. By biological containment it is meant that vectors
will only be cloned in host organisms with biological
defects that prevent their survival outside the labora-
tory. For example, x1776, the first approved “safe”
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846 Section 28-8. Molecular Cloning

USING PLASMIDS, YOU PRODUCED ENTIRELY NEW PLANTS
WITH NITROGEN-FIXING ABILITY, ENORMOUSLY-ENHANCED

PHOTOSYNTHESIS, AND DROUGHT-RESISTANCE ~LIKE
THE MAGNIFICENT SPECIMEN ON MY RIGHT ~~ %
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Figure 28-69

[Drawing by T. A. Bramley, in Andersen, K., Shanmugam, K.
T. Lim, S. T., Csonka, L.N., Tait, R., Hennecke, H., Scott,
D. B., Hom, S. S. M., Haury, J. F., Valentine, A., and

strain of E. coli, has among its several defects the re-
quirement for diaminopimelic acid, an intermediate in
lysine biosynthesis (Section 24-5B), which is neither
present in human intestines nor commonly available in
the environment.

As experience with recombinant DNA research accu-
mulated, it became evident that the foregoing reserva-
tions were largely groundless. No genetically altered
organism yet reported has caused an unexpected health
hazard. Indeed, recombinant DNA techniques have, in
many cases, eliminated the health hazards of studying
dangerous pathogens such as the virus causing AIDS.
Consequently, since 1979, the regulations governing re-
combinant DNA research have been gradually relaxed.

There are other social, ethical, and legal considera-
tions that will have to be faced as new genetic engineer-
ing techniques become available (Fig. 28-69). Bacterially
produced human insulin is now routinely prescribed to
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treat diabetes and few would dispute the use of “gene
therapy,” if it can be developed, to cure such genetic
defects as sickle-cell anemia (Section 9-3B) and L‘_’Sd"
Nyhan syndrome (Section 26-2D). If, however, it btei;
comes possible to alter complex traits such as athle i
ability or intelligence, which changes would be conSIbe
ered desirable, under what circumstances would theyv If
made, and who would decide whether to mak,e th‘::é e
it becomes easy to determine an individual’s gmple,
makeup, should this information be used, for ex:; loy-
in evaluating applications for educational aflld (lei 'gilit}'
ment opportunities, or in assessing a person 5 et ﬁlas af-
for health insurance? The U.S. Supreme Olllrb oratory
firmed that novel life forms developed it the ; roprie”
may be patented. But to what extent W{ll suca fd.m or
tory rights impede the free exchange of 1dea§d develoP”
mation that has heretofore permitted therap!

ment of recombinant DNA technology?
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gﬁpter Summary

Nucleic acids are linear polymers of nucleotides containing
or ribose residues in RNA or deoxyribose residues in DNA
pat are linked by 3’ — 5’ phosphodiester bonds. In double
L jical DNAs and RNAs, the base compositions obey Char-
h:ffrs rules: A =T and G = C. RNA, but not DNA, is suscepti-
ple t0 base-catalyzed hydrolysis.
B-DNA consists of a right-handed double helix of antiEaral-
el Sugm---phosphate chains .with ~10bp pet‘tum 'of 34 Aand
with the bases all perpendicular to the helix axis. Bases on
opposite strands hydrogen bond in a geometrically comple-
mentary manner to form A-T and G-C Watson~-Crick base
airs. DNA replicates in a semiconservative manner as has
peen demonstrated by the Meselson—Stahl experiment. At
Jow humidity, B-DNA undergoes a reversible transformation
to a wider, flatter right-handed double helix known as
A-DNA. Z-DNA, which is formed at high salt concentrations
by polynucleotides of alternating purine and pyrimidine base
sequences, is a left-handed double helix. Double-helical RNA
and RNA-DNA hybrids have A-DNA-like structures. DNA
occurs in nature as molecules of enormous lengths which,
pecause they are also quite stiff, are easily mechanically
cleaved by laboratory manipulations.

When heated past its melting temperature, T,,, DNA dena-
tures and undergoes strand separation. This process may be
monitored by the hyperchromism of the DNA’s UV spectrum.
The orientations about the glycosidic bond and the various
torsion angles in the sugar—phosphate chain are sterically
constrained in nucleic acids. Likewise, only a few of the possi-
ble sugar pucker conformations are commonly observed.
Watson—~Crick base pairing is both geometrically and elec-
tronically complementary. Yet, hydrogen bonding interac-
tions do not significantly stabilize nucleic acid structures.
Rather, they are largely stabilized by hydrophobic interac-
tions. Nevertheless, the hydrophobic forces in nucleic acids
are qualitatively different in character from those that stabilize
proteins. Electrostatic interactions between charged phos-
phate groups are also important structural determinants of
nucleic acids.

Nucleic acids are fractionated by many of the techniques
that are used to separate proteins. Hydroxyapatite chromatog-
raphy separates single-stranded from double-stranded DNA.
Polyacrylamide or agarose gel electrophoresis separates DNA
largely on the basis of size. Very large DNAs can be separated
by pulsed-field gel electrophoresis on agarose gels. Specific
base sequences may be detected in DNA with the Southern
transfer technique and in RNA by the similar northern transfer
technique. DNA may be fractionated according to base com-
Position by CsCl density gradient ultracentrifugation. Differ-
€nt species of RNA are separated by rate-zonal ultracentrifu-
8ation through a sucrose gradient.

The linking number of a covalently closed circular DNA is
‘opologically invariant. Consequently, any change in the twist
acircular duplex must be balanced by an equal and opposite
change in jtg writhing number, which indicates its degree of
:“Pel‘COiling. Supercoiling can be induced by intercalation

8ents, The gel electrophoretic mobility of DNA increases
With jts degree of superhelicity. Naturally occurring DNAs are
Regatively supercoiled and must be so in order to partici-

eith

pate in DNA replication, RNA transcription, and genetic re-
combination. Type I topoisomerases (nicking-closing en-
zymes) relax negatively supercoiled DNAs, one supertwist at a
time, by creating a single-strand break, passing a single-strand
loop through the gap, and resealing it. Type II topoisomerases
(gyrases) generate negative supertwists at the expense of ATP
hydrolysis. They do so, two supertwists at a time, by making a
double-strand scisson in the DNA, passing the duplex through
the break, and resealing it.

Nucleic acids may be sequenced by the same basic strategy
used to sequence proteins. Defined DNA fragments are gener-
ated by Type II restriction endonucleases, which cleave DNA
at specific and usually palindromic sequences of four to six
bases. Restriction maps provide easily located physical refer-
ence points on a DNA molecule. In the chemical cleavage
method of DNA sequencing, a defined fragment of DNA is
32P-labeled at one end and subjected to a chemical cleavage
process that randomly cleaves it after a particular type of base.
The electrophoresis of the four differently cleaved DNA sam-
ples in paraHel lanes of a sequencing gel resolves fragments
that differ in size by one nucleotide. The base sequence of the
DNA can be directly read from an autoradiogram of the gel. In
the chain-terminator method, the DNA to be sequenced is
replicated by DNA polymerase [ in the presence of a [a-*?P}-
labeled deoxynucleoside triphosphate and a small amount of
the dideoxy analog of one of the nucleoside triphosphates.
This results in a series of 32P-labeled chains that are terminated
after the various positions occupied by the corresponding
base. An autoradiograph of the sequencing gel containing the
four sets of fragments, each terminated after a different type of
base, indicates the DNA's base sequence. RNA may be se-
quenced by determining the sequence of its corresponding
cDNA or by directly sequencing it by a variation of the chemi-
cal cleavage method.

Oligonucleotides are indispensible to recombinant DNA
technology; they are used to identify normal and mutated
genes and to specifically alter genes through site-directed mu-
tagenesis. Oligonucleotides of defined sequence are efficiently
synthesized by the phosphite-triester method, a cyclic, non-
aqueous, solid phase process that has been automated.

A DNA fragment may be produced in large quantities by
inserting it, using recombinant DNA techniques, into a suit-
able cloning vector. These may be genetically engineered plas-
mids, bacteriophages, cosmids, or yeast artificial chromo-
somes (YACs). The DNA to be cloned is usually obtained as a
restriction fragment so that it can be specifically ligated into a
corresponding restriction cut in the cloning vector. Gene splic-
ing may also occur through the generation of complementary
homopolymer tails on the DNA fragment and the cloning
vector or through the use of synthetic palindromic linkers con-
taining restriction sequences. Introduction of a recombinant
cloning vector into a suitable host organism permits the for- -
eign DNA segment to be produced in nearly unlimited quanti-
ties. A particular gene may be isolated through the screening
of a genomic library of the organism producing the gene. Ge-
netic engineering techniques may also be used to produce
otherwise scarce or specifically altered proteins in large quan-
tities.
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850 Problems

Problems

1. Non-Watson-Crick base pairs are of biological impor-
tance. For example: (a) Hypoxanthine (6-oxopurine) is
often one of the bases of the anticodon of tRNA (the
three consecutive nucleotides that base pair with
mRNA). With what base on mRNA is hypoxanthine
likely to pair? Draw the structure of this base pair. (b)
tRNA often makes a G- U base pair with mRNA. Draw a
plausible structure for such a base pair. (c) Many species
of tRNA contain a hydrogen bonded U*A-U assembly.
Draw two plausible structures for this assembly in which
each U forms at least two hydrogen bonds with the A. (d)

| Mutations may arise during DNA replication when mis-
parring occurs as a result of the transient formation of a
rare tautomeric form of a base. Draw the structure of a
base pair with proper Watson - Crick geometry that con-
tains a rare tautomeric form of adenine. What base se-
quence change would be caused by such mispairing?

2. What is the molecular mass and contour length of a sec-
tion of B-DNA that specifies a 40-kD protein? Each
amino acid is specified by three contiguous bases on a
single strand of DNA (Section 30-1).

*3. The antiparallel orientation of complementary strands in
duplex DNA was elegantly demonstrated in 1960 by Ar-
thur Kornberg by nearest-neighbor analysis. In this
technique, DNA is synthesized by DNA polymerase 1
from one [a-*2P]-labeled and three unlabeled deoxynu-
cleoside triphosphates. The resulting product is hydro-
lyzed by a DNase that cleaves phosphodiester bonds on
the 3’ sides of all deoxynucleotides.

" MMI’MW” )
1tk

ppp A + pppC + pppG + pppT
IRy T

PP, DNA polymerase

g ... pCpT p* ApCpCp* ApGp*Ap* ApTp---
g
| f‘u‘ ) Hz0 \iDNase 1

«+s+ Cp+ Tp*+ Ap+ Cp+ Cp* + Ap+ Gp* + Ap*+ Ap+ Tp+---

In this example, the relative frequencies of occurrence of
ApA, CpA, GpA, and TpA in the DNA can be deter-
mined by measuring the relative amounts of Ap* Cp*,
Gp*, and Tp*, respectively, in the product. The relative
frequencies with which the other 12 dinucleotides occur
may likewise be determined by labeling, in turn, the
other 3 nucleoside triphosphates in the above reactions.
There are equivalencies between the amounts of certain
pairs of dinucleotides. However, the identities of these
equivalencies depend on whether the DNA consists of
parallel or antiparallel strands. What are these equiva-
lences in both cases?

4. What would be the effect of the following agents on the
melting curve of an aqueous solution of duplex DNA?
Explain. (a) Decreasing the ionic strength of the solution.
(b) Squirting the DNA solution, at high pressure,
through a very narrow orifice. (c) Bringing the solution to
0.1M adenine. (d) Heating the solution to 25°C above the
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*6.

*7.

10.

11.

12.

13.

DNA'’s melting point and then rapidly coolin
below the DNA’s melting point. (¢) Addip

git to 250 C
amount of ethanol to the DNA solution §a Smayy

. What is the mechanism of alkaline denat,

DNA? Tation o

At Na* concentrations > 10M, the T,, of DNA dec
with increasing [Na*]. Explain this behavior, (Hint.reases
sider the solvation requirements of Na*,) * Con.

Why are the most commonly observed conformatig,
the ribose ring those in which either atom C(2/) o, C(I;’? of
out of the plane of the other four ring atomg, (Hint-)ls
puckening a planar ring such that one atom is gy of 'tll1n
plane of the other four, the substituents about the bo e
opposite the out-of-plane atom remain eclipsed, Thisn.d
best observed with a ball-and-stick model.) s

. Polyoma virus DNA can be separated by sedimentatiop,

at neutral pH into three components that have sedimer,.
tation coefficients of 20, 16, and 14.55 and which are
known as Types L, II, and IIl DNAs, respectively. Thege
DNAs all have identical base compositions and molecy.
lar masses In 0.15M NaCl, both Types II and III DN A
have melting curves of normal cooperativity and a T, of
88°C. Type I DNA, however, exhibits a very broad melt-
ing curve and a T,, of 107°C. At pH 13, Types I and IIf
DNAs have sedimentation coefficients of 53 and 168,
respectively, and Type Il separates into two components
with sedimentation coefficients of 165 and 18S. How do
Types I, 11, and IIl DNAs differ from one another? Ex-
plain their different physical properties.

. A closed arrcular duplex DNA has a 100 bp segment of

alternating C and G residues. Upon transfer to a solution
containing a high salt concentration, this segment under-
goes a transition from the B conformation to the Z con-
formation. What is the accompanying change in its link-
ing number, writhing number, and twist?

You have discovered an enzyme secreted by a particu-
larly virulent bacterium that cleaves the c@)—CE)
bond in the deoxyribose residues of duplex DNA. What
is the effect of this enzyme on supercoiled DNA?

$V40 DNA is a circular molecule of 5243 bp that is 40%
G+ C. In the absence of sequence information, ho‘ﬁ
many restriction cuts would Tagl, EcoRIl, Pstl, and H“;i
be expected to make in SV40 DNA? (Figure 28-49 in .
cates the number of restriction cuts that these enzyme

actually make.)

A bacterial chromosome consists of a pfOtein'DI\L‘:
complex in which its single DNA molecule appears :iotra
supercoiled as demonstrated by ethidium bromld(.e cular
tion. However, in contrast to the case with naked ci*

v mal
duplex DNA, the single-strand nicking of chromos® &

his
. . . at does t
DNA does not abolish this supercoiling. oS ome;

indicate about the structure of the bacterial cht

: . - . ?

that is, how do its proteins constrain its DNA? Table
.. 1in Ta

Which of the restriction endonucleases listed 1 e 180”

ar
28 5 produce blunt ends? Which sets of them % ser
schizomers (enzymes that have the same reco,
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14.

15.

16.

17,

uence but do not necessarly cleave at the same sites;
Greek: isos, equal; schizein, to cut); which of them are
jsocaudamers (enzymes that produce 1identical sticky
ends: Latin: cauda, tail)?

In investigating a newly discovered bacterial species that
inhabits the sewers of Berkeley, you isolate a plasmid
which you suspect carries genes that confer resistance to
several antibiotics. To characterize this plasmid you de-
cide to make its restriction map. The sizes of the plas-
mid’s restriction fragments, as determined from their
electrophoretic mobilities on agarose gels, are given in
the following table. From the data, construct the restric-
tion map of the plasmid.

Sizes of Restriction Fragments from a

Plasmid DNA
Restriction Fragment Sizes
Enzymes (kb)
EcoRI 5.4
HindIll 21,19, 14
Sall 5.4
EcoRI + HindlIIl 2.1,14,13,0.6
EcoRI + Sall 32,22
HindIIl + Sall 19,14,1.2,09

Figure 28-70 pictures an autoradiograph of the sequenc-
ing gel of a Haelll restriction fragment from the E. coli
K12 gene that codes for dihydrofolate reductase. The
DNA was treated according to the chemical cleavage
method of DNA sequencing after being 3?P labeled at its
3’ end. Read the sequence of the first 50 bases from the
bottom of the gel.

How many yeast DNA fragments of average length 5 kb
must be cloned in order to be 90, 99, and 99.9% certain
that a genomic library contamns a particular segment? The
yeast chromosome consists of 13,500 kb.

Many of the routine operations in genetic engineering are
carried out using commercially available “’kits.” Genbux
Inc,, a prospective manufacturer of such kits, has asked
your advice on the feasibility of supplying a kit of intact 4
phage cloning vectors with the nonessential central sec-
tion of their DNA already removed. Presumably a “gene
jockey” could then grow the required amount of phage,
isolate its DNA, and restriction cleave it without having
to go to the effort of separating out the central section.
What advice would you give the company?
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[From Smith, D. R. and Calvo, J. M., Nuclei Acids Res. 8,
2268 (1980).]
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. Template Binding
. Chain Initiation
Chain Elongation
. Chain Termination
. Eukaryotic RNA Polymerases

mmOO®>
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There are three major classes of RNA, all of which
participate in protein synthesis: ribosomal RNA
(rRNA), transfer RNA (tRNA), and messenger RNA
(mRNA). All of these RNAs are synthesized under the
direction of DNA templates, a process known as tran-
scription.

RNA'’s involvement in protein synthesis became evi-
dent in the late 1930s through investigations by Torb-
jorn Caspersson and Jean Brachet. Caspersson, using
microscopic techniques, found that DNA is confined
almost exclusively to the eukaryotic cell nucleus,
whereas RNA occurs largely in the cytosol. Brachet,
who Had devised methods for fractionating cellular or-
ganelles, came to similar conclusions based on direct
chemical analyses. He found, in addition, that the cyto-
solic RNA-containing particles are also protein rich.
Both investigators noted that the concentration of these
RNA-protein particles (which were later named 1ibo-
somes) is correlated with the rate that a cell synthesizes
protein, inferring a relationship between RNA and pro”
tein synthesis. Indeed, Brachet even suggested that the
RNA-protein particles are the site of protein synthests.

Brachet’s suggestion was shown to be valid when
radioactively labeled amino acids became available 11
the 1950s. A short time after injecting a rat with 2 Ja-
beled amino acid, most of the label that had been incor”
porated in proteins was associated with ribosomes. This
experiment also established that protein synthesis 15 not
immediately directed by DNA because, at least it eukary”
otes, DNA and ribosomes are never in contact.
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The central dogma of molecular biology. Solid arrows
indicate the types of genetic information transfers that occur
in all cells. Special transfers are indicated by the dashed
arrows RNA-directed RNA polymerase occurs both in
certain RNA viruses and in some plants (where it is of
unknown function); RNA-directed DNA polymerase (reverse
transcriptase) occurs in other RNA viruses; and DNA directly
specifying a protein is unknown but does not seem beyond
the realm of possibility. However, the missing arrows are
information transfers the central dogma postulates never
occur: protein specifying either DNA, RNA, or protein. In
other words, proteins can only be recipients of gentic
information [After Crick, F., Nature 227, 562 (1970).]

In 1958, Francis Crick summarized the then dimly
perceived relationships among DNA, RNA, and protein
in a flow scheme he described as the central dogma of
molecular biology: DNA directs its own replication and its
transcription to RNA which, in turn, directs its translation
to proteins (Fig. 29-1).

The peculiar use of the word “dogma,” one defini-
tion of which is a religious doctrine that the true
believer cannot doubt, stemmed from a misunder-
standing. When Crick formulated the centr dogma,
he was under the impression that dogma mean
idea for which there was no reasonable evidence.”

We begin this chapter by discussing experiments that

d to the elucidation of mRNA’s central role in protein

Synthesis. We then study the mechanism of transcrip-

tion and its control in prokaryotes. Finally, in the last

Section, we consider post-transcriptional processing of

h Ainboth prokaryotes and eukaryotes. Translation is
€ subject of Chapter 30.

le

L. THE ROLE OF RNA IN
PROTEIN SYNTHESIS

Proteins gre specified by mRNA and synthesized on ribo-
1::1:8 This idea arose from the study of enzyme in-
theSilon' aphenomenon in which bacteria vary the syn-

S rates of specific enzymes in response to

So
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environmental changes. We shall see below that enzyme
induction occurs as a consequence of the regulation of
mRNA synthesis by proteins that specifically bind to the
mRNA’s DNA templates.

A. Enzyme Induction

E. coli can synthesize an estimated 3000 different
polypeptides (Section 27-1D). There is, however, enor-
mous variation in the amounts of these different poly-
peptides that are produced. For instance, the various
ribosomal proteins may each be present in over 10,000
copies per cell, whereas certain regulatory proteins (see
below) normally occur in <10 copies per cell. Many
enzymes, particularly those involved in basic cellular
“housekeeping” functions, are synthesized at a more or
less constant rate; they are called constitutive enzymes.
Other enzymes, termed adaptive or inducible en-
zymes, are synthesized at rates that vary with the cell’s
circumstances.

Lactose-Metabolizing Enzymes Are Inducible

Bacteria, as has been recognized since 1900, adapt to
their environments by producing enzymes that metabo-
lize certain nutrients, for example, lactose, only when
those substances are available. E. coli grown in the ab-
sence of lactose are initially unable to metabolize this
disaccharide. To do so they require the presence of two
protemns: f-galactosidase, which catalyzes the hydroly-
sis of lactose to its component monosaccharides;

CH,OH CH,OH
HO 0] ‘H 0. OH
H o H
OH H OH H
H H H
H OH H OH
Lactose

B-galactosidase

CH,OH
H O_ OH
H
+ OH H
HO H
H OH H OH
Galactose Glucose

and galactoside permease (also known as lactose per-
mease; Section 18-4B), which transports lactose into the
cell. E. coli grown in the absence of lactose contain only a
few molecules of these proteins. Yet, a few minutes after
lactose is introduced into their medium, E. coli increase
the rate at which they synthesize these protemns by
~1000-fold and maintain this pace until lactose is no
longer available. The synthesis rate then returns to its
original miniscule level (Fig. 29-2). This ability to produce
a series of proteins only when the substances they metabo-
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Figure 29-2
The induction kinetics of S-galactosidase n E. coli. [After
Cohn, M., Bacteriol. Rev. 21, 156 (1957).]

lize are present permits bacteria to adapt to their environ-
ment without the debilitating need to continuously synthe-
size large quantities of otherwise unnecessary substances.

Lactose or one of its metabolic products must some-
how trigger the synthesis of the above proteins. Such a
substance is known as an inducer. The physiological
inducer of the lactose system, the lactose isomer 1,6-
allolactose,

CH,0H CH,
HO 0 O/H 0 OH
H H
OH H OH H
H H HO
H OH H OH

1,6-Allolactose

anse’s from lactose’s occasional transglycosylation by
B-galactosidase. Most studies of the lactose system use
isopropylthiogalactoside (IPTG),

CH,OH CH,

HO o, s—C—H
H |
OH H CHg
H

H OH
Isopropylthiogalactoside IPTG)

a potent inducer that structurally resembles allolactose
but which is not degraded by f-galactosidase.

Lactose system inducers also stimulate the synthesis
of thiogalactoside transacetylase, an enzyme that, in
vitro, transfers an acetyl group from acetyl-CoA to the
C(6)-OH group of a f-thiogalactoside such as IPTG.
Since lactose fermentation procedes normally in the ab-
sence of thiogalactoside transacetylase, however, this
enzyme’s physiological role is unknown.
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lac System Genes Form an Operon
The genes specifying wild-type f-galactog;
lactoside permease, and thiogalactosid @aSe,

. € trang,, 8a
are designated Z*, Y*, and A*, respective] tylase
mapping of the defective mutants Z~, Y- ag’ d G\efleﬁc
cated that these lac structural genes (genes tha':l Ing;.
polypeptides) are contiguously arranged on theSgecify
chro.mosome (F1g. 29-3; genetic mapping is review, ol
Section 27-1). These genes, together with the copy, ?ch
ments P and O, form a genetic unit called an operoy, so el?*
ically the lac operon. The nature of the contro] elle pecif.
- me
is discussed below. The role of operons in proka nFS
gene expression is examined in Section 29-3, fyotic
lac R?pressor Inhibits the Synthesis of lac Operon
Proteins

An important clue as to how E. coli synthesizes pro-
tein was provided by a mutation that causes the proteing
of the lac operon to be synthesized in large amounts iy,
the absence of inducer. This so-called constitutive my.-
tation occurs in a gene, designated I, that is distinct from,
although closely linked to the genes specifying the Igc
enzymes (Fig. 29-3). What is the nature of the I gene
product? This riddle was solved through an ingeneous
experiment performed by Arthur Pardee, Francois
Jacob, and Jacques Monod. Hfr bacteria of genotype
I*Z* were mated to an F~ strain of genotype I"Z™ in the
absence of inducer while the -galactosidase activity of
the culture was monitored (Fig. 29-4; bacterial mating is
described in Section 27-1D). At first, as expected, there
was no f-galactosidase activity because the Hfr donors
lacked inducer and the F~ recipients were unable to
produce active enzyme (only DNA passes through the
cytoplasmic bridge connecting mating bacteria). About
1 h after conjugation began, however, when the Izt
genes had just entered the F~ cells, ﬂ-galactosidase syn-
thesis began and only ceased after about another hour.
The explanation for these observations is that the do-
nated Z* gene, upon entering the cytoplasm of the I.'
cell, directs the synthesis of f-galactosidase in 2 constt
tutive manner. Only after the donated I gene has had
sufficient time to be expressed is it able to repress p-ga
lactosidase synthesis. The I gene must therefore give 115¢

Regulatory Control

—gene > % sites > Structural genes —_—
F Z Y
/

«——— | actose operon

Figure 29-3 .

A genetic map of the E. coli genes encoding the proteins
mediating lactose metabolism and the genetic sites that oly
control their expression. The Z, Y, and A genes, respectlV
specify f-galactosidase, galactoside permease, and
thiogalactoside transacetylase.
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The appearance of p-galactosidase in the trap5|ent
merozygotes (partial diploids) formed by mating I*Z* Hir
donors with @ |-Z- F~ recipients. The F~ strain was also
resistant t0 both bacteriophage T6 and streptomycin,
whereas the Hir strain was sensitive to these agents. Both
types of cells were grown and mated in the absence of
inducer. After sufficient time had passed for the transfer of
the lac genes, the Hfr cells were selectively killed by the
addition of T6 phage and streptomycin. In the absence of
inducer {lower curve), p-galactosidase synthesis commenced
at around the time that the lac genes had entered the F-
cells and continued for ~1 h If inducer was added shortly
after the Hfr donors had been killed (upper curve), enzyme
synthesis continued unabated. This demonstrates that the
cessation of p-galactosidase synthesis in uninduced cells is
not due to the intrinsic loss of the ability to synthesize this
enzyme [After Pardee, A. B., Jacob, F., and Monod, J., J.
Mol. Biol. 1, 173 (1959).]

to a diffusible product, the lac repressor, which inhibits the
synthesis of B-galactosidase (and the other lac proteins).
Inducers such as IPTG temporarily inactivate lac repres-
sor, whereas I~ cells constitutively synthesize lac en-
zymes because they lack a functional repressor. Lac re-
pressor, as we shall see in Section 29-3B, is a protein

B. Messenger RNA

The nature of the lac repressor’s target molecule was
deduced in 1961 through a penetrating genetic analysis
by .]acob and Monod. A second type of constitutive mu-
tation in the lactose system, designated O° (for operator
“nstitutive), which complementation analysis indi-
;at(fd to be independent of the I gene, maps between the

Td Z genes (Fig. 29-3). In the partially diploid F strain
IPTF /F O*Z*, B-galactosidase activity is inducible by
S G whereas the strain O° Z*/F O*Z~ constitutively
II3\'1_nthesizes this enzyme (in F’ bacteria, the F factor plas-

d contains a segment of the bacterial chromosome, in

S case a portion of the lac operon; Section 27-1D). An

8ene can therefore only control the expression ofaZgene

on . .
N the same chromosome. The same is true with the Yt
nd A+ genes.
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Jacob and Monod’s observations led them to conclude
the proteins are synthesized in two-stage process:

1. The structural genes on DNA are transcribed onto
complementary strands of messenger RNA (mRNA).

2. The mRNAs transiently associate with ribosomes,
which they direct in polypeptide synthesis.

This hypothesis explains the behavior of the lac system
(Fig. 29-5). In the absence of inducer, the lac repressor spe-
cifically binds to the O gene (the operator) so as to physi-
cally block the enzymatic transcription of mRNA. Upon
binding inducer, the repressor dissociates from the operator
thereby permitting the transcription and subsequent trans-
lation of the lac enzymes. The operator-repressor—
inducer system thereby acts as a molecular switch so
that the lac operator can only control the expression of
lac enzymes on the same chromosome. The O° mutants
constitutively synthesize lac enzymes because they are
unable to bind repressor. The coordinate (simulta-
neous) expression of all three lac enzymes under the
control of a single operator site arises, as Jacob and
Monod theorized, from the transcription of the lac

(a) Absence of inducer
Operator lac operon ———>
1 P Z Y P
Repressor binds to

I mRNA operator, preventing
transcription of lac operon

-

Repressor

(b) Presence of inducer

I P Z : A
I mRNA Ioc MRNA
L] |
inducer B-Galactosidase /
Permease
@ Trans
acetylase

Transcription and
translation of
lac structural genes

Inducer-repressor
complex does not
bind to operator

Figure 29-5

The expression in the /ac operon. (a) In the absence of
inducer, the repressor, the product of the / gene, binds to
the operator thereby preventing transcription of the lac
operon. (b) Upon binding inducer, the repressor dissociates
from the operator, which permits the transcription and
subsequent translation of the lac structural genes to proceed.
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operon as a single polycistronic mRNA which directs
the ribosomal synthesis of each of these proteins. This
transcriptional control mechanism is further discussed
in Section 29-3. [Pairs of DNA sequences, which are on
the same DNA molecule, are said to be in cis (Latin: on
this side) while those on different DNA molecules are
said to be in trans (Latin: across). Control sequences
such as the O gene, which are only active on the same
DNA molecule as the genes they control, are called cis-
acting elements. Those such as lacl, which specify the
synthesis of diffusible products and can therefore be
located on a different DNA molecule from the genes
they control, are said to direct the synthesis of trans-
acting factors.)

mRNAs Have Their Predicted Properties

The kinetics of enzyme induction, as indicated, for
example, in Figs. 29-2 and 29-4, requires that the postu-
lated mRNA be both rapidly synthesized and rapidly
degraded. An RNA with such quick turnover had, in
fact, been observed in T2-infected E. coli. Moreover, the
base composition of this RNA fraction resembles that of
the viral DNA rather than that of the bacterial RNA.
Ribosomal RNA, which comprises up to 90% of a cell’s
RNA, turns over much more slowly than mRNA. Ribo-
somes are therefore not permanently committed to the
synthesis of a particular protein (a once popular hy-
pothesis). Rather, ribosomes are nonspecific protein syn-
thesizers that produce the polypeptide specified by the
mRNA with which they are transiently associated. A bacte-
rium can therefore respond within a few minutes to
changes in its environment.

Evidence favoring the Jacob and Monod model rap-
idly accumulated. Sydney Brenner, Jacob, and Matthew
Meselson carried out experiments designed to charac-
terize the RNA that E. coli synthesized after T4 phage
infection. E. coli were grown in a medium containing >N
and C so as to label all cell constituents with these
heavy isotopes. The cells were then infected with T4
phages and immediately transferred to an unlabeled
medium (which contained only the light isotopes N
and '*C) so that cell components synthesized before and
after phage infection could be separated by equilibrium
density gradient ultracentrifugation in CsCl solution.
No “light” ribosomes were observed, which indicates,
In agreement with the above mentioned T2 phage re-
sults, that no new ribosomes are synthesized after phage
infection.

The growth medium also contained either 2P or **S so
as to radioactively label the newly synthesized and pre-
sumably phage-specific RNA and protein, respectively.
Much of the 3?P-labeled RNA was associated, as was
postulated for mRNA, with the preexisting “heavy”’ ri-
bosomes (Fig. 29-6) Likewise, the %*S-labeled proteins
were transiently associated with, and therefore synthe-
sized by, these ribosomes.
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Figure 29-6
The distribution, in a CsCl density gradient, of *P_labeleqd

RNA that had been synthesized by E. coli after T4 phage
infection Free RNA, being relatively dense, bands at the
bottom of the centrifugation cell (feff). Much of the RNA
however, is associated with the 'N- and '*C-iabeled
“heavy” ribosomes that had been synthesized before the
phage infection. The predicted position of unlabeled light"
ribosomes, which are not synthesized by phage-infected
cells, is also indicated. [After Brenner, S., Jacob, F., and
Meselson, M., Nature 190, 579 (1961).]

Sol Spiegelman developed the RNA-DNA hybridi-
zation technique (Section 28-3A)in 1961 to characterize
the RNA synthesized by T2-infected E. coli. He found
that this phage-derived RNA hybridizes with T2 DNA
(Fig. 29-7) but neither does so with DNAs from unre-
lated phage nor with the DNA from uninfected E. coli.
This RNA must therefore be complementary to T2 DNA
in agreement with Jacob and Monod’s prediction; that
is, the phage-specific RNA is a messenger RNA. Hy-
bridization studies have likewise shown that mRNAs
from uninfected E. coli are complementary to portions of
E. coli DNA. In fact, other RNAs, such as transfer RNA
and ribosomal RNA, have corresponding complemen-
tary sequences on DNA from the same organism. ThPSI
all cellular RNAs are transcribed from DNA templates.

2. RNA POLYMERASE

RNA polymerase, the enzyme responsible for :11::
DNA-directed synthesis of RNA, was discovered in¢ tz
pendently in 1960 by Samuel Weiss and ]erar.d Huf“;:os—'
The enzyme couples together the ribonucleoside 1P 0 d
phates ATP, CTP, GTP, and UTP, on DNA temPlatestl Y-
reaction that is driven by the release and subsequett
drolysis of PP;:

(RNA), resiques + NTP =— (RNA), +1 residues +

Nucleoside
triphosphate

PP
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Figure 29-7

The hybridization of #2P-labeled RNA produced by T2-
infected E. coli with H-labeled T2 DNA. Upon radioactive
decay, %P and 3H emit § particles with characteristically
different energies so that these isotopes can be
independently detected. Although free RNA (Jeft) in a CsCl
density gradient is denser than DNA, much of the RNA
pands with the DNA (right). This indicates that the two
polynucleotides have hybridized and are therefore
complementary in sequence. [After Hall, B. D. and
Spiegelman, S., Proc. Natl. Acad. Sci. 47, 141 (1961).]

All cells contain RNA polymerase. In bacteria, one
species of this enzyme synthesizes all of the cell’s RNA
except the short RNA primers employed in DNA repli-
cation (Section 31-1D). Various bacteriophages gener-
ate RNA polymerases that synthesize only phage-spe-
cfic RNAs. Eukaryotic cells contain four or five RNA
polymerases, that each synthesize a different class of
RNA. In this section we first concentrate on the proper-
ties of the E. coli enzyme because it is the best character-
1zed RNA polymerase; other bacterial RNA polymerases
have similar properties. We then consider the eukaryotic
enZymes.

A Enzyme Structure

E. coliRNA polymerase’s so-called holoenzyme is an
~480-kD protein with subunit composition «,88’c.
Once RNA synthesis has been initiated, however, the ¢
Subunit (also called o factor) dissociates from the core
*hzyme, v, B3, which carries out the actual polymeriza-

On process (see below). The f’ subunit contains two
:toms of Zn?* which are thought to participate in the

"Zyme’s catalytic function. The active enzyme also re-
duires the presence of Mg?*.

The holoenzyme, which is among the largest known

Oluble enzymes, is ~ 100 A in diameter, which renders
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it visible in electron micrographs (Fig. 29-8); these
clearly indicate that RNA polymerase binds to DNA as a
protomer. The Jarge size of the holoenzyme is presum-
ably required by its several complex functions that in-
clude (1) template binding, (2) RNA chain initiation, (3)
chain elongation, and (4) chain termination. We discuss
these various functions below.

B. Template Binding

RNA synthesis is normally initiated only at specific sites
on the DNA template. This was first demonstrated
through hybridization studies of bacteriophage $X174
DNA with the RNA produced by ¢pX174-infected E. coli.
Bacteriophage X174 carries a single strand of DNA
known as the “plus” strand. Upon its injection into E.
coli, the plus strand directs the synthesis of the comple-
mentary “minus’’ strand with which it combines to form
a circular duplex DNA known as the replicative form
(Section 31-3B). The RNA produced by ¢X174-infected
E. coli does not hybridize with DNA from intact phage
but does so with the replicative form. Thus only the
minus strand of ¢X174 DNA, the so-called sense
strand, 1s transcribed, that is, acts as a template; the plus
strand, the antisense strand, does not do so. Similar
studies indicate that in larger phages, such as T4 and 4,
the two viral DNA strands are the sense strands for
different sets of genes. The same appears to be true of
cellular organisms.

)

ki

g

Figure 29-8

An electron micrograph of E. coli RNA polymerase
holoenzyme attached to various promoter sites on
bacteriophage T7 DNA. [From Williams, R. C., Proc. Natl.
Acad. Sci. 74, 2313 (1977).]
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Holoenzyme Specifically Binds to Promoters

RNA polymerase binds to its initiation sites through base
sequences known as promoters that are recognized by the
corresponding o factor. The existence of promoters was
first recognized through mutations that enhance or di-
munish the transcription rates of certain genes including
those of the lac operon. Genetic mapping of such muta-
tions indicated that the promoter consists of an ~40 bp
sequence that is located on the 5’ side of the transcription
start site. [By convention, the sequence of template DNA
is represented by its antisense (nontemplate) strand so
that it will have the same directionality as the tran-
scribed RNA. A base pair in a promoter region is as-
signed a positive or negative number that indicates its
position, upstream or downstream in the direction of
RNA polymerase travel, from the first nucleotide that is
transcribed to RNA; this startsiteis +1 and thereisno 0.]
RNA, as we shall see, is synthesized in the 5'— 3’ direc-
tion (Section 29-2D). Consequently, the promoter lies
on the “upstream” side of the RNA's starting-nucleo-
tide. Sequencing studies indicate that the lac promoter
(lacP) overlaps the lac operator (Fig. 29-3).

The holoenzyme forms tight complexes with pro-
moters (dissociation constant K =~ 1071*M) and thereby
protects the bound DNA segments from digestion by
DNase L. The region from about — 20 to + 20 is protected
against exhaustive DNase I degradation. The region ex-
tending upstream to about — 60 is also protected butto a

lesser extent, presumably because it binds holoenZyrn
less tightly. &
Sequence determinations of the protected regio

from numerous E. coli and phage genes have Tevealeq
the “consensus” sequence of E. coli promoters (i
29-9). Their most conserved sequence is a hexamer Ce"terfd
at about the — 10 position known as the Pribnow boy (aftey
David Pribnow who pointed out its existence in 1975), has
a consensus sequence of TATAAT in which the leadip,
TA and final T are highly conserved. Upstream seqyep,. es
around position — 35 also have a region of sequence Similgy.
ity, TCTTGACAT, which is most evident in efficient
promoters The initiating (+1) nucleotide, which is
nearly always A or G, is centered in a poorly conserveq
CAT or CGT sequence located 5 to 8 bp downstrear,
from the Pribnow box. Most promoter sequences v
considerably from the consensus sequence (Fig. 29-9)
Nevertheless, a mutation in one of the partially con-
served regions can greatly increase or decrease a pro-
moter’s initiation efficiency. The rates at which genes gre
transcribed, which span a range of at least 1000, varieg
directly with the rate that their promoters form stable inj.
tiation complexes with the holoenzyme.

Initiation Requires the Formation of an Open
Complex

The promoter regions in contact with the holoenzyme
have been identified by determuming where the enzyme

Operon —35 region Pribnow box Initiation
(~10 region) site (+1)

lac ACCCCAG TGCTTCCGGCTCGTATGTTGTGTGJ’%ATTGTGAGCGG
lacl CCATCGAA TTCGCGGTATGGCATGATAGCGCCCEGAAGAGAGTC
galP2 ATTTATTCC CGCATCTTTGTTATGCTATGGTTATTTCATACCAT
araBAD GGATCCT TATCGCAACTCTCTACTGTTTCTCCAT CCCGTTTTT
araC GCCGTGAT GTTACGCGTTTTTGTCATGGCTTTG TCCCGCTTTG
trp AAATGAGC ATCATCGAACTAGTTAACTAGTACGCA GTTCACGTA
bioA TTCCAAAACG TTAATTCGGTGTAG CTTGTAAACCTAAATCTTTT
bioB CATAATCG AATTGAAAAGATTTAGGTTTACAAGTCTACACCGAAT
(RNAT"  CAACGTAAC CGCGTCATTTGATATGA GCGCCCC%QE&TTCCCGATA
rrnD1 CAAAAAAAT AATTGGGATCCCT TAATGCGCCTCC{ ITGAGACGA
rrnE1 CAATTTTTC CGGAGAACTCCCTATAATGCGCCTCCATCGACACGG
rrnAl AAAATAAAT AGCGGGAAGGCGTATTATGCACACECCGCGCCGCTG
Initiation

~35 region Pribnow box site

Sce‘“:f::j;s «e.11-15bp.e.T A T A A T ...58bp... 1
qUENCE 49 38 82 84 79 64 53 45 41 79 95 44 59 51 96 S
3
Sl

Figure 29-9

The noncoding strand nucleotide sequences of selected E.
coli promoters. The Pribnow box (red shading), a 6 bp
region centered around the — 10 position, and an 8 to 12 bp
sequence around the — 35 region (blue shading) are both
conserved. The transcription initiation sites (+ 1), which in
most promoters occurs at a single purine nucleotide, are
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shaded in green. The bottom row shows the consensus
sequence of 112 promoters with the number below €a¢ _
base indicating its percent occurrence. [After Rosenberg:
and Court, D., Annu. Rev. Genet. 13, 321-323 (1979)-
Consensus sequence from Hawley, D. K. and McClure:

W. R., Nucleic Acids Res. 11, 2244 (1983).]
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ss the susceptibility of the DNA to alkylation by
s such as dimethyl sulfate (DMS), a procedure

“med footprinting (Section 33-3B). These experi-
n nts demonstrated that the holoenzyme contacts the

imoter only around the Pribnow box and the —35

P .on. Model building indicates that these protected
i o5 are both on the same side of the double helix which
511 gests that RNA polymerase binds to only one face of
:hf double helical promoter.

DMS, in addition to methylating G residues at N(7)
and A residues at N(3) (Section 28-6B), methylates N(1)
of Aand N(3) of C. Since these latter positions partici-

atein base pairing interactions, however, they can only
react with DMS in single-stranded DNA. This differen-
fial methylation of single- and double-standed DNAs

rovides a sensitive test for DNA strand separation or
melting.” Footprinting studies indicate that the bind-
ing of holoenzyme “melts out” the promoterinan 11 bp
region extending from the middle of the Pribnow box to
just past the initiation site (—9 to + 2). The need to form
this “open complex”” explains why promoter efficiency
tends to decrease with the number of G- C base pairs in
the Pribnow box; this presumably increases the diffi-
culty in opening the double helix as is required for chain
initiation (G*C pairs, it will be recalled, are stronger
than AT pairs).

Core enzyme, which does not specifically bind pro-
moter, tightly binds duplex DNA (the complex’s dissoci-
ation constant is K = 5 X 10712M and its half-life is ~ 60
min). Holoenzyme, in contrast, binds to nonpromoter
DNA comparatively loosely (K= 107’M and half-life
>1s). Apparently, the o subunit allows holoenzyme to
move rapidly along a DNA strand in search of the o
subunit’s corresponding promoter. Once transcription
has been initiated and the ¢ subunit jettisoned, the tight
binding of core enzyme to DNA apparently stabilizes
the ternary enzyme—-DNA -RNA complex.

alte
agent

C. Chain Initiation

The 5’-terminal base of prokaryotic RNAs is almost
always a purine with A occurring more often than G.

€ initiating reaction of transcription is the coupling of
two nucleoside triphosphates in the reaction

PPPA + pppN = pppApN + PP;

E:Cterial RNAs therefore have 5'-triphosphate groups
" Was fiemonstrated by the incorporation of radioactive
[}’~£}J Into RNA when it was synthesized with
th JATP. Only the 5’ terminus of the RNA can retain
¢ label because the internal phosphodiester groups of
are derived from the a-phosphate groups of nu-
de triphosphates.
the fice holoenzyme has initiated RNA transcription,
O factor dissociates from the core-DNA-RNA
Mplex and can join with another core to form a new

CleOSi
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initiation complex. This is demonstrated by a burst of
RNA synthesis upon the addition of core enzyme to a
transcribing reaction mixture that initially contained
holoenzyme.

Rifamycins Inhibit Prokaryotic Transcription
Initiation

Two related antibiotics, rifamycin B, which is pro-
duced by Streptomyces mediterranei, and its semisyn-
thetic derivative rifampicin,

CH, CH,

Rifamycin B R;=CH,CO0 ; R,=H

+/ \
Rifampicin R,=H; R,=CH=N_ N—CHj3
N/

specifically inhibit transcription by prokaryotic, but not
eukaryotic, RNA polymerases. This selectivity and their
high potency (bacterial RNA polymerase is 50% inhib-
ited by 2 X 10~®Mrifampicin) has made them medically
useful bacteriocidal agents against gram-positive bacte-
ria and tuberculosis. The isolation of rifamycin resistant
mutants whose f# subunits have altered electrophoretic
mobilities indicates that this subunit contains the rifa-
mycin-binding site. Rifamycins neither inhibit the bind-
ing of RNA polymerase to the promoter nor the forma-
tion of the first phosphodiester bond, but they prevent
further chain elongation. The inactivated RNA poly-
merase remains bound to the promoter thereby blocking
its initiation by uninhibited enzyme. Once RNA chain
initiation has occurred, however, rifamycins have no
effect on the subsequent elongation process. The rifa-
mycins are useful research tools because they permit the
transcription process to be dissected into its initiation
and its elongation phases.

D. Chain Elongation

What is the direction of RNA chain elongation; thatis,
does it occur by the addition of incoming nucleotides to
the 3’ end of the nascent (growing) RNA chain (5’ — 3’
growth; Fig. 29-104a), or by their addition to its 5" termi-
nus (3’ — 5’ growth; Fig. 29-10b)? This question was
answered by determining the rate that the radioactive
label from [y-*2P]GTP is incorporated into RNA. The
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(a)
N1 N2 Nx Nx+1 Nl NZ Nx Nx+1
— OH —OH — OH — OH — OH — OH OH — OH
+
— OH — OH \ — OH +
jYYY P P ppP Ppp 1Y P... P
5 — 3' growth
(d)
N, N, N, N, Ny o1 N, N, Ny
~— OH — OH — OH — OH — OH OH — OH
+ B
_ on OH \ — OH + Pp,
PPY pPpPpP P P ppRP 1Y pe- P
3' ——> 5' growth
Figure 29-10

The two possible modes of RNA chain growth (a) by the
addition of nucleotides to the 3’ end, and (b) by the addition

ratio of 3?P to total nucleotide was highest just after
chain initiation and decreased with time thereby indi-
cating that the 5’-terminal pppG was incorporated into
the RNA chain first rather than last. Chain growth must
therefore occur in the 5’ — 3’ direction (Fig. 29-10a). Thus
conclusion is corroborated by the observation that the
antibiotic cordycepin,

NH,

N7 N
] >
N N

HOCH,

H H
H H

H OH

Cordycepin
(8'-deoxyadenosine)

an adenosine analog that lacks a 3’-OH group, inhibits
bacterial RNA synthesis. Its addition to the 3’ end of
RNA, as is expected for 5" — 3’ growth, prevents the
RNA chain’s further elongation. Cordycepin would not
have this effect if chain growth occurred in the opposite
direction because it cannot be appended to an RNA’s 5
end.

Transcription Probably Supercoils DNA

RNA chain elongation requires that the double-
stranded DNA template be opened up at the point of
RNA synthesis so that the sense strand can be tran-
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of nucleotides to the 5’ end. RNA polymerase catalyzes the
former reaction

scribed onto its complementary RNA strand. In doing
so, the RNA chain only transiently forms a short length
of RNA -DNA hybrid duplex as is indicated by the ob-
servation that transcription leaves the template duplex
intact and yields single-stranded RNA. The unpaired
“bubble” of DNA in the open initiation complex appar-
ently travels along the DNA with the RNA polymerase.
There are two ways this might occur (Fig. 29-11):

1. If the RNA polymerase follows the template strandin
its helical path around the DNA, the DNA would
build up little supercoiling because the DNA duplex
would never be unwound by more than about a turn.
However, the RNA transcript would wrap around
the DNA, once per duplex turn. This model is im-
plausible since it is unlikely that its DNA and RNA
could be readily untangled: The RNA would rl_Ot
spontaneously unwind from the long and often ci*”
cular DNA in any reasonable time, and no topo1so-
merase is known to accelerate this process.

2. If the RNA polymerase moves in a straight line Whﬂe
the DNA rotates, the RNA and DNA would not be”
come entangled. Rather, the DNA’s helical tu™®
would be pushed ahead of the advancing transcrip”
tion bubble so as to more tightly wind the DN °
ahead of the bubble (which promotes positive supe];'e
coiling) while the DNA behind the bubble would,ve

equivalently unwound (which promotes negat! o

supercoiling, although note that the linking nu™ s

of the entire DNA remains unchanged). This m‘.’d?o

supported by the observations that the transcript -

of plasmids in E. coli causes their positive superc?
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RNA chain elongation by RNA polymerase. In the region
being transcribed, the DNA double helix is unwound by
about a turn to permit the DNA’s sense strand to form a
short segment of DNA -RNA hybrid double helix with the
RNA’s 3" end. As the RNA polymerase advances along the
DNA template (here to the right), the DNA unwinds ahead of
the RNA’s growing 3’ end and rewinds behind it thereby
stripping the newly synthesized RNA from the sense strand.
{a) One way this might occur is by the RNA polymerase
following the path of the sense strand about the DNA
double helix in which case the transcript becomes wrapped

ing in gyrase mutants (which cannot relax positive
supercoils; Section 28-5C) and their negative super-
coiling in topoisomerase I mutants (which cannot
relax negative supercoils).

Whatever the case, recall that inappropriate superheli-
city halts transcription (Section 28-5C). Perhaps the tor-
sional tension in the DNA generated by negative super-
helicity behind the transcription bubble is required to
help drive the transcriptional process, whereas too
Much such tension prevents the opening and mainte-
Nance of the transcription bubble.

Tl‘anscription Occurs Rapidly and Accurately
. The in vivo rate of transcription is 20 to 50 nucleo-
tides /s at 37°C as indicated by the rate that E. coli incor-
Porate 3H.]abeled nucleosides into RNA (cells cannot
ke up nucleoside triphosphates from the medium).
N n.ce.ar; RNA polymerase molecule has initiated tran-
Rmptlon and moved away from the promoter, another
A polymerase can follow suit. The synthesis of RNAs
Atare needed in large quantities, ribosomal RN As, for

€ " . . .
*ample, are initiated as often as is sterically possible,

. bout onee per second (Fig. 29-12).

\\ The error frequency in RNA synthesis, as estimated

\ )
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RNA
polymerase
& N
DNA sense strand /
3 — 5 3 St
9 R TS e
N ‘\ N
\ % \\ hY

Transcription
bubble

DNA sense strand

i e

Transcription
bubble

Overwinding —»

about the BNA once per duplex turn. (b) A second, and
more plausible possibility, is that the RNA moves in a
straight line while the DNA rotates beneath it. In this case
the RNA would not wrap around the DNA but the DNA
would become overwound ahead of the advancing
transcription bubble and unwound behind it (consider the
consequences of placing your finger between the twisted
DNA strands in this model and pushing towards the right).
The model presumes that the ends of the DNA as well as the
RBNA polymerase, are prevented from rotating by
attachments within the cell (black bars). [After Futcher, B.,
Trends Genet. 4, 271, 272 (1988).]

__—Bacterial

\k\chromosome
3 Initiation site

RNA 7~ Termination
fibrils site
Initiation
site
RNA
fibrils !
» Termination //Y“
T e site

Figure 29-12

An electron micrograph and its interpretive drawing of two
contiguous E. coli ribosomal genes undergoing transcription.
The “arrowhead’ structures result from the increasing
lengths of the nascent RNA chains as the RNA polymerase
molecules synthesizing them move from-the initiation site on
the DNA to the termination site. [Courtesy of Oscar L. Miller,
Jr., University of Virginia.]
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Figure 29-13

The structure of a complex of daunomycin with the self-
omplementary hexanucleotide d(CGTACG) Each double
lical fragment binds two daunomycin molecules by
intercalation between its G- C pairs to form a complex with
twofold rotational symmetry (a) A space-filling
repn{esentation of the complex showing the upper
daunomycin’s amino sugar extending into the minor groove
of tr%e doubie helix and the edge of the lower daunomyucin’s
intercalated ring. The daunomycin molecules are colored
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from the analysis of transcripts of simple templageg .

as poly[d(AT)]- poly[d(AT)], is one wrong base inco ug
rated for every ~10* transcribed. This rate is toler 0-
because of the repeated transcription of mogt eable
because the genetic code contains numerous s Nonyr..
(Section 30-1E), and because amuno acid substityg;, yms

. . . Ons j
proteins are often functionally innocuous. n

Intercalating Agents Inhibit Both RNA and pN A
Polymerases
Daunomycin and the closely related adriamyci,

0 OH 7
. "CH,R
/D ¢ B| A “om
/
CH,0 0 oH 0
H
H 0
CH,
H H
HO H
NH; H

Daunomycin: R=H
Adriamycin: R =O0H

green with purple oxygen atoms. [After a drawing prOVIded
by Andrew Wang, University of lllinois.] (b) A view
perpendicular to the bases indicating the stacking of the
intercalated daunomycin ring system (green) with its
surrounding G- C pairs. The C1-G12 base pair is closer 0
the viewer than the daunomycin ring system while the
G2-C11 base pair is farther away. [After Wang, A. H -J-»
Ughetto, G., Quigley G J., and Rich, A., Biochemistry 26:
1155, 1157 (1987) ]



Ge+C AeT

(@ rich region rich region

5 NNAAGCGCCGNNNN CGGCGCTTTTTTNNN ---.
-

3 NNTT CGCGGCNNNNGGCCGCGAAAAAANNN .-

5 NNAAGCGCCGNNNNCCGGCGCUUUUUU OH 3

which are valuable chemotherapeutic agents in the
treatment of certain human cancers, specifically bind to
duplex DNA so as to inhibit both its transcription and its
replication. These antibiotics presumably act by inter-
fering with the passage of both RNA polymerase and
DNA polymerase. The X-ray crystal structure of a com-

lex of daunomycin with the self-complementary hexa-
nucleotide d(CGTACG) reveals that daunomycin’s
planar aromatic ring system (rings B—D) is intercalated
between the G - C pairs at both ends of the double helical
fragment (Fig. 29-13). The nonplanar A ring extends
into the minor groove where its side groups stabilize the
complex through hydrogen bonding interactions with
the DNA.

Actinomycin D,

O (6]
g I
00\ ¢ cm,
H/C-~ iCH Methyl-Val (llH-— C\H
CH
HsC N—OH, N—CH, :
o o
Cr g ?Hz
HiC—N Sarcosine N-—CHj
0 C=0 0=C 0
CH,~_! | _CH
/R0 HCT N\’
HgC\ II\I Pro II\T /CHZ
CH,™ | | ~CH,
H3C C=0 O=(‘3 ,CHg
H/C—— CH D Val H(!)— CH
H,C I!\IH HII\I CH,4
C=0 =([3
CH—CH Thr H?—CH
CH, II\IH HI?T CH,
O0=C C=0
N
NH
N, 2
Phenoxazone
ring
system 0O O
CH, CH,4

Actinomycin D
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5 template G ¢
cC G
RNA . G cC
transcript
A U
A U
NNNN ouuU-¢H 3
Figure 29-14

The base sequence of a hypothetical strong (efficient)
terminator as deduced from the sequences of several
transcripts. (@) The DNA sequence together with its
corresponding RNA. The A-T-rich and G- C-rich sequences
are shown in blue and red, respectively. The twofold
symmetry axis (lenticular symbol) relates the flanking shaded
segments that form an inverted repeat. (b) The RNA hairpin
structure and poly(U) tail that triggers transcription
termination. [After Pribnow, D., in Goldberger, R. F. (Ed.),
Biological Regulation and Development, Vol. 1, p. 253,
Plenum Press (1979).]

an antibiotic produced by Streptomyces antibioticus, is
also a potent inhibitor of nucleic acid synthesis. It acts by
intercalating its phenoxazone ring between two succe-
sive G+ C pairs of duplex DNA in a manner similar to
daunomycin. Actinomycin’s two identical cyclic penta-
peptide groups, which have an unusual composition,
stabilize this interaction through specific contacts with
the double helix. Other intercalating agents, ethidium
and proflavin (Section 28-4C), for example, also inhibit
nucleic acid synthesis, presumably by similar mecha-
nisms.

E. Chain Termination

Electron micrographs such as Fig. 29-12 suggest that
DNA contains specific sites at which transcription is
terminated. The transcriptional termination sequences
of several E. coli genes share two common features (Fig.
29-14a):

1. A series of 4 to 10 consecutive A« T’s with the A’s on
the template strand. The transcribed RNA is termi-
nated in or just past this sequence.

2. A G+ C-rich region with a palindromic (twofold
symmetric) sequence that immediately precedes the
series of A-T’s.

The RNA transcript of this region can therefore form a
self-complementary “hairpin’ structure that is termi-
nated by several U residues (Fig. 29-14b)

The stability of a terminator’s G + C-rich hairpin and
the weak base pairing of its oligo(U) tail to template DNA
appear to be important factors in ensuring proper chain
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termination. Indeed, model studies have shown that
oligo(dA - rU) forms a particularly unstable hybrid helix
although oligo(dA - dT) forms a helix of normal stability.
The formation of the G + C-rich hairpin causes RNA
polymerase to pause for several seconds at the termina-
tion site. This, it has been proposed, induces a confor-
mational change in the RNA polymerase, which permits
the noncoding DNA strand to displace the weakly
bound oligo(U) tail from the template strand thereby
terminating transcription. Consistent with this notion is
the observation that mutations that alter the strengths of
these associations reduce the efficiency of chain termi-
nation and often eliminate it. Termination is similarly
diminished when in vitro transcription is carried out
with GTP replaced by inosine triphosphate (ITP).

O
[ S
AR
o o o M wT
_O—Il’—O—P—O—P—O—CHz o
o o o H H
H H
‘OH OH

Inosine triphosphate (ITP)

I-C pairs are weaker than those of G-C because the
hypoxanthine base of I, which lacks the 2-amino group
of G, can only make two hydrogen bonds to C thereby
decreasing the hairpin’s stability. UTP replacement by
5-bromo-UTP also diminishes chain termination be-
cause 5Br-U forms stronger base pairs with A than does
U itself thus inhibiting the nascent RNA’s displacement
from the template DNA strand.

Termination Often Requires the Assistance of Rho
Factor

The foregoing termination sequences induce the spon-
taneous termination of transcription. Other termination
sites, however, lack any obvious similarities and are un-
able to form strong hairpins; they require the participa-
tion of a protein known as rho factor to terminate tran-
scription. The existence of rho factor was suggested by
the observation that in vivo transcripts are often shorter
than the corresponding in vitro transcripts. Rho factor, a
hexamer of identical 419-residue subunits, enhances
the termination efficiency of spontaneously terminating
transcripts as well as inducing the termination of non-
spontaneously terminating transcripts.

Several key observations have led to a model of rho-
dependent termination:

1. Rho factoris an enzyme that catalyzes the unwinding
of RNA -DNA and RNA -RNA double helices. This
process is powered by the hydrolysis of nucleoside
triphosphates (NTPs) to nucleoside diphosphates +
P; with little preference for the identity of the base.
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NTPase activity is required for rho-depe
nation as is demonstrated by its in Vitro nt te

when the NTPs are replaced by their g Peime lbihon
logs, TMido an,.
0O O 0]
_ [ [
o——1|>-NH—1|°—o—r|>—o-c;H2 o
0 o o
H
H o H
OH oOn
B, v-Imido nucleoside triphosphate
substances that are RNA polymerase Substrateg },
ut

cannot be hydrolyzed by rho factor,

2. Genetic manipulations indicate that rho‘depen d
termination requires the presence of a specific recZé)nt
nition sequence upstream of the termination site, T}%
recognition sequence must be on the nascent RN g
rather than the DNA as is demonstrated by rho's
inability to terminate transcription in the presence of
pancreatic RNase A. The essential features of thus
termination site have not been fully eluadated; the
construction of synthetic termination sites indicate
that it consists of 80 to 100 nucleotides which lack 3
stable secondary structure and probably contain
multiple C-rich regions.

These observations suggest that rho factor attaches to
nascent RNA at its recognition sequence and then mi-
grates along the RNA in the 5 — 3’ direction until it
encounters an RNA polymerase paused at the termina-
tion site (without the pause, rho might not be able to
overtake the RNA polymerase). There, rho unwinds the
RNA-DNA duplex forming the transcription bubble
thereby releasing the RNA transcript.

F. Eukaryotic RNA Polymerases

Eukaryotic nuclei contain three distinct types of RNA
polymerases that differ in the RNAs they synthesize:

1. RNA polymerase I, which is located in the nucleoli
(dense granular bodies in the nuclei that contain the
ribosomal genes; Section 29-4B), synthesizes precur-
sors of most ribosomal RNAs.

2. RNA polymerase II, which occurs in the nucleo-
plasm, synthesizes mRNA precursors.

3. RNA polymerase III, which also occurs in the _I;‘;_
cleoplasm, synthesizes the precursors of 55 1 1
somal RNA, the tRNAs, and a variety of other sm?
nuclear and cytosolic RNAs.

. Is0
In addition to these nuclear enzymes (which ar€ als

known as RNA polymerases A, B, and C), e“kary?;ct
cells contain separate mitochondrial and chloroP
RNA polymerases. Jecula
Eukaryotic RNA polymerases, whose MmO € ze
masses vary between 500 and 700 kD, are chal_'alCterl
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gubunit compositions of Byzantine complexity. Each
by . of enzyme contains two nonidentical “large”
t}’f’1 00 kD) subunits and an array of up to 12 different
§/7 mall” (<50 kD) subunits. Some of the small subunits
Scul’ in 2 or all 3 of the nuclear RNA polymerases. As
Zt jittle is known about their functions or interactions
ltl,wugh' intriguingly, the largest subunits of yeast
?{N A polymerases II and III exhibit extensive homology
t0 each other and to the largest ( B’ subunit of E. coli

RNA pOIymerase.

The RNA Polymerase I Promoter Consists of
Nested Control Regions
The RNA polymerase I promoter has been identified

by determining the transcription rates of a series of mu-
tant IRNA genes from Xenopus laevis (an African clawed
frog) with increasingly longer deletions from either their
5’ or their 3’ ends. (It is not possible to deduce the RNA

olymerase I promoter from the sequence homologies
common to the genes it transcribes because, as we shall
see in Section 29-4B, there is only one type of rRNA
gene.) Optimal rRNA expression requires the presence
of the rRNA gene segment extending from —142to+6
The minimal base sequence required for accurate initia-
tion, however, extends between nucleotides —7 and
+6. It therefore appears that this latter promoter ele-
ment acts to guide RNA polymerase I to its proper initia-
tion site, whereas the rest of the promoter functions to
bind proteins known as transcription factors (see
below).

RNA Polymerase II Promoters Are Complex and
Diverse

The promoters recognized by RNA polymerase 1II,
which are considerably longer and more diverse than
those of prokaryotic genes, have, as yet, been only su-

Chacken
ovalbumin

Adenovirus
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perficially described. The structural genes expressed in
all tissues, the so-called “housekeeping” genes, which
are thought to be constituitively transcribed, have one or
more copies of the sequence GGGCGG or its comple-
ment (the GC box) located upstream from their tran-
scription start sites. The analysis of deletion and point
mutations in eukaryotic viruses such as SV40 indicates
that GC boxes function analogously to prokaryotic pro-
moters. On the other hand, structural genes that are
selectively expressed in one or a few types of cells often
lack these GC-rich sequences. Rather, they contain a
conserved AT-rich sequence located 25 to 30 bp upstream
from their transcription start sites (Fig. 29-15). Note that
this so-called TATA or Goldberg-Hogness box (after
Michael Goldberg and David Hogness who deduced its
existence in 1978) resembles the prokaryotic Pribnow
box (TATAAT) although they differ in their locations
relative to the transcription start site (— 27 vs —10). The
functions of these two promoter elements are not strictly
analogous, however, since the deletion of the TATA box
does not necessarily eliminate transcription. Rather,
TATA box deletion or mutation generates heterogen-
eities in the transcriptional start site thereby indicating
that the TATA box participates in selecting this site.

The gene region extending between about — 50 and — 110
also contains promoter elements. For instance, many eu-
karyotic structural genes, including those encoding the
various globins, have a conserved sequence of con-
sensus CCAAT (the CCAAT box) located between
about —70 and — 80 whose alteration greatly reduces
the gene’s transcription rate. Globin genes have, in ad-
dition, a conserved CACCC box upstream from the
CCAAT box that has also been implicated in transcrip-
tional initiation. Evidently, the promoter sequences up-
stream of the TATA box form the initial DNA-binding
sites for RNA polymerase II and the other proteins in-
volved in transcriptional initiation (see below).

GAGGCTATAT&TTCCCCAGGGCTCAGCCAGTGTCTGTACA

late GGGGCTATAAAAGGGGGTGGGGGCGCGTTCGTCCTC CTC

Rabbit

B globin TTGGGCATAAAAGGCAGAGCAGGGCAGCTGCTGC TA@CACT

Mouse B

globin major GAGCATA'I:éAGGTGAGGTAGGATCAGTTGCTCCTC

A

. As
T82A97T93A85'§§§:A83 T;(,)

Miaure 20.15
geﬁ Promoter sequences of selected eukaryotic structural
in reS- The homologous segment, the TATA box, is shaded
initied Wwith the base at position —27 underlined and the
o al nucleotide to be transcribed (+1) shaded in green. The
Om row indicates the consensus sequence of several
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such promoters with the subscripts indicating the percent
occurrence of the coriesponding base. [After Gannon, F.,
O’Hare, K., Perrin, F., Le Pennec, J. P., Benoist, C., Cochet,
M., Breathnach, R., Royal, A., Garapin, A., Cami, B., and
Chambon, P., Nature 278, 433 (1978).)
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Enhancers Are Transcriptional Activators That Can
Have Variable Positions and Orientations

Perhaps the most suprising aspect of eukaryotic tran-
scriptional control elements is that some of them need not
have fixed positions and orientations relative to their corre-
sponding transcribed sequences. For example, the SV40
genome, 1n which such elements were first discovered,
contains two repeated sequences of 72 bp each that are
located upstream from the promoter for early gene ex-
pression. Transcription is unaffected if one of these re-
peats is deleted but is nearly eliminated when both are
absent. The analysis of a series of SV40 mutants con-
taining only one of these repeats demonstrated that its
ability to stimulate transcription from its corresponding
promoter is all butindependent of its position and orien-
tation. Indeed, transcription is unimpaired when this
segment is several thousand base pairs upstream or
downstream from the transcription start site. Gene seg-
ments with such properties are named enhancers to
indicate that they differ from promoters, with which
they must be associated in order to trigger site-specific
and strand-specific transcription initiation (although
the characterization of numerous promoters and en-
hancers indicates that their functional properties are
similar). Enhancers occur both in eukaryotic viruses and
cellular genes.

Enhancers are required for the full activities of their cog-
nate promoters. But how do they act? Two not mutually
exclusive possibilities are given the most credence:

1. Enhancers are “entry points” on DNA for RNA poly-
merase II, perhaps through a lack of binding affinity
for the histones that normally coat eukaryotic DNA,
s0 as to (as seems likely) block RNA polymerase II
binding (Section 33-1A). Alternatively, enhancers
may alter DNA’s local conformation in a way that
favors RNA polymerase II binding. In fact, some en-
hancers contain a segment of alternating purines and
pyrimidines which, we have seen, is just the type of
sequence most likely to form Z-DNA (Section 28-2B).

2. Enhancers are recognized by specific protems called
transcription factors that stimulate RNA polymer-
ase II to bind to a nearby promoter.

All cellular enhancers that have yet been identified are
associated with genes that are selectively expressed in
specific tissues. It therefore seems, as we discuss in Sec-
tion 33-3B, that enhancers mediate much of the selective
gene expression in eukaryotes.

RNA Polymerase III Promoters Can Be Located
Downstream from Their Transcription Start Sites
The promoters of genes transcribed by RNA polymerase
IIT can be located entirely within the genes’ transcribed
regions. Donald Brown established this through the con-
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struction of a series of deletion mutants of 4 Xen
borealis 55 RNA gene. Deletions of base sequen CeS‘ftPus
start from outside one or the other end of the trang,; hay
portion of the 55 gene only prevent transcription j¢ the
extend into the segment between nucleotides 4 40 &y
+80 Indeed, a fragment of the 55 gene conslsﬁna
only nucleotides 41 to 87, when cloned in a bacteg of
plasmid, is sufficient to direct speaific initiation by Rll;llal
polymerase III at an upstream site. This is becayg A
was subsequently demonstrated, the sequence Conta’- as
the binding site for a transcription factor that stim,
the upstream binding of RNA polymerase III. Furthe
studies have shown, however, that the promoterg 0;
other RNA polymerase IlI-transcribed genes may i
partially or even entirely upstream of their start siteg,

lates

Amatoxins Specifically Inhibit RNA Polymerases y1
and III

The poisonous mushroom Amanita phalloides (death
cap), which is responsible for the majority of fatal mug.-
room poisonings, contains several types of toxic syb.-
stances including a series of unusual bicyclic octapep-
tides known as amatoxins. @-Amanitin,

(l)H
H3c\ /CH—CHZOH
CHO 0
Il I H H I H
Hll\I——-I(_}I—C—N—(lj———C—N—CHZ—(f:O
(Ij—-o H,C ITIH /CH3
I
H CH j\_/©\ HC—CH
H0><:1\II TR o]
H
| O CH, O 0=¢C CaHls
HH [ [ "H | |

(ﬁ—C——N— C—C—N—C—CH,—NH
H
O CH,—CONH,

o-Amanitin

which is representative of the amatoxins, forms a tight
1:1 complex with RNA polymerase II (K = 10~°M) and
alooser one with RNA polymerase III (K = 107°M), 5085
to specifically block their elongation steps. - Amanitin
is therefore a useful tool for mechanistic studies of thes
enzymes. RNA polymerase I as well as mitochoﬂdr{a ’
chloroplast, and prokaryotic RNA polymerases ar¢ m-
sensitive to a-amanitin. h

Despite the amatoxins’ high toxicity (5-6 mg whlkCﬂl
occur n ~ 40 g of fresh mushrooms, are sufficient t0 m
a human adult), they act slowly. Death, usually fr s
liver dysfunction, occurs no earlier than several daye
after mushroom ingestion (and after recovery from ¢ 5
effects of other mushroom toxins). Thus, in part, refl erco‘
the slow turnover rate of eukaryotic mRNAS and P
teins.

E
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;, CONTROL OF
TRANSCRIPTION IN
pROKARYOTES

prokaryotes respond to sudden environmental changes,
ych as the influx of nutrients, by inducing the synthesis of
:h ¢ appropriate proteins. This process takes only minutes
pecause transcription and translation in prokaryotes are
dJosely coupled: Ribosomes commence translation near the
5 end of a nascent mRNA soon after it is extruded from
RNA polymerase (Fig. 29-16). Moreover, most prokaryotic
mRNAs are enzymatically degraded within 1 to 3 min of
heir synthesis, thereby eliminating the wasteful synthe-
sis of unneeded proteins after a change in conditions
(protein degradation is discussed in Section 30-6). In
fact, the 5” ends of some mRNAs are degraded before
therr 3’ ends have been synthesized.

In contrast, the induction of new proteins in eukary-
otic cells frequently takes hours or days because tran-
scription takes place in the nucleus and the resulting
mRNAs must be transported to the cytoplasm where
translation occurs. However, eukaryotic cells, particu-
larly those of multicellular organisms, have relatively
stable environments; changes i their transcriptional
patterns usually occur only during cell differentiation.

In this section we examine some of the ways in which
prokaryotic gene expression is regulated through tran-
scriptional control. Eukaryotes, being vastly more com-
plex creatures than are prokaryotes, have a correspond-
ingly more complicated transcriptional control system
whose general outlines are just coming into focus. We
therefore defer discussion of eukaryotic transcriptional
control until Section 33-3 where it can be considered in
light of what we know about the structure and organiza-
tion of the eukaryotic chromosome.

A. Promoters

In the presence of high concentrations of inducer, the
lac Operon is rapidly transcribed. In contrast, the lacl
§eneis transcribed at such a low rate that a typical E. coli
cell contains < 10 molecules of the lac repressor. Yet, the

gene has no repressor. Rather, it has such an inefficient
Promoter that it is transcribed an average of about once
Pet bacterial generation. Genes that are transcribed at
i8h rates have efficient promoters. In general, the more
*ficient a promoter, the more closely its sequence re-
Sembles that of the corresponding consensus sequence.

Gene Expression in Certain Phages Is Controlled

Y a Succession of o Factors

" he processes of development and differentiation involve

Oe temporally ordered expression of sets of genes according

N 8enetically specified programs. Phage infections are
Ong the simplest examples of developmental pro-
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Figure 29-16

An electron micrograph and its interpretive drawing showing
the simultaneous transcription and translation of an E. coli
gene. RNA polymerase molecules are transcribing the DNA
from right to left while ribosomes are translating the nascent
RNAs (mostly from bottom to top). [Courtesy of Oscar L.
Miller, Jr., University of Virginia.]

cesses. Typically, only a subset of the phage genome,
often referred to as early genes, are expressed in the host
immediately after phage infection. As time passes, mid-
dle genes start to be expressed and the early genes as well
as the bacterial genes are turned off. In the final stages of
phage infection, the middle genes give way to the late
genes. Of course some phage types express more than
three sets of genes and some genes may be expressed in
more than one stage of an infection.

One way in which families of genes are sequentially
expressed is through ““cascades” of ¢ factors. In the in-
fection of Bacillus subtilus by bacteriophage SP01, for
example, the early gene promoters are recognized by the
bacterial RNA polymerase holoenzyme. Among these
early genes is gene 28 whose gene product is a new ¢
subunit, designated 42, that displaces the bacterial ¢
subunit from the core enzyme. This reconstituted holo-
enzyme recogmzes only the phage middle gene pro-
moters, which all have similar —35 and —10 (Pribnow
box) regions, but bear little resemblance to the corre-
sponding regions of bacterial and phage early genes.
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The early genes therefore become inactive once their
corresponding mRNAs have been degraded. The phage
middle genes include genes 33 and 34, which together
specify yet another ¢ factor, g%/ which, in turn, per-
mits the transcription of only late phage genes.

Several bacteria, including E. coli and B. subtilus, like-
wise have several different ¢ factors. These are not uti-
lized in a sequential manner. Rather, those that differ
from the predominant or primary o factor control the
transcription of coordinately expressed groups of spe-
cial purpose genes whose promoters are quite different
from those recognized by the primary o factor.

B. lac Repressor

In 1966, Beno Muller-Hill and Walter Gilbert isolated
lac repressor on the basis of its ability to bind **C-labeled
IPTG and demonstrated that it is a protein. This was an
exceedingly difficult task because lac repressor com-
prises only ~0.002% of the protein in wild-type E. coli.
Now, however, lac repressor is available in quantity
through the application of molecular cloning techniques
(Section 28-8D).

lac Repressor Finds Its Operator by Sliding
Along DNA

The lac repressor is a tetramer of identical 360-residue
subunits arranged with three mutually perpendicular
twofold axes (D, symmetry; Section 7-5B). Each subunit
is capable of binding one IPTG molecule with a dissocia-
tion constant of K = 107°M. In the absence of inducer,
the repressor tetramer nonspecifically binds duplex
DNA with a dissociation constant of K = 10~*M. How-
ever, it specifically binds to the lac operator with far
greater affinity: K = 10~'*M. Limited proteolysis of lac
repressor with trypsin splits a 58-residue N-terminal
peptide from each subunit. The remaining “core” tetra-
mer binds IPTG but is unable to bind DNA. Apparently
the DNA and inducer binding regions of each subunit
occupy separate domains.

The observed rate constant for the binding of lac re-
pressor to lac operator is k=~ 10'°M~!s™1. This “on" rate
is much greater than that calculated for the diffusion-
controlled process in solution: k; = 10’M~*s™! for mole-
cules the size of lac repressor. Since it is impossible for a
reaction to proceed faster than its diffusion-controlled
rate, the lac repressor must not encounter operator from
solution in a random three-dimensional search. Rather,
it appears that lac repressor finds operator by nonspecific-
ally binding to DNA and diffusing along it in a far more
efficient one-dimensional search.

lac Operator Has a Nearly Palindromic Sequence
The availability of large quantities of lac repressor
made it possible to characterize the lac operator. E. coli
DNA that had been sonicated to small fragments was
mixed with lac repressor and passed through a nitro-
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<«—Protected by lac repressor ——,

- —++ - -
5 WTEGAAT:GTGAG GGATAACAATTD .
@ ACACY 4

3ACACACCTTAACA CTCGCCTATTGTTAA Ac:
+ - AAGTGTG .

LW

A TGTTA C T

O°mutations
T ACAAT G A

Figure 29-17

The base sequence of the /fac operator. The symme,
related regions (red), compyise 28 of its 35 bp. A 4
denotes positions at which repressor binding enhanceg
methylation by dimethyl sulfate [which methylates G at \ 7
and A at N(3)] and a ‘" indicates where this footprintin,
reaction is inhibited. The bottom row indicates the positic?ns
and identities of different point mutations that prevent Ja¢
repressor binding (O° mutants). Those in color increase the
operator's symmetry. [After Sobell, H.M., in Goldberger, R
F. (Ed.), Biological Regulation and Development, Vol. 1, p '
193, Plenum Press (1979).]

cellulose filter. Protein, with or without bound DNA,
sticks to nitrocellulose whereas duplex DNA, by itself,
does not. The DNA was released from the filter-boung
protein by washing it with IPTG solution, recombined
with lac repressor, and the resulting complex treated
with DNase I. The DNA fragment that lac repressor
protects from nuclease degradation consists of a run of
26 bp that is embedded in a nearly twofold symmetric
sequence of 35 bp (Fig. 29-17; top). Such palindromic
symmetry is a common feature of DNAs that are specifically
bound by proteins; recall that restriction endonuclease
recognition sites are also palindromic (Section 28-6A).

It has been suggested that the lac operator’s symmetry
matches that of its repressor; that is, operator binds to
repressor in a twofold symmetric cleft between two sub-
units much like EcoRI restriction endonuclease binds to
its recognition site (Section 28-6A). Methylation pro-
tection experiments, however, do not support this con-
tention. There is an asymmetric pattern of differences
between free and repressor-bound operator in the sus”
ceptibility of its bases to reaction with DMS (Fig. 29'17);
Furthermore, point mutations in the operator tha
render it operator-constitutive (09, and which invarl”
ably weaken the binding of repressor to operatot, ma)f
increase as well as decrease the operator’s twofold sy™
metry (Fig. 29-17).

lac Repressor Prevents RNA Polymerase from
Forming a Productive Initiation Complex ¢ the
Operator occupies positions —7 through + 280 (Fig
lac operon relative to the transcription start site
29-18). Nuclease protection studies, it will be rec " rase
indicate that, in the initiation complex, RNA POIYI;) and
tightly binds to the DNA between positions -
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Promoter
I gene . Operator MZ gene
25 >£ 9 CAP-cAMP 2= ]
dn 0 &0 L . &k 2
¢¢ i ¢ t binding site ¢ ¢ ¢
e ——> mRNA
i i —_——— e w e = e ]

NA GAAAGCGGGCAGT GACCGCAACGCAAT tAATGTGAGT TAGCTCACTCATTAGGCACCCCAGGCTTTACACTTTATGCTTCCGGCTCGTATGTTGTGTGGAAT TGTGAGCGGATAACAATTTCACACAGGAAACAGCTATGACCATG 3
D CTTTCGCCCGTCACTGRGCAT HREATTAATTACACTCAATCGAGTGAGTAAFCCGTGGGGTCCGAAATGTGAAATACGAAGGCCGAGCATACAACACACCTTAACACTCGCCTATTGTTAAAG GTGICCTTTGTCGATACTGGTAC 5
sequence

-80 =70 ~60 -50 —-40 -30 -20 -10 +1 +10 +20 +30
Figure 29-18

The nucleotide sequence of the E. coli lac promoter -
operator region extending from the C-terminal region of /ac/
(left) tO the N-terminal region of lacZ (right). The palindromic
sequences of the operator and the CAP-binding site
(Section 29-3C) are overscored or underscored. [After
Dickson, R. C., Abelson, J., Barnies, W. M., and Reznikoff,
W. A., Science 187, 32 (1975).]

+ 20 (Section 29-2B). Thus, the lac operator and promoter
sites overlap. This suggests that repressor binding and
RNA polymerase binding are mutually exclusive. How-
ever, both proteins simultaneously bind to the lac
operon, at least in vitro, to form a transcriptionally inac-
tive complex. Evidently, operator-bound lac repressor
prevents RNA polymerase from forming a productive
initiation complex although how it does so is unknown.

C. Catabolite Repression: An Example of
Gene Activation

Glucose is E. coli’s metabolite of choice; the availability
of adequate amounts of glucose prevents the full expression
of genes specifying proteins involved in the fermentation of
numerous other catabolites, including lactose (Fig. 29-19),
arabinose and galactose, even when they are present in high
concentrations. This phenomenon, which is known as
catabolite repression, prevents the wasteful duplica-
tion of energy-producing enzyme systems.

CAMP Signals the Lack of Glucose

The first indication of the mechanism of catabolite
repression was the observation that, in E. coli, the level
of cAAMP, which was known to be a second messengerin
animal cells (Section 17-3E), is greatly diminished in the
Presence of glucose. This observation led to the finding
that the addition of cCAMP to E. coli cultures overcame
Catabolite repression by glucose. Recall that, in E. coli,
adenylate cyclase is activated by a phosphorylated en-
Zyme (E IIL,), which is dephosphorylated upon the
fransport of glucose across the cell membrane (Section
18-3D). The presence of glucose, therefore, normally lowers
the cAMP level in E. coli.

CAP-caMP Complex Stimulates the Transcription

of Catabolite Repressed Operons
Certain E. coli mutants, in which the absence of glu-
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cose does not relieve catabolite repression, are missing a
cAMP-binding protein that is synonymously named ca-
tabolite gene activator protein (CAP) or cAMP recep-
tor protein (CRP). CAP is a dimeric protein of identical
210-residue subunits that undergoes a large conforma-
tional change upon binding cAMP. Its function was elu-
cidated by Ira Pastan who showed that CAP-cAMP
complex, but not CAP itself, binds to the lac operon (among
others) and stimulates transcription from its otherwise low
efficiency promoter in the absence of repressor. CAP is
therefore a positive regulator (turns on transcription),
in contrast to lac repressor, which is a negative regula-
tor (turns off transcription).

Glucose

|

lac mRNA

0 2 4 6 8 10
Minutes after IPTG addition

Figure 29-19

The kinetics of Jac operon mRNA synthesis following its
induction with IPTG, and of its degradation after glucose
addition. E. coli were grown on a medium containing
glycerol as their only carbon-energy source and ®H-labeled
uridine. IPTG was added to the medium at the beginning of
the experiment to induce the synthesis of the lac enzymes.
After 3 min, glucose was added to stop the synthesis. The
amount of 3H-labeled /ac RNA was determined by
hybridization with DNA containing the /acZ and /acY genes.
[After Adesnik, M. and Levinthal, C., Cold Spring Harbor
Symp. Quant. Biol. 35, 457 (1970).]
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Why is CAP-cAMP complex necessary to stimulate
the transcription of its target operons? And how does it
do so? The lac repressor has a weak (low efficiency)
promoter; its —10 and —35 sequences (TATGTT and
CTTTACACT; Fig. 29-18) differ significantly from the
corresponding consensus sequences of strong (high ef-
ficiency) promoters (TATAAT and TCTTGACAT; Fig.
29-9). Such weak promoters evidently require some sort
of help for efficient transcriptional initiation. There are
two plausible (and not mutually exclusive) ways that
CAP-cAMP could provide such help:

1. CAP-cAMP may stimulate transcriptional injtiation
through direct interaction with RNA polymerase.
This hypothesis is supported by the observation that
the lac operon fragment that CAP-cAMP complex
protects from DNase I digestion contains two over-
lapping pseudopalindromic sequences that are lo-
cated in the lac promoter’s upstream segment (Fig.
29-18).

2. The binding of CAP-cAMP complex to promoter
may conformationally alter this DNA. For example, it
may induce the formation of the open RNA polymer-
ase initiation complex (Section 29-2B). This idea is
corroborated by the observation that negative super-
coiling, which tends to unwind B-DNA, promotes
the in vitro CAP stimulation of lac operon transcrip-
tion. The binding of CAP to promoter, however, does
not alter DNA'’s superhelicity so that CAP does not,
by itself, unwind promoter. Another possibility is
that CAP binding bends the DNA so as to store elastic
energy for subsequent use in transcription. Indeed,
the anomalously low polyacrylamide gel electropho-
retic mobility of CAP in complex with its ~30 bp
target sequence indicates that CAP binding induces
at least a 90° bend in this DNA segment.

Many Prokaryotic Repressors and Activators Bind
Their Operators in a Similar Fashion

Since genetic expression is controlled by proteins such
as CAP and lac repressor, an important issue in the
study of gene regulation is how do these proteins inter-
act with DNA. The X-ray crystal structure of CAP, de-
termined by Thomas Steitz, reveals that each monomer
of this dimeric protein consists of two flexibly linked
domains (Fig. 29-204). The N-terminal domains bind
cAMP and form the intersubunit contacts. The C-termi-
nal domains form the DNA-binding site as is demon-
strated by the observation that their excision by limited
proteolysis results in a dimeric cAMP-binding protein
that does not bind DNA.

The CAP dimer’s two symmetrically disposed F
helices protrude from the protein surface in such a way
that, according to model bulding studies, they fit into
successive major grooves of B-DNA (Fig. 29-20b). CAP’s
E and F helices form a helix - turn - helix supersecondary
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structure that conformationally resembleg
helix—turn—helix motifs in the other repressors "alogy,
X-ray structures: the E. coli trp repressor (Se Cﬁoof kn
and the cI repressors and Cro proteins from bn 29, )
phages A and 434 (Section 32-3D). Acterjy,

~

Specific Protein-DNA Interactions Arige fro
Mutual Conformational Accommodatiopg R

Model building, such as that indicated in Fig. 29
and, more importantly, the direct visualizati. . 20P,

. ation of
tein—-DNA complexes (see below), indicates that tPro.
DNA-binding proteins associate with their target bage he.se
mainly via the side chains extending from the secop, p l}’lazfs
of the helix—turn - helix motif, the so-called “recogpipy.

. . . . on’’
helix (helix F in CAP, E in trp repressor, ang a3
the phage proteins). Indeed, replacing the outwar:in
facing residues of the 434 repressor’s “recognitio "

o . n
helix with the corresponding residues of the relateq
bacteriophage P22 (using the gentic engineering tec,.
niques described in Section 28-8) yields a hybrid repres.-
sor that binds to P22 operators but not to those of 434
Moreover, the ~20-residue helix—turn —helix motifs in
all these proteins have amino acid sequences that are
similar to each other and to polypeptide segments in
numerous other prokaryotic DNA-binding proteins, in
cluding lac repressor. Evidently, these proteins are evoly-
tionarily related and bind their target DNAs in a similar
manner (but in a way that differs from that of EcoRI
restriction endonuclease; Section 28-6A)

How does the “recognition’” helix recognize its target
sequence? Each base pair presents a different and pre
sumably readily differentiated constellation of hydro-
gen bonding groups in DNA’s major groove (see Fig
28-6). It has therefore been proposed that there is a
simple correspondence, analogous to Watson-Crick
base pairing, between the amino acid residues of the
“recognition” helix and the bases they contact in form-
ing sequence-specific associations. The above X-ray
structures, however, indicate this proposal to be incor-
rect. Rather, base sequence recognition arises from com-
plex structural interactions. For instance:

1. The X-ray structures of 434 repressor and 434 Cro
protein in complex with the identical 20 bp target
DNA (434 phage expression is regulated through the
differential binding of these proteins to the Sam‘f
DNA segments; Section 32-3D) were both deter
mined by Stephen Harrison. Both dimeric perelt;‘Se/
as predicted for CAP (Fig. 29-20b), associate V\{ltltl‘t -
DNA in a twofold symmetric manner with their 1€
ognition” helices bound in successive turn$ Ob h
DNA'’s major groove (Figs. 29-21 and 29-22)- In bO
complexes, the protein closely conforms to the n
surface and interacts with its paired base t:ms
sugar - phosphate chains through elaborate SY‘S/’Vaal s
of hydrogen bonds, salt bridges, and van der ¥ 2o
contacts. Nevertheless, the detailed geomeme
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these associations are significantly different. In the
Tepressor—-DNA complex (Fig. 29-21), the DNA
bends around the protein in an arc of radius ~ 65 A so
as to compress the minor groove by ~2.5 A near its
Center (between the two protein monomers) and
Wwiden it by ~2.5 A towards its ends [the phosphate -
Phosphate distance across the minor groove in ca-
Nonical (ideal) B-DNA is 11.5 A]. In contrast, the

» Molecular twofold
axis of symmetry

Figure 29-20

The structure and interactions of CAP. (a) A ribbon diagram
of the CAP dimer The cAMP-binding N-terminal domains,
which contain the dimer contacts, are colored green and
yellow whereas, the C-terminal domains are colored blue and
purple with their DNA-binding helix-turn—helix domains
colored in darker shades The helices are labeled
alphabetically starting from the N-terminus. [Based on a
drawing by Jane Richardson, Duke University.] (b) The
proposed association, based on model building, between
CAP’s DNA-binding domains and their binding site on the /lac
operon as viewed down the protein’s twofold axis of
symmetry Note how the dimeric protein’s two symmetry
related ‘‘recognition’ helices are spaced to fit into
successive turns of the DNA’s major groove. The DNA-
binding site was identified through chemical, enzymatic, and
mutagenic modification studies. Dots mark the phosphates
whose ethylation prevents CAP binding, circled G’s are
protected from methylation when CAP binds, and * indicates
the /ac mutation sites that decrease CAP affinity. [After
Weber, . T and Steitz, T. A., Proc. Natl. Acad Sci. 81, 3975
(1984).]

DNA in complex with Cro (Fig. 29-22), although also
bent, is nearly straight at its center and has a less
compressed minor groove (compare Figs. 29-21a4 and
29-224). This explains why the simultaneous replace-
ment of three residues in the repressor “recognition”
helix with those occurring in Cro does not cause the
resulting hybrid protein to bind DNA with Cro-like
affinity: The different conformations of the DNA in the
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(@) (b)

Figure 29-21

The X-ray structure of 434 phage repressor (actually only
the repressor’s 69-residue N-terminal domain) in complex
with a 20 bp fragment of its target sequenee [one strand of
which has the sequence d(TATACAAGAAAGTTTGTACT)]
as viewed perpendicularly to the complex’s twofold axis of
symmetry. (a) A skeletal model with the DNA on the left and
with the protein’s two identical subunits (C, backbone only)
shown in red and blue. Only the first 63 residues of the
protein are visible. [Courtesy of Aneel Aggarwal, John
Anderson, and Stephen Harrison, Harvard University.]

(b) An interpretive drawing showing how the helix —turn—

repressor and Cro complexes prevents any particular
side chain from interacting identically with the DNA in
the two complexes.

2. Paul Sigler determined the X-ray structure of E. coli

trp repressor in complex with an 18 bp palindromic
DNA that closely resembles trp operator (Section
29-3E). The dimeric protein contacts the relatively
straight DNA via 24 direct and 6 solvent-mediated
(water bridged) hydrogen bonds to the DNA’s phos-
phate groups (Fig. 29-23). Astoundingly, however,
there are no direct hydrogen bonds or nonpolar contacts
that can explain the repressor’s specificity for its opera-
tor (the few such contacts in the structure are with
bases that are tolerent to mutation). Evidently, trp
repressor recognizes its operator via “indirect read-
out’”: The operator’s sequence permits the DNA to
assume a conformation that makes favorable con-
tacts with the repressor. Model building indicates
that canonical B-DNA can only make a small fraction
of the contacts that operator makes to repressor.
Other DNA sequences could conceivably assume re-
pressor-bound operator’s conformation but at too
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(c)

helix motif (darker shading) interacts with the DNA. In the
lower protein monomer, the side chains important for
interaction with the DNA are indicated and the numbers of
the first and last residues of the helix are given. Note how
the dimer’s two ‘‘recognition’’ helices bind in successive
major grooves of the DNA. [After Anderson, J. E., Ptashne,
M., and Harrison, S. C., Nature 326, 847 (1987).] (c) A
space-filling model corresponding to Part (a). All of the
protein’s non-H atoms are drawn in yellow. [Courtesy of
Aneel Aggarwal, John Anderson, and Stephen Harrison,
Harvard University.]

high an energy cost to form a stable complex with
repressor (trp repressor’s measured 10*-fold prefer-
ence for its operator over other DNAs implies an
~23 kJ - mol ™! difference in their binding free ener-
gies). Thus, specificity arises here from sequence-spe-
cific conformational variations in DNA rather than from
sequence-specific hydrogen bonding interactions be-
tween DNA and protein.

It therefore appears that there are no simple rules govern-
ing how particular amino acid residues interact with bases.
Rather, sequence specificity results from an ensemble of
mutually favorable interactions between a protein and its
target DNA.

D. araBAD Operon: Positive and Negative
Control by the Same Protein

Humans neither metabolize nor intestinally absorb
the plant sugar L-arabinose. Hence, the E. coli that nor-
mally inhabit the human gut are periodically presented
with a banquet of this pentose. Three of the five E. coli
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Figure 29-22

The X-ray structure of the 72-residue 434 Cro protein in
complex with the same 20 bp DNA shown in Fig. 29-21 as
viewed perpendicularly to the complex’s twofold axis of
symmetry. Only the first 64 residues of the protein are
visible. Parts (a), (b), and (c) correspond to those in Fig.

Figure 28-23

The X-ray structure of a E. coli trp repressor—operator
complex as viewed, in stereo, perpendicular to the molecular
twofold axis of symmetry. The protein’s C, backbone is
shown (blue) together with the side chains (green) that make
hydrogen bonds (dashed lines) to the 18 bp palindromic
operator (yellow). The protein only binds its operator if
L-tryptophan (red) is simultaneously bound to the protein.
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29-21 with the protein in Part (¢) shown in light blue. Note
the close but not identical correspondence between the two
structures. [Parts (a) and (¢) courtesy of Alfonso
Mondragon, Cynthia Wolberger, and Stephen Harrison,
Harvard University. Part (b) after Wolberger, C., Dong, Y.,
Ptashne, M., and Harrison, S. C., Nature 335, 791 (1988).]

Note that the protein’s “recognition’ helices bind, as
expected, in successive major grooves of the DNA but
extend perpendicularly to the DNA duplex axis. In contrast,
the “‘recognition” helices of 434 repressor and Cro proteins
bind parallel to the major groove of their DNA (Figs. 29-21
and 29-22). instructions for viewing stereo diagrams are
given in the appendix to Chapter 7. [Courtesy of Paul Sigler,
Yale University.]
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Activator g g
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L-Arabinose t Repressor

T araC mRNA
Control s'tes

t T

E araQ CAP
~—— Regulatory gene —>|
Permease L arabinose
system isomerase
L-Arabinose L-Arabinose
—_— . —_—
(external) (internal)
Figure 29-24

A genetic map of the E. coli araC and araBAD operons
indicating the proteins they encode and the reactions in
which these proteins participate. The permease system,
which transports arabinose into the cell, is the product of
the araE and araF genes, which occur in two independent

enzymes that metabolize L-arabinose are products of the
catabolite repressible araBAD operon (Fig. 29-24)

The transcription of the araBAD operon is regulated by
both CAP-cAMP and the L-arabinose binding protein,
AraC (the araC gene product; proteins may be assigned
the name of the gene specifying them but in roman
letters with the first letter capitalized; Fig. 29-25):

1. In the absence of AraC, RNA polymerase initiates
transcription of the araC gene in the direction away
from its upstream neighbor, araBAD. The araBAD
operon remains repressed.

2. When AraC is present, with or without L-arabinose,
but not CAP-cAMP (high glucose), AraC binds to
three different gene sites: aral, which just precedes
the araBAD promoter; araO,, which overlaps the araC
promoter; and ara0,, which, surprisingly, is located
in a noncoding upstream region of the araC gene,
around position —280 relative to the araBAD start
site. ara0, is the operator for the araC gene; its associ-
ation with AraC blocks araC transcription so that this
process is autoregulatory. A series of deletion muta-
tions indicate that both araO, and aral must be
present for araBAD to be repressed in the presence of
AraC. The remarkably large separation between
ara0, and the araBAD promoter therefore suggests

araBAD mRNA

-Ribulose

- Structural genes

araB ar-A a

! ! !
') . (_,/

L-fibulose~5-P

L-ribulokinase .
epimerase

L-Ribulose-5-P ————— > D-Xylulose-5-P

ATP ADP

operons The pathway product, xylulose-5-phosphate, is
converted, via the transketolase reaction, to the glycolytic
intermediate fructose-6-phosphate (Section 21-4C). [After

Lee, N., in Miller. J.H. and Rezinkoff, W. S. (Eds.), The

Operon, pp. 390, Cold Spring Harbor Laboratory (1979).]

that the DNA is looped such that a single molecule or
molecular complex of AraC protein simultaneously
binds to both ara0, and aral. This cooperative ar-
rangement is required for the AraC-mediated repres-
sion of araBAD (negative control).

3. When the cAMP level is high (low glucose), CAP -
cAMP binds to a site between araO; and aral. When
L-arabinose is also present, it binds to AraC causing it
to release ara0, so as to open the DNA loop. This
combined influence of CAP-cAMP and AraC-
arabinose, which 1s probably mediated through a di-
rect interaction between these two complexes, acti-
vates RNA polymerase to transcribe the araBAD
operon (positive control). The observation that araO,
deletion permits AraC —arabinose to activate araBAD
in the absence of CAP —cAMP indicates that CAP
cAMP stimulates AraC arabinose to release araO,
and that- this release is required to convert AraC—
arabinose to an activator. araC remains repressed by
AraC.

The function of DNA loop formation is obscure al-
though it has been demonstrated to occur in numerous
bacterial and eukaryotic systems. Perhaps it permits
several regulatory proteins and/or regulatory sites on
one protein to simultaneously influence transcription
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(a) When AraC is absent,
araC is transcribed
RNA polymerase

araC mRNA
(b) When cAMP is low, AraC
represses transcription
(¢) When cAMP is abundant, araBAD
transcription is activated
AraC

Figure 29-25

The proposed mechanism for araBAD regulaion: (a) In the
absence of AraC, RNA polymerase initiates the transcription
of araC but not araBAD. (b) When AraC is present, with or
without L-arabinose, and the cAMP level is low, AraC binds
to ara0, and links together ara0, and aral to form a DNA

initiation by RNA polymerase. In fact, as recent studies
have shown, the lac operon contains a second, relatively
weak operator located 400 bp downstream from the
transcription start site (within the lacZ gene). This sec-
ondary operator (O,) cooperates with the primary oper-
ator (now called O,) to form a repression complex that is
stronger than with either operator alone It is thought
that during severe repression, both operators bind to a
single lac repressor tetramer to form a DNA loop-con-
taining complex.

E. trp Operon: Attenuation

In the following paragraphs we discuss a sophisti-
cated transcriptional control mechanism named attenu-
ation through which bactena regulate the expression of
certain operons involved in amino acid biosynthesis.
This mechanism was discovered through the study of
the E. coli trp operon (Fig. 29-26) which encodes five
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, CAP

ara0 araBAD ————
AraC

CAP

araBAD ——
CAP-cAMP AraC arabinose
* RNA polymerase
$
CAP

’—— araBAD ———
araBAD mRNA

loop, thereby repressing both araC and araBAD. (c) When
AraC and L-arabinose are both present and cAMP is
abundant, the AraC-arabinose complex releases ara0, but
remains bound to aral where, in concert with CAP-cAMP, it
activates araBAD transcription. araC remains repressed.

polypeptides comprising three enzymes that mediate
the synthesis of tryptophan from chorismate (Section
24-5B). Charles Yanofsky established that the trp
operon genes are coordinately expressed under the con-
trol of trp repressor, a dimeric protein of identical 107-
residue subunits that is the product of the trpR gene
(which forms an independent operon). The trp repressor
binds L-tryptophan, the pathway’s end product, to form a
complex that specifically binds to trp operator (trpO; Fig.
29-27), s0 as to reduce the rate of trp operon transcription by
70-fold. The X-ray structure of the trp repressor-
operator complex (Section 29-3C) indicates that trypto-
phan binding allosterically orients trp repressor’s two
symmetry related helix—turn-~helix “DNA reading
heads” so that they can simultaneously bind to trpO
(Fig. 29-28; also see Fig. 29-23). Moreover, the bound
tryptophan forms a hydrogen bond to a DNA phos-
phate group, thereby strengthening the repressor-
operator association. Tryptophan therefore acts as a
corepressor; its presence prevents what is then super-



876 Section 29-3. Control of Transcription in Prokaryotes

Control Structural genes
Sltes|%At’(inuator
trpL trpE trpD trpB
mRNA >
or
Leader
mRNA T T
Anthranilate Anthranilate Tryptophan Tryptophan
synthase synthase synthase synthase
component I component IT B subunit o subunit
/ Y \ /

Anthranilate
synthase
(Col4Colly)

N-(5'-Phosphoribosyl)-
anthranilate isomerase
Indole-3'-glycerol
phosphate synthase

Tryptophan synthase
(agfBo)

Chorismate T—T Anthranilate T-T»N-(S'—Phosphoribosyl)— — Enol 1-o0-carboxy- > Indole-3-glycerol P L Tryptophan
anthranilate phenylamino- i / ;

Glutamine Glutamate
+
Pyruvate

PRPP PP

Figure 29-26
A genetic map of the E. coli trp operon indicating the
enzymes it specifies and the reactions they catalyze. The

fluous tryptophan biosynthesis. The trp repressor also
controls the synthesis of at least two other operons: the
trpR operon and the aroH operon (which encodes one
of three isozymes that catalyze the initial reaction of
aromatic amino acid biosynthesis: Section 24-5B).

Tryptophan Biosynthesis Is Also Regulated
by Attenuation

The trp repressor—-operator system was at first
thought to fully account for the regulation of trypto-
phan biosynthesis in E. coli. However, the discovery of
trp deletion mutants located downstream from ¢rpO that
increase trp operon expression sixfold indicated the exis-
tence of an additional transcriptional control element.

CGAACTAGTTQAACTAGTACGCAAG

GCTTGATCAATTGATCATGCGTTC
I | |
-20 -10 +1

Figure 29-27

The base sequence of the trp operator. The nearly
palindromic sequence is boxed and the Pribnow box is
overscored.

1-deoxyribulose
phosphate

CO, L-Serine Glyceraldehyde- 3-P

gene product of trpC catalyzes two sequential reactions in
the synthesis of tryptophan. [After Yanofsky, C., J. Am.
Med. Assoc. 218, 1027 (1971).]

Sequence analysis established that ¢rpE, the trp operon’s
leading structural gene, is preceded by a 162-nucleotide
leader sequence (trpL). Genetic analysis indicated that
the new control element is located in trpL, ~30 to 60
nucleotides upstream of ¢rpE (Fig. 29-26).

When tryptophan is scarce, the entire 6720-nucleo-
tide polycistronic trp mRNA, including the trpL se-
quence, is synthesized. As the tryptophan concentration
increases, the rate of trp transcription decreases as a
result of the trp repressor—corepressor complex’s con-
sequent greater abundance. Of the trp mRNA that is
transcribed, however, an increasing proportion consists
of only a 140-nucleotide segment corresponding to the
5’ end of trpL. The availability of tryptophan therefore
results in the premature termination of trp operon tran-
scription. The control element responsible for this effect
is consequently termed an attenuator.

The trp Attenuator’s Transcription Terminator Is
Masked When Tryptophan Is Scarce

What is the mechanism of attenuation? The attenua-
tor transcript contains four complementary segments
that can form one of two sets of mutually exclusive
based paired hairpins (Fig. 29-29). Segments 3 and 4 to-
gether with the succeeding residues comprise a normal
transcription terminator (Section 29-2E): a G + C-rich se-
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Figure 29-28

The structure of the trp repressor—tryptophan complex in
association with its operator. The “‘recognition” helix (blue)
of the dimeric protein’s helix - turn—helix motif binds in the
major groove of its operator DNA (see Fig. 29-23).
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Comparison of the X-ray structures of the trp repressor with r
and without bound tryptophan (red) indicates that, upon §
tryptophan dissociation, the “recognition’ helices swing N
mwards (arrows) so that they can no longer simultaneously £
engage the DNA’s major groove. [After Robertson, M.,
Nature 327, 465 (1987).) j, 9
—— .
J— §; %
AT /
U A A U A A
- G A
50 —A a Go_e? C—-G
G _G-¢C A —50 G—C
U U-A G U—A
U—A A G A AU
G—C U U C
Trp |j P c U C C
U— A A G A A
Trp |j G—C G G C—=G
G U A U U—A
U G U
C A —110 G A—1U
G U C U= A —110
c—aG G G—C
A—T C C U
C—G A—-UUUUUUU A G C
U—A G—2C C A vuvouuuvu
U C C—- U C -
c- G C— 18) G-~ C
c—G C—= G—130 c G—C
G G- C G—C - 130
70— G c - v o c-
A C 0—G A o
A U G AA C A
A U U G
1e2 A A A U
3e4 23
“terminator” “antiterminator”
Figure 29-29

The alternative secondary structures of trpL. mRNA. The
formation of the base paired 2- 3 (antiterminator) hairpin
(right) precludes the formation of the 1-2 and 34
(terminator) hairpins (feft) and vice versa. Attenuation resuits
in the premature termination of transcription immediately
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after nucleotide 140 when the 34 hairpin is present. The
arrow indicates the mRNA site past which RNA polymerase
pauses until approached by an active ribosome. [After
Fisher, R F. and Yanofsky, C., Proc. Natl. Acad. Sci. 258,
8147 (1983).]
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(a) High tryptophan

Leader peptide

trpL mRNA o
Ribosome transcribing

the leader peptide mRNA

(6) Low tryptophan

Antiterminator

Ribosome stalled
at tandom Trp codons

Figure 29-30

Attenuation in the trp operon. (a) When tryptophanyl-
tRNAT® is abundant, the ribosome translates trpL. mRNA.
The presence of the ribosome on segment 2 prevénts the
formation of the base paired 2-3 hairpin. The 34 hairpin, an
essential component of the transcriptional terminator, can
thereby form thus aborting transcription. (b) When

quence that can form a self-complementary hairpin
structure followed by several sequential U’s (compare
with Fig. 29-14). Transcription rarely proceeds beyond this
termination site unless tryptophan is in short supply.

A section of the leader sequence, which includes seg-
ment 1 of the attenuator, is translated to form a 14-resi-
due polypeptide that contains two consecutive Trp resi-
dues (Fig. 29-29, left). The position of this particularly
rare dipeptide segment (only ~1% of the residues in E.
coli proteins are Trp) provided an important clue to the
mechanism of attenuation. An additional essential
aspect of this mechanism is that ribosomes commence
the translation of a prokaryotic mRNA shortly afterits 5’
end has been synthesized.

The above considerations led Yanofsky to propose the
following model of attenuation (Fig. 29-30). An RNA
polymerase that has escaped repression initiates ¢rp
operon transcription. Soon after the ribosomal initiation
site of the trpL gene has been transcribed, a ribosome
attaches to it and begins translation of the leader pep-
tide. When tryptophan is abundant, so that there is a
plentiful supply of tryptophanyl - tRNAT? (the transfer
RNA specific for Trp with an attached Trp residue; Sec-
tion 30-2C), the ribosome follows closely behind the
transcribing RNA polymerase so as to sterically block
the formation of the 2 - 3 hairpin. Indeed, RNA polymer-

Transcription
terminator

“Terminated”
RNA polymerase

RNA
polymerase

§ Transcribing

trp operon mRN

. J

DNA encoding
) trp operon

tryptophanyl-tRNAT™ is scarce, the ribosome stalls on the
tandem Trp codons of segment 1. This situation permits the
formation of the 2-3 hairpin which, in turn, precludes the
formation of the 3-4 hairpin. RNA polymerase therefore
transcribes through this unformed terminator and continues
trp operon transcription.

ase pauses past position 92 of the transcript and only
continues transcription upon the approach of a ribo-
some, thereby ensuring the proximity of these two enti-
ties at this critical position. The prevention of 23 hair-
pin formation permits the formation of the 3 - 4 hairpin,
the transcription terminator pause site, which results in
the termination of transcription (Fig. 29-304). When
tryptophan is scarce, however, the ribosome stalls at the
tandem UGG codons (the three sequential nucleotides
specfymg Trp; Section 30-1E) because of the lack of
tryptophanyl -tRNATP. As transcription continues, the
newly synthesized segments 2 and 3 form a hairpin
because the stalled ribosome prevents the otherwise
competitive formation of the 1-2 hairpmn (Fig. 29-30b).
The formation of the transcriptional terminator’s 3-4
haiwrpin is thereby preempted for sufficient time for RNA
polymerase to transcribe through it and consequently
through the remainder of the trp operon. The cell is thus
provided with a regulatory mechanism that is respon-
sive to tryptophanyl —tRNA™®P level, which, in turn, de-
pends on the protein synthesis rate as well as the trypto-
phan supply.

There is considerable evidence supporting the pre-
ceding model of attentuation. The trpL transcript is re-
sistant to limited RNase T1 digestion indicating that it
has extensive secondary structure. The significance of
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the tandem Trp codons in the ¢rpL transcript is corrobor-
ated by their presence in #rp leader regions of several
other bactenal species. Moreover, the leader peptides of
the five other amino acid-biosynthesizing operons
known to be regulated by attenuation (most exclusively
s0) are all rich in their corresponding amino acid resi-
dues (Table 29-1). For example, the E. coli his operon,
which specifies enzymes synthesizing hishdine, has
seven tandem His residues in its leader peptide; simi-
larly, the ilv operon, which specifies enzymes partici-
pating in isoleucine, leucine, and valine biosynthesis,
has five Ile’s, three Leu’s, and six Val’s in its leader
peptide. Finally, the leader transcripts of these operons
resemble that of the trp operon in their capacity to form
two alternative secondary structures, one of which con-
tains a trailing termination structure.

F. Regulation of Ribosomal RNA
Synthesis: The Stringent Response

E. coli cells growing under optimal conditions divide
every 20 min. Such cells contain nearly 10,000 ribo-
somes. Yet, RNA polymerase can initiate the transcrip-
tion of an rRNA gene no faster than about once every
second. If the E. col: genome contained only one copy of
each of the three types of rRNA genes (those specifying
the so-called 23S, 16S, and 5S rRNAs; Section 30-3A),
there could be no more than ~1200 ribosomes /cell
However, the E. coli chromosome contains seven sepa-
rately located TRNA operons, all of which contain one
nearly identical copy of each type of rRNA gene, thereby
accounting for the observed rRNA synthesis rate.

Cells have the remarkable ability to coordinate the
rates at which their thousands of components are syn-
thesized. For example, E. coli adjust their ribosome con-
tent to match the rate that they can synthesize proteins
under the prevailing growth conditions. The rate of
rRNA synthesis 1s therefore proportional to the rate of

Table 29-1
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protein synthesis. One mechanism by which this occurs
is known as the stringent response: A shortage of any
species of amino acid-charged tRNA (usually a result of
“stringent” or poor growth conditions) that limits the rate of
protein synthesis triggers a sweeping metabolic readjust-
ment. A major facet of this change 1s an abrupt 10-to
20-fold reduction in the rate of rRNA and tRNA synthe-
sis. This stringent control, moreover, depresses numer-
ous metabolic processes (including DNA replication and
the biosynthesis of carbohydrates, lipids, nucleotides,
proteoglycans, and glycolyticintermediates) while stim-
ulating others (such as amino acid biosynthesis). The
cell is thereby prepared to withstand nutritional depri-
vation.

ppGpp Mediates the Stringent Response

The stringent response is correlated with a rapid intra-
cellular accumulation of the unusual nucleotide ppGpp
and its prompt decay when amino acids become available.
The observation that mutants, designated relA~, which
do not exhibit the stringent response (they are said to
have relaxed control), lack ppGpp suggests that this
substance mediates the stringent response. This idea
was corroborated by in vitro studies demonstrating, for
example, that ppGpp inhibits the transcription of rRNA
genes but stimulates the transcription of the trp and lac
operons as does the stringent response in vivo. It there-
fore seems that ppGpp acts by somehow altering RNA
polymerase’s promoter specificity at stringently con-
trolled operons, an hypothesis that is supported by the
isolation of RNA polymerase mutants that exhibit re-
duced responses to ppGpp.

Expeniments with cell-free E. coli extracts have estab-
lished that the protein encoded by wild-type relA gene,
named stringent factor, catalyzes the reaction

ATP + GDP == AMP + ppGpp

Stringent factor is only active in association with a ribo-

Amino Acid Sequences of Some Leader Peptides in Operons Subject to Attenuation

Operon Amino Acid Sequence”
trp Met-Lys-Ala-lle-Phe-Val-Leu-Lys-Gly-TRP-TRP-Arg-Thr-Ser
pheA Met-Lys-His-Ile-Pro-PHE-PHE-PHE-Ala-PHE-PHE-PHE-Thr-PHE-Pro
his Met-Thr-Arg-Val-Gln-Phe-Lys-HIS-HIS-HIS-HIS-HIS-HIS-HIS-Pro-Asp
leu Met-Ser-His—Ile-Val-Arg—Phe—Thr-Gly-LEU—LEU—LEU-LEU-Asn-Ala-Phe—Ile-Val-Arg-Gly-Arg-Pro-
Val-Gly-Gly-Ile-GIn-His
thr Met-Lys-Arg-ILE-Ser-THR-THE-ILE-THR-THR-THR-ILE-THR-ILE-THR-THR-GIn-Asn-Gly-Ala-Gly
ilv Met-Thr-Ala-LEU-LEU-Arg-VAL-ILE-Ser-LEU-VAL-VAL-ILE-Ser-VAL-VAL-VAL-ILE-ILE-ILE-Pro-

Pro-Cys-Gly-Ala-Ala-Leu-Gly-Arg-Gly-Lys-Ala

“ Upper case residues are synthesized in the pathway catalyzed by the operon’s

gene products.
Source: Yanofsky, C., Nature 289, 753 (1981).
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some that is actively engaged in translation. ppGpp syn-
thesis occurs at a maximal rate when a ribosome binds
its mRNA-specified but uncharged (lacking an amino
acid residue) tRNA. The binding of a specified and
charged tRNA greatly reduces the rate of ppGpp syn-
thesis. The ribosome apparently signals the shortage of an
amino acid by stimulating the synthesis of ppGpp which,
acting as an intracellular messenger, influences the rates at
which a great variety of operons are transcribed.

ppGpp degradation is catalyzed by the spoT gene
product The spoT~ mutants show a normal increase in
ppGpp level upon amino acid starvation but an abnor-
mally slow decay of ppGpp to basal levels when amino
acids again become available. The spoT ™ mutants there-
fore exhibit a sluggish recovery from the stringent re-
sponse. The ppGpp level is apparently regulated by the
countervailing activities of stringent factor and the spoT
gene product.

4. POST-TRANSCRIPTIONAL
PROCESSING

The immediate products of transcription, the primary
transcripts, are not necessarily functional entities. In
order to acquire biological activity, many of them must
be specifically altered in several ways: (1) by the exo and
endonucleolytic removal of polynucleotide segments;
(2) by appending nucleotide sequences to their 3’ and 5
ends; and (3) by the modification of specific nucleosides.
The three major classes of RNAs, mRNA, rRNA, and
tRNA, are altered in different ways in prokaryotes and
in eukaryotes. In this section we shall outline these
post-transcriptional modification processes.

A. Messenger RNA Processing

In prokaryotes, most primary mRNA transcripts func-
tion in translation without further modification. Indeed,
as we have seen, ribosomes in prokaryotes usually com-
mence translation on nascent mRNAs. In eukaryotes,
however, mRNAs are synthesized in the cell nucleus
while translation occurs in the cytosol. Eukaryotic
mRNA transcripts can therefore undergo extensive
post-transcriptional processing while still in the nu-
cleus.

Eukaryotic mnRNAs Are Capped

Eukaryotic mRNAs have a peculiar enzymatically ap-
pended cap structure consisting of a 7-methylguanosine
residue joined to the transcript’s initial (5') nucleoside via a
5’ -5’ triphosphate bridge (Fig. 29-31). The cap, which a
specific guanylyltransferase adds to the growing tran-
script before it is > 20-nucleotides long, defines the eu-
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Figure 29-31

The structure of the 5’ cap of eukaryotic mRNAs. It is
known as cap-0, cap-1, or cap-2, respectively, if it has no
further modifications, if the leading nucleoside of the
transcript 1s O(2")-methylated, or if its first two nucleosides
are 0(2'y-methylated.

karyotic translational start site (Section 30-3C). A cap
may be O (2’)-methylated at the transcript’s leading nu-
cleoside (cap-1, the predominant cap in multicellular
organisms), at its first two nucleosides (cap-2), or at nei-
ther of these positions (cap-0, the predominant cap in
unicellular eukaryotes). If the leading nucleoside is
adenosine (it is usually a purine), it may also be Né-
methylated.

Eukaryotic mnRNAs Have Poly(A) Tails

Eukaryotic mRNASs, in contrast to those of prokaryotes,
are invariably monocistronic. Yet, the sequences signaling
transcriptional termination in eukaryotes have not been
identified. This 1s largely because the termination pro-
cess is imprecise; that is, the primary transcripts of a
given structural gene have heterogeneous 3’ sequences.
Nevertheless, mature eukaryotic mRNAs have well-de-
fined 3’ ends; almost all of them have 3’-poly(A) tails of 100
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to 200 nucleotides. The poly(A) tails are enzymatically
appended to the primary transcripts in two reactions:

1. A transcript is cleaved 10 to 30 nucleotides past a
highly conserved AAUAAA sequence, whose muta-
tion abolishes cleavage and polyadenylation, and
within 50 nucleotides before a less conserved U-rich
or GU-rich sequence.

2. The poly(A) tail is subsequently generated from ATP
through the stepwise action of poly(A) polymerase.

The precision of the cleavage reaction has apparently
eliminated the need for accurate transcriptional termi-
nation; to put things another way, all’s well that ends
well.

In vitro studies indicate that a poly(A) tail is not re-
quired for mRNA translation. Rather, the observations
that an mRNA'’s poly(A) tail shortens as it ages in the
cytosol and that unadenylated mRNAs have abbrevi-
ated cytosolic lifetimes suggest that poly(A) tails have a
protective role. In fact, the only mature mRNAs that
generally lack poly(A) tails, those of histones (which,
with few exceptions, lack the AAUAAA cleavage-
polyadenylation signal), have lifetimes of <30 min in
the cytosol, whereas most other mRNAs last hours or
days.

Eukaryotic Genes Consist of Alternating Expressed
and Unexpressed Sequences

The most striking difference between eukaryotic and pro-
karyotic structural genes is that the coding sequences of
most eukaryotic genes are interspersed with unexpressed
regions. Early investigations of eukaryotic structural
gene transcription found, quite surprisingly, that pri-
mary transcripts are quite heterogeneous in length (from
~2000 to well over 20,000 nucleotides) and are much
larger than is expected from the known sizes of eukary-
otic proteins. Rapid labeling experiments demonstrated
that little of this so-called heterogeneous nuclear RNA
(hnRNA) is ever transported to the cytosol; most of it is
quickly turned over in the nucleus. Yet, the hnRNA’s 5
caps and 3’ tails eventually appear in cytosolic mRNAs.
The straightforward explanation of these observations, that
pre-mRNAs are processed by the excision of internal se-
quences, seemed so bizarre that it came as a great suprise in
1977 when it was independently demonstrated in several
laboratories that this is actually the case. In fact, the pre-
mRNA'’s noncoding intervening sequences (IVSs or
introns) are usually of greater length than their flanking
expressed sequences (exons). This situation is graphi-
cally illustrated in Fig. 29-32, which is an electron mi-
crograph of chicken ovalbumin mRNA hybridized to
the sense strand of the ovalbumin gene (ovalbumin is
the major protein component of egg white). The lengths
of introns in vertebrate genes ranges from ~ 65 to over
100,000 nucleotides with no obvious periodicity. In-
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Figure 29-32

An electron micrograph and its interpretive drawing of a
hybrid between the sense strand of the chicken ovalbumin
gene (as obtained by molecular cloning methods; Section
31-5) and its corresponding mRNA. The complementary
segments of the DNA (purple line in drawing) and mRNA
(red line) have annealed to reveal the exon positions

(L, 1-7). The looped-out segments (I-VII), which have no
complementary sequences in the mRNA, are the introns.
[From Chambon, P., Sci. Am. 244(5): 61 (1981).

deed, the corresponding introns from genes in two ver-
tebrate species can vary extensively in both length and
sequence so as to bear little resemblance to one another.

Further investigations established that the formation
of eukaryotic mRNA begins with the transcription of an
entire structural gene, including its introns, to form pre-
mRNA (Fig. 29-33). Then, following capping and per-
haps polyadenylation, the introns are excised and their
flanking exons are connected, a process called gene
splicing, to yield the mature mRNA. The most striking
aspect of gene splicing is its precision; if one base too few or
too many were excised, the resulting mRNA could not be
translated properly (Section 30-1B). Moreover, exons are
never shuffled; their order in the mature mRNA is exactly
the same as that in the gene from which 1t is derived. In the
following subsections we discuss the mechanism of this
remarkable splicing process.

Exons Are Spliced in a Two-Stage Reaction
Sequence comparisons of exon-intron junctions
from a diverse group of eukaryotes indicate that they
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Ovalbumin gene, 7700 bp

1 2 3 4 5 6 7
. I I Il v Vi VI
Intron
Exon lTranscrlptlon
L 1 2 7
5' I I II v VII 3
Primary transcript (hnRNA)
lCappmg and polyadenylation
L 1 2 7
CAP I I m \4 VI Vil ] tF:I:Y
lSlecmg
123 4 5 6 7
Ovalbumin mRNA -
~—— 1872 nucieotides
Figure 29-33 Following transcription, the primary transcript is capped and

The sequence of steps in the production of mature
eukaryotic mRNA as shown for the chicken ovalbumin gene.

have a high degree of homology (Fig. 29-34), includ-
ing, as Richard Breathnach and Pierre Chambon first
pointed out, an invariant GU at the intron’s 5’ boundary
and an invariant AG at its 3’ boundary. These sequences are
necessary and sufficient to define a splice junction: Muta-
tions that alter the sequences interfere with splicing,
whereas mutations that change a nonjunction to a con-
sensuslike sequence can generate a new splice junction

Investigations of both cell free and in vivo splicing
systems by Argiris Efstradiadis, Michael Rosbash, Phil-
lip Sharp, and Tom Maniatis have established that in-
tron excision occurs in two reactions (Fig. 29-35):

polyadenylated. The introns are then excised and the exons
spliced together to form the mature mRNA.

the 5’ exon. The intron thereby assumes a novel lariat
structure. The adenosine residue at the lanat branch
has been identified as the A in the sequence CURAY
[where R represents purines (A or G) and Y repre-
sents pyrimidines (C or U)], which is highly con-
served in vertebrate mRNAs and is typically located
20 to 50 residues upstream of the 3’ splice site (yeast
have a similar UACUAAC sequence that occurs
~50-residues upstream from all its 3’ splice sites).
Mutations that change this branch point A residue
abolish splicing at that site.

2. The now free 3’-OH group of the 5’ exon forms a
phosphodiester bond with the 5’-terminal phosphate
1. The formation of a 2’,5" phosphodiester bond be- of the 3’ exon yielding the spliced product. The intron
tween an intron adenosine residue and its 5’-terminal is thereby eliminated in its lariat form and, in vivo, is
phosphate group with the concommitant release of rapidly degraded. Mutations that alter the conserved
5" splice 3' splice
site site
~— Exon—> <— Intron — ~<— Exon =
5' G100 U100As0A74GaslUso ** 711

Figure 29-34

The consensus sequence at the exon—intron junctions of
eukaryotic pre-mRNAs The subscripts indicate the percent
of pre-mRNAs in which specified base(s) occurs Note that

) « \
) 77-03:NC 78R 100G100 35 3

\C

the 3’ splice site is preceded by a tract of 11 predominantly
pynmidine nucleotides. [Based on data from Padgett, R. A,,
Grabowski, P. J., Konarska, M. M., Seiler, S. S., and Sharp,
P. A., Annu. Rev. Biochem. 55, 1123 (1986).]
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Excised intron in lariat form

Figure 29-35

The sequence of transesterification reactions that splice
together the exons of eukaryotic pre-mRNAs (the exons and
introns are respectively drawn in black and red; R and Y,
resectively, represent purine and pyrimidine residues):

(1) The 2'-OH group of a specific intron A residue

AG at the 3’ splice junction block this second step
although they do not interfere with lariat formation.

Note that the splicing process proceeds without free
energy input; its transphosphorylation reactions pre-
serve the free energy of each cleaved phosphodiester
bond through the concomitant formation of a new one.

Splicing Is Mediated by snRNPs

How are splice junctions recognized and how are the
two exons to be joined brought together in the splicing
process? Part of the answer to this question was estab-
lished by Joan Steitz going on the assumption that one
nucleic acid is best recognized by another. The eukary-
otic nucleus, as has been known since the 1960s, con-
tains numerous copies of several highly conserved 60 to
300 nucleotide RNAs called small nuclear RNAs
(snRNAs), which form protein complexes termed small
nuclear ribonucleoproteins (snRNPs; pronounced
“snurps”). Steitz recognized that the 5" end of one of
these snRNAs, Ul-snRNA (so-called because it is a
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nucleophilically attacks the 5' phosphate at the 5’ intron
boundary to yield an unusual 2’,5'-phosphodiester bond and
thus form a lariat structure. (2) The liberated 3'-OH group
forms a 3',5’-phosphodiester bond with the 5 terminal
residue of the 3' exon, thereby splicing the two exons
together and releasing the intron in lariat form.

member of a U-rich subfamily of snRNAs), is partially
complementary to the 5’ consensus sequence of mRNA
splice junctions. The consequent hypothesis, that LI1-
snRNP recognizes the 5’ splice junction, was corroborated
by the observations that splicing is inhibited by the se-
lective destruction of the U1-snRNP sequences that are
complementary to the 5’ splice junction and by the pres-
ence of anti-Ul-snRNP antibodies (produced by pa-
tients suffering from systemic lupus erythematosus,
an often fatal autoimmune disease). Similar studies
have implicated U2-snRNP in recognizing the intron
region that forms the lariat branch point and U5-snRNP
in recognizing the 3’ splice junction. Altogether, ~65
pre-mRNA nucleotides participate in this recognition
process, which rationalizes why introns are minimally
65 nucleotides in length.

Splicing takes place in an as yet poorly characterized 50S
to 60S particle dubbed the splicosome (Fig. 29-36). The
splicosome brings together a pre-mRNA, the foregoing
snRNPs, U4-U6-snRNP (in which U4 and U6 snRNAs
associate by base pairing and which binds to the other
snRNPs rather than directly to pre-mRNA), and a vari-

&
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Figure 29-36

An electron micrograph of splicosomes in action. The
splicosomes are the large beads on the pre-mRNAs
extending above and below the horizontal DNA. [From
Steitz, J. A., Sci. Am. 258(6): 59 (1988). Electron micrograph
by Yvonne N. Osheim.]

ety of pre-mRNA binding proteins (U4 -U6-snRNP has
also been implicated in the previously described polya-
denylation reaction). Note that the splicosome is a large
particle; the similarly sized large ribosomal subunit of E.
coli consists of 3004 nucleotides and 31 polypeptides
and has a particle mass of 1.6 million daltons (Section
30-3A). The biochemical significance of splicing is dis-
cussed in Section 33-2F.

mRNA Is Methylated at Certain Adenylate Residues

During or shortly after the synthesis of vertebrate
pre-mRNAs, ~0.1% of their A residues are methylated
at N(6). These m®A’s tend to occur in the sequence
RRm®ACX, where Xis rarely G. Although the functional
significance of these methylated A’s is unknown, it
should be noted that a large fraction of them are compo-
nents of the corresponding mature mRNAs.

B. Ribosomal RNA Processing

The seven E. colt rfRNA operons all contain one
(nearly identical) copy of each of the three types of
rRNA genes (Section 29-3F). Their polycistronic pri-
mary transcripts, which are >5500 nucleotides in
length, contain 16S rRNA at their 5’ ends followed by
the transcripts for 1 or 2 tRNAs, 23S rRNA, 5S rRNA
and, in some rRNA operons, 1 or 2 more tRNAs at the 3
end (Fig. 29-37). The steps in processing these primary
transcripts to mature rRNAs (Fig. 29-37) were eluci-
dated with the aid of mutants defective in one or more of
the processing enzymes.

The initial processing, which yields products known
as pre-tRNAs, commences while the primary transcript
is still being synthesized. It consists of specific endonu-
cleolytic cleavages by RNase III, RNase P, RNase E,
and RNase F at the sites indicated in Fig. 29-37. The
base sequence of the primary transcript suggests the
existence of several base paired stems. The RNase III
cleavages occur in a stem consisting of complementary
sequences flanking the 5’ and 3’ ends of the 23S seg-
ment (Fig. 29-38) as well as that of the 165 segment.
Presumably certain features of these stems constitute
the RNase III recognition site.

The 5’ and 3’ ends of the pre-rRNA’s are trimmed
away in secondary processing steps (Fig. 29-37) through
the action of RNAses M16, M23, and M5 to produce the
mature rRNAs. These final cleavages only occur after
the pre-rRNAs become associated with ribosomal pro-
teins.

Primary transcript

Primary processing

2920

+ Pre-23S rRNA

Secondary processing

Number
of bases: 180 1700 150 200
5' §
RNase: 111 IIIT T 11
P F
Pre-16S rRNA
5 ¢ []

RNase: Mise Mi6 D M23
16S rRNA tRNA(s)

Number 5

of bases: 1541

Figure 29-37

The post-transcriptional processing of E. coli rRNA. The
transcriptional map is shown approximately to scale The
labeled arrows indicate the positions of the various
nucleolytic cuts and the nucleases that generate them.

5S rRNA
+ 23S rRNA | tRNA(s)
.

2904 120

[After Apiron, D., Ghora, B. K., Plantz, G., Misra, T. K., and
Gegenheimer, P., in S6ll, D., Abelson, J. N., and Schimmel
P. R. (Eds.), Transfer RNA: Biological Aspects, p. 148, Cold
Spring Harbor Laboratory (1980).]
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The proposed stem-and-giant-loop secondary structure in
the 23S region of the E. coli primary rRNA transcript. The
RNase lll cleavage sites are indicated. [After Young. R. R.,
Bram, R. J., and Steitz, J A., in Soll, D., Abelson, J. N., and
Schimmel, P. R. (Eds.), Transfer RNA: Biological Aspects, p.
102, Cold Spring Harbor Laboratory (1980).]

Ribosomal RNAs Are Methylated

During ribosomal assembly, the 16S and 23S rRNAs
are methylated at a total of 24 specific nucleosides. The
methylation reactions, which employ S-adenosylmethi-
onine (Section 24-3E) as a methyl donor, yield N¢,N¢-di-
methyladenine and O?-methylribose residues. O%-
methyl groups are thought to protect adjacent
phosphodiester bonds from degradation by intracellular
RNases (the mechanism of RNase hydrolysis involves
utilization of the free 2’-OH group of ribose to eliminate
the substituent on the 3’-phosphoryl group via the for-
mation of a 2/,3’-cyclic phosphate intermediate; Section
28-1). However, the function of base methylation is un-
known.
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Eukaryotic rRNA Processing Resembles That
of Prokaryotes

The eukaryotic genome typically has several hundred
tandemly repeated copies of rRNA genes that are con-
tained in small dark-staining nuclear bodies known as
nucleoli (the site of rRNA transcription, processing, and
ribosomal subunit assembly; Fig. 1-5). The primary
rRNA transcript is an ~7500-nucleotide 455 RNA that
contains, starting from the 5 end, the 185, 5.8S5, and 285
rRNAs separated by spacer sequences (Fig. 29-39). In
the first stage of its processing, 455 RNA is specifically
methylated at ~110 sites that occur mostly in its rRNA
sequences. About 80% of these modifications yield O%-
methylribose residues and the remamder form methyl-
ated bases such as N® Nb-dimethyladenine and 2-meth-
ylguanine. The subsequent cleavage and trimming of
the 455 RNA superfically resembles that of prokaryotic
rRNAs. In fact, enzymes exhibiting RNAse III and
RNase P-like activities occur in eukaryotes. The 55 eu-
karyotic rRNA is separately processed in a manner re-
sembling that of tRNA (Section 29-4C).

Some Eukaryotic rRNA Genes Are Self-Splicing

Only a few eukaryotic rRNA genes contain introns.
Nevertheless, Thomas Cech’s study of how such genes
are spliced in the ciliated protozoan Tetrahymena ther-
mophila led to an astonishing discovery: RNA can act as
an enzyme. When the isolated pre-rRNA of this organism is
incubated with guanosine or a free guanine nucleotide
(GMP, GDP, or GTP), but in the absence of protein, its
single 413-nucleotide intron excises itself and splices to-
gether its flanking exons; that is, this pre-rRNA is self-
splicing. The three-step reaction sequence of this process
(Fig. 29-40) resembles that of mRNA splicing:

1. The 3’-OH group of the guanosine forms a phospho-
diester bond with the intron’s 5’ end.

N

. The 3’-terminal OH group of the newly liberated 5
exon forms a phosphodiester bond with the 5'-termi-
nal phosphate of the 3’ exon thereby splicing to-
gether the two exons and releasing the intron.

3. The 3’-terminal OH group of the intron forms a
phosphodiester bond with the phosphate of the nu-
cleotide 15 residues from the intron’s 5 end, yielding
the 5’-terminal fragment with the remainder of the
intron in cyclic form

45S RNA

¥ 3

188 5.85 288

Figure 29-39
The organization of the 45S primary transcript of eukaryotic
rRNA.
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Figure 29-40

The sequence of reactions in the self-splicing of
Tetrahymena pre-rRNA (1) The 3'-OH group of a guanine
nucleotide attacks the intron’s 5'-terminal phosphate so as
to form a phosphodiester bond and release the 5’ exon. (2)
The newly generated 3'-OH group of the 5’ exon attacks the
5'-terminal phosphate of the 3’ exon thereby splicing the
two exons and releasing the intron. (3) The 3'-OH group of
the intron attacks the phosphate of the nucleotide that is 15
residues from the 5’ end so as to cyclize the intron and
release its 5'-terminal fragment. Throughout this process,
the RNA maintains a folded, internally hydrogen bonded
conformation that permits the precise excision of the intron

This self-splicing process, which similarly occurs in fun-
gal mitochondrial rfRNA, consists of a series of trans-
esterifications and therefore does not require free en-
ergy input. Cech further established the enzymatic
properties of the Tetrahymena intron, which presumably
stem from its three-dimensional structure, by demon-
strating that it catalyzes the in vitro cleavage of poly(C)
with an enhancement factor of 10'° over the rate of
spontaneous hydrolysis. Indeed, this RNA catalyst even
exhibits Michaelis—Menton kinetics (K,; = 42 uM and
ke = 0.033 s71 for Cs). Such RNA enzymes have been
named ribozymes.

Although the idea that an RNA can have enzymatic
properties may be unorthodox, there is no fundamental
reason why an RNA, or any other macromolecule, cannot
have catalytic activity. Of course, in order to be an effi-
cient catalyst, a macromolecule must be able to assume a
stable structure but, as we shall see in Sections 30-2B
and 3A, RNAs in the form of tRNA and most probably
rRNA do just that. The chemical similarities of the
mRNA and rRNA splicing reactions therefore suggest
that splicosomes are ribozymal systems that evolved
from primordial self-splicing RNAs and that their pro-
tein components merely serve to fine tune the ribo-
zymes' structure and function. Similarly, the RNA com-
ponents of ribosomes, which are more than one-half
RNA and the rest protein, probably have catalytic func-
tions in addition to the structural and recognition roles
usually attributed to them (Section 30-3). Thus, the ob-
servations that cells contain batteries of enzymes for
manipulating DNA but few for processing RNA, and
that many coenzymes are ribonucleotides (e.g., ATP,
NAD?, and CoA), led to the hypothesis that RNAs were
the original biological catalysts in precellular times and
that the chemically more versatile proteins were relative
latecomers in macromolecular evolution (Section 1-4C).

C. Transfer RNA Processing

tRNAs, as we discuss in Section 30-2A, consist of ~ 80
nucleotides that assume a secondary structure with four
base paired stems known as the cloverleaf structure
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Left exon G
5! pA
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Figure 29-41

A schematic diagram of the tRNA cloverleaf secondary
structure. Each dot indicates a base pair in the hydrogen
bonded stems. The position of the anticodon triplet and the
3'-terminal —CCA are indicated.

(Fig. 29-41). All tRNAs have a large fraction of modified
bases (whose structure, function, and synthesis is also
considered in Section 30-2A) and each has the 3’-termi-
nal sequence — CCA to which the corresponding amino
acid is appended in the amino acid-charged tRNA. The
anticodon (which is complementary to the codon speci-
fying the tRNA’s corresponding amino acid) occurs in
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the loop of the cloverleaf structure opposite the stem
containing the terminal nucleotides.

The E. coli chromosome contains ~60 tRNA genes.
Some of them are components of rRNA operons (Sec-
tion 29-4A); the others are distributed, often in clusters,
throughout the chromosome. The primary tRNA tran-
scripts, which contain from one to as many as four or
five identical tRNA species, have extra nucleotides at
the 3’ and 5 ends of each tRNA sequence. The excision
and trimming of these tRNA sequences resembles that
for E. coli rRNAs (Section 29-4B) in that both pro-esses
employ some of the same nucleases

RNase P Is a Ribozyme

RNase P, which generates the 5’ ends of all E. coli
tRNAs (Fig. 29-37), is a particularly interesting enzyme
because it has a 377-nucleotide RNA component (~ 125
kD vs 14 kD for its protein subunit) that is essential for
enzymatic activity. The enzyme’s RNA was, quite un-
derstandably, first proposed to function in recognizing
the substrate RNA through base pairing and to thereby
guide the protein subunit, which was presumed to be
the actual nuclease, to the cleavage site. However, Sid-
ney Altman has shown that the RNA component of RNase
Pis, in fact, the enzyme’s catalytic subunit by demonstrat-
ing that protein-free RNase P RNA catalyzes the cleav-
age of substrate RNA at high salt concentrations. RNase
P protein, which is basic, evidently functions at physio-
logical salt concentrations to electrostatically reduce the
repulsions between the polyanionic ribozyme and sub-
strate RNAs. The argument that trace quantities of
RNase P protein are really responsible for the RNase P
reaction was disposed of by showing that catalytic activ-
ity is exhibited by RNase P RNA that has been tran-
scribed in a cell-free system Thus we now have two
independent examples of ribozymes.
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Many Eukaryotic Pre-tRNAs Have Introns
Eukaryotic genomes contain from several hundred to
several thousand tRNA genes. Many eukaryotic pri-
mary tRNA transcripts, for example, yeast tRNA™" (Fig.
29 42), contain a small intron adjacent to their antico-
dons as well as extra nucleotides at their 5" and 3’ ends.
Note that this intron is unlikely to disrupt the tRNA’s
cloverleaf structure. Eukaryotic tRNA transcripts lack
the obligatory —CCA sequence at their 3’ end. This is

appended to the immature tRNAs by the enzyme tRNA
nucleotidyltransferase, which sequentially adds two
C’s and an A to tRNA using CTP and ATP as substrates.
This enzyme also occurs in prokaryotes although, at
least in E. coli, the tRNA genes all encode a —CCA
terminus. The E. coli tRNA nucleotidyltransferase is
therefore thought to function in the repair of degraded
tRNAs.
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Figure 29-42

The post-transcriptional processing of yeast tRNA™". A
14-nucleotide intervening sequence and a 19-nucleotide 5'-
terminal sequence are excised from the primary transcript, a

—CCA 1s appended to the 3’ end and several of the bases
are modified (their symbols are defined in Fig. 30-13) to form
the mature tRNA. The anticodon is shaded. [After
DeRobertis, E M. and Olsen, M. V, Nature 278, 142 (1989).]
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Chapter Summary

The central dogma of molecular biology states that “DNA
makes RNA makes protein” (although RNA can also “‘make”’
DNA). There is, however, enormous variation among the rates
that the various proteins are made. Certain enzymes, such as
those of the lac operon, are synthesized only when the sub-
stances they metabolize are present. The lac operon consists of
the control sequences lacP and lacO followed by the tandemly
arranged genes for f-galactosidase (lacZ), galactoside per-
mease (lacY), and thiogalactoside transacetylase (lacA). In the
absence of inducer, physiologically allolactose, the lac repres-
sor, the product of the lacl gene, binds to operator (lacO) so as
to prevent the transcription of the lac operon by RNA poly-
merase. The binding of inducer causes the repressor to release
the operator that allows the lac structural genes to be tran-
scribed onto a single polycistronic nRNA. The mRNAs tran-
siently associate with ribosomes so as to direct them to synthe-
size the encoded polypeptides.

The holoenzyme of E. coli RNA polymerase has the subunit
structure o, f /0. It initiates transcription on the sense strand
of a gene at a position designated by its promoter. The most
conserved region of the promoter is the Pribnow box, which is
centered at about the —10 position and has the consensus
sequence TATAAT. The — 35 region is also conserved in effi-
cient promoters. Methylation protection studies indicate that
holoenzyme forms an “open” initiation complex with the pro-
moter. After the initiation of RNA synthesis, the ¢ subunit
dissociates from the core enzyme, which then autonomously
catalyzes chain elongation in the 5 — 3’ direction. RNA syn-
thesis is terminated by a segment of the transcript that forms a
G + C-nch harpin with an oligo(U) tail that spontaneously
dissociates from the DNA. Termination sequences that lack
these sequences require the assistance of rho factor for proper
chain termination. In the nuclei of eukaryotic cells, RNA poly-
merases I, 11, and III, respectively, synthesize tfRNA precur-
sors, hnRNA, and tRNAs + 55 RNA. The mmimal RNA
polymerase I promoter extends between nucleotides —7 and
+6. Many RNA polymerase II promoters contain a conserved
TATAAAA sequence, the TATA box, located around position
—27. Enhancers are transcriptional activators that can have
variable positions and orientations relative to the transcription
start site. RNA polymerase III promoters are located within the
transcribed regions of their gene between positions +40 and
+80

Prokaryotes can respond rapidly to environmental changes
in part, because the translation of mMRNAs commences during
their transcription and because most mRNAs are degraded
within 1 to 3 min of their synthesis. The temporally ordered
expression of sets of genes in some bacteriophages is con-
trolled by cascades of o factors. The lac repressor is a tetra-
meric protein of identical subunits that, in the absence of in-
ducer, nonspecifically binds to duplex DNA but binds much
more tightly to lac promoter. The promoter sequence that lac
repressor protects from nuclease digestion has nearly palin-
dromic symmetry. Yet, methylation protection and muta-
tional studies indicate that repressor is not symmetrically
bound to promoter. Repressor and RNA polymerase compete
for the same promoter-binding sites.
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The presence of glucose represses the transcription of
operons specifying certain catabolic enzymes through the me-
diation of cAMP. Upon binding cAMP, which is only formed
in the absence of glucose, catabolite gene activator protein
(CAP) binds to the promoters of certain operons, such as the
lac operon, thereby activating their transcription. CAP’s two
symmetry equivalent DNA-binding domains each bind n the
major groove of their target DN A via a helix—turn — helix motif
that occurs in numerous prokaryotic repressors. The binding
between these repressor> and their target DNAs is mediated
by mutually favorable associations between these macromole-
cules rather than any specific interactions between base pairs
and amino acid side chains analogous to Watson—Crick base
pang. araBAD transcription is controlled by CAP-cAMP
and AraC through a remarkable complex of AraC to two-
binding sites, 4740, and aral, that forms a DNA loop. In this
system, AraC also regulates its own synthesis by binding to the
araQ, site 5o as to repress the transcription of the araC gene.
The expression of the E. coli trp operon is regulated both by
attenuation as well as repression. Upon binding tryptophan,
its corepressor, trp repressor binds to the irp operator thereby
blocking trp operon transcription. When tryptophan is avail-
able, much of the trp transcript that has escaped repression is
prematurely terminated in the trpL sequence because its tran-
script contains a segment that forms a normal termunator
structure. When tryptophanyl-tRNAT™P 15 scarce, nbosores
stall at the transcript’s two tandem Trp codons. This permits
the newly synthesized RNA to form a base parred stem and
loop that prevents the formation of the terminator structure.
Several other operons are similarly regulated by attenuation.
The stringent response is another mechanism by which E. coli
match the rate of transcription to charged tRNA availability.
When a specified charged tRNA is scarce, stringent factor on
active ribosomes synthesizes ppGpp, which inhibits the tran-
scription of rRNA and some mRNAs while stimulating the
transcription of other mRNAs.

Prokaryotic mRNA transcripts require no additional pro-
cessing However, eukaryotic nRNAs have an enzymatically
appended 5’ cap and, in most cases, an enzymatically gener-
ated poly(A) tail. Moreover, the introns of eukaryotic mRNA
primary transcripts (hnRNAs) are precisely excised and their
flanking exons are spliced together to form mature mRNAs in
a snRNP-mediated process that takes place in splicosomes.
The primary transcript of E. coli tRNAs contains all three
rRNAs together with some tRNAs. These are excised and
tnmmed by specific endonucleases and exonucleases. The
rRNAs are also modified by the methylation of speafic nu
cleosides. The eukaryotic 185, 5.8S, and 285 rRNAs are simi-
larly transcribed as a 45S precursor which is processed in a
manner resembhng that of E. coli rRNAs. The intron of Tetra-
hymena pre-rRNA is removed in an RN A-catalyzed self-splic-
ing reaction. Prokaryotic tRNAs are excised from their primary
transcripts and trimmed in much the same manner as rRNAs.,
In RNase P, one of the enzymes mediating this process, the
catalytic subunit is an RNA. Eukaryotic tRNA transcripts also
require the excision of a short intron and the enzymatic addi-
tion of a 3'-terminal —CCA to form the mature tRNA
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Problems

L

*3.

5" CAACGTAACACTTTACAGCGGCGCGTCATTTGATATGATGCGCCCCGCTTCCCGATA 3
3" GTTGCATTGTGAAATGTCGCCGCGCAGTAAACTATACTACGCGGGGCGAAGGGCTAT 5
*6.

Indicate the phenotypes of the following E. coli lac partial
diploids in terms of inducibility and active enzymes syn-
thesized.

(a) I"PTOYZrY~/I*P~OYZ*Y*

(b) I"PYO°Z+Y~/I*PYO*Z~Y*

(c) I"TPYO°Z+Y*/I"PYO*Z*Y*

(d) I'P~O° Z*Y* /I"PYO° Z7Y~

. Superrepressed mutants, IS, encode lac repressors that

bind operator but do not respond to the presence of in-
ducer. Indicate the phenotypes of the following genotypes
in terms of inducibility and enzyme production.

(@) ISO*Z+  (b) ISOZ*  (c) ITOYZ*/150*Z*

Why do lacZ™ E. coli fail to show galactoside permease
activity after the addition of lactose in the absence of glu-
cose? Why do lac Y~ mutants lack f-galactosidase activity
under the same conditions?

. What is the experimental advantage of using IPTG instead

of 1,6-allolactose as an inducer of the lac operon?

. Indicate the Pribnow box, —35 region and initiating nu-

cleotide on the antisense strand of the E. coli tRNAT” pro-
moter shown below.

Why are E. coli that are diploid for rifamycin resistance
and rifamycin sensitivity (rif® /rif%) sensitive to rifamycin?

10.

11,

12.

13.

14.

. What is the probability that the 4026-nucleotide DNA

sequence coding for the f subunit of E. coli RNA polymer-
ase will be transcribed with the correct base sequence.
Perform the calculations for the probabilities of 0.0001,
0.001, and 0.01 that each base is incorrectly transcribed.

. What is the probability that the symmetry of the lac opera-

tor is merely accidental?

. Why does the inhibition of DNA gyrase in E. coli inhibit

the expression of catabolite sensitive operons?

Describe the transcription of the trp operon in the absence
of active ribosomes and tryptophan.

Why can't eukaryotic transcription be regulated by atten-
tuation?

Charles Yanofsky and his associates have synthesized a
15-nucleotide RNA that is complementary to segment 1 of
trpL. mRNa (but only partially complementary to segment
3). What is its effect on the in vitro transcription of trp
operon? What is its effect if the trpL gene contains a muta-
tion in segment 2 that destablizes the 2 -3 stem and loop?

Why are relA~ mutants defective in the in vivo transcrip-
tion of the his and trp operons?

Why aren’t primary rRNA transcripts observed in wild-
type E. coli?
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In this chapter we consider translation, the mRNA-
directed biosynthesis of polypeptides. Although pep-
tide bond formation is a relatively simple reaction, the
complexity of the translational process, which involves
the coordinated participation of over 100 macromole-
cules, is mandated by the need to link 20 different amino
acid residues accurately in the order specified by a par-
ticular mRNA.

We begin by considering the genetic code, the corre-
spondence between nucleic acid sequences and poly-
peptide sequences Next, we examine the structures and
properties of tRNAs, the amino acid-bearing entities
that mediate the translation process. Following this, we
take up what is known about ribosomes, the complex
molecular machines that catalyze peptide bond forma-
tion between the mRNA-specified amino acids. Peptide
bond formation, however, does not necessarily yield a
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functional protein; many polypeptides must first be
post-translationally modified as we discuss in the sub-
sequent section. We then study how cells degrade pro-
teins, a process that must balance protein synthesis, and
finally, consider the nonribosomal synthesis of certain
small and unusual polypeptides.

1. THE GENETIC CODE

How does DNA encode genetic information? Accord-
ing to the one gene—one polypeptide hypothesis, the
genetic message dictates the amino acid sequences of
proteins. Since the base sequence of DNA is the only
variable element in this otherwise monotonously re-
peating polymer, the amino acid sequence of a protein
must somehow be specified by the base sequence of the
corresponding segment of DNA.

A DNA base sequence might specify an amino acid
sequence in many conceivable ways. With only 4 bases
to code for 20 amino acids, a group of several bases,
termed a codon, is necessary to specify a single amino
acid. A triplet code, that is, one with 3 bases per codon, is
minimally required since there are 4% = 64 different
triplets of bases whereas there can be only 4% = 16 dif-
ferent doublets, which is insufficient to specify all the
amino acids. In a triplet code, as many as 44 codons
might not code for amino acids. On the other hand,
many amino acids could be specified by more than one
codon. Such a code, in a term borrowed from mathemat-
ics, is said to be degenerate.

Another mystery was, how does the polypeptide syn-
thesizing apparatus group DNA's continuous sequence
of bases into codons. For example, the code might be
overlapping; that is, 1n the sequence

ABCDEFGHI] -

ABC might code for one amino acid, BCD for a second,
CDE for a third, efc. Alternatively, the code might be
nonoverlapping so that ABC specifies one amino acid,
DEF a second, HIJ a third, etc. The code might also
contain internal ““punctuation’ such as in the nonover-
lapping triplet code

ABC,DEF,GH], -

in which the commas represent particular bases or base
sequences. A related question is how does the genetic
code specify the beginning and the end of a polypeptide
chain

The genetic code is, in fact, a nonoverlapping, comma-
free, degenerate, triplet code. How this was determined
and how the genetic code dictionary was elucidated is
the subject of this section.

A. Chemical Mutagenesis

The triplet character of the genetic code, as we shall
see below, was established through the use of chemical

mutagens, substances that induce mutations. We there-
fore precede our study of the genetic code with a discus-
sion of these substances There are two major classes of
mutations:

1. Point mutations, in which one base pair replaces
another. These are subclassified as:

(a) Transitions, in which one purine (or pyrimidine)
is replaced by another.

(b) Transversions, in which a purine is replaced by a
pynmidine or vice versa.

2. Insertion/deletion mutations, in which one or
more nucleotide pairs are inserted in or deleted from
DNA.

A mutation in any of these three categories may be re-
versed by a subsequent mutation of the same but not
another category.

Point Mutations Are Generated by Altered Bases

Point mutations can result from the treatment of an orga-
nism with base analogs or substances that chemically alter
bases. For example, the base analog 5-bromouracil
(5BU) sterically resembles thymine (5-methyluracil) but,
through the influence of its electronegative Br atom,
frequently assumes a tautomeric form that base pairs
with guanine instead of adenine (Fig. 30-1). Conse-
quently, when 5BU is incorporated into DNA in place of
thymine, as it usually is, it occasionally induces an
A-T— G-C transition in subsequent rounds of DNA
replication. Occasionally, 5BU is also incorporated into
DNA in place of cytosine, which instead generates a
G-C — AT transition.

The adenine analog 2-aminopurine (2AP), normally
base pairs with thymine (Fig. 30-24) but occasionally
forms an undistorted but singly hydrogen bonded base
pair with cytosine (Fig. 30-2b). Thus 2AP also generates
A-T— G-Cand G-C — A-T transitions.

In aqueous solutions, nitrous acid (HNO,) oxida-
tively deaminates aromatic primary amines so that it
converts cytosine to uracil (Fig. 30-3a) and adenine to
the guanine-like hypexanthine (which forms two of
guanine’s three hydrogen bonds with cytosine; Fig.

Br <O Br <O—H-"O Nﬁ
5 4
/6 3N—H —— </ \N---H—N>—\§/N\
1
N ~2< N { >: N
/ o / 0--H—N
5-Bromouracil (5BU) 5BU H
(keto tautomer) (enol tautomer) Guanine

Figure 30-1

The keto form of 5-bromouracil (feft) is its most common
tautomer. However, it frequently assumes the enol form
(right), which base pairs with guanine.
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Figure 30-2

The adenine analog 2-aminopurine normally base pairs with
(a) thymine but occasionally also does so with (b) cytosine.

30-3D). Hence, treatment of DNA with nitrous acid, or
compounds such as nitrosamines

R, \
N—N=0

R,
Nitrosoamines

that react to form nitrous acid, results in both A-T —
G.-Cand G-C — A-T transitions.

Nitrite, the conjugate base of nitrous acid, has long
been used as a preservative of prepared meats such
as frankfurters. However, the observation that many
mutagens are also carcinogens (Section 31-5E) sug-
gests that the consumption of nitrite-containing
meat is harmful to humans. Proponents of nitrite
preservation nevertheless argue that to stop it would
result in far more fatalities. This is because lack of
such treatment would greatly increase the incidence
of botulism, an often fatal form of food poisoning
caused by the ingestion of protein neurotoxins se-
creted by the anaerobic bacterium Clostridium botu-
linum (Section 34-4C).

Hydroxylamine (NH,OH) also induces G:C— AT
transitions by specifically reacting with cytosine to con-
vert 1t to a compound that base pairs with adenine (Fig.
30-4). The use of alkylating agents such as dimethyl
sulfate, nitrogen mustard, and ethylnitrosourea

- 0
,CHy— CHy;—Cl [ ,CHy  CHy
H,C—N NH,—C N
CH, — CH,—Cl \N=O
Nitrogen mustard Ethylnitrosourea
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(a) H H
\ / N
N—H O--H—N ﬁ
HNO
/ \ N —2> / N—H--- N/ \ N\
<N4 < \=y
/o /o
Cytosine Uracil Adenine
(®) H H
\ /
r/N N—H (/N /0---H—N
HNO
N N B2 N g N
N:/ N‘d >7 N
o \
Adenine Hypoxanthine Cytosine
Figure 30-3
Reaction with nitrous acid converts (a) cytosine to uracil
which base pairs with adenine; and (b) adenine to
hypoxanthine, a guanine derivative (it lacks guanine’s
2-amino group) which base pairs with cytosine.
H H—O H
\ \ /
N—H Mo H—N N%,
NH,0H
- <N~< \=y
/7o /o
Cytosine Adenine
Figure 30-4

Reaction with hydroxylamine converts cytosine to a
derivative which base pairs with adenine.

often generates transversions. The alkylation of the N(7)
position of a purine nucleotide causes its subsequent
depurination in a reaction similar to that diagrammed in
Fig. 28-52a. The resulting gap in the sequence is filled in
by an error-prone enzymatic repair system (Section
31-5B). Transversions arise when the missing purine is
replaced by a pyrimidine. The enzymatic repair of DNA
that has been damaged by UV radiation may also gener-
ate transversions.

Insertion/Deletion Mutations Are Generated by
Intercalating Agents

Insertion /deletion mutations may arise from the treat-
ment of DNA with intercalating agents such as acridine
orange or proflavin (Section 28-4C). The distance between
two consecutive base pairs is doubled by the intercala-
tion of such a molecule between them. The replication
of such a distorted DNA occasionally results in the in-
sertion or deletion of one or more nucleotides in the



1]

896 Section 30-1. The Genetic Code

newly synthesized polynucleotide. (Insertions and de-
letions of large DNA segments generally arise from
aberrant cross-over events; Section 33-2C.)

B. Codons Are Triplets

In 1961, Francis Crick and Sydney Brenner, through
genetic invesitgations into the previously unknown
character of proflavin-induced mutations, determined
the triplet character of the genetic code. In bacterio-
phage T4, a particular proflavin-induced mutation, des-
ignated FCO, maps in the rIIB cistron (Section 27-1E).
The growth of this mutant phage on a permissive host
(E. coli B) resulted in the occasional spontaneous appear-
ance of phenotypically wild-type phages as was demon-
strated by their ability to grow on a restrictive host [E.
coli K12(A); recall that rIIB mutants form characteristi-
cally large plaques on E. coli B but cannot lyse E. coli
K12(4)]. Yet, these doubly mutated phages are not geno-
typically wild-type; the simultaneous infection of a per-
missive host by one of them and true wild-type phage
yielded recombinant progeny that have either the FCO
mutation or a new mutation designated FC1. Thus the
phenotypically wild-type phage is a double mutant that
actually contains both FCO and FC1. These two genes are
therefore suppressors of one another; that is, they cancel
each other’s mutant properties. Furthermore, since they
map together in the rIIB cistron, they are mutual intra-
genic suppressors (suppressors in the same gene).

The treatment of FC1 in a manner identical to that
described for FCO provided simular results: the appear-
ance of a new mutant, FC2, that is an intragenic sup-
pressor of FC1. By proceeding in this iterative manner,
Crick and Brenner collected a series of different rIIB
mutants, FC3, FC4, FC5, etc,, in which each mutant
FC(n) is an intragenic suppressor of its predecessor,
FC(n — 1). Recombination studies showed, moreover,
that odd numbered mutations are intragenic suppres-
sors of even numbered mutations but neither pairs of
different odd numbered mutations nor pairs of different
even numbered mutations suppress each other. How-
ever, recombinants containing three odd-numbered
mutations or three even-numbered mutations all are
phenotypically wild-type.

Crick and Brenner accounted for these observations
by the following set of assumptions:

1. The proflavin-induced mutation FCO is either an in-
sertion or a deletion of one nucleotide pair from the
rIIB cistron. If itis a deletion then FC1 is an insertion,
FC2 is a deletion, etc., and vice versa.

2. The code is read in a sequential manner starting from a
fixed point in the gene. The insertion or deletion of a
nucleotide shifts the frame (grouping) in which suc-
ceeding nucleotides are read as codons (insertions or
deletions of nucleotides are therefore also known as

frameshift mutations). Thus the code has no inter-
nal punctuation that indicates the reading frame; that
is, the code is comma-free.

3. The code is a triplet code.

4. All or nearly all of the 64 triplet codons code for an
amino acid; that is, the code is degenerate,

These principles are illustrated by the following anal-
ogy. Consider a sentence (gene) in which the words
(codons) each consist of 3 letters (bases).

THE BIG RED FOX ATE 7THE EGG

(Here the spaces separating the words have no physical
significance; they are only present to indicate the read-
ing frame.) The deletion of the 4th letter, which shifts
the reading frame, changes the sentence to

THAE IGR EDF OXA TET HEE GG

so that all words past the point of deletion are unintelli-
gible (specify the wrong amino acids). An nsertion of
any letter, however, say an X in the 9th position,

THE IGR EDX FOX ATE THE EGG

restores the original reading frame. Consequently, only
the words between the two changes (mutations) are al-
tered. Asn this example, such a sentence might still be
intelligible (the gene could still specify a functional pro-
tein), particularly if the changes are close together. Two
deletions or two insertions, no matter how close to-
gether, would not suppress each other but just shift the
reading frame. However, three insertions, say X, Y, and
Zin the 5th, 8th, and 12th positions, respectively, would
change the sentence to

THE BXI GYR &DZ FOX ATE THE EGG

which, after the third insertion, restores the original
reading frame. The same would be true of three dele-
tions. As before, if all three changes were close together,
the sentence might still retain its meaning.

Crick and Brenner did not unambiguously demon-
strate that the genetic code is a triplet code because they
had no proof that their insertions and deletions involved
only single nucleotides. Strictly speaking, they showed
that a codon consists of 3r nucleotides where r is the
number of nucleotides in an insertion or deletion. Al-
though it was generally assumed at the time thatr =1,
proof of this assertion had to await the elucidation of the
genetic code (Section 30-1D).

C. Genes Are Colinear with Their
Specified Polypeptides

In the early 1960s, Charles Yanofsky demonstrated
the colinearity of genes and polypeptides. He did so by
isolating a number of mutants of the 268-residue o
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Figure 30-5

The colinearity of the E. coli trpA gene with the polypeptide
it specifies, the tryptophan synthase « chain. The gene
mutation positions, as determined by transductional

chain of E. colz tryptophan synthase (specified by the
trpA gene; Section 29-3E). The genetic map of these
mutants was elucidated by transductional mapping
(Section 27-1E) and the amino acid changes to which
they give rise were established by fingerprinting (Sec-
tion 6-1]). The order of the mutants in the gene is the
same as the order of the corresponding amino acid
changes in the protein (Fig. 30-5). The E. coli trpA gene is
therefore colinear with the polypeptide it specifies.

D. Deciphering the Genetic Code

In order to understand how the genetic code diction-
ary was elucidated we must first preview how proteins
are synthesized. The mRNAs cannot directly recognize
amino acids. Rather, they specifically bind molecules of
tRNA that each carry a corresponding amino acid (Fig.
30-6). Each tRNA contamns a trinucleotide sequence, its
anticodon, which is complementary to an mRNA codon
specifying the tRNA’s amino acid. An amino acid is
covalently linked to its corresponding tRNA through the
action of a specific enzyme that recognizes both of these
molecules (a process called ““charging’”” the tRNA). Dur-
ing translation, the mRNA passes through the ribosome
such that each codon, in turn, binds its corresponding
charged tRNA (Fig. 30-7). As this occurs, the ribosome
transfers the tRNA’s appended amino acid to the end of
the growing polypeptide chain.

UUU Specifies Phe

The genetic code could, in principle, be determined by
simply comparing the base sequence of an mRNA with
the amino acid sequence of the polypeptide it specifies.
In the 1960s, however, techniques for isolating and se-
quencing mRNAs had not yet been developed. The elu-
cidation of the genetic code dictionary therefore proved
to be a difficult task.
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Y Positions of
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acid changes in the polypeptide as determined by ik
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Figure 30-6

Transfer RNA in its “‘cloverleaf”” form showing its covalently
linked amino acid residue (top) and its anticodon (bottom; a
trinucleotide segment that base pairs with the
complementary mRNA codon during translation).

The major breakthrough in deciphering the genetic
code came in 1961 when Marshall Nirenberg and
Heinrich Matthaei established that UUU is the codon
specifying Phe. They did so by demonstrating that the
addition of poly(U) to a cell-free protein synthesizing
system stimulates only the synthesis of poly(Phe). The
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Growing polypeptide

chain

OH

-

Messenger RNA

Figure 30-7

A schematic diagram of the processes of
translation (ribosomal synthesis of a
polypeptide from an mRNA template).

cell-free protein synthesizing system was prepared by
gently breaking open E. coli cells by grinding them with
powdered alumina and centrifuging the resulting cell
sap to remove the cell walls and membranes. This ex-
tract contained DNA, mRNA, ribosomes, enzymes, and
other cell constituents necessary for protein synthesis.
When fortified with ATP, GTP, and amino acids, the
system synthesized small amounts of proteins. This was
demonstrated by the incubation of the system with C-
labeled amino acids followed by the precipitation of its
proteins by the addition of trichloroacetic acid. The pre-
cipitate proved to be radioactive.

A cell-free protein synthesizing system, of course,
produces proteins specified by the cell's DNA. Upon
addition of DNase, however, protein synthesis stops
within a few minutes because the system can no longer
synthesize mRNA while that originally present is rap-
idly degraded. Nirenberg found that crude mRNA-con-
taining fractions from other organisms were highly ac-
tive in stimulating protein synthesis in a DNase-treated
protein synthesizing system. This system, is likewise
responsive to synthetic mRNAs.

The synthetic mRNAs that Nirenberg used in subse-
quent experiments were synthesized by the Azoto-
bacter vinelandii enzyme polynucleotide phosphoryl-
ase. This enzyme, which was discovered by Severo
Ochoa and Marianne Grunberg-Manago, links together
nucleotides in the reaction

(RNA), + NDP = (RNA), ,; + P,

where NDP represents a ribonucleoside diphosphate. In
contrast to RNA polymerase, however, polynucleotide
phosphorylase does not utilize a template. Rather, it
randomly links together the available NDPs so that the
base composition of the product RNA reflects that of the
reactant NDP mixture.

Nirenberg and Matthaei demonstrated that poly(U)

1 — NHj
NHT
/
'r Amino acid
_ NHT residue

Transfer
RNA

direction of ribosome
movement on mRNA

stimulates the synthesis of poly(Phe) by incubating
poly(U) and a mixture of 1 radioactive and 19 unlabeled
amino acids in a DNase treated protein synthesizing
system. Significant radioactivity appeared in the protein
precipitate only when phenylalanine was labeled. UUU
must therefore be the codon specifying Phe. In similar ex-
periments using poly(A) and poly(C), it was found that
poly(Lys) and poly(Pro), respectively, were synthesized.
Thus AAA specifies Lys and CCC specifies Pro. [Poly(G)
cannot function as a synthetic mRNA because, even
under denaturing conditions, it aggregates to form what
is thought to be a four-stranded helix. A mRNA must be
single stranded to direct its transcription; Section
30-2D.]

Nirenberg and Ochoa independently employed ri-
bonucleotide copolymers to further elucidate the ge-
netic code. For example, in a poly(UG) composed of
76% U and 24% G, the probability of a given triplet
being UUU is 0.76 X 0.76 X 0.76 = 0.44. Likewise, the
probability of a triplet consisting of 2U’s and 1G; that s,
UUG, UGU, or GUU is 0.76 X 0.76 X 0.24 = 0.14. The
use of the poly(UG) as a mRNA therefore indicated the
base compositions, but not the sequences of the codons
specifying several amino acids (Table 30-1). Through
the use of copolymers containing 2, 3, and 4 bases, the
base compositions of codons specifying each of the 20
amino acids were inferred Moreover, these experiments
demonstrated that the genetic code is degenerate since, for
example, poly(UA), poly(UC), and poly(UG) all direct the
incorporation of Leu into a polypeptide.

The Genetic Code Was Elucidated through Triplet
Binding Assays and the Use of Polyribonucleotides
with Known Sequences

In the absence of GTP, which is necessary for protein
synthesis, trinucleotides but not dinucleotides are al-
most as effective as mRNAs in promoting the ribosomal
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Table 30-1

Amino Acid Incorporation Stimulated by a Random
Copolymer of U and G in Mole Ratio 0.76:0.24

Probability Relative Amount
of Relative Amino of Amino Acid

Codon Occurrence Incidence® Acid Incorporated
[818)8) 0.44 100 Phe 100

UuG 0.14 32 Leu 36

UGU 0.14 32 Cys 35

GUU 0.14 32 Val 37
UGG 0.04 9 Trp 14

GUG 0.04 9

GGU 0.04 9 Gly 12
GGG 0.01 2

% Relative incidence is defined here as 100 X probability of occur-
rence/0 44.

Source: Matthaei, J. H., Jones, O. W., Martin, R. G, and Nirenberg,
M., Proc. Natl. Acad. Sci. 48, 666 (1962).

binding of specific tRNAs. This phenomenon, which
Nirenberg and Philip Leder discovered in 1964, permit-
ted the various codons to be identified by a simple bind-
ing assay. Ribosomes, together with their bound tRNAs,
are retained by a nitrocellulose filter but free tRNA is
not. The bound tRNA was identified by using charged
tRNA mixtures in which only one of the pendent amino
acid residues was radioactively labeled. For instance, it
was found, as expected, that UUU stimulates the ribo-
somal binding of only Phe tRNA. Likewise, UUG, UGU,
and GUU stimulate the binding of Leu, Cys, and Val
tRNAs, respectively. Hence UUG, UGU, and GUU must
be codons that specify Leu, Cys, and Val, respectively.
In this way, the amino acids specified by some 50
codons were identified. For the remaining codons, the
binding assay was either negative (no tRNA bound) or
ambiguous.

The genetic code dictionary was completed and pre-
vious results confirmed through H. Gobind Khorana's
synthesis of polyribonucleotides with specified repeat-
ing sequences. In a cell-free protein synthesizing sys-
tem, UCUCUCUC -, for example, is read

UcUy Cuc ucu cuc ucu C.-

so that it specifies a polypeptide chain of two alternating
amino acid residues. In fact, it was observed that this
mRNA stimulated the production of

Ser — Leu— Ser — Leu— Ser— Leu—

which indicates that either UCU or CUC specifies Ser
and the other specifies Leu. This information, together
with the tRNA-binding data, permitted the conclusion
that UCU codes for Ser and CUC codes for Leu. These
data also proved that codons consist of an odd number
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Third reading

frame start
Second reading
frame start
First reading
frame start

U*A C U*A C U*A C U*A C

| T Ty Tyr First reading
frame

..« Second reading
frame

| ¢ - ‘e +«=Third reading
frame
Figure 30-8
An mRNA might be read in any of three reading frames,
each of which yields a different polypeptide.

of nucleotides thereby relieving any residual suspicions
that codons consist of six rather than three nucleotides.

Alternating sequences of three nucleotides, such as
poly(UAC), specify three different homopolypeptides
because ribosomes may initiate polypeptide synthesis
on these synthetic nRNAs in any of the three possible
reading frames (Fig. 30-8). Analyses of the polypeptides
specified by various alternating sequences of two and
three nucleotides confirmed the identity of many
codons and filled out mussing portions of the genetic
code.

mRNAs Are Read in the 5 — 3’ Direction

The use of repeating tetranucleotides indicated the
reading direction of the code and identified the chain
termination codons. Poly(UAUC) specifies, as expected,
a polypeptide with a tetrapeptide repeat:

5 3'

UAU CUA UCU AUC UAU CUA
Tyr Leu — Ser — Ile — Tyr — Leu

The amino acid sequence of this polypeptide indicates
that the mRNA'’s 5" end corresponds to the polypep-
tide’s N-termunus; that is, the mRNA is read in the 5 — 3’
direction.

UAG, UAA, and UGA Are Stop Codons

In contrast to the above results, poly(AUAG) yields
only dipeptides and tripeptides. This is because UAG is a
signal to the ribosome to terminate protein synthesis:

AUA GAU AGA UAG AUA GATU-.-
Ile — Asp Arg Stop Ile— Asp—

Likewise, poly(GUAA) yields dipeptides and tripeptides
because UAA 15 also a chain termination signal:

GUA AGU AAG UAA GUA AGU---

Val — Ser — Lys Stop  Val — Ser —
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UGA is a third stop signal. These stop codons, whose
existence was first inferred from genetic experiments,
are known, somewhat inappropriately, as nonsense
codons because they are the only codons that do not
specify amino acids. UAG, UAA, and UGA are often
referred to as amber, ochre, and opal codons. [They
were so named as the result of a laboratory joke: The
German word for amber is Bernstein, the name of an
individual who helped discover amber mutations (mu-
tations that change some other codon to UAG); ochre
and opal are puns on amber.]

AUG and GUG Are Chain Initiation Codons

The codons AUG, and less frequently GUG, form part
of the chain initiation sequence (Section 30-3C). How-
ever, they also specify the amino acid residues Met and
Val, respectively, at internal positions of polypeptide
chains. (Nirenberg and Matthaei’s discovery that UUU
specifies Phe was only possible because ribosomes in-
discriminately initiate polypeptide synthesis on a
mRNA when the Mg?* concentration is unphysiologi-
cally lugh as it was, serendipitously, in their experi-
ments.)

E. The Nature of the Code

The genetic code dictionary, as elucidated by the
above methods, is presented in Table 30-2. Examination
of this table indicates that the genetic code has several
remarkable features:

1. The code is highly degenerate. Three amino acids, Arg,
Leu, and Ser are each specified by six codons, and
most of the rest are specified by either four, three, or
two codons. Only Met and Trp are represented by a
single codon. Codons that specify the same amino
acid are termed synonyms.

2. The arrangement of the code table 1s nonrandom. Most
synonyms occupy the same box in Table 30-2; that s,
they differ only in their third nucleotide. The only
exceptions are Arg, Leu, and Ser which, having six
codons each, must occupy more than one box. XYU
and XYC always specify the same amino acid; XYA
and XYG do so in all but two cases. Moreover,
changes in the first codon position tend to specify
similar (if not the same) amino acids, whereas codons
with second position pyrimidines encode mostly hy-
drophobic amino acids, and those with second posi-
tion purines encode mostly polar amino acids. Ap-
parently the code evolved so as to minimize the
deleterious effects of mutations.

Many of the mutations causing amino acid substitu-
tions in a protein can be rationalized, according to the
genetic code, as a single point mutation. For instance, all
but one of the amino acid substitutions indicated in Fig.
30-5 for the a chain of tryptophan synthase result from

Table 30-2
The “Standard” Genetic Code
First Third
position Second position position
(5" end) (3" end)
U C A G
uuu ucu VAU . UGU . u
u uuc PP e oo UAC T uee® e
er
UUA Leu UCA UAA Stop UGA Stop A
UUG UcG UAG Stop UGG Trp G
cuu ccu CAU i cGU u
s
cuc cce . cAc ' cae c
C Leu Pro Ar
CUA CCA CAA G CGA A
cuG cca CAG CGG e
AUU ACU u
AUC lle  ACC c
A Thr
AUA ACA L MG A
AUG Met® ACG a7 ac’® G
GUU GCU GAU A GGU u
S
o quo, - Gcc, - GAC P eae o c
aua ¥ aea M caa o, GCA YA
GUG GCG GAG GGG G

2 AUG forms part of the initiation signal as well as coding for
internal Met residues.

single base changes. As a consequence of the genetic code’s
degeneracy, however, many point mutations at a third
codon position are phenotypically silent; that is, the mu-
tated codon specifies the same amino acid as the wild-type.
Degeneracy may account for as much as 33% of the 25
to 75% range in the G + C content among the DNAs of
different organisms (Section 28-1). The frequent occur-
rence of Arg, Ala, Gly, and Pro also tends to give a high
G + C content, whereas Asn, Ile, Lys, Met, Phe, and Tyr
contribute to a low G + C content.

Some Phage DNA Segments Contain Overlapping
Genes in Different Reading Frames

Since any nucleotide sequence may have three read-
ing frames, it is possible, at least in principle, for a poly-
nucleotide to encode two or even three different poly-
peptides. This idea was never seriously entertained,
however, because it seemed that the constraints on even
two overlapping genes in different reading frames
would be too great for them to evolve so that both could
specify sensible proteins. It therefore came as a great
surprise, in 1976, when Frederick Sanger reported that
the DNA of bacteriophage ¢X174 contains two genes
that are completely contained within larger genes of
different reading frames (Fig. 30-9). Moreover, the end
of the overlapping D and E genes contains the control
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Figure 30-9

The genetic map of bacteriophage $X174 as determined by
DNA sequence analysis. Genes are labeled A, B, C, etc
Note that gene B is wholly contained within gene A and gene
E is wholly contained within gene D. These parrs of genes
are read in different reading frames and therefore specify
unrelated proteins. The unlabeled regions correspond to
untranslated control sequences.

sequence for the ribosomal initiation of the ] gene so that
this short DNA segment performs triple duty. Bacteria
also exhibit such coding economy; the ribosomal initia-
tion sequence of one gene in a polycistronic mRNA
often overlaps the end of the preceding gene. Neverthe-
less, completely overlapping genes have only been
found in small single-stranded DNA phages, which pre-
sumably must make maximal use of the little DNA that
they can pack inside their capsids.

The “Standard” Genetic Code Is Widespread but
Not Universal

For many years it was thought that the “‘standard”
genetic code (that given in Table 30-2) is universal. This
assumption was, in part, based on the observations that
one kind of organism (e.g., E. coli), can accurately trans-
late the genes from quite different organisms, (e.g.,
humans). This phenomenon is, in fact, the basis of ge-
netic engineering. Once the “standard” genetic code
had been established, presumably during the time of
prebiotic evolution (Section 1-4B), any mutation that
would alter the way the code is translated would result
in numerous, mostly deleterious, protein sequence
changes. Undoubtedly there is strong selection against
such mutations. DNA sequencing studiesin 1981 never-
theless revealed that the genetic codes of certain mitochon-
dria (mitochondria contain their own genes and protein
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Table 30-3

Mitochondrial Deviations from the “Standard” Genetic
Code

Mitochondrion UGA AUA CUN* AGA CGG

Mammalian Trp  Met? Stop

Baker's yeast Trp Met?  Thr

Neurospora crassa ~ Trp ?
Drosophila Trp  Met? Ser®
Protozoan Trp

Plant Trp

“Standard” code  Stop Ile Leu Arg  Arg

“ N represents any of the four nucleotides.

Also acts as part of an initiation signal.
¢ AGA only; no AGG codons occur in Drosophila mitochondrial
DNA.

Source: Breitenberger, C. A and RajBhandary, U. L., Trends
Biochem. Sci. 10, 481 (1985).

synthesizing systems that produce 10 to 20 mitochondrial
proteins) are variants of the “standard” genetic code (Table
30-3). For example, in mammalian mitochondria, AUA,
as well as the standard AUG, is a Met/initiation codon,
UGA specifies Trp rather than “Stop,” and AGA and
AGG are “Stop” rather than Arg. Note that all mito-
chondrial genetic codes except those of plants simplify
the “standard” code by increasing its degeneracy. For
example, in the mammalian mitochondrial code, each
amino acid is specified by at least two codons that differ
only in their third nucleotide. Apparently the con-
straints preventing alterations of the genetic code are
eased by the small sizes of mitochondrial genomes.
More recent studies, however, have revealed that in
ciliated protozoa, the codons UAA and UAG specify
GIn rather than “Stop.” Perhaps UAA and UAG were
sufficiently rare codons in a primordial ciliate (which
molecular phylogenetic studies indicate branched off
very early in eukaryotic evolution) to permit the code
change without unacceptable deleterious effects. At any
rate, the “standard” genetic code, although very widely
utilized, is not universal.

2. TRANSFER RNA

The establishment of the genetic function of DNA led
to the realization that cells somehow “translate” the
language of base sequences into the language of poly-
peptides. Yet, nucleic acids do not specifically bind
amino acids. In 1955, Francis Crick, in what became
known as the adaptor hypothesis, hypothesized that
translation occurs through the mediation of ““adaptor”
molecules. Each adaptor was postulated to carry a spe-
cific enzymatically appended amino acid and to recog-
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Polypeptide

Adaptors

Nucleic acid

Codon 1 Codon 2 Codon 3

Figure 30-10

The adaptor hypothesis postulates that the genetic code is
read by molecules that recognize a particular codon and
carry the corresponding amino acid

nize the corresponding codon (Fig. 30-10). Crick sug-
gested that these adaptors contain RNA because codon
recognition could then occur by complementary base
pairing. At about this time, Paul Zamecnik and Mahlon
Hoagland discovered that in the course of protein syn-
thesis, *C-labeled amino acids became transiently
bound to a low molecular mass fraction of RNA. Further
investigations indicated that these RNAs, which at first
were called “soluble RNA” or “sRNA” but are now
known as transfer RNA (tRNA), are, in fact, Crick’s
putative adaptor molecules.

A. PRIMARY AND SECONDARY
STRUCTURES

In 1965, after a seven year effort, Robert Holley re-
ported the first known base sequence of a biologically
significant nucleic acid, that of yeast alanine tRNA
(tRNAA®; Fig. 30-11). To do so Holley had to overcome
several major obstacles:

1. All organisms contain many species of tRNAs (at
least one for each of the 20 amino acids) which, be-
cause of their nearly identical properties (see below),
are not easily separated. Preparative techniques had
to be developed to provide the gram or so of pure
yeast tRNAA=2 Holley required for its sequence deter-
mination.

2. Holley had to invent the methods that were initially
used to sequence RNA (Section 28-6).

3. Ten of the 76 bases of yeast tRNA4" are modified (see
below). Their structural formulas had to be eluci-
dated although they were never available in more
than mulligram quantities.

Since 1965, the techniques for tRNA purification and
sequencing have vastly improved. A tRNA may now be
sequenced in a few days time with only ~1 ug of mate-
rial. Presently, the base sequences of ~300 tRNAs from
a great variety of organisms are known (many from their
corresponding DNA sequences). They vary in length

from 60 to 95 nucleotides (18-28 kD) although most
have ~ 76 nucleotides.

Almost all known tRNAs, as Holley first recognized,
may be schematically arranged in the so-called clover-
leaf secondary structure (Fig. 30-12). Starting from the
5’ end, they have the following common features:

1. A 5’ terminal phosphate group.

2. A7 bp stem that includes the 5'-terminal nucleotide
and which may contain non-Watson-Crick base
pairs such as G-U. This assembly is known as the
acceptor or amino acid stem because the amino acid
residue carried by the tRNA is appended to its 3’-ter-
minal OH group (Section 30-2C).

3. A 3 or 4 bp stem ending in a loop that frequently
contains the modified base dihydrouridine (D; see
below). This stem and loop are therefore collectively
termed the D arm.

4. A 5 bp stem ending in a loop that contains the anti-
codon, the triplet of bases that is complementary to
the codon specifying the tRNA. These features are
known as the anticodon arm.

3

/|\ - OH

(l: & Amino acid

C attachment site
I

C
!
G
\
G
U—A
o
C—G
[
c—@
L—G_
U
’
u
\-I ~G- LI
Anticodon
Figure 30-11

©

The base sequence of yeast tRNAA2 drawn in the cloverleaf
form The symbols for the modified nucleosides (color), are
explained in Fig. 30-13.
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Figure 30-12

The cloverleaf secondary structure of tRNA. Filled circles
connected by dots represent Watson-Crick base pairs and
open circles in the double helical regions indicate bases
involved in non-Watson-Crick base pairing. Invanant
positions are indicated: R and Y represent invariant purines
and pyrimidines, respectively, i signifies pseudouracil. The
starred nucleosides are often modified. The dashed regions
in the D and variable arms contain different numbers of
nucleotides in the various tRNAs.

5. A5 bp stem ending in a loop that usually contains the
sequence Ty C (where i is the symbol for pseudouri-
dine; see below). This assembly is called the TyC or
T arm.

6. AlltRNAs terminate in the sequence CCA with a free
3’-OH group. The —CCA may be genetically speci-
fied or enzymatically appended to immature tRNA
(Section 29-4C).

7. There are 13 invariant positions (always have the
same base) and 8 semiinvariant positions (only a
purine or only a pyrimidine) that occur mostly in the
loop regions. These regions also contain correlated
invariants; that is, pairs of nonstem nucleotides that
are base paired in all tRNAs, The purine on the 3’ side
of the anticodon is invariably modified. The struc-
tural significance of these features is examined in
Section 30-2B.

The site of greatest variability among the known tRNAs
occurs in the so-called variable arm. It has from 3 to 21
nucleotides and may have a stem consisting of up to

115

Chapter 30. Translation 903

7 bp. The D loop also varies in length from 5 to 7 nu-
cleotides.

tRNAs Have Numerous Modified Bases

One of the most striking characteristics of tRNAs is
their large proportion, up to 20%, of post-translationally
modified or hypermodified bases. A few of the >50
such bases, together with their standard abbreviations,
are indicated in Fig. 30-13. Hypermodified nucleosides,
such as i°A, are usually adjacent to the anticodon’s 3’
nucleotide when it is A or U. Their low polarities proba-
bly strengthen the otherwise relatively weak pairing as-
sociations of these bases with the codon thereby in-
creasing translational fidelity. Conversely, certain
methylations block base pairing and hence prevent in-
appropriate structures from forming. Yet, neither of
these modifications are essential for maintaining a
tRNA’s structural integrity (see below), for its proper
binding to the ribosome, nor, with one known exception
(Section 30-2C), for binding the enzyme that attaches
the correct amino acid. The functions of most modified
bases therefore remain unknown although mutant bac-
teria unable to form certain modified bases compete
poorly against the corresponding normal bacteria.

B. Tertiary Structure

The earliest physicochemical investigations of tRNA
indicated that it has a well-defined conformation. Yet,
despite numerous hydrodynamic, spectroscopic, and
chemical cross-linking studies, its three-dimensional
structure remained an enigma until 1974. In that year,
the 2.5-A resolution X-ray crystal structure of yeast
tRNAPPe was separately elucidated by Alexander Rich in
collaboration with Sung Hou Kim and, in a different
crystal form, by Aaron Klug. The molecule assumes an
L-shaped conformation in which one leg of the L is formed
by the acceptor and T stems folded into a continuous
A-RNA-like double helix (Section 28-2B) and the other leg is
similarly composed of the D and anticodon stems (Fig.
30-14). Each leg of the L is ~ 60 A long and the antico-
don and amino acid acceptor sites are at opposite ends
of the molecule, some 76- A apart. The narrow 20 to
25-A width of native tRNA is essential to its biological
function: During protein synthesis, two RNA molecules
must simultaneously bind in close proximity at adjacent
codons on mRNA (Section 30-3D).

tRNA’s Complex Tertiary Structure Is Maintained
by Hydrogen Bonding and Stacking Interactions
The structural complexity of yeast tRNAF" is reminis-
cent of that of a protein. Although only 42 of its 76 bases
occur in double helical stems, 71 of them participate in
stacking associations (Fig. 30-15). The structure also con-
tains 9 base pairing interactions that cross-link its ter-
tiary structure (Figs. 30-14a and 30-15). Remarkably, all
but one of these tertiary interactions, which appear to be
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Figure 30-13

A selection of the modified nucleosides that occur in tRNAs
together with their standard abbreviations Note that
although inosine chemically resembles guanosine, it is

biochemically derived from adenosine. Nucleosides may also
be methylated at their ribose 2’ positions to form residues
symbolized, for instance, by Cm, Gm, and Um.
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The structure of yeast tRNAP (a) The base sequence
drawn in cloverleaf form. Base pairing interactions are
represented by thin red lines connecting the participating
bases. Bases that are conserved or semiconserved in all
tRNAs are circled by solid and dashed lines, respectively.
The 5’ terminus is colored bright green, the acceptor stem is
yellow, the D arm is white, the anticodon arm is light green,

the mainstays of the molecular structure, are non-
Watson-Crick associations. Moreover, most of the
bases involved in these interactions are either invariant
or semiinvariant, which strongly suggests that all tRNAs
have similar conformations (see below). The structure is
also stabilized by several unusual hydrogen bonds be-
tween bases and either phosphate groups or the 2’-OH
groups of ribose residues.

The compact structure of yeast tRNAP™ results from
its large number of intramolecular associations, which
renders most of its bases inaccessible to solvent. The
most notable exceptions to this are the anticodon bases
and those of the amino acid-bearing —CCA terminus.
No doubt both of these groupings must be accessible in
order to carry out their biological functions.

The observation that the molecular structures of yeast
tRNAF*e in two different crystal forms are essentially
identical lends much credence to the supposition that its
crystal structure closely resembles its solution structure
Transfer RNAs other than yeast tRNAF have, unfortu-
nately, been notoriously difficult to crystallize. The

117

Chapter 30. Translation 905

(b)

the variable arm is orange, the Ty C arm is light blue, and
the 3' terminus is red. (b) The X-ray structure drawn to show
how its base paired stems are arranged form the L-shaped
molecule. The sugar-phosphate backbone is represented by
a ribbon with the same color scheme as that in Part a.
[Courtesy of Michael Carson, University of Alabama at
Birmingham.]

crystal structures of only three other native species of
tRNA, all at resolutions of 3.0 A or greater, have thus far
been reported. The molecular structures of these tRNAs
closely resemble that of yeast tRNAF"e, The major struc-
tural differences among them result from an apparent
flexibility in the anticodon loop and the —CCA termi-
nus as well as from a hingelike mobility between the two
legs of the L that gives, for instance, yeast tRNAA® a
boomeranglike shape. Such observations are in accord
with the expectation that all tRNAs fit into the same
ribosomal cavities.

C. Aminoacyl-tRNA Synthetases:

Accurate translation requires two equally important rec-
ognition steps: (1) the choice of the correct amino acid for
covalent attachment to a tRNA; and (2) the selection of the
amino acid-charged tRNA specified by mRNA. The first of
these steps, which is catalyzed by amino acid-specific
enzymes known as aminoacyl-tRNA synthetases, ap-
pends an amino acid to the 3’-terminal ribose residue of
its cognate tRNA to form an aminoacyl-tRNA (Fig.
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The nine tertiary base pairing interactions in yeast tRNAPe.
Note that all but one involve non-Watson- Crick pairs and
that they are all located near the corner of the L. [After Kim,

30-16) This otherwise unfavorable process is driven by
the hydrolysis of ATP in two sequential reactions that
are catalyzed by a single enzyme.

1. The amino acid is first “activated” by reaction with
ATP to form an aminoacyl-adenylate:

H o o
by
—c—C

N
NHY ©

+ ATP

Amino acid
H O

[

R—C—C—O —-—Il’ — O — Ribose-Adenine + PP;

0
[
NHY 0~

Aminoacyl-adenylate
(Aminoacyl-AMP)

S H., in Schimmel, P. R., Sdll, D., and Abelson, J. N (Eds.),
Transfer RNA: Structure, Properties and Recognition, p. 87
Cold Spring Harbor Laboratory (1979).]

tRNA
|
i
O=1|)~ O0—CH; o Adenine
O
O OH
I
C| —0
H—C—R
|
NH,
Aminoacyl-tRNA

Figure 30-16

In aminoacyl-tRNAs, the amino acid residue is esterified to
the tRNA’s 3'-terminal nucleoside at either its 3'-OH group,
as shown here, or its 2'-OH group.
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which, with most aminoacyl-tRNA synthetases in
the absence of tRNA, may be isolated although it
normally remains tightly bound to the enzyme.

2. This mixed anhydride then reacts with tRNA to form
the aminoacyl-tRNA:

Aminoacyl-AMP + tRNA ——
aminoacyl-tRNA + AMP

Some aminoacyl-tRNA synthetases exclusively append
an amino acid to the terminal 2’-OH group of their cog-
nate tRNAs, others do so at the 3’-OH group, and yet
others do so at either such position. This selectivity or its
absence was established with the use of chemically
modified tRNAs that lack either the 2’- or 3’-OH group
of their 3’-terminal ribose residue. The use of these de-
rivatives was necessary because, 1n solution, the ammo-
acyl group rapidly equilibrates between the 2’ and 3’
positions.
The overall aminoacylation reaction is

Amino acid + tRNA + ATP —
aminoacyl-tRNA + AMP + PP,

These reaction steps are readily reversible because the
free energies of hydrolysis of the bonds formed in both
the aminoacyl-adenylate and the aminoacyl-tRNA are
comparable to that of ATP hydrolysis. The overall reac-
tion is driven to completion by the inorganic pyrophos-
phatase-catalyzed hydrolysis of the PP; generated in the
first reaction step. Amino acid activation therefore
chemically resembles fatty acid activation (Section
23-2A); the major difference between these two pro-
cesses, which were both elucidated by Paul Berg, is that
tRNA is the acyl acceptor in amino acid activation,
whereas CoA performs this function in fatty acid acti-
vation.

Different Aminoacyl-tRNA Synthetases Are No
More Than Distantly Related

Cells must have at least one aminoacyl-tRNA synthe-
tase for each of the 20 amino acids. The simularnty of the
reactions catalyzed by these enzymes and the structural
resemblance of all tRNAs suggests that all aminoacyl-
tRNA synthetases evolved from a common ancestor and
should therefore be structurally related. This is not the
case, however. In fact, the aminoacyl-tRNA synthetases
form a diverse group of enzymes. The over 100 such en-
zymes that have been characterized each have one of
four different types of subunit structures, o, a,, ¢, and
a,f3,, with subunit sizes ranging from 334 to > 1000
residues. Moreover, although synthetases specific for a
given amino acid exhibit considerable sequence homol-
ogy from organism to organism, there is little sequence
similarity among synthetases specific for different
ammno acids. Quite possibly, aminoacyl-tRNA synthe-
tases arose very early in evolution, before the develop-
ment of the modern protein synthesis apparatus other
than tRNAs.
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Tyrosyl-tRNA Synthetase Operates via Transition
State Binding

The X-ray structure of tyrosyl-tRNA synthetase from
Bacillus stearothermophilus, determined by David Blow,
is illustrated in Fig. 30-17. The 419-residue subunit of
this a;, dimer contains a region of f§ sheet reminiscent of
the dinucleotide-binding fold (Section 7-3B), which
forms the tyrosyl adenylate-binding site. This region is
remarkably similar in structure to the ATP-binding re-
gion of E. coli methionyl-tRNA synthetase, the only
other aminoacyl-tRNA synthetase of known structure.
The C-terminal 99 residues of tyrosyl-tRNA synthetase,
as well as three other short segments of its polypeptide
chain, are not visible in the crystal structure and are
therefore presumed to be conformationally disordered.
Each of these segments has several Lys and Arg residues
that are implicated in the binding of the polyanionic
tRNA molecule Indeed, the N-terminal 320 residues
alone, as generated via protein engineering, catalyzes
tyrosine adenylate formation with unchanged k., and
Kj4, but neither aminoacylates nor binds tRNATY", Most
nucleic acid-binding proteins of known structure, as we
shall see, have conformationally mobile regions that
interact with their corresponding nucleic acid. It has
therefore been suggested that these disordered regions
function to bind their nuclei acid through flexible inter-
actions.

Although the way in which tyrosyl-tRNA synthetase
interacts with tRNAT" remains obscure, model building
coupled with protein engineering studies have revealed
how this enzyme adenylylates tyrosine. Chemical stud-

3¢
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2 26
Figure 30-17

The X-ray structure of residues 1 to 320 of tyrosyl-tRNA
synthetase. The position of the molecular twofold axis of this
dimeric protein is indicated on the lower left. [After Blow,

D. M. and Brick, P., in Jurnak, F. A. and McPherson, A.,
Biological Macromolecules and Assembly, Vol 2: Nucleic
Acids and Interactive Proteins, p 448, Wiley (1985).]
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ies have demonstrated that this reaction proceeds via
inversion of configuration at ATP’s a phosphorus. This
observation implies that the reaction involves a single
displacement in which the tyrosyl carboxylate group is
the nucleophile and PP; is the leaving group (Fig.
30-184). Model building studies by Alan Fersht and
Greg Winter based on this premise, together with the
X-ray structure of tyrosyl-tRNA synthetase’s tyrosyl
adenylate complex, indicate that the enzyme operates
by preferentially binding the transition state (Section
14-1F): The y phosphate in the reaction’s pentacoordi-
nate transition state, but not its reactants or products,
hydrogen bonds to the enzyme’s Thr 40 and His 45 side
chains (Fig. 30-18b). Fersht and Winter confirmed this
conclusion through protein engineering studies in
which they replaced Thr 40 with Ala and/or His 45
(which is evolutionarily conserved in aminoacyl-tRNA
synthetases) with Gly. All of these mutant enzymes
have greatly reduced catalytic activities (a 3 X 10°-fold
reduction in k., in the double mutant) even though they
all bind both tyrosine and ATP with nearly undimin-
ished affinities. Note that the interactions stabilizing the
transition state occur at some distance from the « phos-
phorous reaction site. Moreover, the enzyme has no
catalytically active functional groups, such as general
acids or bases, in the vicinity of the reaction site. Evi-
dently, the inherent reactivities of the nucleophilic tyro-
syl carboxyl group and ATP’s activated PP; leaving
group are sufficient to drive the reaction at a satisfacto-
rily high rate (an ~10°-fold increase over the uncata-
lyzed reaction) with only transition state binding com-
bined with reactant proximity and orientation effects
(Section 14-1E).

The Structural Features Recognized by Aminoacyl-
tRNA Synthetases May Be Quite Simple

Considerable effort has been expended in elucidating
the manner in which aminoacyl-tRNA synthetases rec-
ognize their corresponding tRNAs. The methods used to
do so include the use of specific tRNA fragments, muta-
tionally altered tRNAs, and chemical cross-linking
agents. The most common synthetase contact sites on
tRNA occur on the inner (concave) face of the L. Other
than that, there appears to be little regularity in how the
various tRNAs recognize their cognate synthetases. In-
deed, the smaller synthetases appear to recogmze only
the acceptor region of their tRNAs, whereas the larger
enzymes contact much of their tRNA’s inner surface.
Thus, the anticodon does not necessarily participate in this
recognition process.

The foregoing suggests that the features of a tRNA
recogrnized by its cognate aminoacyl-tRNA synthetase
are idiosyncratic. Genetic manipulations by Paul
Schimmel revealed that these features, for at least one
type of tRNA, are surprisingly simple. Numerous se-
quence alterations of E. coli tRNAA" do not appreciably
affect its capacity to be aminoacylated with alanine. Yet,

(a) 0 (0]

Tyr—C /_\ ’11:[ {l)
0" "o/ 07y
Tyrosine Cl) o o
Ado ATP

Trigonal bypyramidal transition state

/ i 0 i
Tyr —C P + P
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?
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Tyrosyl adenylate PP

b =

N His 48 ,/
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Figure 30-18

The mechanism of tyrosyl adenylate formation as catalyzed
by tyrosyl-tRNA synthetase. (a) In the reaction’s chemical
mechanism, the tyrosyl carboxylate group nucleophilically
attacks ATP’s a phosphorus (top) in a single displacement
reaction that proceeds via a trigonal bipyramidal transition
state (middle) to yield tyrosyl adenylate and PP, (bottom). (b)
Model building studies based on the X-ray structure of
tyrosyl-tRNA synthetase in complex with tyrosyl adenylate
(a stable complex in the absence of tRNATY") indicate that
the y phosphate of the reacting ATP hydrogen bonds to Thr
40 and His 45 (top) only in the reaction’s transition state.
Tyrosyl adenylate also makes 12 hydrogen bonds with the
enzyme (several of which are indicated here by dashed lines)
that apparently are not significantly disturbed in the
transition state. [After Leatherbarrow, R. J., Fersht, A. R.,
and Winter, G., Proc. Natl. Acad. Sci. 82, 7841 (1985).]

120



(@ tRNAAR
. (®) tRNAP™® (yeast)
&
L] -
s o
G3 - o-U70 e —A73
® L)
° e
o o
o ®sscac e
»
° “eses ctooe :
L ¥
'...oono‘. .... ®
» e%°
* *®
L) ® *
e @ ! &
.« G20
® e ® @
@
L3
o'\
Vet G347 1 “A36
(c) tRNA{ . A35
2
-
o o (d) tRNAS®
@ [ s
[ & @
& 9 s  G73
@ & *
v & oa Gl ~, &-C72
s ®secee o e o—-(C71
& @ @ G2/. * ~
; *cose e w00 : AU3 ,: s UA70
@ waoe s £ 2 ®
¢ 52 %o o o le'io' *sea0c o
s - o Sseee sseee
L ° 0 00 ®e 8w
: ; 69 I Te e %o
°, G24 & 3'e, “a.
G357 | “u3a7 e & %o e
A36 .' ‘g s
& &
E
Figure 30-19

Major identity elements in four tRNAs. Each base in the
tRNA is represented by a circle. Red circles indicate
positions that have been shown to be identity elements for
the recognition of the tRNA by its cognate aminoacyl-tRNA
synthetase. In each case, other identity elements may yet be
discovered. [After Schuiman, L. H and Abelson, J., Science
240, 1592 (1988).]

most base substitutions in the G3 - U70 base pair located
in the tRNA’s acceptor stem (Fig. 30-194) greatly dimin-
ish this reaction. Moreover, the introduction of a G-U
base pair into the analogous position of tRNA®Y* and
tRNAF* causes them to be aminoacylated with alanine
even though there are few other sequence similarities
between these mutant tRNAs and tRNA*% (e.g., Fig.
30-20). In fact, E. colr alanyl-tRNA synthetase even effi-
ciently aminoacylates a 24-nucleotide “microhelix” de-
rived from only the G3-U70-containing acceptor stem
of E. coli tRNA#", Since the only known E. coli tRNAs
that nermally have a G3 - U70 base pair are the tRNAA®,
and this base pair is also present in the tRNAA® from
many organisms including yeast (Fig. 30-11), the fore-
going observations strongly suggest that the G3-U70
base pair is a major feature recognized by alanyl-tRNA
synthetases. These enzymes presumably recognize the
distorted shape of the G-U base pair (Fig. 30-15), an
idea corroborated by the observation that base changes
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at G3-U70, which least affect the acceptor identity of
tRNA*" yield base pairs that structurally resemble G- U.
The elements of three other tRNAs, which are recog-
nized by their cognate tRNA synthetases, are indicated
in Fig. 30-19. As with tRNA*%, these identifiers appear
to comprise only a few bases. Note that the anticodon is
an identifier in two of these tRNAs. In another example
of an anticodon identifier, the E. coli tRN A" specific for
the codon AUA has the anticodon LAU where L is lysi-
dine, a modified cytosine whose 2-keto group is re-
placed by the amino acid lysine (Fig. 30-13). The L in
this context pairs with A rather than G, a unique case of
base modification altering base pairing specificity. The
replacement of this L with unmodified C, as expected,
yields a tRNA which recognizes the Met codon AUG
(codons bind anticodons 1n an antiparallel fashion).
Surprisingly, however, this altered tRNA is also a
much better substrate for methionyl-tRNA synthetase
than it is for isoleucyl-tRNA synthetase. Thus, both the
codon and the amino acid specificity of this tRNA are
changed by a single post-transcriptional modification.

Proofreading Enhances the Fidelity of Amino Acid
Attachment to tRNA

The charging of a tRNA with its cognate amino acid is
a remarkably accurate process. Experimental measure-

e

Figure 30-20

A three-dimensional model of E. coli tRNAA based on the
X-ray structure of yeast tRNAP" (Fig 30-14) in which the
nucleotides that are different in E. coli tRNA®Ys are
highlighted in blue-white and the G3 - U70 base pair is
highlighted in ivory. [Courtesy of Ya-Ming Hou, MIT.]
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ments indicate, for example, that, at equal concentra-
tions of isoleucine and valine, isoleucyl-tRNA synthe-
tase transfers ~ 50,000 isoleucines to tRNA™ for every
valine it so-transfers. Yet, there are insufficient structural
differences between Val and Ile to permit such a high degree
of accuracy in the direct generation of aminoacyl-tRNAs. It
seems likely that isoleucyl-tRNA synthetase has a bind-
ing site of sufficient size to admit isoleucine but which
would exclude larger amno acids. On the other hand,
valine, which differs from isoleucine by only the lack of
a single methylene group, fits into the isoleucine-bind-
ing site. The binding free energy of a methylene group is
estimated to be ~ 12 kJ -mol~1. Equation [3.16] indicates
that the ratio f of the equilibrium constants, K; and K;,
with which two substances bind to a given binding site is
given by
K ¢ —AG:/RT

f=tml = mAAG/RT
K, e AG:/RT

[30.1]

‘where AAG = AG; — AG, is the difference between the
free energies of binding of the two substances. It is
therefore estimated that isoleucyl-tRNA synthetase
could discriminate between isoleucine and valine by no
more than a factor of ~100.

Berg resolved this apparent paradox by demonstrat-
ing that, in the presence of tRNA, isoleucyl-tRNA syn-
thetase catalyzes the quantitative hydrolysis of valine-
adenylate to valine+ AMP rather than forming
Val-tRNA®e. Thus, isoleucyl-tRNA synthetase subjects
aminoacyl-adenylates to a proofreading or editing step
that has been shown to occur at a separate catalytic site.
This site presumably binds Val residues but excludes the
larger lle residues. The enzymes’s overall selectivity is
therefore the product of the selectivities of its adenylation
and proofreading steps, thereby accounting for the high
fidelity of translation. Many other synthetases discrimi-
nate against noncognate amino acids in a similar fash-
jon. However, synthetases that have adequate selectiv-
ity for their corresponding amino acid (e.g.
tyrosyl-tRNA synthetase discriminates between tyro-
sine and phenylalanine through hydrogen bonding
with the tyrosine-OH group), lack editing functions.
Note that editing occurs at the expense of ATP hydrolysis,
the thermodynamic price of high fidelity (increased order).

D. Codon - Anticodon Interactions

In protein synthesis, the proper tRNA is selected only
through codon—anticodon interactions; the aminoacyl
group does not participate in this process. This phenome-
non was demonstrated as follows. Cys-tRNA®, in
which the Cys residue was *C labeled, was reductively
desulfurized with Raney nickel so as to convert the Cys
residue to Ala:

H O

[l
HS— CH, — C—C— O — tRNA®® + Ni(H),
|

NHY

Cys-tRNA7s Raney nickel

H O

l

H—CH, —C—C— O — tRNA®™ + H,S + Ni
|
NHZ

Ala-tRNACYS

The resulting C-labeled hybrid, Ala-tRNA®®, was
added to a cell-free protein synthesizing system ex-
tracted from rabbit reticulocytes. The product hemoglo-
bin & chain’s only radioactive tryptic peptide was the
one that normally contains the subunit’s only Cys. No
radioactivity was found in the peptides that normally
contain Ala but no Cys. Evidently, only the anticodons
of aminoacyl-tRNAs are involved in codon recognition.

Genetic Code Degeneracy Is Largely Mediated by
Variable Third Position Codon - Anticodon
Interactions

One might naively guess that each of the 61 codons
specifying an amino acid would be read by a different
tRNA. Yet, even though most cells contain several
groups of isoaccepting tRNAs (different tRNAs that are
specific for the same amuno acid), many tRNAs bind to
two or three of the codons specifying their cognate amino
acids. For example, yeast tRNAF", which has the anti-
codon GmAA, recognizes the codons UUC and UUU
(remember that the anticodon pairs with the codoninan
antiparallel fashion),

3 5 3 5'

Anticodon: —A—A—Gm— —A—A—Gm—

5"

. . 3 5
—U—U—C

.. 3
Codon: —U—U—U
and yeast tRNAA2 which has the anticodon IGC, recog-
nizes the codons GCU, GCC, and GCA.

3' 5 3 5
Anticodon: —C—G—1 — —C—G—1—
5 . . 3 5 o 3
Codon: —G—C—U— —G—C—C—
3 5'
Anticodon: —C—G—1 —
5 . . 3
Codon: —G—C—A—
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It therefore seems that non-Watson - Crick base pairing
can occur at the third codon-anticodon position (the
anticodon’s first position is defined as its 3’ nucleotide),
the site of most codon degeneracy (Table 30-2). Note
also that the third (5’) anticodon position commonly
contains a modified base such as Gm or L

The Wobble Hypothesis Structurally Accounts for
Codon Degeneracy

By combining structural insight with logical deduc-
tion, Crick proposed, in what he named the wobble
hypothesis, how a tRNA can recognize several degen-
erate codons. He assumed that the first two codon-
anticodon pairings have normal Watson - Crick geome-
try. The structural constraints that this places on the
third codon -anticodon pairing ensure that its confor-
mation does not drastically differ from that of a
Watson-Crick pair. Crick then proposed that there
could be a small amount of play or “wobble” in the third
codon position which allows limited conformational
adjustments 1n its pairing geometry. This permits the
formation of several non-Watson—Crick pairs such as
U-GandI- A (Fig. 30-214). The allowed “wobble” pair-
ings are indicated in Fig. 30-21b. Then, by analyzing the
known pattern of codon-anticodon pairing, Crick de-
duced the most plausible sets of pairing combinations in
the third codon -anticodon position (Table 30-4). Thus,
an anticodon with C or A in its third position can only
pair with its Watson — Crick complementary codon. If U,
G, or I occupies the third anticodon position, two, two,
or three codons are recognized, respectively.

No prokaryotic or eukaryotic cytoplasmic tRNA is known
to participate in a nonwobble pairing combination. There
is, however, no known instance of such a tRNA with an
A in its third anticodon position which suggests that the
consequent U- A pair is not permitted. The structural
basis of wobble pairing is poorly understood although it
is clear that it is influenced by base modifications.

A consideration of the various wobble pairings indi-
cates that at least 31 tRNAs are required to translate all
61 coding triplets of the genetic code (there are 32
tRNAs in the minimal set because translational initia-
tion requires a separate tRNA; Section 30-3C). Most

Table 30-4

Allowed Wobble Pairing Combinations in the Third
Codon - Anticodon Position

3’-Codon Base

G

U

AorG
UorC
U C orA

5’-Anticodon Base

-0 C»0n
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Figure 30-21

Wobble pairing. (a) U-G and |- A wobble pairs. (b) The
geometry of wobble parring. The spheres and their attached
bonds represent the positions of ribose C(1’) atoms with
their accompanying glycosidic bonds. X (left) designates the
nucleoside at the 5’ end of the anticodon (tRNA). The
positions on the right are those of the 3’ nucleoside of the
codon (MRNA) in the indicated wobble pairings. [After Crick,
F H. C., J Mol. Biol. 19, 55 (1966).]

cells have > 32 tRNAs, some of which have identical
anticodons. Nevertheless, all isoaccepting tRNAs in a cell
are recognized by a single aminoacyl-tRNA synthetase.

Some Mitochondrial tRNAs Have More Permissive
Wobble Pairings Than Other tRNAs

The codon recognition properties of mitochondral
tRNAs must reflect the fact that mitochondrial genetic
codes are variants of the “’standard”’ genetic code (Table
30-3). For instance, the human mitochondrial genome,
which consists of only 16,569 bp, encodes 22 tRNAs
(together with 2 ribosomal RNAs and 13 proteins).
Fourteen of these tRNAs each read one of the synony-
mous pairs of codons indicated in Tables 30-2 and 30-3
(MNX, where Xis either C or U or else A or G) according
tonormal G - U wobble rules: The tRNAs have eithera G
or a modified U in their third anticodon position that,
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respectively, permits them to pair with codons having
X = CorUorelse X = A or G. The remaining 8 tRNAs,
which, contrary to wobble rules, each recognize 1 of the
groups of 4 synonymous codons (MNY, where Y = A,
C, G, or U), all have anticodons with a U in their third
position. Either this U can somehow pair with any of the
4 bases or these tRNAs read only the first two codon
positions and ignore the third. Thus, not surprisingly,
many mitochondrial tRNAs have unusual structures in
which, for example, the GTyCRA sequence (Fig. 30-12)
is missing, or, in the most bizarre case, a tRNASer lacks
the entire D arm.

Frequently Used Codons Are Complementary to
the Most Abundant tRNA Species

The analysis of the base sequences of several highly
expressed structural genes of baker’s yeast, Saccharo
myces cerevisiae, has revealed a remarkable bias in their
codon usage. Only 25 of the 61 coding triplets are com-
monly used. The preferred codons are those that are most
nearly complementary, in the Watson - Crick sense, to the
anticodons in the most abundant species in each set of
isoaccepting tRNAs. Furthermore, codons that bind anti-
codons with two consecutive G- C pairs or three A-U
pairs are avoided so that the preferred codon-
anticodon complexes all have approximately the same
binding free energies. A similar phenomenon occurs in
E. coli although several of its 22 preferred codons differ
from those in yeast. The degree with which the pre-
ferred codons occur in a given gene is strongly corre-
lated, in both organisms, with the gene’s level of expres-
sion. This, it has been proposed, permits the mRNAs of
proteins that are required in lugh abundance to be rap-
idly and smoothly translated.

Selenocysteine Is Specified by a tRNA

Although it is widely stated, even in this text, that
proteins are synthesized from the 20 “standard” amino
acids, that is, those specified by the “standard’” genetic
code, some organisms, in fact, use a 21st amino acid,
selenocysteine, in synthesizing a few of their proteins.

|
NH

I

CH—CH, — Se—H
|

0

The selenocysteine
residue

Selenium, a biologically essential trace element, is a
component of several enzymes in both prokaryotes and
eukaryotes. E. coli contains two selenoproteins, both
formate dehydrogenases, which each contain a seleno-
cysteine residue. The selenocysteine residues are ribo-
somally incorporated into these protemns by a unique
tRNA bearing a UCA anticodon that is specified by a

particular (in the mRNA) UGA codon (normally the opal
stop codon). How the ribosomal system differentiates
this UGA from normal opal stop codons is unknown
although mRNA context effects and the physiological
state of the cell are probably involved. The selenocys-
teinyl-tRNA is synthesized by the aminoacylation of its
tRNA with L-serine by the same aminoacyl-tRNA syn-
thetase that charges tRN A5, followed by the enzymatic
selenylation of the resulting Ser residue.

E. Nonsense Suppression

Nonsense mutations are usually lethal when they
prematurely terminate the synthesis of an essential pro-
tein. An organism with such a mutation may neverthe-
less be ““rescued” by a second mutation on another part
of the genome. For many years after their discovery, the
existence of such intergenic suppressors was quite
puzzling. It is now known, however, that they usually
arise from mutations in a tRNA gene that cause the
tRNA to recognize a nonsense codon. Such a nonsense
suppressor tRNA appends its amino acid (which is the
same as that carried by the corresponding wild-type
tRNA) to a growing polypeptide in response to the rec-
ognized stop codon thereby preventing chain termina-
tion. For example, the E. coli amber suppressor known as
su3 is a tRNAT" whose anticodon has mutated from the
wild-type GUA (which reads the Tyr codons UAU and
UAC) to CUA (which recognizes the amber stop codon
UAG). An su3* E. coli with an otherwise lethal amber
mutation in a gene coding for an essential proten would
be viable if the replacement of the wild-type amino acid
residue by Tyr does not inactivate the protein.

There are several well-characterized examples of
amber (UAG), ochre (UAA), and opal (UGA) suppressors
in E. coli (Table 30-5). Most of them, as expected, have
mutated anticodons. UGA-1 tRNA, however, differs
from the wild-type only by a G — A mutation in its D
stem, which changes a G- U pair to a stronger A - U pair.

Table 30-5
Some E. coli Nonsense Suppressors

Codon Amine Acid
Name Suppressed Inserted
sul UAG Ser
su2 UAG = Gln
su3 UAG Tyr
su4 UAA, UAG Tyr
su5 UAA, UAG Lys
sué UAA Leu
su7 UAA GIn
UGA-1 UGA Trp
UGA-2 UGA Trp

Source: Korner, A. M., Feinstein, S. I, and Altman, S., in
Altman, S. (Ed.), Transfer RNA, p. 109, MIT Press (1978).
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This mutation apparently alters the conformation of the
tRNA’s CCA anticodon so that it can form an unusual
wobble pairing with UGA as well as with its normal
codon, UGG. Nonsense suppressors also occur in yeast.

Suppressor tRNAs Are Mutants of Minor tRNAs

How do cells tolerate a mutation that both eliminates
a normal tRNA and prevents the termination of poly-
peptide synthesis? They survive because the mutated
tRNA is usually a minor member of a set of isoaccepting
tRNAs and because nonsense suppressor tRNAs must
compete for stop codons with the protein factors that
mediate the termination of polypeptide synthesis (Sec-
tion 30-E3). Consequently, the rate of suppressor-
mediated synthesis of active proteins with either UAG
or UGA nonsense mutations rarely exceeds 50% of the
wild-type rate whereas mutants with UAA, the most
common termination codon, have suppression efficien-
cies of <5%. Many mRNAs, moreover, have two tan-
dem stop codons so that even if their first stop codon
was suppressed, termination could occur at the second.
Nevertheless, many suppressor-rescued mutants grow
relatively slowly because they cannot make an other-
wise prematurely terminated protein as efficiently as do
wild-type cells.

Other types of suppressor tRNAs are also known.
Missense suppressors act similarly to nonsénse sup-
pressors but substitute one amino acid in place of an-
other. Frameshift suppressors have eight nucleotides
in their anticodon loops rather than the normal seven.
They read a four base codon beyond a base insertion
thereby restoring the wild-type reading frame.

3. RIBOSOMES

Ribosomes were first seen in cellular homogenates by
dark field microscopy in the late 1930s by Albert Claude

Table 30-6
Components of E. coli Ribosomes
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who referred to them as “microsomes”. It was not until
the mid-1950s, however, that George Palade observed
them in cells by electron microscopy thereby disposing
of the contention that they are merely artifacts of cell
disruption. The name ribosome derives from the fact
that these particles in E. coli consist of ~% RNA and 1
protein. (Microsomes are now defined as the artifactual
vesicles formed by the endoplasmic reticulum upon cell
disruption. They are easily isolated by differential cen-
trifugation and are rich in ribosomes.) The correlation
between the amount of RNA in a cell and the rate at
which it synthesizes protein led to the suspicion that
ribosomes are the site of protein synthesis. This hypoth-
esis was confirmed in 1955 by Paul Zamecnik who dem-
onstrated that *C-labeled amino acids are transiently
associated with ribosomes before they appear in free
proteins, Further research showed that ribosomal poly-
peptide synthesis has three distinct phases: (1) chain
initiation, (2) chain elongation, and (3) chain termina-
tion.

In this section we examine the structure of the ribo-
some, insofar as it is known, and then outline the ribo-
somal mechanism of polypeptide synthesis. In doing so
we shall compare the properties of ribosomes from pro-
karyotes (mostly E. coli) with those of eukaryotes
(mostly rat liver cytoplasm).

A. Ribosome Structure

The E. coli ribosome, which has a particle mass of
~2.5.X 10% D and a sedimentation coefficient of 705, is
a spheroidal particle that is ~ 250 A across in its largest
dimension. It may be dissociated, as James Watson dis-
covered, into two unequal subunits (Table 30-6). The
small (30S) subunit consists of a 16S rRNA molecule and
21 different polypeptides, whereas the large (50S) sub-
unit contains a 55 and a 235 rRNA together with 32

Ribosome Small Subunit Large Subunit

Sedimentation coefficient 70S 30S 505
Mass (kD) 2520 930 1590
RNA

Major 16S, 1542 nucleotides 23S, 2904 nucleotides

Minor 55, 120 nucleotides
RNA mass (kD) 1664 560 1104
Proportion of mass 66% 60% 70%
Proteins 21 polypeptides 31 polypeptides
Protein mass (kD) 857 370 487 ‘
Proportion of mass 34% 40% 30%

Source: Lewin, B., Genes (3rd ed.), p. 145, Wiley (1987).
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Figure 30-22
The three-dimensional model of the large ribosomal subunit
was deduced by mathematically combining its two-

different polypeptides. The up to 20,000 ribosomes in
an E. coli cell account for ~80% of its RNA content and
10% of its protein.

Although the ribosome has recently been crystallized
by Ada Yonath, it is such a complex entity that it will be
many years before its structure is known in molecular
detail However, the low resolution structures of the
ribosome and its subunits have been determined
through image reconstruction techniques pioneered by
Aaron Klug in which electron micrographs of a single
particle or ordered sheets of particles taken from several
directions are combined to yield its three-dimensional
image (Fig. 30-22). The small subunit is a roughly mit-
ten-shaped particle, whereas the large subunit is spher-
oidal with three protuberances on one side (Fig. 30-23).
The large subunit also contains a tunnel, up to 25 A in
diameter and 100 to 120 A long, that extends from a cleft
between the subunit’s three protuberances and is postu-
lated to provide the nascent polypeptide’s exit path (Fig.
30-24).

)] - <

dimensional electron microscope images as viewed from
different directions. The model of the small subunit was
similarly determined [Courtesy of James Lake, UCLA.]

Ribosomal RNAs Have Evolutionarily Conserved
Secondary Structures

The E. coli 165 rRNA, which was sequenced by Harry
Noller, consists of 1542 nucleotides. A computenzed
search of this sequence for stable double helical seg-
ments yielded many plausible but often mutually exclu-
sive secondary structures. However, the comparison of
the sequences of 16S rRNAs from several prokaryotes,
under the assumption that their structures have been
evolutionarily conserved, led to the flowerlike second-
ary structure for 165 rRNA proposed in Fig. 30-25. This
four-domain structure, which is 46% base paired, is rea-
sonably consistent with the results of nuclease digestion
and chemical modification studies. Its double helical
stems tend to be short (<8 bp) and many of them are
imperfect. Intriguingly, electron micographs of the 16S
rRNA resemble those of the complete 30S subunit,
thereby suggesting that the 30S subunit’s overall shape
is largely determined by the 16S rRNA.

The large ribosomal subunit’s 55 and 235 rRNAs,
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Figure 30-23

(a) A three-dimeasional model of the E. coli ribosome
deduced as indicated in Fig. 30-22. The small subunit (top)
combines with the large subunit (middle) to form the
complete ribosome (bottom). The two views of the ribosome
match those seen in (b) the electron micrographs. [Courtesy
of James Lake, UCLA.]
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Figure 30-24

A computer-generated image of the large ribosomal subunit
from Bacillus stearothermophilus as determined by electron
micrographic image reconstruction of orignted two-
dimensional arrays of particles. An ~25 A in diameter tunnel
extends ~100 A from the cleft between the subunit’s three
protrusions (T) to the nascent polypeptide’s probable exit
site (E). The bar is 20 A long. [Courtesy of Ada Yonath,
Weizmann Institute of Science.]

which consist of 120 and 2904 nucleotides, respectively,
have also been sequenced. As with the 165 rRNA, they
appear to have extensive secondary structures. That
proposed for 58 rRNA is shown in Fig. 30-26. Of course,
as we have seen for tRNA, the secondary structure of an
RNA provides little indication of its three-dimensional
structure (but see below).

Ribosomal Proteins Have Been Partially
Characterized

Ribosomal proteins are difficult to separate because
most of them are insoluble in ordinary buffers. By con-
vention, ribosomal proteins from the small and large
subunits are designated with the prefixes S and L, re-
spectively, followed by a number indicating their posi-
tion, from upper left to lower right, on a two-dimen-
sional gel electrophoretogram (roughly in order of
decreasing molecular mass; Fig. 30-27). Only protein
$20/L26 is common to both subunits. It is apparently
located at the interface between the two-subunits. One
of the large subunit proteins is partially acetylated at its_
N-terminus so that it gives rise to two electrophoretic
spots (L7 /L12). Four copies of this protein are present in
the large subunit. Moreover, these four copies of
L7/L12 aggregate with L10 to form a stable complex
that was initially thought to be a unique protein, “L8.”
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Domain 1} 5

8 Domain I

7,9,13,19

305 ribosomal subunit

Figure 30-25
The proposed secondary structure of the 1542 nucleotide E.
5A  coli 16S rRNA based on the comparisons of sequences
from different species under the assumption that this
Domain IV Secondary structure is evolutionarily conserved. The
oy flowerlike series of stems-and-loops forms four domains
2(1542) (different colors) that are indicated by roman numerals. The
placement of certain features with respect to specific
% ribosomal proteins and the entire 30S ribosomal subunit are
indicated by the red symbols. [After Gutell, R. R., Weiser,
B., Woese, C. R., and Noller, H. F., Prog. Nucleic Acid Res.
Mol. Biol. 32, 183 (1985).]
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cU Biochem. 53, 134 (1984).]
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Figure 30-27

A two-dimensional gel electrophoretogram of E. coli small
subunit proteins. First dimension (vertical): 8% acrylamide,
pH 8.6; second dimension (horizontal): 18% acrylamide; pH
4.6. [From Kaltschmidt, E. and Wittmann, H. G., Proc. Natl.
Acad. Sci. 67,1277 (1970).]

All the other ribosomal proteins occur in only one copy
per subunit.

The amino acid sequences of all 52 E. coli ribosomal
proteins have been elucidated, mainly by Heinz-Glinter
Wittmann and Brigitte Wittmann-Liebold. They range
in size from 46 residues for L34 to 557 residues for S1.
Most of these proteins, which exhibit little sequence
similarity with one another, are rich in the basic amino
acids Lys and Arg and contain few aromatic residues as
expected for proteins that are closely associated with
polyanionic RNA molecules. The X-ray structure of only
two ribosomal proteins have so far been reported: those
of L30 and a C-terminal segment of L7 /L12 (Fig. 30-28).
These proteins have remarkably similar structures de-
spite their only 14% amino acid sequence identity.

Ribosomal Subunits Are Self-Assembling
Ribosomal subunits form, under proper conditions,
from mixtures of their numerous macromolecular com-
ponents. Ribosomal subunits are therefore self-assembling
entities. Masayasu Nomura determined how this occurs
through partial reconstitution experiments. If one mac-
romolecular component is left out of an otherwise self-
assembling mixture of proteins and RNA, the other
components that fail to bind to the resulting partially
assembled subunit must somehow interact with the
omitted component. Through the analysis of a series of
such partial reconstitution experiments, Nomura con-
structed an assembly map of the small subunit (Fig.
30-29). This map indicates that the first steps in small
subunit assembly are the independent binding of cer-
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Figure 30-28

The X-ray structures of two ribosomal proteins: (a) The
74-residue C-terminal fragment of E. coli L7/L12. (b)
Bacillus stearothermophilus L30 (61 residues). The two
protein molecules are oriented so as to show their closely
similar backbone comformations. [After Leijonmarck, M.,
Appelt, K., Badger, J., Liljas, A., Wilson, K. S., and White,
S. W., Proteins 3, 244 (1988).]

169 rRNA

o

Figure 30-29

The assembly map of the E. coli small subunit. Thick and
thin arrows between components indicate strong and weak
facilitation of binding, respectively. For example, the thick
arrow from 16S rRNA to S4 indicates that S4 binds directly
to 16S rRNA in the absence of other proteins, whereas the
thin arrows from 16S rRNA, S4, S8, S9, $19, and S20 to S7
indicate that the former components all participate in binding
S7. [After Held, W. A., Ballou, B., Mizushima, S., and
Nomura, M., J. Biol. Chem. 249, 3109 (1974).]
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tain proteins to 16S rRNA. The resulting assembly in-
termediates provide the molecular scaffolding for bind-
ing other proteins. At one stage of the assembly process,
an intermediate particle must undergo a marked confor-
mational change before assembly can continue. The
large subunit self-assembles in a similar manner. The
observation that similar assembly intermediates occur in
vivo and in vitro suggests that in vivo and in vitro assem-
bly processes are much alike.

Ribosomal Architecture Has Been Deduced through
Immune Electron Microscopy and Neutron
Diffraction Studies

The positions of most ribosomal components have
been determined through a variety of physical and
chemical techniques. Many proteins have been located
by James Lake and by Georg Stoffler through immune
electron microscopy. Rabbit antibodies [immunoglob-
ulin G (IgG); Section 34-2A] raised against a specific
ribosomal protein bind to this protein where it is ex-
posed on the surface of its subunit. Electron microscopy
of the ribosomal subunit-IgG complex indicates the
point of attachment of the IgG and hence the site of the
ribosomal protein to which it binds (Figs. 30-30 and
30-31). These results have been confirmed and ex-
tended through neutron diffraction measurements of
30S subunits conducted by Donald Engleman and Peter
Moore (Fig. 30-324) and by similar studies on 50S sub-
units by Knud Nierhaus. The protein positions indicated
in Figs. 30-31 and 30-324 are consistent with the subunit
assembly map shown in Fig. 30-29 in that pairs of pro-
teins that must interact for proper subunit assembly (al-

Figure 30-30

Immune electron microscopy reveals the positions of
ribosomal proteins. Immunoglobin G (IgG) raised against a
particular ribosomal protein, here S6, is mixed with
ribosomes The IgG, which is a Y-shaped protein (Section
34-2B), binds to its corresponding antigen at the ends of the
two short prongs of the Y, thereby binding together two
ribosomes The position of the protein on the surface of the
ribosome is indicated by the point of attachment of the IgG.
[Courtesy of James Lake, UCLA.]
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Maps of the E. coli ribosomal (a) small and (b) large subunits
indicating the locations of some of their component proteins
as determined by immune electron microscopy Sites that
are dashed are located on the back side of the subunit. On
the small subunit, the symbols 16S 3’ and 16S 5' mark the
ends of the 16S RNA. On the large subunit, P indicates the
peptidyl transferase site, E marks the site where the
nascent polypeptide emerges from the ribosome (the end of
the tunnel in Fig. 30-24), M specifies the nbosome’s
membrane anchor site, and 5S 3’ and 5S 5’ mark the ends
of the 5S rRNA. [After Lake, J. A., Annu. Rev. Biochem. 54,
512 (1985).]

though not necessarily by direct contact) are in close
proximity.

Many of the secondary structural elements of the 165
rRNA have been located on the small subunit (Figs.
30-25 and 30-32b). Their positions were indirectly es-
tablished from the known positions of proteins that nu-
clease protection and RNA-protein cross-linking ex-
periments indicate bind to these elements. Thus, we
now have a complete, albeit crude, model of the E. coli
30S ribosomal subunit.

Affinity Labeling Has Helped Identify the
Ribosome’s Functional Components

Considerable effort has gone into identifying the ri-
bosomes’s functional components such as the peptidyl
transferase center that catalyzes peptide bond forma-
tion (Section 30-3D). Many of these investigations have
involved affinity labeling, a technique in which a reac-
tive group is attached to a natural ligand of the system of
interest such as an antibiotic that binds to the ribosome
(Section 30-3G). The reactive group, which may be
spontaneously reactive or photolabile so that it only
reacts upon UV illumination (photoaffinity labeling),
is carried to the ligand-binding site where it reacts to
cross-link the ligand to the surrounding groups. Dissoci-
ation of the resulting particle permits the identification
of the components with which the usually radioactive
affinity label has reacted.

The results of affinity labeling the ribosome have
often been difficult to interpret because its various func-
tions each appear to involve several ribosomal compo-
nents. For example, mRNA binding apparently involves
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(a)

Figure 30-32

The structure of the 30S nibosomal subunit. (@) The relative
posttions of all 21 proteins of the 30S ribosomal subunit
superimposed on its surface outline. Calling Part (i) the front
view, then Parts (i) and (jii) are the left side and bottom
views, respectively The proteins are assigned therr standard
numdbers in Part (/) in which S20 is directly behind S3 (the
different colors of spheres are only a viewing aid). The
distances between pairs of these proteins were determined
from the neutron scattering of concentrated solutions of
reconstituted 30S subunits in which the two proteins of
interest were heavily deuterated while all other subunit
components were normally protonated (deuterons scatter

proteins 51, S3, S4, S5, 59, S12, and S18 as well as the
165 rRNA, whereas proteins L2, L11, L15, L16, L18,
L23, and L27, and the 23S RNA are implicated in the
peptidyl transferase function. To further confuse mat-
ters, studies with mutants deficient in various ribosomal
proteins have revealed that the absence of any of at least
15 of the 52 E. col: ribosomal proteins does not greatly
affect the ribosome’s translational ability. Nevertheless,
the following functionalities have been located (Figs.
30-23 and 30-31):

1. The 3’ end of the 16S rRNA, which is known to
participate in mRNA binding (Section 30-3C), is lo-
cated on the small subunit’s ““platform.” The loca-
tions of the proteins implicated in ribosomal mRNA
binding, together with the observation that the ribo-
some protects an ~40 nucleotide mRNA segment
from RNase digestion, indicates that mRNA binds to
the small subunit across the region connecting its
“head” to its “base.”

2. The anticodon-binding sites occur in the small sub-

Py

unit’s “cleft’”” region

3. The four L7/L12 subunits forming the large sub-
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neutrons quite differently from protons). Such
measurements on many different pairs of proteins permitted
the construction of this map in which the volume of each
sphere 1s proportional to the corresponding protein’s mass
and its position marks the protein’s center of mass.
Compare this map with Fig. 30-31a. [Courtesy of Peter
Moore, Yale University and Malcolm Capel, Brookhaven
National Laboratory.] (b) The locations of the double helical
elements of the 16S RNA (cylinders) relative to the 30S
subunit proteins (spheres) as deduced from protein-RNA
cross-linking studies. The view is the same as in Figs.
30-31a and 30-32(a,i) [From Schiiler, D. and Brinacombe,
R.,EMBO J 7, 1512 (1988).]

unit’s “stalk” participate in the ribosome’s various
GTPase reactions.

4. The peptidyl transferase function (P) occupies the
“valley” between the large subunit’s other two pro-
tuberances.

5. The site that binds ribosomes to membranes (E; Sec-
tion 11-3F), occurs on the large subunit adjacent to
the polypeptide exit tunnel.

Thus, the large subumt appears to be mainly involved in
mediating biochemical tasks such as catalyzing the reac-
tions of polypeptide elongation, whereas the small subunit
is the major actor in ribosomal recognition processes such as
mRNA and tRNA binding (although the large subunit is
also implicated in tRNA binding). Note that rRNA proba-
bly has a major functional role in many, if not all, ribo-
somal processes (recall that RNA has demonstrated cat-
alytic properties; Sections 29-4A and C).

Eukaryotic Ribosomes Are Larger and More
Complex Than Prokaryotic Ribosomes

Although eukaryotic and prokaryotic ribosomes re-
semble each other in both structure and function, they

4

[




920 Section 30-3. Ribosomes

Table 30-7
Components of Rat Liver Cytoplasmic Ribosomes
Ribosome

Sedimentation coefficient 80S
Mass (kD) 4220
RNA

Major

Minor
RNA mass (kD) 2520
Proportion of mass 60%
Proteins
Protein mass (kD) 1700
Proportion of mass 40%
Source Lewin, B., Genes (3rd ed.), p. 146, Wiley (1987).

differ in nearly all details. Eukaryotic ribosomes have
particle masses in the range 3.9 to 4.5 X 10¢ D and have
a nominal sedimentation coefficient of 80S. They disso-
ciate into two unequal subunits that have compositions
that are distinctly different from those of prokaryotes
(Table 30-7; compare with Table 30-6). The small (40S)
subunit of the rat liver cytoplasmic ribosome, the most
well-characterized eukaryotic ribosome, consists of 33
unique polypeptides and an 185 rRNA. Its large (60S)
subunit contamns 49 different polypeptides and three

@ & i L ®)
” s

o ’ #

%

Figure 30-33

The predicted secondary structures of evolutionarily distant
16S-like rRNAs from (a) archaebacteria (Halobacterium
volcanii), (b) eukaryotes (baker’s yeast), and (¢) mammalian
mitochondria (bovine). Compare them with Fig. 30-25, the
predicted secondary structure of 16S RNA from eubacteria

Small Subunit Large Subunit
408 60S
1400 2820
185, 1874 nucleotides 28S, 4718 nucleotides

5.8S, 160 nucleotides
58, 120 nucleotides

700 1820
50% 65%
33 polypeptides 49 polypeptides
700 1000
50% 35%

rRNAs of 285, 5.85, and 5S. Electron microscopy indi-
cates that these subunits, as well as the intact ribosome,
have shapes that are similar to those of their prokaryotic
counterparts.

Sequence comparisons of the corresponding rRNAs
from various species indicates that evolution has con-
served their secondary structures rather than their base
sequences (Figs. 30-25 and 30-33). For example, a G- C
in a base paired stem of E. coli 165 rRNA has been
replaced by an AU in the analogous stem of yeast 185

(c)

(E. coli). Note the close similarities of these assemblies; they
differ mostly by insertions and deletions of stem-and-loop
structures. The 23S-like rRNAs from a variety of species
likewise have similar secondary structures. [After Gutell,

R. R., Weiser, B., Woese, C. R., and Noller, H. F., Prog.
Nucleic Acid Res. Mol. Biol. 32, 183 (1985).]
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Distribution of [3H]Leu among the tryptic peptides from the
S subunit of soluble rabbit hemoglobin after the incubation
of rabbit reticulocytes with [3H]leucine for the indicated
times. [After Dintzis, H. M., Proc. Natl. Acad. Sci. 47, 255
(1961).]

rRNA. The 5.85 rRNA, which occurs in the large eu-
karyotic subunit in base paired complex with 285 rRNA,
is homologous in sequence to the 5" end of prokaryotic
23S rRNA. Apparently 5.85 RNA arose through muta-
tions that altered rRNA’s post-transcriptional process-
ing producing a fourth rRNA.

B. Polypeptide Synthesis: An Overview

Before we commence our detailed discussion of poly-
peptide synthesis, it will be helpful to outline some of its
major features.

Figure 30-35
Electron micrographs of polysomes from silk gland cells of
the silkworm Bombyx mori. The 3’ end of the mRNA is on
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Polypeptide Synthesis Proceeds from N-Terminus
to C-Terminus

The direction of ribosomal polypeptide synthesis was
established, in 1961, by Howard Dintzis through radio-
active labeling experiments. He exposed reticulocytes
that were actively synthesizing hemoglobin to *H-la-
beled leucine for times less than that required to make
an entire polypeptide. The extent that the tryptic pep-
tides from the soluble (completed) hemoglobin mole-
cules were labeled increased with their proximity to the
C-terminus (Fig. 30-34). Incoming amino acids must
therefore be appended to a growing polypephtde’s C-
terminus; that is, polypeptide synthesis proceeds from N-
terminus to C-terminus.

Ribosomes Read mRNA in the 5" — 3’ Direction

The direction that the ribosome reads mRNAs was
determined through the use of a cell-free protein syn-
thesizing system in which the mRNA was poly(A) witha
3’-terminal C.

5 A—A—A—.+ A—A—A—C 3

Such a system synthesizes a poly(Lys) that has a C-ter-
minal Asn.

+
H;N—Lys—Lys—Lys— --- —Lys—Lys—Asn — COO

This, together with the knowledge that AAA and AAC
code for Lys and Asn and the polarity of polypeptide
synthesis, indicates that the ribosome reads mRNA in the
5’ — 3’ direction. Since mRNA is synthesized in the 5’ —
3’ direction, this accounts for the observation that, in
prokaryotes, ribosomes initiate translation on nascent
mRNAs (Section 29-3).

Active Translation Occurs on Polyribosomes
Electron micrographs reveal that ribosomes engaged

in protein synthesis are tandemly arranged on mRNAs

like beads on a string (Figs 30-35 and 29-16). The indi-

the right Arrows point to the silk fibroin polypeptides. The

bar represents 0.1 um. [Courtesy of Oscar L. Miller, Jr.,
University of Virginia.]
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vidual ribosomes in these polyribosomes (polysomes)
are separated by gaps of 50 to 150 A so that they have a
maximum density on mRNA of ~1 ribosome per 80
nucleotides. Polysomes arise because once an active ri-
bosome has cleared its initiation site, a second ribosome
can initiate at that site.

Chain Elongation Occurs by the Linkage of the
Growing Polypeptide to the Incoming tRNA's
Amino Acid Residue

During polypeptide synthesis, amino acid residues
are sequentially added to the C-termuinus of the nascent,
ribosomally bound polypeptide chain. If the growing
polypeptide is released from the ribosome by treatment
with high salt concentrations, its C-terminal residue is
invariably estenfied to a tRNA molecule as a peptidyl-
tRNA.

tRNA
I‘
0
Adenine

O=P"-O—~CH21 0
(‘3‘ H H
H@H
O OH
b=o
[CH—RH
N
E=0
CH— R,
lH

I

C=0

|
?H_——Rl
NH;

Peptidyl-tRNA

The nascent polypeptide must therefore grow by being
transferred from the peptidyl-tRNA to the incoming amino-
acyl-tRNA to form a peptidyl-tRNA with one more residue
(Fig. 30-36). Apparently, the ribosome has at least two
tRNA-binding sites: the so-called P site, which binds
the peptidyl-tRNA, and the A site, which binds the
incoming aminoacyl-tRNA (Fig. 30-36). Consequently,
after the formation of a peptide bond, the newly deac-
ylated P-site tRNA must be released and replaced by the
newly formed peptidyl-tRNA from the A site thereby

permitting a new round of peptide bond formation. The
recent finding that each ribosome can bind up to three
deacylated tRNAs but only two aminoacyl-tRNAs indi-
cates, however, that the ribosome has a third tRNA-
binding site: the exit or E site, which transiently binds
the outgoing tRNA.

The details of the chain elongation process are dis-
cussed in Section 30-3D. Chain initiation and chain ter-
mination, which are special processes, are examined in
Sections 30-3C and 30-3E, respectively. In all of these
sections we shall first consider the process of interest in
E. coli and then compare it with the analogous eukary-
otic activity.

C. Chain Initiation

fMet Is the N-Terminal Residue of Prokaryotic
Polypeptides

The first indication that the initiation of translation
requires a special codon, since identified as AUG (and,
in prokaryotes, occasionally GUG), was the observation
that almost one half of the E. coli proteins begin with the
otherwise uncommon amino acid Met. This was
followed by the discovery of a peculiar form of Met-
tRNAM* in which the Met residue is N-formylated.

8—CH,
ex,
o imo
Hg—— NH — ('IH~g— O— tRNA Met

Formylmethionine-tRNAfMet
(fMet tRNAY®!)

The N-formylmethionine residue (fMet), which al-
ready has an amide bond, can therefore only be the
N-termunal residue of a polypeptide. In fact, polypep-
tides synthesized n an E. coli derived cell-free protein
synthesizing system always have a leading fMet resi-
due. fMet must therefore be E. coli’s initiating residue.
The tRNA that recognizes the initiation codon,-
tRNAY (Fig. 30-37), differs from the tRNA that carries
internal Met residues, tRNAN®, although they both rec-
ognize the same codon. In E. colj, uncharged (de-
acylated) tRNAM* is first aminoacylated with Met
by the same aminoacyl-tRNA synthetase that charges
tRNAJ. The resulting Met-tRNA}M* is specifically N-
formylated to yield fMet-tRNA}* in an enzymatic reac-
tion which employs N'°-formyltetrahydrofolate (Sec-
tion 24-4D) as its formyl donor. The formylation
enzyme does not recognize Met-tRNAMet. The X-ray
structures of E. coli tRNAM* and yeast tRNAP" (Fig,
30-14) are largely similar but differ conformationally in
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The ribosomal peptidyl transferase reaction forming a peptide bond. The
amino group of the aminoacyl-tRNA in the A site nucleophilically displaces
the tRNA of the peptidyl-tRNA in the P site thereby transferring the nascent

polypeptide to the A site tRNA.

their acceptor stems and anticodon loops. Perhaps these
structural differences permit tRNAM to be distin-
guished from tRNANMet in the reactions of chain initiation
and elongation (see Section 30-3D).

E. coli proteins are post-translationally modified by de-
formylation of their fMet residue and, in many proteins, by
the subsequent removal of the resulting N-terminal Met.
This processing usually occurs on the nascent polypep-
tide, which accounts for the observation that E. coli pro-
teins all lack fMet.

Base Pairing between mRNA and the 16S TRNA
Helps Select the Translational Initiation Site

AUG codes for internal Met residues as well as the
initiating Met residue of a polypeptide. Moreover,
mRNAs usually contain many AUGs (and GUGs) in
different reading frames. Clearly, a translational initia-
tion site must be specified by more than just an initiation
codon.

In E. coli, the 16S rRNA contains a pyrimidine-rich
sequence at its 3’ end. This sequence, as John Shine and
Lynn Dalgarno pointed out in 1974, is partially comple-
mentary to a purine-rich tract of 3 to 10 nucleotides, the
Shine - Dalgarno sequence, that is centered ~10 nu-
cleotides upstream from the start codon of nearly all
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E. coli tRNAY®*

15
GA
CGAG
\ Frr
18 G AGCUC
199 D
Figure 30-37

The nucleotide sequence of E. coli tRNAMet shown in
cloverleaf form. The shaded boxes indicate the significant
differences between this initiator tRNA and noninitiator
tRNAs such as yeast tRNAA2 (Fig. 30-11). [After Woo,

N. M., Roe, B. A, and Rich, A., Nature 286, 346 (1980).]



924 Section 30-3. Ribosomes

Initiation
codon
araB -~ UUUGGAUGGAGUGAAACG GCGAUU-
galE - AGCCUAAUGGAGCGAAUU AGAGUU-
Lacl - CAAUUCAGGGUGGUGAUU . AAACCA-
lacZ -~ UUCACACAGGAAACAGCU ACCAUG-
QP phage replicase ~UAACUAAGGAUGAAATUGC UCUAAG-
¢X174 phage Aprotein - AAUCUUGGAGGCUUUUUU GUUCGU-
R17 phage coat protein — UCAACCGGGGUUUGAAGC GCUUCU-
Ribosomal S12 -~ AAAACCAGGAGCUAUUUA GCAACA-
Ribosomal L10 -~ CUACCAGGAGCAAAGCUA . GCUUUA-
trpE -~ CAAAAUUAGAGAAUAACA CAAACA-
trp leader -~ GUAAAAAGGGUAUCGACA AAAGCA-

3' end of 16S rRNA

3 HQA.UL CCUCCA

G- 5

Figure 30-38

Some translational initiation sequences recognized by E. coli
ribosomes The mRNAs are aligned according to their
initiation codons (blue shading). Their Shine-Dalgarno
sequences (red shading) are complementary, counting G-U

known prokaryotic mRNAs (Fig. 30-38). Base pairing
interactions between a mRNA's Shine-Dalgarno sequence
and the 16S rRNA apparently permit the ribosome to select
the proper initiation codon. Thus ribosomes with muta-
tionally altered anti-Shine-Dalgarno sequences often
have greatly reduced ability to recognize natural
mRNAs, although they efficiently translate mRNAs
whose Shine—Dalgarno sequences have been made
complementary to the altered anti-Shine - Dalgarno se-
quences. Moreover, treatment of ribosomes with the
bacteriocidal protein colicin E3 (produced by E. coli
strains carrying the E3 plasmid), which specifically
cleaves a 49-nucleotide fragment from the 3’ terminus
of 165 rRNA, yields ribosomes that cannot initiate new
polypeptide synthesis but can complete the synthesis of
a previously initiated chain. In fact, when ribosomes
that have bound a fragment of R17 phage mRNA con-
taining the initiation sequence for its so-called A protein
are treated with colicin E3 and then dissociated in 1%
SDS, the mRNA fragment is released in complex with
the 49-nucleotide rRNA fragment (Fig. 30-39).

Initiation Is a Three-Stage Process
that Requires the Participation of Soluble
Protein Initiation Factors
Intact ribosomes do not directly bind mRNA so as to
initiate polypeptide synthesis. Rather, initiation is a

R17 phage A protein mRNA

3" end of 16S rRNA

3 HOAU

Figure 30-39
Base pairing interactions between the colicin E3 fragment of
E. coli 16S rRNA and the R17 phage A protein initiator

pairs, to a portion of the 16S rRNA s 3’ end (below). [After
Steitz, J. A., in Chambliss, G., Craven, G. R., Davies, J.,
Davis, K., Kahan, L., and Nomura, M. (Eds.), Ribosomes
Structure, Function and Genetics, pp. 481-482, University
Park Press (1979).]

complex process in which the two ribosomal subunits and
fMet-tRNAM* assemble on a properly aligned mRNA to
form a complex that is competent to commence chain elon-
gation. This assembly process also requires the participa-
tion of protein initiation factors that are not permanently
associated with the ribosome. Initiation in E. coli involves
three initiation factors designated IF-1, IF-2, and IF-3
(Table 30-8) Their existence was discovered when it
was found that washing small ribosomal subunits with
1M ammonium chloride solution, which removes the
initiation factors but not the ““permanent’”’ ribosomal
proteins, prevents initiation.

The initiation sequence in E. coli ribosomes has three
stages (Fig. 30-40):

1. Upon completing a cycle of polypeptide synthesis,
the 30S and 50S subunits remain associated as inac-
tive 70S ribosomes. IF-3 binds to the 30S subunit so
as to promote the dissociation of this complex. IF-1
increases this dissociation rate, perhaps by assisting
the binding of IF-3.

2. GTP, mRNA, and a complex of IF-2 with fMet—
tRNA}Met subsequently bind to the 30S subunit in un-
known order. Hence, fMet—tRNAMet recognition
must not be mediated by a codon-anticodon inter-
action; it is the only tRNA -ribosome association not
to require one. This interaction, nevertheless, helps

fMet—Arg—-Ala-—

AUUCCUAGGAGGUUUGACCUAUG CGAGCU-
i
UCCUCCA

"CCACUAG 5

region. [After Steitz, J. A. and Jakes, K., Proc. Natl. Acad.
Sci. 72, 4735 (1975).]
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Table 30-8
The Soluble Protein Factors of E. coli Protein Synthesis

Factor Mass (kD) Function

Initiation factors

IF-1 9 Assists IF-3 binding
IF-2 97 Binds initiator tRNA and GTP
IF-3 22 Releases 30S subunit from inactive

ribosome and aids mRNA binding

Elongation factors

EF-Tu 43 Binds aminoacyl-tRNA and GTP
EF-Ts 74 Displaces GDP from EF-Tu
EF-G 77 Promotes translocation by binding

GTP to the ribosome

Release factors

RF-1 36 Recognizes UAA and UAG Stop codons
RE-2 38 Recognizes UAA and UGA Stop codons
RF-3 46 Binds GTP and stmulates RF-1 and

RF-2 binding

bind fMet-tRNAM to the ribosome. IF-3 also func-
tions in this stage of the initiation process: It assists
the 30S subunit in binding the mRNA’s Shine-
Dalgarno sequence.

3. Lastly, in a process that is preceded by IF-3 release,
the 50S subunit joins the 30S initiation complex in a
manner that hydrolyzes its bound GTP to GDP + P;.
This irreversible reaction conformationally rear-
ranges the 30S subunit and releases IF-1 and IF-2 for
participation in further initiation reactions.

Initiation results in the formation of an fMet-
tRNAM* - mRNA - ribosome complex in which the fMet-
tRNAY occupies the ribosome’s P site while its A site is
poised to accept an incoming aminoacyl-tRNA (an ar-
rangement analogous to that at the conclusion of a
round of elongation: Section 30-3D). This arrangement
was established through the use of the antibiotic puro-
mycin as is discussed in Section 30-3D. Note that
tRNAMet is the only tRNA that directly enters the P site.
All other tRNAs must do so via the A site during chain
elongation (Section 30-3D).

Eukaryotic Initiation Resembles that of Prokaryotes

Eukaryotic initiation resembles the overall prokary-
otic process but differs from 1t in detail. Ribosomes have
a far more extensive “zoo” of initiation factors (desig-
nated elF-n; “e” for eukaryotic) than do prokaryotes.
Over 10, many with multiple subunits, occur in some
eukaryotic systems although they are more difficult to
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Inactive 70S ribosome

JF O+ IR

1x- IF-1

fMet — tRNA Met

Shine-Dalgarno

sequence
, N
[

AUG) ) 3'+

B31F1 | .

308 initiation complex

,\b.

3 N> GDP+P

Y+ IF1 + P2

A site

708 initiation complex

Figure 30-40
The initiation pathway in E. coli ribosomes

distinguish from ribosomal proteins than are prokary-
otic injtiation factors.

The most striking difference between eukaryotic and
prokaryotic ribosomal initiation occurs in the second
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EF -Ts GTP
Nascent M
polypeptide EF Tue GTP EF -Tue* EF - Ts ﬁ
o GDP
Aminoacyl-tRNA
EF -Ts
Peptidy-RNA Aminoacyl-tRNA EF - Tu » GDP Aminoacyl-
e EF -Tu e GTP tRNA
| Asite Binding
Qﬁ | Empty
|
i
5 3

mMRNA

Translocation

) + GDP+ P,
tRNA EF-G
Uncharged
tRNA
5
GTP
Figure 30-41

The elongation cycle in E. coli ribosomes. Eukaryotic
elongation follows a similar cycle but EF-Tu and EF-Ts are

stage of the process, the binding of mRNA and a com-
plex of elF-2, GTP, and Met-tRNAM¢t to the 40S ribo-
somal subunit (here the subscript “i’”” distinguishes eu-
karyotic initiator tRNA, whose appended Met residue is
never N-formylated, from that of prokaryotes; both
species are, nevertheless, readily interchangeable in
vitro). Eukaryotic mRNAs lack the complementary se-
quences to bind 185 rRNA in the Shine-Dalgarno
manner. Rather, translation of eukaryotic mRNAs, which
are invariably monocistronic, almost always starts at their
first AUG. This, together with the observations that (1)
prokaryotic but not eukaryotic ribosomes can inititiate
on circular RNAs, and (2) a subunit of eIF-4F is a cap
binding protein, suggests that the 40S subunit binds at
or near eukaryotic mRNA'’s 5" cap (Section 29-4A) and
migrates downstream until it encounters the first AUG.
This hypothesis explains the greatly reduced initiation
rates of improperly capped mRNAs.

D. Chain Elongation

Ribosomes elongate polypeptide chains in a three-stage
reaction cycle that adds amino acid residues to a growing

Transpeptidation

— Peptidyl-tRNA
A site

3

replaced by a single multisubunit protein, eEF-1, and EF-G is
replaced by eEF-2,

polypeptide’s C-terminus (Fig. 30-41). This process,
which occurs at a rate of up to 40 residues/ s, involves
the participation of several nonribosomal proteins
known as elongation factors (Table 30-8).

Aminoacyl-tRNA Binding

In the “binding”’ stage of the E. coli elongation cycle, a
binary complex of GTP with the elongation factor
EF-Tu combines with an aminoacyl-tRNA. The result-
ing ternary complex binds to the ribosome and, in a
reaction that hydrolyzes the GTP to GDP + P;, the ami-
noacyl-tRNA is bound in a codon-anticodon complex
to the ribosomal A site and EF-Tu - GDP + P, is released.
In the remainder of this stage, which serves to regener-
ate the EF-Tu-GTP complex, GDP is displaced from
EF-Tu- GDP by the elongation factor EF-Ts which, in
turn, is displaced by GTP.

Aminoacyl-tRNAs can bind to the ribosomal A site
without the mediation of EF-Tu but at a rate too slow to
support cell growth. The importance of EF-Tu is indi-
cated by the fact that it is the most abundant E. coli
protein; it is present in ~ 100,000 copies per cell (>5%
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of the cell’s protein), which is approximately the num-
ber of tRNA molecules in the cell. Consequently, the
cell’s entire complement of aminoacyl-tRNAs is essentially
sequestered by EF-Tu.

EF-Tu binds neither formylated nor unformylated
Met-tRNA}M, which is why the initiator tRNA never
reads internal AUG or GUG codons. What is the struc-
tural basis of this discrimination? E. coli tRNAMet differs
from other E. coli tRNAs by the absence of a base pair at
the end of its amino acid stem (Fig. 30-37). The conver-
sion of its 5'-terminal C residue to U by bisulfite treat-
ment, which reestablishes the missing base pairas U- A,
allows EF-Tu binding. Evidently, EF-Tu recognizes the
amino acid stem of noninitiator tRNAs. However, the
initiator tRNAs from several other sources do have fully
base paired amino acid stems.

Transpeptidation

The peptide bond is formed in the second stage of the
elongation cycle through the nucleophilic displacement of
the P-site tRNA by the amino group of a 3'-linked amino-
acyl-tRNA in the A site (Fig. 30-36). The nascent polypep-
tide chain is thereby lengthened at its C-terminus by one
residue and transferred to the A-site tRNA, a process
called transpeptidation. The reaction occurs without
the need of activating cofactors such as ATP because the
ester linkage between the nascent polypeptide and the
P-site tRNA is a “high-energy” bond. The peptidyl
transferase center that catalyzes peptide bond forma-
tion is located entirely on the large subunit as is demon-
strated by the observation that in high concentrations of
organic solvents such as ethanol, the large subunit alone
catalyzes peptide bond formation. The organic solvent
apparently distorts the large subunit in a way that
mimics the effect of small subunit binding. Peptidyl
transferase activity seems to arise from the juxtaposition
of several polypeptide chains in the large subunit to-
gether with the 23S RNA (Section 30-3A).
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Translocation

In the final stage of the elongation cycle, the now un-
charged P-site tRNA (at first tRNAM* but subsequently a
noninitiator tRNA) is expelled (or, perhaps, transferred to
the E site and expelled in the next binding reaction) and, in a
process known as translocation, the peptidyl-tRNA in the
Assite, together with its bound mRNA, is moved to the P site.
This prepares the ribosome for the next elongation cycle.
The maintenance of the peptidyl-tRNA’s codon-
anticodon association is no longer necessary for amino
acid specification. Rather, it probably acts as a place-
keeper that permits the ribosome to precisely step off the
three nucleotides along the mRNA required to preserve
the reading frame. Indeed, the observation that frame-
shift suppressor tRNAs induce a four nucleotide trans-
location (Section 30-2E) indicates that mRNA move-
ment is directly coupled to tRNA movement.

The translocation process requires the participation of
an elongation factor, EF-G, that binds to the ribosome
together with GTP and is only released upon hydrolysis
of the GTP to GDP + P;. EF-G release is prerequiste for
beginning the next elongation cycle because the ribo-
somal binding of EF-G and EF-Tu are mutually exclu-
sive. Translocation is clearly a highly complex mechani-
cal process and, unfortunately, one that is but poorly
understood.

Puromycin Is an Aminoacyl-tRNA Analog

The ribosomal elongation cycle was originally charac-
terized through the use of the antibiotic puromycin (Fig.
30-42). This substance, which resembles the 3’ end of Tyr-
tRNA, causes the premature termination of polypeptide
chain synthesis. Puromycin, in competition with the
specified aminoacyl-tRNA but without the need of
elongation factors, binds to the ribosomal A site which,
in turn, catalyzes a normal transpeptidation reaction to
form peptidyl-puromycin. Yet, the ribosome cannot cat-
alyze the transpeptidation reaction in the next elonga-

HsC__CHj o Figure 30-42
N NH, Puromycin (left) resembles the 3' terminus of
tyrosyl-tRNA (right).
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tion cycle because puromycin’s “amino acid residue” is
linked to its “tRNA” via an amide rather than an ester
bond. Polypeptide synthesis is therefore aborted and
the peptidyl-puromycin is released.

In the absence of EF-G and GTP, an active ribosome
cannot bind puromycin because its A site is already oc-
cupied by a peptidyl-tRNA A newly initiated ribosome,
however, violates this rule; it catalyzes fMet-puromycin
formation. These observations demonstrated the func-
tional existence of the ribosomal P and A sites and estab-
lished that fMet-tRNAM binds directly to the P site,
whereas other aminoacyl-tRNAs must first enter the A site.

The Eukaryotic Elongation Cycle Resembles that of
Prokaryotes

The eukaryotic elongation cycle closely resembles that of
prokaryotes. In eukaryotes, the functions of EF-Tu and
EF-Ts are assumed by two different subunits of the eu-
karyotic elongation factor eEF-1. Likewise eEF-2 func-
tions in a manner analogous to EF-G. However, the
corresponding eukaryotic and prokaryotic elongation
factors are not interchangable.

E. Chain Termination

Polypeptide synthesis under the direction of synthetic
mRNAs such as poly(U) terminates with a peptidyl-
tRNA 1n association with the ribosome. However, the
translation of natural mRNAs, which contain the termina-
tion codons UAA, UGA, or UAG, results in the production
of free polypeptides (Fig. 30-43). In E. coli, the termination
codons, the only codons that normally have no corre-
sponding tRNAs, are recognized by protein release fac-
tors (Table 30-8): RF-1 recognizes UAA and UAG,
whereas RF-2 recognizes UAA and UGA. Neither of
these release factors can bind to the ribosome simulta-
neously with EF-G A third release factor, RF-3, which
binds GTP, stimulates the ribosomal binding of RF-1
and RF-2. The release factors act at the ribosomal A site
as is indicated by the observation that they compete
with suppressor tRNAs for termination codons.

The binding of a release factor to the appropriate termi-
nation codon induces the ribosomal peptidyl transferase to
transfer the peptidyl group to water rather than to an
aminoacyl-tRNA (Fig. 30-44). The consequent uncharged
tRNA subsequently dissociates from the ribosome and
the release factors are expelled with the concomitant
hydrolysis of GTP to GDP + P;. The resulting inactive
ribosome then releases its bound mRNA preparatory for
a new round of polypeptide synthesis.

Termination in eukaryotes resembles that in prokary-
otes but requires only a single release factor, eRF, that
binds to the ribosome together with GTP. This GTP is
hydrolyzed to GDP + P; in a reaction that is thought to
trigger eRF’s dissociation from the ribosome.

Nascent polypeptide

NHj  Peptidy-tRNA

M A site
Empty
P site |
mMRNA 5’ 3
GTP
RF1 + ppa
RF-3 « GTP
/
NHF
hd GTP
Q&aﬂf@ | RF3
Z} %Rm
5 % 3
_ H,0
/ +
NHj Polypeptide \
CoO0~
Uncharged @ GTP
tRNA !  RF3
S
RP-1
5' b 3
R
4 RF3
S Y
+ GDP + P,
Figure 30-43

The termination sequence in E. coli ribosomes. RF-1
recognizes the termination codons UAA and UAG, whereas
RF-2 recognizes UAA and UGA. Eukaryotic termination
follows an analogous pathway but requires only a single
release factor, eRF, that recognizes all three termination
codons
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The ribosome catalyzed hydrolysis of peptidyl-tRNA to form a polypeptide

and free tRNA.

GTP Hydrolysis Speeds Up Ribosomal Processes
hat is the role of the various GTP hydrolysis reac-
tions that are essential for normal ribosomal function?
Translation occurs in the absence of GTP, albeit ex-
tremely slowly, so that the free energy of the transpepti-
dation reaction is sufficient to drive the entire transla-
tional process. Moreover, none of the GTP hydrolysis
reactions yield a “high-energy” covalent intermediate
as does, say ATP hydrolysis in numerous biosynthetic
reactions. It is therefore thought that GTP binding allo-
sterically causes rtbosomal components to change their
conformations in a way that facilitates a particular pro-
cess such as translocation. This conformational change
also catalyzes GTP hydrolysis which, in turn, permits
the ribosome to relax to its initial conformation with the
concomitant release of products including GDP + P;.
The high rate and irreversibility of the GTP hydrolysis reac-
tion therefore ensures that the various complex ribosomal
processes to which it is coupled, imtiation, elongation, and
termination, will themselves be fast and irreversible. GTP
hydrolysis also facilitates translational accuracy (see
below).

F. Translational Accuracy

The genetic code is normally translated with remark-
able fidelity. We have already seen that transcription
and tRNA aminoacylation both proceed with high accu-
racy (Sections 29-2D and 30-2C). The accuracy of ribo-
somal mRNA decoding was estimated from the rate of
misincorporation of 3S-Cys into highly purified flagel-
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lin, an E. coli protein (Section 34-3G) that normally
lacks Cys. These measurements indicated that the mis-
translation rate is ~10™* errors /per codon. This rate is
greatly increased in the presence of streptomycin, an
antibiotic that increases the rate of ribosomal misread-
ing (Section 30-3G). From the types of reading errors
that streptomycin is known to induce, it was concluded
that the mistranslation arose almost entirely from the
confusion of the Arg codons CGU and CGC for the Cys
codons UGU and UGC. The above error rate is therefore
largely caused by mistakes in ribosomal decoding.

Aminoacyl-tRNAs are selected by the ribosome only
according to their anticodon. Yet, the binding energy
loss arising from a single base mismatch in a codon-
anticodon interaction is estimated to be ~12 kJ-mol™!
which, according to Eq. [30.1], cannot account for a ribo-
somal decoding accuracy of less than ~1072 errors per
codon. Evidently, the ribosome has some sort of proof-
reading mechanism that increases its overall decoding
accuracy.

How mught a ribosome proofread a codon —anticodon
interaction? Two types of mechanisms can be envis-
aged: (1) a selective binding mechanism, such as those
of aminoacyl-tRNA synthetases (Section 30-2C); and
(2) a kinetic mechanism. The problem with a ribosomal
selective binding mechanism is that there is little evi-
dence indicating the existence of a second aminoacyl-
tRNA binding site that functions to exclude improper
codon-anticodon interactions. Evidence is accumulat-
ing, however, that is consistent with a kinetic proof-
reading mechanism.
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Kinetic Proofreading Requires a Branched Reaction
Path

Kinetic proofreading models of tRNA selection re-
quire only one-binding site. John Hopfield theorized
that such a process can occur via a branched reaction
mechanism of polypeptide chain elongation such as is
diagrammed in Fig. 30-45:

1. The initial-binding reaction discriminates, as dis-
cussed, between cognate (specified) and noncognate
(unspecified) tRNAs according to their codon-
anticodon binding energies.

2. Following this, the bound GTP irreversibly hydro-
lyzes yielding an activated intermediate as is indi-
cated by the star. This complex can then react in one
of two ways:

(@) EF-Tu-GDP can dissociate from the ribosome
with rate constant k; thereby committing the ri-
bosome to form a peptide bond.

(b) Alternatively, the aminoacyl-tRNA can dissoci-
ate from the ribosome with rate constant k,
thereby aborting the elongation step.
EF-Tu-GDP subsequently dissociates from the

Ribosome () + aa—~tRNA + EF- GTP
k1 Tl k1
Initial
recog Ribosome (n) ¢+ aa-tRNA ¢« EF-Tu+ GTF
nition
k
L Ed
p |:R1bosome (n) aa-tRNA » EF-Tu- GDP]
EF Tu=- GDP ks ks aa~-tRNA
Proof- ﬁ . ‘
reading Ribosome (z + 1)  Ribosome (n) FF-Tu+ GDP
ks
EF-Te GDP

L Ribosome (n)

Figure 30-45

A kinetic proofreading mechanism for selecting a correct
codon -anticodon interaction. The initial recognition reaction
screens the aminoacyl-tRNA (aa-tRNA) for the correct
codon-—anticodon interaction. The resulting complex
converts, in a GTP-driven process, to a ““high-energy”
intermediate (*) which, in turn, either releases EF-Tu:GDP
preparatory to forming a peptide bond or releases
aminoacyl-tRNA before EF-Tu-GDP is released. If k, /k; is
greater for a codon-anticodon mismatch than it is for a
match, then these latter steps constitute a proofreading
mechanism for proper tRNA binding.

Table 30-9
Some Ribosomal Inhibitors

Inhibitor Action

Chloramphenicol Inhibits peptidyl transferase on the
prokaryotic large subunit

Cycloheximide Inhibits peptidyl transferase on the
eukaryotic large subunit

Erythromycin Inhibits translocation by the prokaryotic
large subunit

Fusidic acid Inhibits elongation in prokaryotes by
preventing EF-G - GDP dissociation
from the large subunit

Puromycin An aminoacyl-tRNA analog that causes
premature chain termination in
prokaryotes and eukaryotes

Streptomycin Causes mRNA misreading and inhibits
chain initiation in prokaryotes

Tetracycline Inhibits the binding of aminoacyl-tRNAs

to the prokaryotic small subunit
Catalytically inactivates eEF-2 by
ADP-ribosylation
Poisonous plant proteins that
catalytically inactivate the eukaryotic
large subunit

Diphtheria toxin

Ricin/Abrin

ribosome permitting it to reinitiate the elongation
step.

If the ratio k, /k, is greater for noncognate than for cognate
tRNAs, then a second screening will have occurred. It is
thought that the physical basis of this second screening
is that k; is independent of the tRNA’s identity, whereas
k, is larger for a relatively weakly bound noncognate
tRNA than it is for a cognate tRNA. The rate of
EF-Tu-GDP dissociation therefore provides a count-
down clock agamnst which the ribosome measures the
rate of tRNA dissociation: A noncognate tRNA usually
dissociates from the ribosome before EF-Tu-GDP does
(an average period of several mulliseconds), whereas a
cognate tRNA usually remains bound. The activated
intermediate is essential for this process because other-
wise its tRNA dissociation step (that characterized by k,)
would be identical to that of the initial recognition step
(that characterized by k_,). GTP hydrolysis therefore
provides the second context necessary for proofreading.

The kinetic proofreading model is supported by the
following observations:

1. More GTP is hydrolyzed per peptide bond formed
with noncognate than with cognate tRNAs (although
this observation is also consistent with selective bind-
ing models).
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2. The rate of EF-Tu* GDP dissociation from a nbosome
is, in fact, independent of its bound aminoacyl-
tRNA's identity.

G. Protein Synthesis Inhibitors: Antibiotics

Antibiotics are bacterially or fungally produced sub-
stances that mhibit the growth of other organisms. Antibi-
otics are known to inhibit a variety of essential biological
processes including DNA replication (e g., novobiocin,
Section 28-5C), transcription (e.g., rifamycin B; Section
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Figure 30-46

A selection of antibiotics that act as translational inhibitors

29-2C), and bacterial cell wall synthesis (e.g., penicillin,
Section 10-3B). However, the majority of known antibi-
otics, including a great variety of medically useful sub-
stances, block translation. This situation is presumably a
consequence of the translational machinery’s enormous
complexity, which makes it vulnerable to disruption in
many ways. Antibiotics have also been useful in analyz-
ing ribosomal mechanisms because, as we have seen for
puromycin (Section 30-3D), the blockade of a specific
function often permits its biochemical dissection into its
component steps. Table 30-9 and Fig. 30-46 present
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several medically significant and /or biochemically use-
ful translational inhibitors. We study the mechanisms of
a few of the best characterized of them below.

Streptomycin

Streptomycin, which was discovered in 1944 by Sel
man Waksman, is a medically important member of a
family of antibiotics known as aminoglycosides that
inhibit prokaryotic ribosomes in a variety of ways. At
low concentrations, streptomycin induces the ribosome
to characteristically misread mRNA: One pyrimidine
may be mistaken for the other in the first and second
codon positions and either pyrimidine may be mistaken
for adenine in the first position. This inhibits the growth
of susceptible cells but does not kill them. At higher
concentrations, however, streptomycin prevents proper
chain initiation and thereby causes cell death.

Certain streptomycin resistant mutants (str® have ri-
bosomes with an altered protein 512 compared with
streptomycin sensitive bacteria (strS). Intriguingly, a
change in base C912 of 16S rRNA (which lies in the
central loop in Fig. 30-25) also confers streptomycin
resistance. (Some mutant bacteria are not only resistant
to streptomycin but dependent on it; they require it for
growth.) In partial diploid bacteria that are heterozy-
gous for streptomycin resistance (str®/strS), streptomy-
cin sensitivity is dominant. This puzzling observation is
explained by the finding that, in the presence of strepto-
mycin, str® ribosomes remain bound to initiation sites
thereby excluding str® ribosomes from these sites.
Moreover, the mRNAs in these blocked complexes are
degraded after a few minutes, which alows the str® ri-
bosomes to bind to newly synthesized mRNAs as well.

Chloramphenicol

Chloramphenicol, the first of the “broad-spectrum”
antibiotics, inhibits the peptidyl transferase activity on
the large subunit of prokaryotic ribosomes. However, its
clinical uses are limited to only severe infections because
of its toxic side effects which are caused, at least in part,
by the chloramphenicol sensitivity of mitochondnal ri-
bosomes. Binding experiments with reconstituted 505
subunits that are missing one or another component
suggest that protein L16 1s necessary for chlorampheni-
col binding. This is corroborated by affinity labeling
experiments indicating that L16, as well as several other
large subunit proteins and the 23S RNA, are in proxim-
ity to bound chloramphenicol. The 23S RNA is also
implicated in chloramphenicol resistance by the obser-
vation that some of its mutants are chloramphenicol
resistant. Chloramphenicol’s binding-site must lie near
the large subunit’s A site since chloramphenicol com-
petes for binding with puromycin and the 3’ end of
aminoacyl-tRNAs but not with peptidyl-tRNAs. This
observation suggests that chloramphenicol inhibits
peptidyl transfer by interfering with the interactions of
ribosomes with A site-bound aminoacyl-tRNAs.

Tetracycline

Tetracycline and its derivatives are broad-spectrum
antibiotics that bind to the small subunit of prokaryotic
ribosomes where they inhibit aminoacyl-tRNA binding.
Tetracycline also blocks the stringent response (Section
29-3F) by inhibiting ppGpp synthesis. This indicates
that deacylated tRNA must bind to the A site in order to
activate stringent factor.

Tetracycline-resistant bacterial strains have become
quite common thereby precipitating a serious clinical
problem. Most often, however, resistance is conferred
by a decrease in bacterial cell membrane permeability to
tetracycline rather than any alteration of; ribosomal
components.

Diphtheria Toxin

Diphtheria is a disease that results from bacterial
infection by Corynebacterium diphtheriae that harbor the
bacteriophage corynephage . Diphtheria was aleading
cause of childhood death until early in this century
when unmunization became prevalent. Although the
bacterial infection is usually confined to the upper respi-
ratory tract, the bacteria secrete a phage-encoded pro-
tein, known as diphtheria toxin, that is responsible for
the disease’s lethal effects. Diphtheria toxin specifically
inactivates the eukaryotic elongation factor eEF-2 thereby
inhibiting eukaryotic protein synthesis.

The pathogenic effects of diphtheria are prevented, as
was discovered in the 1880s, by immunization with tox-
oid, formaldehyde inactivated toxin. Individuals who
have contracted diphtheria are treated with antitoxin
from horse serum, which binds to and thereby inacti-
vates diphtheria toxin, as well as with antibiotics to
combat the bactenal infection.

Diphtheria toxin acts in a particularly interesting way.
It is a monomeric 58-kD protein that is readily cleaved
by trypsin and trypsin-like enzymes into two fragments,
A and B. The B domain of intact toxin binds to an un-
known receptor on the plasma membrane of susceptible
cells The toxin is then proteolytically cleaved where-
upon the B fragment facilitates the A fragment’s cytoso-
lic uptake via receptor-mediated endocytosis (free frag-
ment A is devoid of toxic activity).

Within the cytosol, the A fragment catalyzes the
ADP-ribosylation of eEF-2 by NAD®,

eEF-2 + NAD*
(active)

l diphtheria toxin

ADP-ribosyl-eEF-2 + Nicotinamide + H*
(inactive)

thereby inactivating this elongation factor. Since the A
fragment acts catalytically, one molecule is sufficient to
ADP-ribosylate all of a cell’s eEF-2s, which halts protein
synthesis and kills the cell. Only a few micrograms of
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diphtheria toxin are therefore sufficient to kill an unim-
munized individual.

Diphtheria toxin specifically ADP-ribosylates a modi-
fied His residue on eEF-2 known as diphthamide:

I
—NH— (|JH —C—
CH, His residue
@ :
N / N(CHa)s

CH,— CH,— <[:H

C=0
H H f
H H NH,

OH OH

ADP—O—CH;

J

~
ADP-ribosyl group

ADP-Ribosylated diphthamide

Diphthamide occurs only in eEF-2 (not even in its bacte-
rial counterpart, EF-G), which accounts for the specific-
ity of diphtheria toxin in exclusively modifying eEF-2.
The observation that diphthamide occurs in all eukary-
otic eEF-2’s suggests that this residue is essential to
eEF-2 activity. Yet, certain mutant cultured animal cells,
which have unimpaired capacity to synthesize proteins,
lack the enzymes that post-translationally modify His to
diphthamide. Diphthamide’s normal biological role is
therefore a mystery.

4. CONTROL OF EUKARYOTIC
TRANSLATION

The rates of ribosomal initiation on prokaryotic
mRNAs vary by factors of up to 100. For example, the
proteins specified by the E. coli lac operon, S-galactosi-
dase, galactose permease, and thiogalactoside trans-
acetylase, are synthesized in molar ratios of 10:5:2.
This variation is probably a consequence of their differ-
ent Shine-Dalgarno sequences. Alternatively, ribo-
somes may attach to lac mRNA only at its f-galactosi-
dase gene and occasionally detach in response to a chain
termination signal (thereby accounting for the decreas-
ing translational rates along the operon). At any rate,
there is no evidence that prokaryotic translation rates
are responsive to environmental changes. Genetic ex-
pression in prokaryotes is therefore almost entirely tran-
scriptionally controlled (Section 29-3). Of course, since
their mRNAs have lifeames of only a few minutes, it
would seem that prokaryotes have little need of transla-
tional controls.

Eukaryotic transcriptional control, although far more
complex than that in prokaryotes, is largely reserved for
regulating cell differentiation (Section 33-3). There are,
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however, increasing indications that eukaryotic cells re-
spond to their needs, at least in part, through transla-
tional control This is feasible because the lifetimes of
eukaryotic mRNAs are generally hours or days. In this
section, we examine the two best-characterized eukary-
otic translational control mechanisms: (1) the regulation
of hemoglobin synthesis by heme, and (2) the effects of
virus-induced proteins known as interferons. We also
consider the phenomenon of mRNA masking.

A. Translational Control by Heme

Reticulocytes synthesize protein, almost exclusively
hemoglobin, at an exceedingly high rate and are there-
fore a favorite subject for the study of eukaryotic trans-
lation. Hemoglobin synthesis in fresh reticulocyte ly-
sates proceeds normally for several minutes but then
abruptly stops because of the inhibition of translational
initiation and the consequent polysome disaggregation.
This effect is prevented by the addition of heme [a mito-
chondrial product (Section 24-4A) that this in vitro sys-
tem cannot synthesize] thereby indicating that globin
synthesis is regulated by heme availability. The inhibition
of globin translational initiation is also reversed by the
addition of the eukaryotic initiation factor eIF-2 and by
high levels of GTP.

In the absence of heme, reticulocyte lysates accumu-
late a protein, heme-controlled inhibitor (HCI), that
phosphorylates a specific Ser residue on the & subunit of
elF-2 (elF-2 is an afy trimer that carries GTP and Met-
tRNAMet to the 40S ribosomal subunit; Section 30-3C).
HCl is generated, in the absence of heme, from a pre-
existing proinhibitor by a poorly characterized process
that probably involves at least one other protein.

Phosphorylated elF-2 can participate in the ribosomal
initiation process in much the same way as unphos-
phorylated elF-2. This puzzling situation was clarified
by the discovery that GDP does not spontaneously dis-
sociate from elF-2 at the completion of initiation as it
does from IF-2 in the corresponding prokaryotic process
(Fig. 30-40). Rather, elF-2 exchanges its GDP for GTP in
a reaction mediated by another initiation factor, eIF-2B
(Fig. 30-47). It turns out that phosphorylated elF-2
forms a much tighter complex with elF-2B than does
unphosphorylated elF-2. This sequesters elF-2B (Fig

GDP GTP
eIF-2B  GTP  IF-2B » GDP
eIF-2 » GDP \ /A eIF-2 » GTP

Figure 30-47
The elF-2-GDP product of eukaryotic ribosomal initiation is
regenerated by GDP-GTP interchange with elF-2B-GTP.
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Figure 30-48
A model for heme-controlled protein synthesis in reticulocytes

30-48), which is present in lesser amounts than is eIF-2,
thereby preventing regeneration of the elF-2-GTP re-
quired for translational initiation. The presence of heme
reverses translational inhibition by inhibiting HCL
The phosphorylated eIF-2 molecules are reactivated
through the action of eIF-2 phosphatase, which is un-
affected by heme. Reticulocytes, in addition, contain a
recently discovered 67-kD protemn that protects elF-2
from HCI-catalyzed phosphorylation.

B. Interferon

Interferons are glycoproteins that are secreted by virus
infected vertebrate cells. Upon binding to surface receptors
of other cells, interferons convert them to an antiviral state,
which impairs the replication of a wide variety of RNA and
DNA viruses. Indeed, the discovery of interferon in the
1950s arose from the observation that virus-infected
individuals are resistant to infection by a second type of
virus.

There are three families of interferons: type c or leu-
cocyte interferon (leucocytes are white blood cells), the
related type B or fibroblast interferon (fibroblasts are
connective tissue cells), and type y or lymphocyte in-
terferon (lymphocytes are immune system cells). Inter-
feron synthesis is induced by double-stranded RNA
(dsRNA), which is probably generated during infection by
both DNA and RNA viruses, as well as by the synthetic
dsRNA poly(I) - poly(C). Interferons are effective antiviral
agents in concentrations as low as 3 X 10™*M, which
makes them among the most potent biological sub-
stances. Moreover, they have far wider specificities than
antibodies raised against a particular virus They have
therefore elicited great medical interest, particularly
since some cancers are virally induced (Section 33-4C).
Indeed, they are in clinical use against certain tumors
and viral infections. These treatments are made possible
by the production of large quantities of these otherwise

quite scarce protems through molecular cloning tech-
niques (Section 28-8).

Interferons prevent viral proliferation largely by inhibit-
ing protein synthesis in infected cells (lymphocyte inter-
feron also modulates the immune response). They do soin
two independent ways (Fig. 30-49):

1. Interferons induce the production of a protein kinase
that, in the presence of dsRNA, phosphorylates the
elF-2 o subunit identically to the action of HCI in
reticulocytes, thereby inhibiting ribosomal initiation.
This observation suggests that eIF-2 phosphorylation
may be a general mechanism of eukaryotic transla-
tional control.

2. Interferons also induce the synthesis of (2',5)-

(a)

Interferon-induced
protein kinase

dsRNA
ATP ADP

elF 2B

elF-2B

P; T Hy0
elF-2 Phosphatase

Inhibition of Translation

(&)

Interferon-induced
2,5A synthetase

dsRNA

(2',5")-phospho-
diesterase

ATP ‘T_b 25A » ATP + AMP
PP, l
RNase L RNase L
(inactive) (active)

l

mRNA ——— > Nucleotides
mRNA Degradation

Figure 30-49

In interferon treated cells, the presence of dsRNA, which
normally results from a viral infection, causes (a) the
inhibition of translational initiation, and (b) the degradation of
mRNA, thereby blocking translation and preventing virus
replication.
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oligoadenylate synthetase. In the presence of
dsRNA, this enzyme catalyzes the synthesis from
ATP of the unusual oligonucleotide pppA(2'p5’A),
where n = 1 to 10. This compound, 2,5-A, activates a
preexisting endonuclease, RNase L, to degrade mRNA
thereby inhibiting protein synthesis. 2,5-A is itself rap-
idly degraded by an enzyme named (2’,5')-phospho-
diesterase so that it must be continually synthesized
to maintain its effect.

The independence of the 2,5-A and the interferon-
induced protein kinase systems is demonstrated by the
observation that the effect of 2,5-A on protein synthesis
is reversed by added mRNA but not by elF-2.

C. mRNA Masking

It has been known since the previous century that
early embryonic development in organisms such as sea
urchins is governed almost entirely by information
present in the egg before fertilization. Indeed, sea urchin
embryos exposed to sufficient actinomycin D (Section
29-2D) to inhibit RNA synthesis without blocking DNA
synthesis develop normally through their early stages
without a change in their protein synthesis program.
This is because an unfertilized egg contains large quanti-
ties of mRNA that is “masked” by associated proteins so as
to prevent its association with the ribosomes that are also
present. Upon fertilization, this mRNA is somehow “‘un-
masked” in a controlled fashion and commences directing
protein synthesis. Development of the embryo can there-
fore start immediately upon fertilization rather than
waiting for the generation of paternally specified
mRNAs.

The cytoplasms of many eukaryotic cells contain large
amounts of protein-complexed mRNAs that are not as-
sociated with ribosomes. It remains to be seen, however,
whether mRNA masking is used for translational con-
trol in nonembryonic tissues.

5. POST-TRANSLATIONAL
MODIFICIATION

To become mature proteins, polypeptides must fold to
their native conformations, their disulfide bonds, if any,
must form, and, in the case of multisubunit proteins, the
subunits must properly combine. Moreover, as we have
seen throughout this text, many proteins are modified in
enzymatic reactions that proteolytically cleave certain
peptide bonds and/or derivatize specific residues. In
this section we shall review some of these post-transla-
tional modifications.

A. Proteolytic Cleavage

Proteolytic cleavage is the most common type of
post-translational modification. Probably all mature
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proteins have been so-modified, if by nothing else than
the endoproteolytic removal of their leading Met (or
fMet) residue shortly after it emerges from the ribosome.
Many proteins, which are involved in a wide variety of
biological processes, are synthesized as inactive precur-
sors that are activated under proper conditions by lim-
ited proteolysis. Some examples of this phenomenon
that we have encountered are the conversion of trypsin-
ogen and chymotrypsinogen to their active forms by
tryptic cleavages of specific peptide bonds (Section
14-3E), and the formation of active insulin from the
84-residue proinsulin by excision of an internal 33-resi-
due polypeptide (Section 8-1A). Inactive proteins that
are activated by removal of polypeptides are called pro-
proteins, whereas the excised polypeptides are termed
propeptides.

Propeptides Direct Collagen Assembly

Collagen biosynthesis is illustrative of many facets of
post-translational modification. Recall that collagen, a
major extracellular component of connective tissue, is a
fibrous triple helical protein whose polypeptides largely
consist of the repeating amino acid sequence (Gly-X-Y),
where Xis often Pro, Y is often 4-hydroxyproline (Hyp),
and n = 340 (Section 7-2C). The polypeptides of pro-
collagen (Fig. 30-50) differ from those of the mature
protein by the presence of both N- and C-terminal pro-
peptides of ~100 residues whose sequences, for the

Figure 30-50

An electron micrograph of procollagen aggregates that have
been secreted into the extracellular medium. [Courtesy of
Jerome Gross, Harvard Medical School.]




936 Section 30-5. Post-Translational Modification

Aminoprocollagen
peptidase
cleavage site

l

Carboxylprocollagen
peptidase
cleavage site

|

«—— N-terminal —— - Collagen molecule » <« Cterminal —
propeptide (3000 A) propeptide
(150 A) s =0OH (100 A) .
(Man),,
GlcNac
8¢ K
- Gle Gal &
? Gal a ¢ @
. . e I ~35 :
5 . 100 A
204 e L. ' ' ' ' o
R ¥ o2
T o3 88
Globutar . 4
15 A -
domain « Triple helical -
Triple-helical domain domain
Nontriple-  Nontriple- Nontriple-
helical domain  helical domain helical domain
Figure 30-51

A schematic representation of the procollagen molecule.
Gal, Glc, GlcNac, and Man, respectively, denote galactose,
glucose, N-acetylglucosamine, and mannose residues. Note
that the aminopropeptide has intrachain disulfide bonds

most part, are unlike those of mature collagen. The pro-
collagen polypeptides rapidly assemble, in vitro as well
as in vivo, to form a collagen triple helix. In contrast,
polypeptides extracted from mature collagen will only
reassemble over a period of days, if at all. The collagen
propeptides are apparently necessary for proper procollagen
folding.

The N- and C-terminal propeptides of procollagen
are removed by amino- and carboxylprocollagen pep-
tidases (Fig. 30-51), which may also be specific for the
different collagen types. An inherited defect of amino-
procollagen peptidase in cattle and sheep results in a
bizarre condition, dermatosparaxis, that is character-
ized by extremely fragile skin. An analogous disease in
man, Ehler - Danlos syndrome VII, is caused by a mu-
tation in one of the procollagen polypeptides that in-
hibits the enzymatic removal of its aminopropeptide.
Collagen molecules normally spontaneously aggregate
to form collagen fibrils (Figs. 7-33 and 7-34). However,
electron micrographs of dermatosparaxic skin show
sparse and disorganized collagen fibrils. The retention of
collagen’s aminopropeptides apparently interferes with
proper fibril formation. (The dermatosparaxis gene was
bred into some cattle herds because heterozygotes pro-
duce tender meat.)

Signal Peptides Are Removed from Nascent
Proteins by a Signal Peptidase

Many trans-membrane proteins or proteins that are
destined to be secreted are synthesized with an N-termi-

while the carboxylpropeptide has both intrachain and
interchain disulfide bonds. [After Prockop, D. J., Kivirikko,
K. I., Tuderman, L., and Guzman, N. A., New Engl J. Med.
301, 16 (1979).]

nal signal peptide of 13 to 36 predominantly hydro-
phobic residues According to the signal hypothesis
(Section 11-3F), a signal peptide is recognized by a sig-
nal recognition particle (SRP). The SRP binds a ribo-
some synthesizing a signal peptide to a receptor on the
membrane [the rough endoplasmic reticalum (RER) in
eukaryotes and the plasma membrane in bacteria] and
conducts the signal peptide and the following nascent
polypeptide through it.

Proteins bearing a signal peptide are known as pre-
proteins or, if they also contain propeptides, as prepro-
proteins. Once the signal peptide has passed through
the membrane, it is specifically cleaved from the nascent
polypeptide by a signal peptidase. Both insulin and
collagen are secreted proteins and are therefore synthe-
sized with leading signal peptides in the form of pre-
proinsulin and preprocollagen. These and many other
proteins are therefore subject to three sets of sequential
proteolytic cleavages: (1) the deletion of their initiating
Met residue, (2) the removal of their signal peptides, and
(3) the excision of their propeptides.

Polyproteins

Some proteins are synthesized as segments of poly-
proteins, polypeptides that contain the sequences of
two or more proteins. Examples include most polypep-
tide hormones (Section 33-3C), the proteins synthesized
by many viruses including those causing polio (Section
32-2C) and AIDS, and ubiquitin, a highly conserved
eukaryotic protein involved in protein degradation
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(Section 30-6B). Specific proteases post-translationally
cleave polyproteins to their component proteins, pre-
sumably through the recognition of the cleavage site
sequences. Some of these proteases are conserved over
remarkable evolutionary distances. For instance, ubig-
uitin is synthesized as several tandem repeates (poly-
ubiquitin) that E. coli properly cleave even though pro-
karyotes lack ubiquitin.

B. Covalent Modification

Protems are subject to specific chemical derivatiza-
tions, both at the functional groups of their side chains
and at their terminal amino and carboxyl groups. Over
150 different types of side chain modifications, involv-
ing all side chains but those of Ala, Gly, Ile, Leu, Met,
and Val, are known (Section 4-3A). These include ace-
tylations, glycosylations, hydroxylations, methylations,
nucleotidylylations, phosphorylations, and ADP-ribo-
sylations as well as numerous ““miscellaneous”” modifi-
cations.

Some protein modifications, such as the phosphoryl-
ation of glycogen phosphorylase (Section 17-1A) and
the ADP-ribosylation of eEF-2 (Section 30-3G), modu-
late protein activity. Several side chain modifications
convalently bond cofactors to enzymes, presumably to
increase their catalytic efficiency. Examples of linked
cofactors that we have encountered are Né-lipoyllysine
in dihydrolipoyl transacetylase (Section 19-2A) and 8a-
histidylflavin in succinate dehydrogenase (Section
19-3F). The attachment of complex carbohydrates,
which occur in almost infinite variety, alter the struc-
tural properties of proteins and form recognition
markers in various types of targeting and cell - cell inter-
actions (Sections 10-3C, 11-3D, and 21-3B). Modifica-
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tions that cross-link proteins, such as occur in collagen
and elastin (Sections 7-2C and D), stabilize supramolec-
ular aggregates. The functions of most side chain modi-
fications, however, remain enigmatic.

Collagen Assembly Requires Chemical Modification

Collagen biosynthesis (Fig. 30-52) is illustrative of
protein maturation through chemical modification. As
the nascent procollagen polypeptides pass into the RER
of the fibroblasts that synthesized them, the Pro and Lys
residues are hydroxylated to Hyp, 3-hydroxy-Pro, and
5-hydroxy-Lys. The enzymes that do so are sequence
specific: prolyl 4-hydroxylase and lysyl hydroxylase
act only on the Y residues of the Gly-X-Y sequences,
whereas prolyl 3-hydroxylase acts on the X residues
but only if Y is Hyp. Glycosylation, which also occurs in
the RER, subsequently attaches sugar residues to 5-
hydroxy-Lys residues (Section 7-2C).. The folding of
three polypeptides into the collagen triple helix must
follow hydroxylation and glycosylation because the hy-
droxylases and glycosylases do not act on helical sub-
strates. Moreover, the collagen triple helix denatures
below physiological temperatures unless stabilized by
hydrogen bonding interactions involving Hyp residues
(Section 7-2C). Folding is also preceded by the forma-
tion of specific interchain disulfide bonds between the
carboxylpropeptides. This observation bolsters the pre-
viously discussed conclusion that collagen propeptides
help select and align the three collagen polypeptides for
proper folding.

The procollagen molecules pass into the Golgi appa-/
ratus where they are packaged into secretory granules
(Sections 11-3F and 21-3B) and secreted into the extra-
cellular spaces of connective tissue. The aminopropep-
tides are excised just after procollagen leaves the cell and

Figure 30-52
A schematic representation of procollagen biosynthesis. The
diagram does not indicate the removal of signal peptides
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the carboxylpropeptides are removed sometime later
The collagen molecules then spontaneously assemble
into fibrils, which suggests that an important propeptide
function 1s to prevent intracellular fibril formation. Fi-
nally, after the action of the extracellular enzyme lysyl
oxidase, the collagen molecules in the fibrils spontane-
ously cross-link (Fig. 7-35).

6. PROTEIN DEGRADATION

The pioneering work of Henry Borsook and Rudolf
Schoenheimer around 1940 demonstrated that the com-
ponents of living cells are constantly turning over. Pro-
teins have lifetimes that range from as short as a few
minutes to weeks or more. In any case, cells conttnuously
synthesize proteins from and degrade them to their compo-
nent amino acids. The function of this seemingly waste-
ful process is twofold: (1) to eliminate abnormal proteins
whose accumulation would be harmful to the cell, and
(2) to permit the regulation of cellular metabolism by
eliminating superfluous enzymes and regulatory pro-
teins. Indeed, since the level of an enzyme depends on
its rate of degradation as well as its rate of synthesis,
controlling a protein’s rate of degradation is as important to
the cellular economy as is controlling its rate of synthesis.
In this section we consider the processes of intracellular
protein degradation and their consequences.

A. Degradation Specificity

Cells selectively degrade abnormal proteins. For exam-
ple, hemoglobin that has been synthesized with the va-
line analog o-amino-f-chlorobutyrate

Cl CH CH
-~ 7 3 ch\ P 3
CH CH

+ + |
H;N—CH—COO0™ H;N—CH— COO™

o -Amino- § -Chorobutyrate Valine

has a half-life in reticulocytes of ~ 10 mun, whereas nor-
mal hemoglobin lasts the 120-day lifetime of the red cell
(which makes it perhaps the longest Iived cytoplasmic
protein). Likewise, unstable mutant hemoglobins are
degraded soon after their synthesis which, for reasons
explained in Section 9-3A, results in the hemolytic ane-
mia characteristic of these molecular disease agents.
Bacteria also selectively degrade abnormal proteins. For
instance, amber and ochre mutants of f-galactosidase
have half-lives in E. coli of only a few minutes, whereas
the wild-type enzyme is almost indefinitely stable. Most
abnormal proteins, however, probably arise from the
chemical modification and/or spontaneous denatura-
tion of these fragile molecules in the cell’s reactive envi-
ronment rather than by mutations or the rare errors in
transcription or translation. The ability to eliminate dam-
aged proteins selectively is therefore an essential recycling

Table 30-10
Half-Lives of Some Rat Liver Enzymes

Enzyme Half-Life (h)

Short-lived enzymes

Ornithine decarboxylase 0.2
RNA polymerase 1 1.3
Tyrosine aminotransferase 2.0
Serine hydratase 4.0
PEP carboxylase 5.0

Long-lived enzymes

Aldolase 118
GAPDH 130
Cytochrome b 130
LDH 130
Cytochrome ¢ 150

Source: Dice, J F. and Goldberg, A. L., Arch. Biochem. Biophys.
170, 214 (1975).

mechanism that prevents the buildup of substances that
would otherwise interfere with cellular processes.

Normal intracellular proteins are eliminated at rates
that depend on their identities. A given protein is elimu-
nated with first-order kinetics indicating that the mole-
cules being degraded are chosen at random rather than
according to their age. The half-lives of different en-
zymes in a given tissue vary substantially as is indicated
for ratliver in Table 30-10. Remarkably, the most rapidly
degraded enzymes all occupy important metabolic control
points, whereas the relatively stable enzymes have nearly
constant catalytic activities under all physiological condi-
tions. The susceptibilities of enzymes to degradation have
evidently evolved together with their catalytic and allo-
steric properties so that cells can efficiently respond to envi-
ronmental changes and metabolic requirements. The cri-
teria through which native proteins are selected for
degradation are considered in Section 30-6B.

The rate of protein degradation in a cell also varies
with its nutritional and hormonal state Under condi-
tions of nutritional deprivation, cells increase their rate
of protein degradation so as to provide the necessary
nutrients for indispensible metabolic processes. The
mechanism that increases degradative rates in E. coli is
the stringent response (Section 29-3F). A similar mecha-
nism may be operative in eukaryotes since, as happens
in E. coli, increased rates of degradation are prevented
by antibiotics that block protein synthes:s.

B. Degradation Mechanisms

Eukaryotic cells have dual systems for protein degrada-
tion, a lysosomal mechanism and an ATP-dependent cyto-
solically based mechanism. We consider both mecha-
nisms below.
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Lysosomes Degrade Proteins Nonselectively

Lysosomes are membrane-encapsulated organelles
(Section 1-2A) that contain ~50 hydrolytic enzymes,
including a variety of proteases known as cathepsins.
The lysosome maintains an internal pH of ~5 and its
enzymes have acidic pH optima. This situation presum-
ably protects the cell against accidental lysosomal leak-
age since lysosomal enzymes are largely inactive at cy-
tosolic pH’s.

Lysosomes recycle intracellular constituents by fusing
with membrane-enclosed bits of cytoplasm known as
autophagic vacuoles and subsequently breaking down
their contents. They similarly degrade substances that
the cell takes up via endocytosis (Section 11-4B). The
existence of these processes has been demonstrated
through the use of lysosomal inhibitors. For example,
the antimalanal drug chloroquine

Cl N\

/
NH— (_I-)H_ CH2 - CHZ _CHQ_N (02H5)2
CH,

Chloroquine

is a weak base that freely penetrates the lysosome in
uncharged form where it accumulates in charged form
thereby increasing the intralysosomal pH and inhibiting
lysosomal function. The treatment of cells with chloro-
quine reduces their rate of protein degradation. Similar
effects arise from treatment of cells with cathepsin in-
hibitors such as the polypeptide antibiotic antipain.

0 (”) T|) o
|
_OOCICHNH—C*NH?HC—NHCHC—NH?HC H

|
Phe Arg Val Arg

Lysosomal protein degradation appears to be nonselective.
Lysosomal inhibitors do not affect the rapid degradation
of abnormal proteins or short-lived enzymes. However,
they prevent the acceleration of protein breakdown
upon starvation.

Many normal and pathological processes are asso-
ciated with increased lysosomal activity. Diabetes mel-
litus (Section 25-3B) stimulates the lysosomal break-
down of proteins. Similarly, muscle wastage caused by
disuse, denervation, or traumatic injury arises from in-
creased lysosomal activity. The regression of the uterus
after childbirth, in which this muscular organ reduces its
mass from 2 kg to 50 g in 9 days, is a striking example of
this process. Many chronic inflammatory diseases, such
as rheumateid arthritis, involve the extracellular re-
lease of lysosomal enzymes which break down the sur-
rounding tissues.
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Ubiquitin Marks Proteins Selected for Degradation

It was initially assumed that protein degradation in
eukaryotic cells is primarily a iysosomal process, Yet,
reticulocytes, which lack lysosomes, selectively degrade
abnormal proteins. The observation that protein break-
down is inhibited under anaerobic conditions led to the
discovery of a cytosolically based ATP-dependent pro-
teolytic system that is independent of the lysosomal
system. This phenomenon was thermodynamically un-
expected since peptide hydrolysis is an exergonic pro-
cess.

Analysis of a cell-free rabbit reticulocyte system has
demonstrated that ubiquitin, a protein of previously
unknown function (Fig. 30-53), is required for ATP-
dependent protein degradation. This 76-residue mono-
meric protein, so-named because it is ubigquitous as well as
abundant in eukaryotes, is the most highly conserved pro-
tein known: It is identical in such diverse organisms as
humans, toad, trout, and Drosophila, and differs in only
three residues between humans and yeast. Evidently,
ubiquitin is all but uniquely suited for some essential
cellular process.

Proteins that are selected for degradation are so-marked
by covalently linking them to ubiguitin. This process,
which is reminiscent of amino acid activation (Section
30-2C), occurs in three steps (Fig. 30-54):

1. In an ATP-requiring reaction, ubiquitin’s terminal
carboxyl group is conjugated, via a thioester bond, to
ubiquitin-activating enzyme (E1), a 105-kD dimer
of identical subunits. .

g

Figure 30-53

The X-ray structure of ubiquitin. The white ribbon represents
the polypeptide backbone and the red and blue curves,
respectively, indicate the directions of the carbonyl and
amide groups [Courtesy of Michael Carson, University of
Alabama at Birmingham. X-ray structure determined by
Charles Bugg.]
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The reactions involved in the attachment of ubiquitin to a
protein. In the first part of the process, ubiquitin’s terminal
carboxyl group 1s joined, via a thicester linkage, to E1 ina
reaction driven by ATP hydrolysis. The activated ubiquitin is
subsequently transferred to a sulfhydryl group of E2 and
then, in a reaction catalyzed by E3, to a Lys ¢-amino group
on a condemned protein thereby flagging the protein for
proteolytic degradation by UCDEN.

2. The ubiquitin is then transferred to a sulfhydryl
group of one of several small proteins (25-70 kD)
named ubiquitin-carrier proteins (E2’s).

3. Finally, ubiquitin-protein ligase (E3; ~180 kD)
transfers the activated ubiquitin from E2 to a Lys
&-amino group of a previously bound protein thereby
forming an isopeptide bond. E3 therefore appears to
have a key role in selecting the protein to be de-
graded. Usually, several ubiquitin molecules are so-
linked to this condemned protein. In addition, as
many as 20 ubiquitin molecules may be tandemly
linked to a target protein to form a multiubiquitin
chain in which Lys 48 of each ubiquitin forms an
isopeptide bond with the C-terminal carboxyl group
of the following ubiquitin.

The ubiquitinated protein is proteolytically degraded in an
ATP-dependent process mediated by a large (=1000 kD)
but otherwise poorly characterized multiprotein com-
plex named ubiquitin-conjugate degrading enzyme
(UCDEN). This protease only degrades ubiquitin-linked
proteins.

Table 30-11

The Half-Lives of Cytoplasmic Enzymes as a Function of
Their N-Terminal Residues

N-Terminal

Residue Half-Life

Stabilizing

Met >20h
Ser
Ala
Thr
Val
Gly

Destabilizing

Ile ~30 min
Glu

Tyr ~10 min
Gin

Highly destabilizing

Phe ~3 min
Leu
Asp
Lys
Arg ~2 min

Source: Bachmair, A., Finley, D., and Varshavsky, A., Science
234, 180 (1986).

A Protein’s Half-Life Is Partially
Determined by Its N-Terminal
Residue

The structural features that E3 uses to select at least
native proteins for destruction may be remarkably sim-
ple. The half-life of a cytoplasmic protein varies with the
identity of its N-terminal residue (Table 30-11). Indeed, in
a selection of 208 cytoplasmic proteins known to be long
lived, all have a “stabilizing” residue, Met, Ser, Ala, Thr,
Val, Gly, or Cys, at their N-termini. This is true for both
eukaryotes and prokaryotes, which suggests the system
that selects proteins for degradation is conserved in eu-
karyotes and prokaryotes, even though prokaryotes lack
ubiquitin. Nevertheless, there are clear indications that
other, more complex signals are also important in the
selection of proteins for degradation. For instance, pro-
teins with segments rich in Pro (P), Glu (E), Ser (S), and
Thr (T) residues are rapidly degraded although how
these so-called PEST proteins are recognized is un-
known. Likewise, the criteria by which cells select de-
fective proteins for degradation are unknown.
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7. NONRIBOSOMAL
POLYPEPTIDE SYNTHESIS

Several hundred polypeptide antibiotics, such as ac-
tinomycin D (Section 29-2D) and gramicidin A (Section
18-2C), have been characterized. These often cyclic
molecules consist of rarely more than 20, often unusual,
amino acid residues. Many polypeptide antibiotics are
synthesized by soluble enzymes rather than ribosomally
from mRNA templates. The synthesis of these substances
is, consequently, unaffected by ribosomal inhibitors
such as chloramphenicol (Section 30-3G) that arrest
protein synthesis. In this section, we consider the mech-
anism of biosynthesis of the channel-forming iono-
phore gramicidin S, which is representative of the syn-
thesis of many other polypeptide antibiotics.

Gramicidin S, a product of Bacillus brevis, is a cyclic
decapeptide that consists of two identical pentapeptides
joined head to tail (Fig. 30-55). Fritz Lipmann demon-
strated that this antibiotic is synthesized by two en-
zymes, E; (280 kD) and Ey (100 kD) that activate the
amino acids indicated in Fig. 30-56. Each of the amino
acids of gramicidin S is activated by the ATP-driven
linkage of the amino acid via a thioester bond to its
corresponding enzyme. Ey binds only a D-Phe residue,
whereas E, simultaneously binds the other four gramici-
din S residues.

The polymerization process begins when Ej; transfers
its D-Phe residue to the E;-bound Pro residue to form a
dipeptide (Fig. 30-574). The growing oligopeptide is
then sequentially transferred to the remaining amino
acid residues of the pentapeptide (Fig. 30-57b). The ab-
sence of any amuno acid from the in vitro reaction mix-
ture results in premature termination of the reaction at

E
i-Leu Foa a
E; b
L-Om
*r'val L Pro
-Pro
L-Val
p-Phe
*
Eq - L-um Es

Figure 30-55

The amino acid sequence of gramicidin S. The amino acids
activated by E, and E,, are shaded red and green. Dashed
arrows indicate the points of cyclization. [After Lipmann, F.,
Acc. Chem. Res. 11, 363 (1971).]
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The activation of amino acids by the enzymes that
synthesize gramicidin S. In the first step of the reaction an
enzyme bound aminoacyl-adenylate is formed as it is in the
aminoacyl-tRNA synthetase reaction (Section 30-2C). In the
second reaction step, however, the amino acid residue is
linked to the enzyme via a thioester bond rather than to a
tRNA.
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Figure 30-57

The biosynthesis of gramicidin S. (a) The initial transfer of
Phe to an E,-linked Pro residue to form a peptide bond (b)
The elongation (fop) and cyclization (bottom) reactions on E
(here the arrows indicate group transfer, not electron
transfer). [After Lipmann, F., Science 173, 878 (1971).]
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Figure 30-58
The proposed scheme for the participation of the
that point. Note that chain elongation proceeds towards ~ pantetheine residue (blue) in the biosynthesis of gramicidin

the C- inus as i s inri mal polvpeptide syn- S. The circular arrows indicate the movement of the
e C-terminus as it doe boso po'ypep y pantetheine in collecting the amino acid residues that are

thesis. The final enzyme-linked pentapeptidereactsina | ked to the enzyme via Cys thioester bonds. The

head-to-tail fashion with a second such assembly to  transpeptidation and transthiolation reactions alternate to

form the decapeptide product (Fig. 30-55). synthesize the pentapeptide. [After Lipmann, F., Acc. Chem.
The resemblance of the above reaction sequence to  Res. 6, 366 (1973).]

that of fatty acid synthesis led Lipmann to propose that

phosphopantetheine is a cofactor in polypeptide syn-

thesis as it is in acyl carrier protein (Section 23-4A). In

fact, E; contamns a single Ser-linked phosphopante-

theine.
!
(|3=O 0 0 ?H This 20-A long residue is thought to sequentially collect
HC—CH, Sp7 CH, CH NH CH, NH CH, the enxyme-linked amino acids on the growing oligo-
1lIH o~ o~ \,C/ ~7 \cﬁz\c/ \CT—IZ - peptide through alternating transpeptidation and
| H,C E‘H (H) g transthiolation reactions (Fig. 30-58). Transthiolation in
- o 2?;) A ~ polypeptide synthesis is therefore analogous to translo-

cation in ribosomal chain elongation (Section 30-3D).
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Chapter Summary

Point mutations are caused by either base analogs that mis-
pair during DNA replication or by substances that react with
bases to form products that mispair. Insertion/deletion
(frameshift) mutations arise from the association of DNA with
intercalating agents that distort the DNA structure. The analy-
sis of a series of frameshift mutations that supressed one an-
other established that the genetic code is an unpunctuated
triplet code Fine structure genetic mapping combined with
amino acid sequence analyses demonstrated that genes are
colinear with the polypeptides they specify. In a cell-free pro-
tein synthesizing system, poly(U) directs the synthesis of
poly(Phe) thereby demonstrating that UUU is the codon speci-
fying Phe. The genetic code was established through the use of
polynucleotides of known composition but random sequence,
the ability of defined triplets to promote the ribosomal binding
of tRNAs bearing specific amino acids, and through the use of
synthetic nRNAs of known alternating sequences. The latter
investigations also demonstrated that the 5 end of mRNA
corresponds to the N-terminus of the polypeptide it specifies
and established the sequences of the stop codons. Degenerate
codons differ mostly in the identities of their third kase. Small
single-stranded DNA phages such as ¢X174 contain overlap-
ping genes in different reading frames. The genetic code used
by mitochondria differs in several respects from the “stan-
dard” genetic code.

Transfer RNAs consist of 60 to 95 nucleotides that can be
arranged in the cloverleaf secondary structure. As many as
10% of a tRNA’s bases may be modified Yeast tRNAF" forms
a narrow L-shaped three-dimensional structure that resem-
bles that of other tRNAs. Most of the bases are involved in
stacking and base pairing associations including nine tertiary
interactions that appear to be essential for maintaining the
molecule’s native conformation. Amino acids are appended to
their cognate tRNAs in a two-stage reaction catalyzed by the
corresponding aminoacyl-tRNA synthetase. The great accu-
racy of tRNA charging anses from the proofreading of the
bound amino acid by aminoacyl-tRNA synthetase at the ex-
pense of ATP hydrolysis. Ribosomes select tRNAs solely on
the basis of their anticodons Sets of degenerate codons are
read by a single tRNA through wobble pairing. Nonsense mu-
tations may be suppressed by tRNAs whose anticodons have
mutated to recogmize a Stop codon.

The ribosome consists of a small and a large subunit whose
complex shapes have been revealed by electron microscopy
The three RNAs and 52 proteins comprising the E. coli ribo-
some self-assemble under proper conditions The positions of
many ribosomal components relative to the subunit surfaces
have been largely determined by immune electron microscopy
and neutron diffraction measurements. Affinity labeling ex-
permments have identified the ribosomal components in the
vicinity of various ribosomal binding sites and catalytic
centers. Ribosomal polypeptide synthesis proceeds by the ad-
dition of amino acid residues to the C-terminal end of the
nascent polypeptide The mRNAs are read in the 5" — 3/ di-
rection mRNAs are usually simultaneously translated by sev-
eral ribosomes in the form of polysomes. The ribosome has at
least three tRNA-binding sites: the P site, which binds the
peptidyl-tRNA, the A site, which binds the incoming amino-
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acyl tRNA, and the E site, which transiently binds the outgo-
ing tRNA. Duning polypeptide synthesis, the nascent polypep-
tide is transferred to the amunoacyl-tRNA thereby lengthening
the nascent polypeptide by one residue. The discharged tRNA
is then released and the new peptidyl-tRNA, with its asso-
ciated codon, is translocated to the P site In prokaryotes, the
Initiation sites on mRNA are recognized through their Shine-
Dalgarno sequences and by their initiating codon. Prokaryotic
initiating codons specify fMet-tRNAMe. Initiation is a com-
plex process involving the participation of three initiation fac-
tors that induce the assembly of the ribosomal subunits with
mRNA and fMet—-tRNAM®, The eukaryotic initiation site is
usually the first AUG downstream from the 5’-terminal cap
and this AUG specifies unformylated Met-tRNAM<, Polypep-
tides are elongated in a three-part cycle, aminoacyl-tRNA
binding, transpeptidation, and translocation, that requires the
participation of elongation factors and is vectorially driven by
GTP hydrolysis. Termination codons bind release factors that
induce the peptidyl transferase to hydrolyze the peptidyl-
tRNA bond The high accuracy of translation indicates that the
ribosome proofreads the codon —anticodon interaction, most
probably via a kinetic mechanism. Ribosomal inhibitors, many
of which are antibiotics, are medically important and bio-
chemucally useful in elucidating ribosomal function. Strepto-
mycin causes mRNA misreading and inhibits prokaryotic
chain initiation, chloramphenicol inhibits prokaryotic pepti-
dyl transferase, tetracycline inhibits amimnoacyl-tRNA binding
to the prokaryotic small subunit, and diphtheria toxin ADP-
ribosylates eEF-2.

Several mechanisms of translational control have been elu-
cidated in eukaryotes. Hemoglobin synthesis in reticulocytes
is inhibited in the absence of heme by heme-controlled inhibi-
tor. This enzyme catalyzes the phosphorylation of elF-2,
which then tightly binds elF-2B, thereby blocking transla-
tional initiation. In the presence of dsRNA, cells treated with
interferon are translationally inhibited This happens through
two independent mechanusms the induction of a protein ki-
nase that phosphorylates elF-2, and the induction of 2,5-A
synthetase whose product 2,5-A, activates an endonuclease
that degrades mRNA Translation 1s also inhibited by mRNA
masking, at least in certain embryos.

Proteins may be post translationally modified in a variety of
ways. Protelytic cleavages, usually by specific peptidases, ac-
tivate proproteins. The signal peptides of preproteins are re-
moved by signal peptidases. Covalent modifications alter
many types of side chains in a variety of ways that modulate
the catalytic activities of enzymes, provide recognition
markers, and stabilize protein structures.

Proteins in living cells are continually turming over. This
controls the level of regulatory enzymes and disposes of ab-
normal proteins that would otherwise interfere with cellular
processes. Proteins are degraded by lysosomes in a nonspecific
process that is stimulated during starvation, as well as by var-
ious pathological and normal states. A cytosohcally based
ATP-dependent system degrades normal as well as abnormal
proteins in a process that flags these proteins by the covalent
attachment of ubiquitin.

The biosynthesis of gramicidin S, which is representative of
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the synthesis of many other polypeptide antibiotics, is me-
diated by soluble enzymes rather than by mnbosomes. The
proper amino acids are linked as thioesters to E; and Ej in
reactions driven by ATP hydrolysis. Chain elongation occurs
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1. What is the product of reacting guanine with nitrous

*3.

acid? Is the reaction mutagenic? Explain.

. What is the polypeptide specified by the following DNA

antisense strand? Assume translation starts after the first
initiation codon.

5-TCTGACTATTGAGCTCTCTGGCACATAGCA-3’

The fingerprint of a protein from a phenotypically rever-
tant mutant of bacteriophage T4 indicates the presence
of an altered tryptic peptide with respect to the wild-
type. The wild-type and mutant peptides have the fol-
lowing sequences:

Wild-type
Mutant

Cys-Glu-Asp-His-Val-Pro-GIn-Tyr-Arg
Cys-Glu-Thr-Met-Ser-His- Ser- Tyr- Arg

Indicate how the mutant could have arisen and give the
base sequences, as far as possible, of the mRNAs specify-
ing the two peptides. Comment on the function of the
peptide in the protein.

. Explain why the various classes of mutations can reverse

a mutation of the same class but not a different class.

. Which amino acids are specified by codons that can be

changed to an amber codon by a single point mutation?

. The mRNA specifying the & chain of human hemoglobin

contains the base sequence
+ + -UCCAAAUACCGUUAAGCUGGA - -+

The C-terminal tetrapeptide of the normal o chain,
which is specified by part of this sequence, is

-Ser-Lys-Tyr-Arg

In hemoglobin Constant Spring, the corresponding re-
gion of the a chain has the sequence

-Ser-Lys-Tyr-Arg-Gln-Ala-Gly- - « -

Specify the mutation that causes hemoglobin Constant
Spring.

. Explain why a minimum of 32 tRNAs are required to

translate the “standard” genetic code?

8. Draw the wobble pairings not in Fig. 30-21a.

9. A colleague of yours claims that by exposing E. coli to

*10.

HNO, she has mutated a tRNASY to an amber suppres-
sor. Do you believe this claim? Explain.

Deduce the anticodon sequences of all suppressors listed
in Table 30-5 except UGA-1 and indicate the mutations
that caused them.

11.

12.

13.

14.

15.

16.

17.

*18.

19.

20.

21.

How many different types of macromolecules must be
minimally contained in a cell-free protein synthesizing
system from E. coli ? Count each type of ribosomal com-
ponent as a different macromolecule.

Why do oligonucleotides containing Shine-Dalgarno
sequences inhibit translation in prokaryotes? Why don't
they do so in eukaryotes? '

Why does m’GTP inhibit translation in eukaryotes? Why
doesn’t it do so in prokaryotes?

What would be the distribution of radioactivity in the
completed hemoglobin chains upon exposing reticulo-
cytes to *H-labeled leucine for a short time followed by a
chase with unlabeled leucine?

Design an mRNA with the necessary prokaryotic control
sites that codes for the octapeptide Lys-Pro-Ala-Gly-
Thr-Glu-Asn-Ser.

Indicate the translational control sites in and the amino
acid sequence specified by the following prokaryotic
mRNA.

5-CUGAUAAGGAUUUAAAUUAUGUGUCAAUCA-
CGAAUGCUAAUCGAGGCUCCAUAAUAACACUU-
CGAC-3’

What is the energetic cost, in ATPs, for the E. coli synthe-
sis of a polypeptide chain of 100 residues starting from
amino acids and mRNA? Assume that no losses are in-
curred as a result of proofreading.

It has been suggested that Gly-tRNA synthetase does not
require an editing mechanism. Why?

An antibiotic named fixmycin, which was isolated from a
fungus growing on ripe passion fruit, is effective in cur-
ing many types of veneral disease. In characterizing fix-
mycin’s mode of action, you have found that it is a bacte-
rial translational inhibitor that binds exclusively to the
large subunit of E. coli ribosomes. The initiation of pro-
tein synthesis in the presence of fixmycin results in the
generation of dipeptides that remain associated with the
ribosome. Suggest a mechanism of fixmycin action.

Heme inhibits protein degradation in reticulocytes by al-
losterically regulating ubiquitin-activating enzyme.
What physiological function might this serve?

Genbux Inc., a genetic engineering firm, has cloned the
gene encoding an industrially valuable enzyme into E.
coli such that the enzyme is produced in large quantities.
Howevet, since the firm wishes to produce the enzyme in

' ton quantities, the expense of isolating it would be

greatly reduced if the bacterium could be made to secrete
it. As a high priced consultant, what general advice
would you offer to solve this problem?



