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low. Running through the center of the illustration, top to bottom, is a replication
fork, showing DNA being copied by DNA polymerase. On the right and left sides of
the illustration, RNA polymerase is synthesizing messenger RNA. Most of the DNA
in the picture is wrapped around nucleosomes. Tlustration by David S. Goodsell, The
Scripps Research Institute.

Part I opener image

Microtubules and actin filaments are stained with red and green fluorescent dyes,
respectively.

(K. G. Murti/Visuals Unlimited)

Part II opener image

High resolution X-ray crystal structures of ribosomal units.

(From N. Ban, P. Nissen, J. Hansen, P. B. Moore and T. A. Steitz, 2000. Science 289: 905.
Courtesy of Thomas A. Steitz.)

Part I1I opener image

Probes to repeated sequences on chromosome 4 were hybridized to a human cell.
The two copies of chromosome 4, identified by yellow fluorescence, occupy distinct
territories in the nucleus.

(From A. L Lamond and W. C. Earnshaw, 1998. Science 280: 547.)

Part IV opener image
Mitosis sequence: Telophase.
(Conly L. Rieder/Biological Photo Service)

The Cell: A Molecular Approach, Third Edition

Copyright © 2004 by Geoffrey M. Cooper All rights reserved.
This book may not be reproduced in whole or in part without permission

Address editorial correspondence to ASM Press, c/o The American Society for
Microbiology, 1752 N Street NW, Washington, DC 20036 US.A.

Address orders and requests for examination copies to Sinauer Associates, Inc.,
P.O. Box 407, 23 Plumtree Road, Sunderland, MA 01375 U.S.A.

Phone: 413-549-4300

FAX: 413-549-1118

email: orders@sinauer.com

www.slnauer.com

Library of Congress Cataloging-in-Publication Data

Cooper, Geoffrey M.
The cell : a molecular approach / Geoffrey M. Cooper, Robert E.
Hausman.— 3rd ed.
.; e

Includes bibliographical references and index.

ISBN 0-87893-214-3 (alk. paper)

1. Cytology. 2. Molecular biology.

[DNLM: 1. Cytology. 2. Molecular Biology. QH 581.2 C776¢ 2004] 1.
Hausman, Robert E., 1947- 11 Title.

QH581.2.C66 2004
571.6—dc21
2003008953
craer Steenbock Memorial Library
T University of Wisconsin - Madison

550 Babcock Drive
Madison, W1 53706-1293
























10



11



12



13



14



15



16



17



18



19



20



21



22



23



24



25



26



27



28



29



30



31



32



33



34



35



36



37



38



39



40



41



42



43



44



45



46



47



48



49



50



Chapter

DNA Replication 179
DNA Repair 192

Recombination between Homolo-
gous DNA Sequences 204

DNA Rearrangements 211

KEY EXPERIMENT: Rearrangement
of Immunoglobulin Genes 218

MOLECULAR MEDICINE: Colon
Cancer and DNA Repair 203

Replication, Maintenance,
and Rearrangements
of Genomic DNA

HE FUNDAMENTAL BIOLOGICAL PROCESS OF REPRODUCTION requires the faithful

transmission of genetic information from parent to offspring. Thus, the

accurate replication of genomic DNA is essential to the lives of all cells
and organisms. Each time a cell divides, its entire genome must be duplicated,
and complex enzymatic machinery is required to copy the large DNA molecules
that make up both prokaryotic and eukaryotic chromosomes. In addition, cells
have evolved mechanisms to correct mistakes that sometimes occur during DNA
replication and to repair DNA damage that can result from the action of environ-
mental agents, such as radiation. Abnormalities in these processes result in a fail-
ure of accurate replication and maintenance of genomic DNA—a failure that can
have disastrous consequences, such as the development of cancer.

Despite the importance of accurate DNA replication and maintenance, cell
genomes are far from static. In order for species to evolve, mutations and gene
rearrangements are needed to maintain genetic variation between individuals.
Recombination between homologous chromosomes during meiosis plays an
important role in this process by allowing parental genes to be rearranged into
new combinations in the next generation. Rearrangements of DNA sequences
within the genome are also thought to contribute to evolution by creating novel
combinations of genetic information. In addition, some DNA rearrangements
are programmed to regulate gene expression during the differentiation and
development of individual cells and organisms. In humans, a prominent exam-
ple is the rearrangement of antibody genes during development of the immune
system. A careful balance between maintenance and variation of genetic infor-
mation is thus critical to the development of individual organisms as well as to
evolution of the species.

DNA Replication

As discussed in Chapter 3, DNA replication is a semiconservative process in
which each parental strand serves as a template for the synthesis of a new com-
plementary daughter strand. The central enzyme involved is DNA polymerase,
which catalyzes the joining of deoxyribonucleoside 5-triphosphates (dNTPs) to
form the growing DNA chain. However, DNA replication is much more com-
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Growth on semisolid

Colonies arising medium in petri dish

from single
mutagenized
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Figure 5.1 Isolation of a mutant
deficient in polymerase |

A culture of E. colt was treated with a
chemical mutagen, and individual bac-
terial colonies were isolated by growth
on semisolid medium. Several thou-
sand colonies were then cultured and
screened to identify a mutant lacking
polymerase I.

plex than a single enzymatic reaction. Other proteins are involved, and
proofreading mechanisms are required to ensure that the accuracy of repli-
cation is compatible with the low frequency of errors that is needed for cell
reproduction. Additional proteins and specific DNA sequences are also
needed both to initiate replication and to copy the ends of eukaryotic chro-
mosomes.

DNA Polymerases

DNA polymerase was first identified in lysates of E. coli by Arthur Korn-
berg in 1956. The ability of this enzyme to accurately copy a DNA template
provided a biochemical basis for the mode of DNA replication that was ini-
tially proposed by Watson and Crick, so its isolation represented a land-
mark discovery in molecular biology. Ironically, however, this first DNA
polymerase to be identified (now called DNA polymerase I) is not the major
enzyme responsible for E. coli DNA replication. Instead, it is now clear that
both prokaryotic and eukaryotic cells contain several different DNA poly-
merases that play distinct roles in the replication and repair of DNA.

The multiplicity of DNA polymerases was first revealed by the isolation
of a mutant strain of E. coli that was deficient in polymerase I (Figure 5.1).
Cultures of E. coli were treated with a chemical (a mutagen) that induces a
high frequency of mutations, and individual bacterial colonies were iso-
Jated and screened to identify a mutant strain lacking polymerase I. Analy-
sis of a few thousand colonies led to the isolation of the desired mutant,
which was almost totally defective in polymerase I activity. Surprisingly,
the mutant bacteria grew normally, leading to the conclusion that poly-
merase I is not required for DNA replication. On the other hand, the mutant
bacteria were extremely sensitive to agents that damage DNA (e.g., ultravi-
olet light), suggesting that polymerase I is involved primarily in the repair
of DNA damage rather than in DNA replication per se.

The conclusion that polymerase I is not required for replication implied
that E. coli must contain other DNA polymerases, and subsequent experi-
ments led to the identification of two such enzymes, now called DNA poly-
merases II and III. The potential roles of these enzymes were investigated
by the isolation of appropriate mutants. Strains of E. coli with mutations in
polymerase II were found to grow normally, and the role of this enzyme in
a specialized form of error-prone DNA repair (discussed in the section
“DNA Repair”) has only recently been established. Temperature-sensitive
polymerase III mutants, however, were unable to replicate their DNA at
high temperature, and subsequent studies have confirmed that polymerase
1 is the major replicative enzyme in E. coli.

Tt is now known that, in addition to polymerase III, polymerase I is also
required for replication of E. coli DNA. The original polymerase [ mutant
was not completely defective in that enzyme, and later experiments showed
that the residual polymerase I activity in this strain plays a key role in the
replication process. The replication of E. coli DNA thus involves two distinct
DNA polymerases, the specific roles of which are discussed below.

Eukaryotic cells contain five classical DNA polymerases: o, B, 7,6, and &
Polymerase yis located in mitochondria and is responsible for replication of
mitochondrial DNA. The other four enzymes are located in the nucleus and
are therefore candidates for involvement in nuclear DNA replication. Poly-
merases @, 8, and € are most active in dividing cells, suggesting that they
function in replication. In contrast, polymerase § is active in nondividing as
well as dividing cells, consistent with its function in the repair of DNA
damage.
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Two types of experiments have provided further evidence addressing
the roles of polymerases ¢, 6, and € in DNA replication. First, replication of
the DNAs of some animal viruses, such as SV40, can be studied in cell-free
extracts. The ability to study replication in vitro has allowed direct identifi-
cation of the enzymes involved, and analysis of such cell free systems has
shown that polymerases ¢ and § are required for SV40 DNA replication.
gecond, polymerases o, 8, and ¢ are found in yeasts as well as in mam-
malian cells, enabling the use of the powerful approaches of yeast genetics
(see Chapter 3) to test their biological roles directly. Such studies indicate
that yeast mutants lacking any of these three DNA polymerases are unable
to proliferate, implying a critical role for polymerase € as well as for o and
5. However, further studies have shown that the essential function of poly-
merase € in yeast does not require its enzymatic activity as a DNA poly-
merase. The role of polymerase € in DNA replication thus remains unclear,
although it probably functions similarly to polymerase 6, which is sufficient
to catalyze DNA replication in the absence of polymerase € both in cell-free
systems and in yeast.

All known DNA polymerases share two fundamental properties that
carry critical implications for DNA replication (Figure 5.2). First, all poly-
merases synthesize DNA only in the 5’ to 3’ direction, adding a dNTP to the
3" hydroxyl group of a growing chain. Second, DNA polymerases can add a
new deoxyribonucleotide only to a preformed primer strand that is hydro-
gen-bonded to the template; they are not able to initiate DNA synthesis de
novo by catalyzing the polymerization of free ANTPs. In this respect, DNA

Primer Template Primer Template
strand strand strand strand
5’ 3 5’ 3
OH W OH
A=T A=T
A=T A=T
T=A T—A
]
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£c £C
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Figure 5.2 The reaction catalyzed by
DNA polymerase

All known DNA polymerases add a
deoxyribonucleoside 5'-triphosphate to
the 3" hydroxyl group of a growing
DNA chain (the primer strand).
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Figure 5.3 Replication of E. coli DNA
(A) An autoradiograph showing bacte-
ria that were grown in [*H]thymidine
for two generations to label the DNA,
which was then extracted and visual-
ized by exposure to photographic film.
(B) This schematic illustrates the two

replication forks shown m (A). (From J.

Cairns, 1963. Cold Spring Harbor Symp.
Quant. Biol. 28: 43.)

polymerases differ from RNA polymerases, which can initiate the synthesis
of a new strand of RNA in the absence of a primer. As discussed later in this
chapter, these properties of DNA polymerases appear critical for maintain-
ing the high fidelity of DNA replication that is required for cell reproduction.

The Replication Fork

DNA molecules in the process of replication were first analyzed by John
Cairns in experiments in which E. coli were grown in the presence of
radioactive thymidine, which allowed subsequent visualization of newly
replicated DNA by autoradiography (Figure 5.3). In some cases, complete
circular molecules in the process of replicating could be observed. These
DNA molecules contained two replication forks, representing the regions
of active DNA synthesis. At each fork the parental strands of DNA sepa-
rated and two new daughter strands were synthesized.

The synthesis of new DNA strands complementary to both strands of the
parental molecule posed an important problem to understanding the bio-
chemustry of DNA replication. Since the two strands of double-helical DNA
run in opposite (antiparallel) directions, continuous synthesis of two new
strands at the replication fork would require that one strand be synthesized
in the 5’ to 3’ direction while the other is synthesized in the opposite (3’ to
5') direction. But DNA polymerase catalyzes the polymerization of dNTPs
only in the 5’ to 3’ direction. How, then, can the other progeny strand of
DNA be synthesized?

This enigma was resolved by experiments showing that only one strand
of DNA is synthesized in a continuous manner in the direction of overall
DNA replication; the other is formed from short (1-3 kb), discontinuous
pieces of DNA that are synthesized backward with respect to the direction
of movement of the replication fork (Figure 5.4). These small pieces of
newly synthesized DNA (called Okazaki fragments after their discoverer)
are joined by the action of DNA ligase, forming an intact new DNA strand.
The continuously synthesized strand is called the leading strand, since its
elongation in the direction of replication fork movement exposes the tem-
plate used for the synthesis of Okazaki fragments (the lagging strand).

- Daughter strand

Replication
fork \

§

Replication
fork

Parent strand
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5 3¢ 573 53 53
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Although the discovery of discontinuous synthesis of the lagging strand
rovided a mechanism for the elongation of both strands of DNA at the
replication fork, it raised another question: Since DNA polymerase requires
a primer and cannot initiate synthesis de novo, how is the synthesis of
Okazaki fragments initiated? The answer is that short fragments of RNA
serve as primers for DNA replication (Figure 5.5). In contrast to DNA syn-
thesis, the synthesis of RNA can initiate de novo, and an enzyme called
primase synthesizes short fragments of RNA (e.g., three to ten nucleotides
long) complementary to the lagging strand template at the replication fork.
Okazaki fragments are then synthesized via extension of these RNA
primers by DNA polymerase. An important consequence of such
RNA priming is that newly synthesized Okazaki fragments contain an

Figure 5.4 Synthesis of leading and
lagging strands of DNA

The leading strand is synthesized con-
tinuously in the direction of replication
fork movement. The lagging strand is
synthesized in small pieces (Okazaki
fragments) backward from the overall
direction of replication. The Okazaki
fragments are then joined by the action
of DNA ligase.

Figure 5.5 Initiation of Okazaki
fragments with RNA primers

Short fragments of RNA serve as
primers that can be extended by DNA
polymerase

Template Initiation of Synthesis of Extension of RNA primer
DNA RNA synthesis RNA primer by DNA polymerase
3 3/ 3 3
5’ 5
— RNA
3/
— DNA
Primase DNA polymerase
3/
5 5 5 5
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Figure 5.6 Removal of RNA primers
and joining of Okazaki fragments
Because of its 5 to 3’ exonuclease activ-
ity, DNA polymerase I removes RNA
primers and fills the gaps between
Okazaki fragments with DNA. The
resultant DNA fragments can then

be joined by DNA ligase.

Gap between
Okazaki fragments

RNA primer
3/5 /

5 3/
3, 5/

Removal of RNA by 5'— 3’ exonuclease

Polymerase |
Filling of gap with DNA
35

5’ 3/
3/ 5/

DNA ligase l Joining of DNA fragments

RNA-DNA joint, the discovery of which provided critical evidence for the
role of RNA primers in DNA replication.

To form a continuous lagging strand of DNA, the RNA primers must
eventually be removed from the Okazaki fragments and replaced with
DNA. In E. coli, RNA primers are removed by the combined action of RNase
H, an enzyme that degrades the RNA strand of RNA-DNA hybrids, and
polymerase L. This is the aspect of E. coli DNA replication in which poly-
merase I plays a critical role. In addition to its DNA polymerase activity,
polymerase I acts as an exonuclease that can hydrolyze DNA (or RNA) in
either the 3" to 5’ or 5’ to 3’ direction. The action of polymerase I as a 5" to 3’
exonuclease removes ribonucleotides from the 5" ends of Okazaki fragments,
allowing them to be replaced with deoxyribonucleotides to yield fragments
consisting entirely of DNA (Figure 5.6). In eukaryotic cells, other exonucle-
ases take the place of E. coli polymerase I in removing primers, and the gaps
between Okazaki fragments are filled by the action of polymerase 6. As in
prokaryotes, these DNA fragments can then be joined by DNA ligase.

The different DNA polymerases thus play distinct roles at the replication
fork (Figure 5.7). In prokaryotic cells, polymerase III is the major replicative
polymerase, functioning in the synthesis both of the leading strand of DNA
and of Okazaki fragments by the extension of RNA primers. Polymerase I
then removes RNA primers and fills the gaps between Okazaki fragments:
In eukaryotic cells, polymerase ¢ is found in a complex with primase, and it
appears to function in conjunction with primase to synthesize short RNA-
DNA fragments during lagging strand synthesis. Polymerase § can then
synthesize both the leading and lagging strands, acting to extend the RNA-
DNA primers initially synthesized by the polymerase a-primase complex.
In addition, polymerase § can take the place of E. coli polymerase [ in filling
the gaps between Okazaki fragments following primer removal. Although
the roles of polymerase £ remain to be fully understood, its activities seem
to be similar to those of polymerase 6.

Not only polymerases and primase but also a number of other proteins act
at the replication fork. These additional proteins have been identified both by
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Mammals

pol a/primase

!

pol 8/¢

pol 6/¢

the analysis of E. coli mutants defective in DNA replication and by the purifi-
cation of the mammalian proteins required for in vitro replication of SV40
DNA. One class of proteins required for replication binds to DNA poly-
merases, increasing the activity of the polymerases and causing them to
remain bound to the template DNA so that they continue synthesis of a new
DNA strand. Both E. coli polymerase III and eukaryotic polymerases 6 and &
are associated with two types of accessory proteins (sliding-clamp proteins
and clamp-loading proteins) that load the polymerase onto the primer and
maintain its stable association with the template (Figure 5.8). The clamp-

(A

.

PCNA

!

b

|

RFC

RFC

Polymerase
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Figure 5.7 Roles of DNA polymerases
in E. coli and mammalian cells

The leading strand is synthesized by
polymerase III (pol III) in E. coli and by
polymerases § and & (pol 6/¢) in mam-
malian cells. In E. coli, lagging strand
synthesis is initiated by primase, and
RNA primers are extended by poly-
merase I1I. In mammalian cells, lag-
ging strand synthesis is initiated by a
complex of primase with polymerase o
(pol ). The short RNA-DNA frag-
ments synthesized by this complex are
then extended by polymerases § and &.

Figure 5.8 Polymerase accessory
proteins

(A) The clamp-loading protein (RFC in
mammalian cells) binds DNA at the
junction between primer and template.
The sliding-clamp protein (PCNA in
mammalian cells) binds adjacent to the
RFC, and DNA polymerase then binds
to PCNA. (B) Model of PCNA bound
to DNA. (B, from T. S. Krishna, X. P.
Kong, S. Gary, P. M. Burgers and J.
Kuriyan, 1994. Cell 79: 1233.)
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Replication
fork movement

Single-stranded

Helicase

loading proteins (called the ycomplex in E. coli and replication factor
C [RFC] in eukaryotes) specifically recognize and bind DNA at the
junction between the primer and template. The sliding-clamp pro-
teins (B protein in E. coli and proliferating cell nuclear antigen
[PCNA] in eukaryotes) bind adjacent to the clamp-loading proteins,
forming a ring around the template DNA. The sliding-clamp pro-

- - DNA binding teins then load the DNA polymerase onto DNA at the primer-tem-
¥ g, Proteins plate junction. The ring formed by the sliding clamp maintains the
} association of the polymerase with its template as replication pro-
ceeds, allowing the uninterrupted synthesis of many thousands of
Leadin —Lagging nucleotides of DNA. N
strand 8— strand Other proteins unwind the template DNA and stabilize single-

Figure 5.9 Action of helicases and
single-stranded DNA-binding
proteins

Helicases unwind the two strands of
parental DNA ahead of the replication
fork. The unwound DNA strands are
then stabilized by single-stranded
DNA-binding proteins so that they
can serve as templates for new DNA
synthesis.

Figure 5.10 Action of topoisomerases
during DNA replication

(A) As the two strands of template DNA
unwind, the DNA ahead of the replica-
tion fork is forced to rotate in the oppo-
site direction, causing circular molecules
to become twisted around themselves.
(B) This problem is solved by topoiso-
merases, which catalyze the reversible
breakage and joining of DNA strands.
The transient breaks introduced by
these enzymes serve as swivels that
allow the two strands of DNA to rotate
freely around each other.

stranded regions (Figure 5.9). Helicases are enzymes that catalyze

the unwinding of parental DNA, coupled to the hydrolysis of ATP,
ahead of the replication fork. Single-stranded DNA-binding proteins (e.g.,
eukaryotic replication factor A [RFA]) then stabilize the unwound template
DNA, keeping it in an extended single-stranded state so that it can be
copied by the polymerase.

As the strands of parental DNA unwind, the DNA ahead of the replica-
tion fork is forced to rotate. Unchecked, this rotation would cause circular
DNA molecules (such as SV40 DNA or the E. coli chromosome) to become
twisted around themselves, eventually blocking replication (Figure 5.10).
This problem is solved by topoisomerases, enzymes that catalyze the
reversible breakage and rejoining of DNA strands. There are two types of
these enzymes: Type I topoisomerases break just one strand of DNA; type II
topoisomerases introduce simultaneous breaks in both strands. The breaks
introduced by type I and type II topoisomerases serve as “swivels” that
allow the two strands of template DNA to rotate freely around each other so
that replication can proceed without twisting the DNA ahead of the fork
(see Figure 5.10). Although eukaryotic chromosomes are composed of linear
rather than circular DNA molecules, their replication also requires topoiso-
merases; otherwise, the complete chromosomes would have to rotate con-
tinually during DNA synthesis.

—— Unwinding of
parental DNA

%
S
i‘;g_———Twisting of DNA strands

ahead of replication fork

B
(B) Transient break

serves as a swivel to
allow free rotation of
_~DNA strands

R ~ .
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-
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: 5
s

2
§ Topoisomerase
———-
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Type II topoisomerase is needed not only to unwind DNA but also to
unravel newly replicated circular DNA molecules that become interwined
with each other. In eukaryotic cells, topoisomerase II appears to be involved
in mitotic chromosome condensation. In addition, studies of yeast mutants,
as well as experiments in Drosophila and mammalian cells, indicate that
topoisomerase II is required for the separation of daughter chromatids at
mitosis, suggesting that it functions to untangle newly replicated loops of
DNA in the chromosomes of eukaryotes.

The enzymes involved in DNA replication act in a coordinated manner
to synthesize both leading and lagging strands of DNA simultaneously at
the replication fork (Figure 5.11). This task is accomplished by the forma-
tion of dimers of the replicative DNA polymerases (polymerase Il in E. coli
or polymerase §/¢ in eukaryotes), each with its appropriate accessory pro-
teins. One molecule of polymerase then acts in synthesis of the leading
strand while the other acts in synthesis of the lagging strand. The lagging
strand template is thought to form a loop at the replication fork so that the
polymerase subunit engaged in lagging strand synthesis moves in the
same overall direction as the other subunit, which is synthesizing the lead-
ing strand.

Topoisomerase

Replication
fork movement

Helicase
z Primase
RNA primer Single-stranded
Clamp-loading DNA binding proteins
protein ¢ ~
#
* ‘.u .
N RNA primer
A SRR Okazaki
el Yo - fragment
i > *
N .
N
Sliding
; clam
Leading P Polymerase Il
strand dimer
Y
Polymerase |
Lagging
strand
=
-
Ligase
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Figure 5.11 Model of the E. coli
replication fork

Helicase, primase, and two molecules
of DNA polymerase III carry out coor-
dinated synthesis of both the leading
and lagging strands of DNA. The lag-
ging strand template is folded so that
the polymerase responsible for lagging
strand synthesis moves in the same
direction as overall movement of the
fork. Topoisomerase acts as a swivel
ahead of the fork, and DNA poly-
merase I and ligase remove RNA
primers and join Okazaki fragments
behind the fork.
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5’ 3

3/ 5/
Incorporation of G
instead of A

3/

5/

3 5
Polymerase excises
mismatched
Gvia3' —»5’
exonuclease

5 3

3 5/
Synthesis proceeds with
incorporation of correct
base (A)

5/ 3/

3 5/

Figure 5.12 Proofreading by DNA
polymerase

G is incorporated in place of A as a
result of mispairing with T on the tem-
plate strand. Because it is mispaired,
the 3’ terminal G is not hydrogen-
bonded to the template strand. This
mismatch at the 3" terminus of the
growing chain is recognized and ex-
cised by the 3’ to 5" exonuclease activi-
ty of DNA polymerase, which requires
a primer hydrogen-bonded to the tem-
plate strand in order to continue syn-
thesis. Following excision of the mis-
matched G, DNA synthesis can pro-
ceed with incorporation of the correct
nucleotide (A).

The Fidelity of Replication

The accuracy of DNA replication is critical to cell reproduction, and esti-
mates of mutation rates for a variety of genes indicate that the frequency of
errors during replication corresponds to only one incorrect base per 10° to
10" nucleotides incorporated. This error frequency is much lower than
would be predicted simply on the basis of complementary base pairing. In
particular, the free energy differences resulting from the changes in hydro-
gen bonding between correctly matched and mismatched bases are only
large enough to favor the formation of correctly matched base pairs by
about 1,000 fold. Consequently, base selection determined simply by hydro-
gen bonding between complementary bases would result in an error fre-
quency corresponding to the incorporation of about one incorrect base per
10°. The much higher degree of fidelity actually achieved results largely
from the activities of DNA polymerase.

One mechanism by which DNA polymerase increases the fidelity of
replication is by helping to select the correct base for insertion into newly
synthesized DNA. The polymerase does not simply catalyze incorporation
of whatever nucleotide is hydrogen-bonded to the template strand. Instead,
it actively discriminates against incorporation of a mismatched base by
adapting to the conformation of a correct base pair. In particular, recent
structural studies of several DNA polymerases indicate that the binding of
correctly matched dNTPs induces conformational changes in DNA poly-
merase that lead to the incorporation of the nucleotide into DNA. This abil-
ity of DNA polymerase to select for incorporation of matched nucleotides
appears to increase the accuracy of replication about a thousandfold, reduc-
ing the expected error frequency from 107 to approximately 107,

The other major mechanism responsible for the accuracy of DNA replica-
tion is the proofreading activity of DNA polymerase. As already noted, E.
coli polymerase I has 3" to 5" as well as 5 to 3’ exonuclease activity. The 5’ to
3’ exonuclease operates in the direction of DNA synthesis and helps remove
RNA primers from Okazaki fragments. The 3’ to 5" exonuclease operates in
the reverse direction of DNA synthesis, and participates in proofreading
newly synthesized DNA (Figure 5.12). Proofreading is effective because
DNA polymerase requires a primer and is not able to initiate synthesis de
novo. Primers that are hydrogen-bonded to the template are preferentially
used, so when an incorrect base is incorporated, it is likely to be removed by
the 3’ to 5" exonuclease activity rather than being used to continue synthe-
sis. Such 3" to 5 exonuclease activities are also associated with E. coli poly-
merase Il and eukaryotic polymerases § and &. The 3’ to 5" exonucleases of
these polymerases selectively excise mismatched bases that have been
incorporated at the end of a growing DNA chain, thereby increasing the
accuracy of replication by a hundred- to a thousandfold.

The importance of proofreading may explain the fact that DNA poly-
merases require primers and catalyze the growth of DNA strands only in the
5 to 3’ direction. When DNA is synthesized in the 5" to 3" direction, the energy
required for polymerization is derived from hydrolysis of the 5 triphosphate
group of a free dNTP as it is added to the 3’ hydroxyl group of the growing
chain (see Figure 5.2). If DNA were to be extended in the 3" to 5 direction, the
energy of polymerization would instead have to be derived from hydrolysis
of the 5’ triphosphate group of the terminal nucleotide already incorporated
into DNA. This would eliminate the possibility of proofreading, because
removal of a mismatched terminal nucleotide would also remove the 5’
triphosphate group needed as an energy source for further chain elongation.
Thus, although the ability of DNA polymerase to extend a primer only in the
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5’ to 3’ direction appears to make replication a complicated process, it is nec-
essary for ensuring accurate duplication of the genetic material.

Combined with the ability to discriminate against the insertion of mis-
matched bases, the proofreading activity of DNA polymerases is sufficient to
reduce the error frequency of replication to about one mismatched base per
10°. Additional mechanisms (discussed in the section “DNA Repair”) act to
remove mismatched bases that have been incorporated into newly synthe-
sized DNA, further ensuring correct replication of the genetic information.

Origins and the Initiation of Replication

The replication of both prokaryotic and eukaryotic DNAs starts at a unique
sequence called the origin of replication, which serves as a specific binding
site for proteins that initiate the replication process. The first origin to be
defined was that of E. coli, in which genetic analysis indicated that replica-
tion always begins at a unique site on the bacterial chromosome. The
E. coli origin has since been studied in detail and found to consist of 245
base pairs of DNA, elements of which serve as binding sites for proteins
required to initiate DNA replication (Figure 5.13). The key step is the bind-
ing of an initiator protein to specific DNA sequences within the origin. The
initiator protein begins to unwind the origin DNA and recruits the other
proteins involved in DNA synthesis. Helicase and single-stranded DNA-
binding proteins then act to continue unwinding and exposing the template
DNA, and primase initiates the synthesis of leading strands. Two replica-
tion forks are formed and move in opposite directions along the circular
E. coli chromosome.

The origins of replication of several animal viruses, such as 5V40, have
been studied as models for the initiation of DNA synthesis in eukaryotes.
SV40 has a single origin of replication (consisting of 64 base pairs) that func-
tions both in infected cells and in cell-free systems. Replication is initiated
by a virus-encoded protein (called T antigen) that binds to the origin and
also acts as a helicase. A single-stranded DNA-binding protein is required
to stabilize the unwound template, and the DNA polymerase a-primase
complex then initiates DNA synthesis.

Although single origins are sufficient to direct the replication of bacterial
and viral genomes, multiple origins are needed to replicate the much larger
genomes of eukaryotic cells within a reasonable period of time. For exam-
ple, the entire genome of E. coli (4 x 10° base pairs) is replicated from a sin-
gle origin in approximately 30 minutes. If mammalian genomes (3 x 10°
base pairs) were replicated from a single origin at the same rate, DNA repli-
cation would require about 3 weeks (30,000 minutes). The problem is fur-
ther exacerbated by the fact that the rate of DNA replication in mammalian
cells is actually about tenfold lower than in E. coli, possibly as a result of the
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Figure 5.13 Origin of replication

in E. coli

Replication initiates at a unique site on
the E. coli chromosome, designated the
origin (ori). The first event is the bind-
ing of an initiator protein to ori DNA,
which leads to partial unwinding of
the template. The DNA continues to
unwind by the actions of helicase and
single-stranded DNA-binding pro-
teins, and RNA primers are synthe-
sized by primase. The two replication
forks formed at the origin then move
in opposite directions along the circu-
lar DNA molecule.
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Figure 5.14 Replication originsin
eukaryotic chromosomes

Replication initiates at multiple origins
(ori), each of which produces two repli-
cation forks.
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packaging of eukaryotic DNA in chromatin. Nonetheless, the genomes of
mammalian cells are typically replicated within a few hours, necessitating
the use of thousands of replication origins.

The presence of multiple replication origins in eukaryotic cells was first
demonstrated by the exposure of cultured mammalian cells to radioactive
thymidine for different time intervals, followed by autoradiography to
detect newly synthesized DNA. The results of such studies indicated that
DNA synthesis is initiated at multiple sites, from which it then proceeds in
both directions along the chromosome (Figure 5.14). The replication origins
in mammalian cells are spaced at intervals of approximately 50 to 300 kb;
thus the human genome has about 30,000 origins of replication. The
genomes of simpler eukaryotes also have multiple origins; for example,
replication in yeasts initiates at origins separated by intervals of approxi-
mately 40 kb.

The origins of replication of eukaryotic chromosomes were first studied in
the yeast S. cerevisiae, in which they were identified as sequences that can
support the replication of plasmids in transformed cells (Figure 5.15). This
has provided a functional assay for these sequences, and several such ele-
ments (called autonomously replicating sequences, or ARSs) have been
isolated. Their role as origins of replication has been verified by direct bio
chemical analysis, not only in plasmids but also in yeast chromosomal DNA.

Functional ARS elements span about 100 base pairs, including an 11-
base-pair core sequence common to many different ARSs (Figure 5.16). This
core sequence is essential for ARS function and has been found to be the
binding site of a protein complex (called the origin replication complex, or
ORC) that is required for initiation of DNA replication at S. cerevisiae ori-
gins. The ORC complex appears to recruit other proteins (including DNA
helicases) to the origin, leading to the initiation of replication. The mecha-
nism of initiation of DNA replication in S. cerevisiae thus appears similar tO
that in prokaryotes and eukaryotic viruses; that is, an initiator protein
specifically binds to origin sequences.

Subsequent studies have shown that the role of ORC proteins as initia-
tors of replication is conserved in all eukaryotes, from yeasts to mammals.
However, replication origins in other eukaryotes are much less well defined
than the ARS elements of S. cerevisiae. In the fission yeast S. pombe, origin
sequences are spread over about 1 kb of DNA. The 5. pombe origins lack the
clearly defined ORC binding site of the S cerevisize ARS elements, but they
contain repeats of AT-rich sequences that appear to serve as binding sites
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for the S. pombe ORC complex. A Drosophila replication origin has been
found to span over 2 kb of DNA and to contain several ORC binding sites,
but these sequences have not been defined. In mammals, some origins
have been localized to a few kb of DNA. In other cases, however, replication
may injtiate at multiple origins within large “initiation zones” spanmng 10
to 50 kb. It thus appears that the sequences that define replication origins
vary widely among eukaryotes, although the role of ORC proteins as initia-
tors of replication is highly conserved.

Telomeres and Telomerase: Replicating the Ends of Chromosomes

Because DNA polymerases extend primers only in the 5" to 3" direction,
they are unable to copy the extreme 5" ends of linear DNA molecules. Con-
sequently, special mechanisms are required to replicate the terminal
sequences of the linear chromosomes of eukaryotic cells. These sequences
(telomeres) consist of tandem repeats of simple-sequence DNA (see Chap-
ter 4). They are replicated by the action of a unique enzyme called telo-
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Figure 5.15 Identification of origins
of replication in yeast

Both plasmids I and II contain a selec-
table marker gene (LEU2) that allows
transformed cells to grow on medium
lacking leucine. Only plasmid II, how-
ever, contains an origin of replication
(ARS). The transformation of yeasts
with plasmid [ yields only rare trans-
formants in which the plasmid has
integrated into chromosomal DNA.
Plasmid II, however, is able to repli-
cate without integration into a yeast
chromosome (autonomous repli-
cation), so many more transformants
result from its introduction into yeast
cells.
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Figure 5.16 A yeast ARS element

The element contains an 11-base-pair ARS consensus sequence (ACS), which is the
specific binding site of the origin replication complex (ORC). Three additional ele-
ments (B1, B2, and B3) are individually not essential but together contribute to ARS
function.

merase, which is able to maintain telomeres by catalyzing their synthesis in
the absence of a DNA template.

Telomerase is a reverse transcriptase, one of a class of DNA polymerases,
first discovered in retroviruses (see Chapter 3), that synthesize DNA from an
RNA template. Importantly, telomerase carries its own template RNA,
which is complementary to the telomere repeat sequences, as part of the
enzyme complex. The use of this RNA as a template allows telomerase to
generate multiple copies of the telomeric repeat sequences, thereby main-
taining telomeres in the absence of a conventional DNA template to direct
their synthesis.

The mechanism of telomerase action was initially elucidated in 1985 by
Carol Greider and Elizabeth Blackburn during studies of the protozoan
Tetrahymena (Figure 5.17). The Tetrahymena telomerase is complexed to-a
159-nucleotide-long RNA that includes the sequence 3'-AACCCCAAC-5’
This sequence is complementary to the Tetrahymena telomeric repeat
(5-TTGGGG-3") and serves as the template for the synthesis of telomeric
DNA. The use of this RNA as a template allows telomerase to extend the 3’
end of chromosomal DNA by one repeat unit beyond its original length.
The complementary strand can then be synthesized by the polymerase o-
primase complex using conventional RNA priming. Removal of the RNA
primer leaves an overhanging 3’ end of chromosomal DNA, which can
form loops at the ends of eukaryotic chromosomes (see Figure 4.22).

Telomerase has been identified in a variety of eukaryotes, and genes
encoding telomerase RNAs have been cloned from Tetrahymena, yeasts,
mice, and humans. In each case, the telomerase RNA contains sequences
complementary to the telomeric repeat sequence of that organism (see Table
4.4) Moreover, the introduction of mutant telomerase RNA genes into
yeasts has been shown to result in corresponding alterations of the chromo-
somal telomeric repeat sequences, directly demonstrating the function of
telomerase in maintaining the termuni of eukaryotic chromosomes.

DNA Repair

DNA, like any other molecule, can undergo a variety of chemical reactions.
Because DNA uniquely serves as a permanent copy of the cell genome,
however, changes in its structure are of much greater consequence than are
alterations in other cell components, such as RNAs or proteins. Mutations
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¢an result from the incorporation of incorrect bases during DNA replication.
In addition, various chemical changes occur in DNA either spontaneously
(Figure 5.18) or as a result of exposure to chemicals or radiation (Figure
5.19). Such damage to DNA can block replication or transcription, and can
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Figure 5.17 Action of telomerase
Telomeric DNA is a simple repeat se-
quence with an overhanging 3’ end on
the newly synthesized leading strand.
Telomerase carries its own RNA mole-
cule, which is complementary to
telomeric DNA, as part of the enzyme
complex. The overhanging end of
telomeric DNA binds to the telomerase
RNA, which then serves as a template
for extension of the leading strand by
one repeat unit. The lagging strand of
telomeric DNA can then be elongated
by conventional RNA priming and
DNA polymerase activity.
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Figure 5.18 Spontaneous damage
to DNA

There are two major forms of sponta-
neous DNA damage: (A) deamination
of adenine, cytosine, and guanine, and
(B) depurination (loss of purine bases)
resulting from cleavage of the bond
between the purine bases and deoxy-
ribose, leaving an apurinic (AP) site
in DNA. dGMP = deoxyguanosine
monophosphate.

result in a high frequency of mutations—consequences that are unaccept-
able from the standpoint of cell reproduction. To maintain the integrity of
their genomes, cells have therefore had to evolve mechanisms to repair
damaged DNA. These mechanisms of DNA repair can be divided into two
general classes: (1) direct reversal of the chemical reaction responsible for
DNA damage, and (2) removal of the damaged bases followed by their
replacement with newly synthesized DNA. Where DNA repair fails, addi-
tional mechanisms have evolved to enable cells to cope with the damage.

Direct Reversal of DNA Damage

Most damage to DNA is repaired by removal of the damaged bases fol-
lowed by resynthesis of the excised region. Some lesions in DNA, however,
can be repaired by direct reversal of the damage, which may be a more effi-
cient way of dealing with specific types of DNA damage that occur fre-
quently. Only a few types of DNA damage are repaired in this way, particu-
larly pyrimidine dimers resulting from exposure to ultraviolet (UV) light
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and alkylated guanine residues that have been modified by the addition
of methyl or ethyl groups at the O position of the purine ring.

UV light is one of the major sources of damage to DNA and is also the
most thoroughly studied form of DNA damage in terms of repair mecha-
usms. Its importance is illustrated by the fact that exposure to solar UV
Irradiation is the cause of almost all skin cancer in humans. The major
t}fpe of damage induced by UV light is the formation of pyrimidine
Fl{mers, in which adjacent pyrimidines on the same strand of DNA are
Joined by the formation of a cyclobutane ring resulting from saturation of
’the double bonds between carbons 5 and 6 (see Figure 5.19A). The forma-
:lon of such dimers distorts the structure of the DNA chain and blocks

fanscription or replication past the site of damage, so their repair is
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Figure 5.19 Examples of DNA damage
induced by radiation and chemicals
(A) UV light induces the formation of
pyrimidine dimers, in which two adja-
cent pyrimidines (e.g., thymines) are
joined by a cyclobutane ring structure.
(B) Alkylation is the addition of methyl
or ethyl groups to various positions on
the DNA bases. In this example, alkyla-
tion of the O° position of guanine results
in formation of O%-methylguanine. (C)
Many carcinogens (e.g., benzo-(a)pyrene)
react with DNA bases, resulting in the
addition of large bulky chemical groups
to the DNA molecule.



196  Chapter 5

Thymine dimer

¢ [l

Light

Photoreactivating
enzyme

Figure 5.20 Direct repair of
thymine dimers

UV-induced thymine dimers can be re-
paired by photoreactivation, in which
energy from visible light is used to
split the bonds forming the cyclobu-
tane ring.

Figure 5.21 Repair of O°-methylguanine
Of-methylguanine methyltransferase transfers
the methyl group from O°-methylguanine to a
cysteine residue in the enzyme’s active site.

closely correlated with the ability of cells to survive UV irradiation. One
mechanism of repairing UV-induced pyrimidine dimers is direct reversal of
the dimerization reaction. The process is called photoreactivation because
energy derived from visible light is utilized to break the cyclobutane ring
structure (Figure 5.20). The original pyrimidine bases remain in DNA, now
restored to their normal state. As might be expected from the fact that solar
UV irradiation is a major source of DNA damage for diverse cell types, the
repair of pyrimidine dimers by photoreactivation is common to a variety of
prokaryotic and eukaryotic cells, including E. coli, yeasts, and some species
of plants and animals. Curiously, however, photoreactivation is not univer-
sal; many species (including humans) lack this mechanism of DNA repair.
Another form of direct repair deals with damage resulting from the reac-
tion between alkylating agents and DNA. Alkylating agents are reactive
compounds that can transfer methyl or ethyl groups to a DNA base, thereby
chemically modifying the base (see Figure 5.19B). A particularly important
type of damage is methylation of the Of position of guanine, because the
product, O>-methylguanine, forms complementary base pairs with thymine
instead of cytosine. This lesion can be repaired by an enzyme (called 0b-
methylguanine methyltransferase) that transfers the methyl group from
Of-methylguanine to a cysteine residue in its active site (Figure 5.21). The
potentially mutagenic chemical modification is thus removed, and the orig-
inal guanine is restored. Enzymes that catalyze this direct repair reaction
are widespread in both prokaryotes and eukaryotes, including humans.
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Excision Repair

Although direct repair is an efficient way of dealing with particular types of
DNA damage, excision repair is a more general means of repairing a wide
variety of chemical alterations to DNA. Consequently, the various types of
excision repair are the most important DNA repair mechanisms in both
prokaryotic and eukaryotic cells. In excision repair, the damaged DNA is
recognized and removed, either as free bases or as nucleotides. The resulting
gap is then filled in by synthesis of a new DNA strand, using the undam-
aged complementary strand as a template. Three types of excision repair—
pase-excision, nucleotide-excision, and mismatch repair—enable cells to
cope with a variety of different kinds of DNA damage.

The repair of uracil-containing DNA is a good example of base-excision
repair, in which single damaged bases are recognized and removed from
the DNA molecule (Figure 5.22). Uracil can arise in DNA by two mecha-
nisms: (1) Uracil (as dUTP [deoxyuridine triphosphate]) is occasionally DNA containing U formed by
incorporated in place of thymine during DNA synthesis, and (2) uracil can  deamination of C
be formed in DNA by the deamination of cytosine (see Figure 5.18A). The
second mechanism is of much greater biological significance because it
alters the normal pattern of complementary base pairing and thus repre-
sents a mutagenic event. The excision of uracil in DNA is catalyzed by
DNA glycosylase, an enzyme that cleaves the bond linking the base (uracil)
to the deoxyribose of the DNA backbone. This reaction yields free uracil
and an apyrimidinic site—a sugar with no base attached. DNA glycosylases
also recognize and remove other abnormal bases, including hypoxanthine 1 Apsie
formed by the deamination of adenine, pyrimidine dimers, alkylated
purines other than O%-alkylguanine, and bases damaged by oxidation or
ionizing radiation.

The result of DNA glycosylase action is the formation of an apyridiminic
or apurinic site (generally called an AP site) in DNA. Similar AP sites are
formed as the result of the spontaneous loss of purine bases (see Figure
5.18B), which occurs at a significant rate under normal cellular conditions.
For example, each cell in the human body is estimated to lose several thou-
sand purine bases daily. These sites are repaired by AP endonuclease,
which cleaves adjacent to the AP site (see Figure 5.22). The remaining
deoxyribose moiety is then removed, and the resulting single-base gap is
filled by DNA polymerase and ligase.

Whereas DNA glycosylases recognize only specific forms of damaged
bases, other excision repair systems recognize a wide variety of damaged
bases that distort the DNA molecule, including UV-induced pyrimidine
dimers and bulky groups added to DNA bases as a result of the reaction of
many carcinogens with DNA (see Figure 5 19C). This widespread form
of DNA repair is known as nucleotide-excision repair, because the dam-
aged bases (e.g., a thymine dimer) are removed as part of an oligonucleo-
tide contaiming the lesion (Figure 5.23).

—

Figure 5.22 Base-excision repair

In this example, uracil (U) has been formed by deamination of cytosine (C) and is

therefore opposite a guanine (G) in the complementary strand of DNA. The bond

between uracil and the deoxyribose is cleaved by a DNA glycosylase, leaving a

sugar with no base attached in the DNA (an AP site). This site is recognized by AP

endonuclease, which cleaves the DNA chain. The remaining deoxyribose is re- a
moved by deoxyribosephosphodiesterase. The resulting gap is then filled by DNA

polymerase and sealed by ligase, leading to mcorporation of the correct base (C)

opposite the G.
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Figure 5.23 Nucleotide-excision
repair of thymine dimers

Damaged DNA is recognized and then
cleaved on both sides of a thymine
dimer by 3 and 5’ nucleases. Unwind-
ing by a helicase results in excision of
an oligonucleotide containing the
damaged bases. The resulting gap is
then filled by DNA polymerase and
sealed by ligase.

In E. coli, nucleotide-excision repair is catalyzed by the products of three
genes (uorA, B, and C) that were identified because mutations at these loci
result in extreme sensitivity to UV light. The protein UvrA recognizes dam-
aged DNA and recruits UvrB and UvrC to the site of the lesion. UvrB and
UvrC then cleave on the 3’ and 5 sides of the damaged site, respectively,
thus excising an oligonucleotide consisting of 12 or 13 bases. The UvrABC
complex is frequently called an excinuclease, a name that reflects its ability
to directly excise an oligonucleotide. The action of a helicase is then required
to remove the damage-containing oligonucleotide from the double-
stranded DNA molecule, and the resulting gap is filled by DNA polymerase
I and sealed by ligase.

Nucleotide-excision repair systems have also been studied extensively in
eukaryotes, including yeasts, rodents, and humans. In yeasts,-as in E. coli,
several genes involved in DNA repair (called RAD genes for radiation sen-
sitivity) have been identified by the isolation of mutants with increased sen-
sitivity to UV light. In humans, DNA repair genes have been identified
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1argely by studies of individuals suffering from inherited diseases resulting
from deficiencies in the ability to repair DNA damage. The most extensively
studied of these diseases is xeroderma pigmentosum (XP), a rare genetic
disorder that affects approximately one in 250,000 people. Individuals with
this disease are extremely sensitive to UV light and develop multiple skin
cancers on the regions of their bodies that are exposed to sunlight In 1968
james Cleaver made the key discovery that cultured cells from XP patients
were deficient in the ability to carry out nucleotide-excision repair. This
observation not only provided the first link between DNA repair and can-
cer, but also suggested the use of XP cells as an experimental system to
identify human DNA repair genes. The identification of human DNA repair
genes has been accomplished by studies not only of XP cells, but also of two
other human diseases resulting from DNA repair defects (Cockayne’s syn-
drome and trichothiodystrophy) and of UV-sensitive mutants of rodent cell
lines. The availability of mammalian cells with defects in DNA repair has
allowed the cloning of repair genes based on the ability of wild-type alleles
to restore normal UV sensitivity to mutant cells in gene transfer assays,
thereby opening the door to experimental analysis of nucleotide-excision
repair in mammmalian systems.

Molecular cloning has identified seven different repair genes (designated
XPA through XPG) that are mutated in cases of xeroderma pigmentosum,
as well as genes that are mutated in Cockayne’s syndrome, trichothiodys-
trophy, and UV-sensitive mutants of rodent cells. The proteins encoded by
these mammalian DNA repair genes are closely related to proteins encoded
by yeast RAD genes, indicating that nucleotide-excision repair is highly
conserved throughout eukaryotes. With cloned yeast and mammalian
repair genes available, it has been possible to purify their encoded proteins
and develop in vitro systems to study their roles in the repair process (Fig-
ure 5 24). The initial step in excision repair in mammalian cells involves
recognition of disrupted base pairing by a complex consisting of XPC and a
protein called hHR23B, which is a homolog of the yeast Rad23 protein. This
is followed by recruitment of the XPB, XPD, and XPG proteins to the dam-
aged DNA. The XPB and XPD proteins are components of a multisubunit
transcription factor (called TFIIH) required to initiate the transcription of
eukaryotic genes (see Chapter 6); they act as helicases to unwind approxi-
mately 30 base pairs of DNA around the site of damage. The XPA protein
then acts to confirm the damage, and recruits XPF as a heterodimer with
ERCCI1 (a repair protein identified in UV-sensitive rodent cells) to the repair
complex. XPF/ERCC1 and XPG are endonucleases, which cleave DNA on
the 5" and 3’ sides of the damaged site, respectively. This cleavage excises an
oligonucleotide consisting of approximately 30 bases. The resulting gap is
then filled by DNA polymerase & or € (in association with RFC and PCNA)
and sealed by ligase.

Whereas the XPC/hHR23B complex can recognize damaged DNA
throughout the genome, an alternative form of nucleotide-excision repair,

Figure 5.24 Nucleotide-excision repair in mammalian cells

DNA damage (e.g., a thymine dimer) is recognized by the XPC/hHR23B complex.
The transcription factor TFIIH, which contains the XPB and XPD helicases, and
XPG are then recruited to the damaged DNA. Following unwinding of the DNA
by XPB and XPD, the damage is confirmed by XPA and the XPF/ERCC1 complex
18 recruited. The DNA is then cleaved by the XPF/ERCC1 and XPG endonucleases,
excising the damaged oligonucleotide. The resulting gap is filled by DNA poly
merase and sealed by ligase.
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Figure 5.25 Transcription-coupled repair in mammalian cells

RNA polymerase stalls at a lesion in the DNA strand being transcribed. The stal-
led RNA polymerase is recognized by the transcription-repair coupling proteins
CSA and CSB, which recruit TFIIH and XPG to the damaged DNA. Repair then
proceeds by the general nucleotide-excision repair pathway (see Figure 5.24).

called transcription-coupled repair, is specifically dedicated to repairing
damage within actively transcribed genes. A connection between transcrip-
tion and repair was first suggested by experiments showing that tran-
scribed strands of DNA are repaired more rapidly than nontranscribed
strands in both E. coli and mammalian cells. Since DNA damage blocks
transcription, this transcription-repair coupling is thought to be advanta-
geous by allowing the cell to preferentially repair damage to genes that are
actively expressed. In E. coli, the mechanism of transcription-repair cou-
pling involves recognition of RNA polymerase stalled at a lesion in the
DNA strand being transcribed. The stalled RNA polymerase is recognized
by a protein called transcription-repair coupling factor, which displaces
RNA polymerase and recruits the UvrABC excinuclease to the site of dam
age.

In mammalian cells, transcription-coupled repair involves recognition of
stalled RNA polymerase by the CSA and CSB proteins, which are encoded
by genes responsible for Cockayne’s syndrome (Figure 5.25). In contrast to
patients with xeroderma pigmentosum, patients with Cockayne’s syn
drome are specifically defective in transcription-coupled repair, consistent
with the role of CSA and CSB as transcription-repair coupling factors. CSA
and CSB act analogously to the XPC/hHR23B complex in recruiting XPB,
XPD, and XPG to the damaged site. This is followed by recruitment of XPA
and the XPF/ERCC1 complex, and excision of the damaged oligonu-
cleotide. Transcription-coupled repair thus proceeds similarly to general
nucleotide-excision repair, except for the initial recognition of stalled RNA
polymerase by CSA and CSB rather than direct recognition of DNA damage
by the XPC/hHR23B complex.

A third excision repair system recognizes mismatched bases that are
incorporated during DNA replication. Many such mismatched bases are
removed by the proofreading activity of DNA polymerase. The ones that
are missed are subject to later correction by the mismatch repair system,
which scans newly replicated DNA. If a mismatch is found, the enzymes of
this repair system are able to identify and excise the mismatched base
specifically from the newly replicated DNA strand, allowing the error to be
corrected and the original sequence restored.

In E. coli, the ability of the mismatch repair system to distinguish
between parental DNA and newly synthesized DNA is based on the fact
that DNA of this bacterium is modified by the methylation of aderiine
residues within the sequence GATC to form 6-methyladenine (Figure 5.26).
Since methylation occurs after replication, newly synthesized DNA strands
are not methylated and thus can be specifically recognized by the mismatch
repair enzymes. Mismatch repair is initiated by the protein MutS, which
recognizes the mismatch and forms a complex with two other proteins
called MutL and MutH. The MutH endonuclease then cleaves the unmethy-
lated DNA strand at a GATC sequence. MutL and MutS then act together
with an exonuclease and a helicase to excise the DNA between the strand
break and the mismatch, with the resulting gap being filled by DNA poly-
merase and ligase.
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Figure 5.26 Mismatch repair in E. coli

The mismatch repair system detects and excises mismatched bases in newly repli-
cated DNA, which 1s distinguished from the parental strand because it has not yet
been methylated. MutS binds to the mismatched base, followed by MutL. The
pinding of MutL activates MutH, which cleaves the unmodified strand opposite a
site of methylation. MutS and MutL, together with a helicase and an exonuclease,
then excise the portion of the unmodified strand that contains the mismatch. The
gap is then filled by DNA polymerase and sealed by ligase.

Eukaryotes have a similar mismatch repair system, although the mecha-
nism by which eukaryotic cells identify newly replicated DNA differs from
that used by E. coli. In mammalian cells, it appears that the strand-speci-
ficity of mismatch repair is not determined by DNA methylation. Instead,
the presence of single-strand breaks (which would be present in newly
replicated DNA) or associations of the eukaryotic homologs of MutS and
MutL with the replication machinery may specify the strand to be repaired.
MutS and MutL homologs then bind to the mismatched base and direct
excision of the DNA between a strand break and the mismatch, as in E. coli.
The importance of this repair system is dramatically illustrated by the fact
that mutations in the human homologs of MutS and MutL are responsible
for a common type of inherited colon cancer (hereditary nonpolyposis col-
orectal cancer, or HNPCC). HNPCC is one of the most common inherited
diseases; it affects as many as one in 200 people and is responsible for about
15% of all colorectal cancers in this country. The relationship between
HNPCC and defects in mismatch repair was discovered in 1993, when two
groups of researchers cloned the human homolog of MutS and found that
mutations in this gene were responsible for about half of all HNPCC cases.
Subsequent studies have shown that most of the remaining cases of
HNPCC are caused by mutations in one of three human genes that are
homologs of MutL. Defects in these genes appear to result in a high fre-
quency of mutations in other cell genes, with a correspondingly high likeli-
hood that some of these mutations will eventually lead to the development
of cancer.

Error-Prone Repair

The direct reversal and excision repair systems act to correct DNA damage
before replication, so that replicative DNA synthesis can proceed using an
undamaged DNA strand as a template. Should these systems fail, however,
the cell has alternative mechanisms for dealing with damaged DNA at the
replication fork. Pyrimidine dimers and many other types of lesions cannot
be copied by the normal action of DNA polymerases, so replication is
blocked at the sites of such damage. However, cells also possess several
specialized DNA polymerases that are capable of replicating across a site of
DNA damage. The replication of damaged DNA by these specialized poly-
Ierases can lead to the frequent incorporation of incorrect bases, so this
form of dealing with DNA damage is called error-prone repair.

The first error-prone DNA polymerase was discovered in E. coli in 1999.
This enzyme, called polymerase V, is induced in response to extensive UV
irradiation and can synthesize a new DNA strand across from a thymine
dimer (Figure 5.27). Two other E. coli DNA polymerases, polymerases IT and
IV, are similarly induced by DNA damage and function in error-prone
repair. Eukaryotic cells also contain multiple error-prone DNA poly-
merases, with nine such enzymes having been identified to date in humans
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Figure 5.27 Error-prone repair
Normal replication is blocked by a
thymine dimer, but error-prone DNA
polymerases such as polymerase V
(pol V) recognize and continue DNA
synthesis across the lesion. Replication
can then be resumed by the normal
replicative DNA polymerase, and the
thymine dimer subsequently removed
by nucleotide-excision repair. DNA
synthesized by the error-prone poly-
merase contains a high frequency of
incorrect bases.

All of these error-prone DNA polymerases exhibit low fidelity when copy-
ing undamaged DNA, with error rates ranging from 100 to 10,000 times
higher than the error rates of the normal replicative DNA polymerases (e.g.,
polymerase III in E. coli or polymerases & and ¢ in eukaryotes). In addition,
the error-prone polymerases lack the 3'— 5’ proofreading activity that is
characteristic of normal replicative DNA polymerases (see Figure 5.12).

Importantly, however, the error-prone polymerases are specialized for
inserting the correct base opposite specific lesions in damaged DNA, and
are therefore able to accurately synthesize a new strand using some forms
of damaged DNA as template. For example, E. coli polymerase V specifi-
cally recognizes thymine dimers and correctly inserts AA on the opposite
strand. On the other hand, polymerase V makes a high frequency of errors
when it synthesizes a new DNA strand opposite other forms of DNA dam-
age Thus, these enzymes are able to specifically insert correct bases oppo-
site some forms of DNA damage, although they are “error-prone” in insert-
ing bases opposite other forms of damaged DNA or in the synthesis of
DNA from a normal undamaged template.

Recombinational Repair

Another means of DNA repait, recombinational repair, relies on replace-
ment of the damaged DNA by recombination with an undamaged mole-
cule. This mechanism is frequently used to repair damage encountered dur-
ing DNA replication, where the presence of thymine dimers or other lesions
that cannot be copied by the normal replicative DNA polymerases block the
progress of a replication fork. Recombinational repair depends on the fact
that one strand of the parental DNA was undamaged and therefore was
copied during replication to yield a normal daughter molecule, which can
then be used to repair the damaged strand.

The molecular mechanisms of recombinational repair are not entirely
understood and may vary between different types of cells, but an illustra-
tive model is presented in Figure 5.28. In this example, normal replication is
blocked by the presence of a thymine dimer in one strand of DNA. Down-
stream of the damaged site, however, replication can be mitiated again by
the synthesis of an Okazaki fragment and can proceed along the damaged
template strand. The result is a daughter strand that has a gap opposite the
site of damage to the parental strand. The undamaged parental strand,
which has been replicated to yield a normal daughter molecule, can then be
used to fill the gap opposite the site of damage by recombination between
homologous DNA sequences (see the next section). Because the resulting
gap in the previously intact parental strand is opposite an undamaged
strand, it can be filled in by DNA polymerase. Although the other parent
molecule still retains the original damage (e.g., a thymine dimer), the dam-
age now lies opposite a normal strand and can be dealt with later by exci-
sion repair.

Recombinational repair also provides a major mechanism for repair of
double strand breaks, which can be introduced into DNA by ionizing radia-
tion (such as X-rays) and some chemicals (Figure 5.29). Since this type of
damage affects both strands of DNA, it is particularly difficult to repair.
Recombination with homologous DNA sequences on an undamaged chro-
mosome provides a mechanism for repairing such damage and restoring
the normal DNA sequence. Alternatively, double strand breaks can be
repaired simply by rejoining the broken ends of a single DNA molecule, but
this leads to a high frequency of errors resulting from deletion of bases
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MOLECULAR MEDICINE

Colon Cancer and DNA Repair

The Disease

Cancers of the colon and rectum (colo-
rectal cancers) are some of the most
common types of cancer in Western
countries, accounting for about 140,000
cancer cases per year in the United
States (approximately 10% of the total
cancer incidence). Most colon cancers
(like other types of cancer) are not
inherited diseases; that is, they are not
transmitted directly from parent to off-
spring. However, two inherited forms
of colon cancer have been described.
In both of these syndromes, the inheri-
tance of a cancer susceptibility gene
results in a very high likelihood of
cancer development. One inherited
form of colon cancer (familial adeno-
matous polyposis) is extremely rare,
accounting for less than 1% of total
colon cancer incidence. The second
inherited form of colon cancer (heredi-
tary nonpolyposis colorectal cancer, or
HNPCC) is much more common and
accounts for up to 15% of all colon
cancer cases. Indeed, HNPCC is one of
the most common inherited diseases,
affecting as many as one in 200 people.
Although colon cancers are the most
common manifestation of this disease,
affected individuals also suffer an
increased incidence of other types of
cancer, including cancers of the ovary
and endometrium.

Molecular and Cellular Basis

Like other cancers, colorectal cancer
results from mutatioris in genes that
regulate cell proliferation, leading to
the uncontrolled growth of cancer
cells. In most cases these mutations
occur sporadically in somatic cells. In
hereditary cancers, however, inherited

germ-line mutations predispose the
indrvidual to cancer development.

A striking advance was made in
1993 with the discovery that a gene
responsible for approximately 50%
of HNPCC cases encodes an enzyme
involved in mismatch repair of DNA;
this gene is a human homolog of the E.
coli MutS gene. Subsequent studies
have shown that three other genes,
responsible for most remaining cases
of HNPCC, are homologs of MutL and
thus are also involved in the mismatch
repair pathway. Defects in these genes
appear to result in a high frequency of
mutations in other cell genes, with a
correspondingly high likelihood that
some of these mutations will eventu-
ally lead to the development of cancer
by affecting genes that regulate cell
proliferation.

Prevention and Treatment

As with other inherited diseases, iden-
tification of the genes responsible for
HNPCC allows individuals at risk for
this inherited cancer to be identified
by genetic testing. Moreover, prenatal
genetic diagnosis may be of great
importance to carriers of HNPCC
mutations who are planning a family.
However, the potential benefits of
detecting these mutations are not lim-
ited to preventing the transmission of
mutant genes to the néxt generation;
their detection may also help prevent
the development of cancer in affected
individuals.

In terms of disease prevention, a
key characteristic of colon cancer is
that it develops gradually over several
years. Early diagnosis of the disease
substantially improves the chances for

patient survival. The initial stage of
colon cancer development is the out-
growth of small benign polyps, which
eventually become malignant and
invade the surrounding connective
tissue. Prior to the development of
malignancy, however, polyps can be
easily removed surgically, effectively
preventing the outgrowth of a malig-
nant tumor. Polyps and early stages of
colon cancer can be detected by exam-
ination of the colon with a thin lighted
tube (colonoscopy), so frequent colon-
oscopy of HNPCC patients may allow
polyps to be removed before cancer
develops. In addition, several drugs
are being tested as potential inhibitors
of colon cancer development, and
these drugs may be of significant ben-
efit to HNPCC patients. By allowing
the timely application of such preven-
tive measures, the identification of
mutations responsible for HNPCC
may make a significant contribution to
disease prevention.

Vv

E a

A colon polyp visualized by colonoscopy.
(David M. Martin, M.D./SPL/Photo
Researches, Inc..)
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around the site of damage. It is noteworthy that the genes responsible for
inherited breast cancer (BRCAI and BRCA2) encode proteins that are
involved in the repair of double strand breaks by homologous recombina-
tion, suggesting that defects in this type of DNA repair can lead to the
development of one of the most common cancers in women.
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Figure 5.28 Recombinational repair
The presence of a thymine dimer
blocks replication, but DNA poly-
merase can bypass the lesion and reini-
tiate replication at a new site down-
stream of the dimer. The resultis a gap
opposite the dimer in the newly syn-
thesized DNA strand. This gap is filled
by recombination with the undamaged
parental strand. Although this leaves a
gap in the previously intact parental
strand, the gap can be filled by the ac-
tions of polymerase and ligase, using
the intact daughter strand as a tem-
plate. Two intact DNA molecules are
thus formed, and the remaining
thymine dimer eventually can be
removed by excision repair.

t
Replication blocked by
pyrimidine dimer
Polymerase reinitiates '
downstream of dimer
[
Gap opposite dimer in
daughter strand
Undamaged parental strand
recombines into gap
Recombination leaves gap
in previously intact parental
strand
Gap filled by polymerase
and ligase
T~

>

Recombination between Homologous
DNA Sequences

Accurate DNA replication and repair of DNA damage are essential to main-
taining genetic information and ensuring its accurate transmission from
parent to offspring. As discussed in the previous section, recombination is
an important mechanism for repairing damaged DNA. In addition, recom-
bination is key to the generation of genetic diversity, which is critical from
the standpoint of evolution. Genetic differences between individuals pro-
vide the essential starting material of natural selection, which allows
species to evolve and adapt to changing environmental conditions. Recom-~
bination plays an central role in this process by allowing genes to be reas-
sorted into different combinations. For example, genetic recombination
results in the exchange of genes between paired homologous chromosomes
during meiosis. In addition, recombination is involved in rearrangements
of specific DNA sequences that alter the expression and function of some
genes during development and differentiation. Thus, recombination plays
important roles in the lives of individual cells and organisms, as well as
contributing to the genetic diversity of the species.
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This section discusses the molecular mechanisms of recombination
between DNA molecules that share extensive sequence homology. Exam-
ples include homologous recombination during DNA repair, as well as
recombination between paired eukaryotic chromosomes during meiosis
and recombination between bacterial chromosomes during mating. Since
this type of recombination involves the exchange of genetic information
between two homologous DNA molecules, it does not alter the overall
arrangement of the genes on a chromosome. Other types of recombination,
however, do not require extensive sequence homology and therefore can
occur between unrelated DNAs. Recombination events of this type lead to
gene rearrangements, which are discussed later in the chapter.

DNA Molecules Recombine by Breaking and Rejoining

Genetic recombination was first defined by studies of Drosophila, on the
basis of the observation that genes on different copies of homologous chro-
mosomes can reassort during meiosis. With the subsequent discovery that
genes consist of DNA, two alternative models to explain recombination at
the molecular level were considered (Figure 5.30). The “copy choice” model

Copy choice

Synthesis of new daughter DNAs Switching to copy other parental templates

_->

Breakage and rejoining

Parental DNAs Breakage and crosswise rejoining
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Figure 5.29 Repair of double strand
breaks

Iomizing radiation and some chemicals
induce double strand breaks in DNA.
These breaks can be repaired by homol-
ogous recombination with a normal
chromosome, leading to restoration of
the original DNA sequence. Alterna-
tively, the ends of the broken molecule
can be rejoined, with the frequent loss
of bases around the site of damage.

N
Figure 5.30 Models of recombination
In copy choice, recombination occurs
during the synthesis of daughter DNA
molecules. DNA replication starts with
one parental DNA template and then
switches to a second parental molecule;
resulting in the synthesis of recombi-
nant daughter DNAs containing se-
quences homologous to both parents.
In breakage and rejoining, recombina-
tion occurs as a result of breakage and
crosswise rejoining of parental DNA
molecules.

Recombinant daughter DNAs
]

—

Recombinant DNAs
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Figure 5.31 Experimental
demonstration of recombination

by breakage and rejoining
Genetically distinct parental viruses
were grown in medium containing ei-
ther light or heavy isotopes of carbon
(2C or 3C) and nitrogen (N or °N) to
density-label their DNAs. E. coli were
infected under conditions in which
replication was inhibited, and the
progeny viruses were harvested and
analyzed by equilibrium centrifuga-
tion in a CsCl gradient to determine
the density of genetic recombinants.
The recombinant viruses were found to
have intermediate densities, indicating
that they had acquired DNA from both
parents by a breakage and rejoining
mechanism.
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proposed that the recombinant molecule is generated during DNA synthe-
sis, as a result of copying first one parental DNA and then switching to copy
a different template. The alternative proposal was that recombination
results from the breakage and rejoining of two parental DNA molecules
rather than by synthesis of new DNA.

These alternatives were first distinguished in 1961 by studies of recombi-
nation between the genomes of bacterial viruses (Figure 5.31). Infection of
E. coli with viruses carrying different genetic markers was known to yield
recombinant progeny. To determune if this recombination involved break-
age and rejoining of the parental DNAs, one of the parental viruses was
grown in medium containing the heavy isotopes of carbon (*C) and nitro-
gen (1°N), while the other was grown in medium containing the normal

Figure 5.32 Homologous recombination by complementary base pairing
Parental DN As are broken at staggered sites, and overlapping single-stranded
regions are exchanged via base pairing with homologous sequences. The result is
a heteroduplex region, in which the two DNA strands are derived from different
parental molecules.
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Figure 5.33 The Holliday model for homologous recombination

Gingle-strand nicks are introduced at the same position on both parental molecules.
The nicked strands then exchange by complementary base pairing, and ligation
produces a crossed-strand intermediate called a Holliday junction.

light isotopes (**C and *N). The result was parental viruses having different
densities, so they could be separated by equilibrium density centrifugation
in a CsCl gradient. E. coli were then infected with these differentially
labeled parental viruses under conditions in which replication was inhib-
ited, and the progeny viruses produced were analyzed for both their den-
sity and their genetic characteristics. The important result was that genetic
recombinant viruses were obtained that had intermediate densities, indicat-
ing that they had acquired DNA from both parents, as predicted by the
breakage-and-rejoining, but not the copy choice, model.

Models of Homologous Recombination

The finding that recombination occurs by breakage and rejoining raises a
critical question: How can two parental DNA molecules be broken at pre-
cisely the same point, so that they can rejoin without mutations resulting
from the gain or loss of nucleotides at the break point? During recombina-
tion between homologous DNA molecules (general homologous recombi-
nation), this alignment is provided, not surprisingly, by base pairing
between complementary DNA strands (Figure 5.32). Overlapping single
strands are exchanged between homologous DNA molecules, leading to the
formation of a heteroduplex region, in which the two strands of the recom-
binant double helix are derived from different parents. If the heteroduplex
region contains a genetic difference, the result is a single progeny DNA mol-
ecule that contains two genetic markers. In some cases, mispaired bases 1n a
heteroduplex may be recognized and corrected by mismatch repair sys-
tems, as discussed in preceding sections of this chapter. Genetic evidence
for the formation and repair of such heteroduplex regions, obtained in stud-
ies of recombination in fungi as well as in bacteria, led to the development
of a molecular model for recombination in 1964. This model, known as the
Holliday model (after Robin Holliday), has continued to provide the basis
for current thinking about recombination mechanisms, although it has been
modified as new data have been obtained.

The original version of the Holliday model proposed that recombination
Is initiated by the introduction of nicks at the same position on the two
parental DNA molecules (Figure 5.33). The nicked DNA strands partially
unwind, and each invades the other molecule by pairing with the comple-
mentary unbroken strand. Ligation of the broken strands then produces a
Crossed-strand intermediate, known as a Holliday junction, that is the cen-
tral intermediate in recombination. The direct demonstration of Holliday
Junctions by electron microscopy has provided clear support for this model
of recombination (Figure 5.34).

Figure 5,34 Identification of Holliday junctions by electron microscopy
t.IECtron micrograph of a Holliday junction that was detected during recombina-
On of plasmid DNAs in E. coli. An interpretive drawing of the structure is shown
¢ ¢'ow. The molecule illustrates a Holliday junction in the open configuration
esulting from rotation of the crossed-strand intermediate (see Figure 5.33). (Cour-

;G.’Sy of Huntington Potter, University of South Florida, and David Dressler, Univer-
1ty of Oxford.)
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Figure 5.35 Isomerization and resolution of Holliday junctions

Holliday junctions are resolved by cutting and rejoining of the crossed strands. If
the Holliday junction formed by the initial strand exchange is resolved, the result-
ing progeny are heteroduplexes but are not recombinant for genetic markers out-
side of the heteroduplex region. Two rotations of the crossed-strand molecule,
however, produce an isomer in which the unbroken parental strands, rather than
the initially nicked strands, are crossed. Cutting and rejoining of the crossed
strands of this isomer yield progeny that are recombinant heteroduplexes.

Once a Holliday junction is formed, it can be resolved by cutting
and rejoining of the crossed strands to yield recombinant molecules
(Figure 5.35). This can occur in two different ways, depending on the orien-
tation of the Holliday junction, which can readily form two different iso-
mers. In the isomer resulting from the initial strand exchange, the crossed
strands are those that were nicked at the start of the recombination process-
However, simple rotation of this structure yields a different isomer in which
the unbroken parental strands are crossed. Resolution of these different iso-
mers has distinct genetic consequences. In the first case, the progeny mole-
cules have heteroduplex regions but are nonrecombinant for DNA that
flanks these regions. If isomerization occurs, however, cutting and rejoining
of the crossed strands results in progeny molecules that are recombinant for
DNA that flanks the heteroduplex regions. The structure of the Holliday
junction thus provides the possibility of generating both recombinant and
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nonrecombinant heteroduplexes, consistent with the genetic data upon
which the Holliday model was based.

As initially proposed, the Holliday model failed to explain how recombi-
nation was initiated by simultaneously nicking both parental molecules at
the same position. It now appears that recombination is generally initiated
at double strand breaks, both during DNA repair and during recombination
petween homologous chromosomes during meiosis (Figure 5.36). Both
strands of DNA at the double strand break are first resected by nucleases
that digest DNA in the 5" to 3’ direction, yielding single-stranded ends.
These single strands then invade the other parental molecule by homolo-
gous base pairing. The gaps are then filled by repair synthesis and the
strands are joined by ligation to yield a molecule with a double Holliday
junction, which can be resolved to yield either recombinant or nonrecombi-
nant heteroduplex molecules as already described.

Enzymes Involved in Homologous Recombination

Most of the enzymes currently known to be involved in recombination were
first identified by analysis of recombination-defective mutants of E. coli.
Such genetic analysis has established that recombination requires specific
enzymes, in addition to proteins (such as DNA polymerase, ligase, and sin-
gle-stranded DN A-binding proteins) that function in multiple aspects of
DNA metabolism. The identification of genes required for efficient recom-
bination in E. coli led to the isolation of their encoded proteins, which have
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Figure 5.37 Function of the

RecA protein

RecA initially binds to single-stranded
DNA to form a protein-DNA filament.
The RecA protein that coats the single-
stranded DNA then binds to a second,
double-stranded DNA molecule to
form a non-base-paired complex. Com-
plementary base pairing and strand
exchange follow, forming a hetero-
duplex region.

Single-stranded DNA
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been characterized by biochemical analysis in cell-free systems. These stud-
ies have elucidated the action of several enzymes in catalyzing the forma-
tion and resolution of Holliday junctions.

The central protein involved in homologous recombination is RecA, which
promotes the exchange of strands between homologous DNAs that causes
heteroduplexes to form (Figure 5.37). The action of RecA can be considered in
three stages. First, the RecA protein binds to single-stranded DNA, coating
the DNA to form a protein-DNA filament. Because RecA has two DNA bind-
ing sites, the RecA protein bound to single-stranded DNA is able to bind a
second, double-stranded DNA molecule, forming a complex between the two
DNAs. This nonspecific RecA-mediated association is followed by specific
base pairing between the single-stranded DNA and its complement. The
RecA protein then catalyzes strand exchange, with the single strand origi-
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nally coated with RecA displacing its homologous strand to form a heterodu-
plex. Thus, the RecA protein is capable of catalyzing, by itself, the strand
exchange reactions that are central to the formation of Holliday junctions.

In yeast, a RecA-related protein, designated RAD51, is required for
genetic recombination as well as for the repair of double strand breaks.
RADS51 is not only structurally similar to RecA; like RecA, it is also able to
catalyze strand exchange reactions in vitro. Proteins related to RAD51 have
been identified in complex eukaryotes, including humans, indicating that
proteins related to RecA play key roles in homologous recombination in
both prokaryotic and eukaryotic cells.

Once a Holliday junction is formed, a complex of three other E. coli pro-
teins (RuvA, B, and C) become involved in recombination (Figure 5.38).
RuvA recognizes the Holliday junction and recruits RuvB, which acts as a
motor to drive migration of the site at which the DNA strands are crossed,
thereby varying the extent of the heteroduplex region and the position at
which the crossed strands will be cut and rejomed. RuvC then resolves Hol-
liday junctions by cleaving the crossed DNA strands. Rejoining of the
cleaved strands by ligation completes the process, yielding two recombi-
nant molecules. Eukaryotic cells do not have homologs of the E. coli RuvA,
B, and C proteins. Instead, the resolution of Holliday junctions in eukary-
otic cells appears to be mediated by other proteins, which remain to be fully
characterized.

DNA Rearrangements

Homologous recombination results in the reassortment of genes between
chromosome pairs without altering the arrangement of genes within
the genome. In contrast, other types of recombinational events lead to
rearrangements of genomic DNA. Some of these DNA rearrangements are
important in controlling gene expression in specific cell types; others may
play an evolutionary role by contributing to genetic diversity.

The discovery that genes can move to different chromosomal locations
came from Barbara McClintock’s studies of corn in the 1940s. Purely on the
basis of genetic analysis, McClintock described novel genetic elements that
could move to different locations in the genome and alter the expression of
adjacent genes. Nearly three decades elapsed, however, before the physical
basis of McClintock’s work was elucidated by the discovery of transposable
elements in bacteria and the notion of movable genetic elements became
widely accepted by scientists. Several types of DNA rearrangements, includ-
ing the transposition of elements initially described by McClintock, are now
recognized in both prokaryotic and eukaryotic cells. Moreover, we now
know that transposable elements constitute a large fraction of the genomes
of plants and animals, including nearly half of the human genome.

Site-Specific Recombination

In contrast to general homologous recombination, which occurs at any
extensive region of sequence homology, site-specific recombination occurs
between specific DNA sequences, which are usually homologous over only
a short stretch of DNA. The principal interaction in this process is mediated
by proteins that recognize the specific DNA target sequences rather than by
complementary base pairing.

The prototype of site-specific recombination has been provided by studies
of the bacteriophage 1. When 4 infects E. coli, it can either replicate to cause
Cell lysis or it can integrate into the bacterial chromosome, forming a
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Figure 5.38 Branch migration and
resolution of Holliday junctions
RuvA recognizes the Holliday junction
and recruits RuvB, which catalyzes the
movement of the crossed-strand site
(branch migration). RuvC resolves the
Holliday junctions by cleaving the
crossed strands, which are then joined
by ligase.
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Figure 5.39 Lytic and lysogenic
pathways of bacteriophage 4
Infection of E. coli is initiated by the
injection of A DNA, which then
becomes circular within the host cell.
In Iytic infection, the A DNA replicates
and directs the synthesis of viral pro-
teins. The viral DNA is then packaged
into progeny virus particles, which are
released upon cell lysis. In lysogenic
infection, the 4 DNA recombines with
the host genome to form a prophage
that is integrated into the E. coli chro-
mosome. The integrated 1 DNA does
not direct the synthesis of progeny
viruses, but is instead replicated along
with the rest of the bacterial genome.

prophage that is then maintained as part of the E. coli genome (a process
called lysogeny) (Figure 5.39). Under appropriate conditions, DNA integra-
tion can be reversed, resulting in excision of the A DNA and initiation of lytic
viral replication. Both the integration and the excision of A DNA involve site-
specific recombination between viral and host cell DNA sequences.

E. coli DNA and 2 DNA recombine at specific sites, called attachment
(att) sites. Thus, integration of A DNA involves recombination between att
sites of the phage (attP) and the bacterium (atfB), which are about 240 and
25 nucleotides long, respectively (Figure 5.40). The process is mediated by a

Bacteriophage A

O A DNA is injected
into host cell and forms

E. coli DNA -
a circular molecule

A DNA replication A DNA recombines

and synthesis of with E. coli
viral proteins chromosome
DNA is packaged 7
into new virus
particles \
- Prophage
Cell lysis Cell carrying
Release of progeny prophage divides
VITUS normally
Lytic pathway Lysogeny
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A protein called integrase (Int), which specifically binds to both aftP and
attB sequences. Int initially binds to attP, forming a complex in which the
attP DNA is wrapped around multiple copies of the Int protein. The Int-a#P A DNA
complex binds to attB, aligning the phage and bacterial atf sites. The phage
and bacterium then exchange strands within a 15-nucleotide core sequence

shared by attB and attP (Figure 5.41). The Int protein introduces staggered
cuts within the core homology region of 4ttB and attP, catalyzes strand

attP

exchange, and then ligates the broken strands, integrating the A DNA attB

into the E. coli chromosome The Int protein also acts in excision of the A
prophage, which is essentially the reverse of integration.

5’

attP

3!

. C |

E. coli DNA

Int

3

i \ Integrase

Int Int
T~ 1/ —
3 2 attP
\1/2 attB
A prophage in
5 E. coli chromosome
Int

Integrase introduces staggered cuts at

specific sites in core homology region
Figure 5.40 Integration of A DNA by
site-specific recombination
Integration results from recombination
between specific sequences in the A
and E. coli genomes, called aftP and
attB, respectively. The process is cat-
alyzed by a virus-encoded enzyme (in-
tegrase), which recognizes both attP
and aftB sequences.

l Strand exchange and ligation

attP attB
Figure 5.41 Mechanism of A site-specific recombination
Site-specific recombination occurs within a 15-nucleotide
homologous core sequence shared by attP and attB. Inte-
grase (Int) cleaves at specific sites within this sequence to
generate staggered single-stranded DNA tails. It then cat-
alyzes strand exchange and ligation, resulting in recombi-

attB attP nation between attP and aftB and integration of A DNA.
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Figure 5.42 Structure of anim-
munoglobulin

Immunoglobulins are composed of
two heavy chains and two light chains,
joined by disulfide bonds. Both the
heavy and the light chains consist of
variable and constant regions.

Site-specific recombination is important not only in the interaction of
viruses such as A with their host cells, but also in programmed gene
rearrangements within cell genomes. In vertebrates, site-specific recom-
bination is critical to the development of the immune system, which recog-
nizes foreign substances (antigens) and provides protection against infec-
tious agents. There are two major classes of immune responses, which are
mediated by B and T lymphocytes. B lymphocytes secrete antibodies
(immunoglobulins) that react with soluble antigens; T lymphocytes express
cell surface proteins (called T cell receptors) that react with antigens
expressed on the surfaces of other cells. The key feature of both immu-
noglobulins and T cell receptors is their enormous diversity, which enables
different antibody or T cell receptor molecules to recognize a vast array of
foreign antigens. For example, each individual is capable of producing more
than 10! different antibody molecules, which is far in excess of the total
number of genes in the human genome (30,000-40,000). Rather than being
encoded in germ-line DNA, these diverse antibodies (and T cell receptors)
are encoded by unique lymphocyte genes that are formed during develop-
ment of the immune system as a result of site-specific recombination
between distinct segments of immunoglobulin and T cell receptor genes.

The role of site-specific recombination in the formation of immunoglob-
ulin genes was first demonstrated by Susumu Tonegawa in 1976,
Immunoglobulins consist of pairs of identical heavy and light polypeptide
chains (Figure 5.42). Both the heavy and light chains are composed of C-ter-
minal constant regions and N-terminal variable regions. The variable
regions, which have different amino acid sequences in different
unmunoglobulin molecules, are responsible for antigen binding, and it is
the diversity of variable region amino acid sequences that allows different
individual antibodies to recognize unique antigens. Although every indi-
vidual is capable of producing a vast spectrum of different antibodies, each
B lymphocyte produces only a single type of antibody. Tonegawa’s key dis-
covery was that each antibody is encoded by unique genes formed by site-
specific recombination during B lymphocyte development. These gene
rearrangements create different immunoglobulin genes in different individ-
ual B lymphocytes, so the population of approximately 10! B lymphocytes
in the human body includes cells capable of producing antibodies against a
diverse array of foreign antigens.

The genes that encode immunoglobulin light chains consist of three
regions: a V region that encodes the 95 to 96 N-terminal amino acids of the
polypeptide variable region; a joining (J) region that encodes the 12 to 14
C-terminal amino acids of the polypeptide variable region; and a C region
that encodes the polypeptide constant region (Figure 5.43). The major class
of light-chain genes in the mouse is formed from combinations of approxi-
mately 250 V regions and four J regions with a single C region. Site-specific
recombination during lymphocyte development leads to a gene rearrange-
ment in which a single V region recombines with a single J region to gener-
ate a functional light-chain gene. Different V and J regions are rearranged in
different B lymphocytes, so the possible combinations of 250 V regions with
4] regions can generate approximately 1000 (4 x 250) unique light chains.

The heavy-chain genes include a fourth region (known as the diversity,
or D, region), which encodes amino acids lying between 'V and J (Figure
5.44). Assembly of a functional heavy-chain gene requires two recombina-
tion events: A D region first recombines with a ] region, and a V region then
recombines with the rearranged DJ segment. In the mouse, there are about
500 heavy-chain V regions, 12 D regions, and 4 J regions, so the total num-
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ber of heavy chains that can be generated by the recombination events is
24,000 (500 x 12 x 4).

Combinations between the 1000 different light chains and 24,000 different
heavy chains formed by site-specific recombination can generate approxi-
mately 2 x 107 different immunoglobulin molecules. This diversity is further
increased because the joining of immunoglobulin gene segments often
involves the loss or gain of one to several nucleotides. The mutations result-
ing from these deletions and insertions increase the diversity of
immunoglobulin variable regions approximately a hundredfold, correspon-
ding to the formation of about 10° different light chains and 2 x 10° heavy

Germ-line DNA
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V1 V500 D1 D2 D3 D4 D5 D6 D7 D8 D9 D11 N

C

Figure 5.43 Rearrangement of
immunoglobulin light-chain genes
Each light-chain gene (mouse x light
chans are illustrated) consists of a con-
stant region (C), a joining region (]),
and a variable region (V). There are
approximately 250 different V regions,
which are separated from J and C by
about 20 kb in germ-line DNA. During
the development of B lymphocytes,
site-specific recombination joins one
of the V regions to one of the four J
regions. This rearrangement activates
transcription, resulting in the forma-
tion of a primary transcript containing
the rearranged V] region together with
the remaining J regions and C. The
remaining unused J regions and the
introns between J and C are then
removed by splicing, yielding a func-
tional mRNA.
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Figure 5.44 Rearrangement
C of immunoglobulin heavy-
chain genes
The heavy-chain genes con-
tain D regions in addition to
V, ], and C regions. First the
C D and ] segments join. Then
a 'V segment is joined to the
rearranged DJ region. The
introns between J and C are
removed by splicing to yield
heavy-chain mRNA.
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Figure 5.45 Structure of aT cell receptor

T cell receptors consist of two polypeptide chains (o and ) that span the plasma
membrane and are joined by disulfide bonds. Both the o and f3 chains are com-
posed of variable and constant regions.

chains, which can then combine to form more than 10" distinct antibodies.
Still further antibody diversity is generated after the formation of rearranged
immunoglobulin genes by a process known as somatic hypermutation,
which results in the introduction of frequent mutations into the variable
regions of both heavy-chain and light-chain genes.

T cell receptors similarly consist of two chains (called o and f3), each of
which contains variable and constant regions (Figure 5.45). The genes
encoding these polypeptides are generated by recombination between V
and J segments (the ¢ chain) or between V, D, and ] segments (the f chain),
analogous to the formation of immunoglobulin genes. Site-specific recom-
bination between these distinct segments of DNA, in combination with
mutations introduced during recombination, generates a degree of diver-
sity in T cell receptors that is similar to that in immunoglobulins. However,
T cell receptors differ from immunoglobulins in that they are not subject to
the introduction of further diversity by somatic hypermutation.

VDJ recombination is mediated by a complex of two proteins, called
RAG1 and RAG2, which are specifically expressed in lymphocytes. The
RAG proteins recognize recombination signal (RS) sequences adjacent to
the coding sequences of each gene segment, and initiate DNA rearrange-
ments by introducing a double strand break between the RS sequences and
the coding sequences (Figure 5.46). The coding ends of the gene segments
are then joined to yield a rearranged immunoglobulin or T cell receptor
gene, frequently with the loss or gain of nucleotides during the joining reac-
tion. Interestingly, RAGI is closely related to the enzymes that catalyze
DNA transposition and retroviral integration, as discussed in the next sec-
tion of this chapter.

Transposition via DNA Intermediates

Site-specific recombination occurs between two specific sequences that con-
tain at least a small core of homology In contrast, transposition involves
the movement of sequences throughout the genome and has no require-
ment for sequence homology. Elements that move by transposition, such as
those first described by McClintock, are called transposable elements, or
transposons. They are divided into two general classes, depending on
whether they transpose via DNA intermediates or via RNA intermediates.
The first class of transposable elements is discussed here; transposition via
RNA intermediates is considered in the next section.

The first transposons that were characterized in detail are those of bacte-
ria, which move via DNA intermediates (Figure 5.47). The simplest of these
elements are the insertion sequences, ranging in size from about 800 to 2000
nucleotides. Insertion sequences consist only of a gene for the enzyme
involved in transposition (transposase) flanked by short inverted repeats,
which are the sites at which transposase acts. Complex transposons consist
of two insertion sequences flanking other genes, which move as a unit.

Insertion sequences move from one chromosomal site to another without
replicating their DNA (Figure 5.48). Transposase introduces a staggered
break in the target DNA and cleaves at the ends of the transposon inverted-
repeat sequences. Although transposase acts specifically at the transposon
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Figure 5.46 VDJrecombination

The coding segments of immunoglob-
ulin and T cell receptor genes (e.g.,a V
and D segment) are flanked by short
recombination signal (RS) sequences,
which are in opposite orientations at
the 5" and 3’ ends of the coding se-
quences. The RS sequences are recog-
nized by a complex of the lymphocyte-
specific recombination proteins RAG1
and RAG2, which cleave the DNA be-
tween the coding sequence and the RS
sequence. The broken coding strands
are then rejoined to yield a rearranged
gene segment.

Figure 5.47 Bacterial transposons
Insertion sequences (IS) range from 800
to 2000 nucleotides and contain a gene
for transposase flanked by inverted
repeats (IR) of about 20 nucleotides
Complex transposons consist of two
insertion sequences flanking other
genes and are typically 5 to 20 kb long.
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KEY EXPERIMENT

Rearrangement of Immunoglobulin Genes

Evidence for Somatic Rearrangement of Immunoglobulin Genes
Coding for Variable and Constant Regions

Nobumichi Hozumi and Susumu Tonegawa

Basel Institute for Immunology, Basel, Switzerland

Proceedings of the National Academy of Sciences, USA, Volume 73, 1976, pages

3628-3632

The Context

The ability of the vertebrate immune
system to recognize a seemingly in-
finite variety of foreign molecules
implies that lymphocytes can produce
a correspondingly vast array of anti-
bodies. Since this antibody diversity is
key to immune recognition, under-
standing the mechanism by which an
apparently unlimited number of dis-
tinct immunoglobulins are encoded in
genomic DNA is a central issue in im-
munology

Prior to the experiments of Hozumi
and Tonegawa, protein sequencing
of multiple immunoglobulins had
demonstrated that both heavy and
light chains consist of distinct variable
and constant regions. Genetic studies
further indicated that mice inherit only
single copies of the constant-region
genes These observations first led to
the proposal that immunoglobulins are
encoded by multiple variable-region
genes that can associate with a single
constant-region gene. The discovery of
immunoglobulin gene rearrangements
by Hozumi and Tonegawa provided
the first direct experimental support
for this hypothesis and laid the
groundwork for understanding the
molecular basis of antibody diversity.

The Experiments

Hozumi and Tonegawa tested the pos-
sibility that the genes encoding im-
munoglobulin variable and constant
regions were joined at the DNA level
during lymphocyte development.
Their experimental approach was
to use restriction endonuclease diges-
tion to compare the organization of
variable-region and constant-region
sequences in DNAs extracted from
mouse embryos and from cells of a

mouse plasmacytoma (a B lymphocyte
tumor that produces a single species
of immunoglobulin).

Embryo and plasmacytoma DNAs
were digested with the restriction
endonuclease BamHI, and DNA frag-
ments of different sizes were sepa-
rated by electrophoresis in agarose
gels. The gel was then cut into slices,
and DNA extracted from each slice
was hybridized with radiolabeled
probes that had been prepared from
immunoglobulin mRNA isolated from

the plasmacytoma cells. Two probes
were used, corresponding either to the
complete immunoglobulin mRNA or
to the 3’ half of the mRNA, consisting
only of constant-region sequences.
The critical result was that com-
pletely different patterns of variable-
region and constant-region sequences
were detected in embryo versus
plasmacytoma DNAs (see figure). In
embryo DNA, the complete probe
hybridized to two BamHI fragments
of approximately 8.6 and 5.6 kb, re-
spectively. Only the 8.6-kb fragment
hybridized to the 3’ probe, suggesting
that the 8.6-kb fragment contained
constant-region sequences and the 5.6-
kb fragment contained variable-region
sequences. In striking contrast, both
probes hybridized to only a single 3.4-
kb fragment in plasmacytoma DNA.
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Gel electrophoresis of embryo and plasmacytoma DNAs digested with BarmHI and hy-
bridized to probes corresponding to either the whole or the 3’ half of the plasmacytoma
mRNA. Data are presented as the radioactivity detected in hybrid molecules with DNA

from each gel slice.
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The interpretation of these results was
that the variable- and constant-region
sequences were separated in embryo
DNA but rearranged to form a single
immunoglobulin gene during lym-
phocyte development.

The Impact

The 1nitial results of Hozumi and
Tonegawa, based on the relatively
indirect approach of restriction endo-
nuclease mapping, were confirmed
and extended by the molecular clon-
ing and sequencing of immunoglob-
ulin genes. Such studies have now
unambiguously established that these
genes are generated by site-specific
recombination between distinct seg-
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ments of DNA in B lymphocytes. In T
lymphocytes, similar DNA rearrange-
ments are responsible for formation of
the genes encoding T cell receptors.
Thus, site-specific recombination and
programmed gene rearrangements are
central to the development of the
immune system.

Further studies have shown that
the variable regions of immunoglobu-
lins and T cell receptors are generated
by rearrangements of two or three dis-
tinct segments of DNA. The ability of
these segments to recombine, together
with a high frequency of mutations
introduced at the recombination sites,
is largely responsible for immuno-
globulin and T cell receptor diversity.
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The discovery of immunoglobulin gene
rearrangements thus provided the basis
for understanding how the immune
system can recognize and respond to a
virtually unlimited range of foreign
substances.

inverted-repeats, it is usually less specific with respect to the sequence of
the target DNA, so it catalyzes the movement of transposons throughout
the genome. Following the cleavage of transposon and target site DNAs,
transposase joins the overhanging ends of the target DNA to the transpos-
able element. The resulting gap in the target-site DNA is repaired by DNA

Transposon integrated at donor site

IR IR

Target site A

Transposase cleaves at ends of transposon
inverted repeats and introduces staggered
cut in target DNA

{

— ?

AT

4 Figure 5.48 Transposition of
insertion sequences
Simple transposition does not involve
replication of the transposon DNA.
Transposase cleaves at both ends of the
transposon and introduces a staggered
cut in the target DNA. The overhang-
ing ends of target DNA are then joined
to the transposon, and gaps resulting
from the staggered cuts at the target
site are repaired. The result is the for-
mation of short direct repeats of target-
site DNA (5 to 10 nucleotides long)”
flanking the integrated transposon.

Overhanging ends of target DNA
joined to transposon
Y

Gaps repaired by DNA synthesis
A

7

Direct repeats of target site DNA
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Figure 5.49 The organization

of retroviral DNA

The integrated proviral DNA is flanked
by long terminal repeats (LTRs), which
are direct repeats of several hundred
nucleotides. Viral genes, including
genes for reverse transcriptase, inte-
grase, and structural proteins of the
virus particle, are located between the
LTRs. The integrated provirus is
flanked by short direct repeats of host
DNA.

synthesis, followed by ligation to the other strand of the tranposon. The
result of this process is a short direct repeat of the target-site DNA on both
sides of the transposable element—a hallmark of transposon integration.

This transposition mechanism causes the transposon to move from one
chromosomal site to another. Other types of transposons move by a more
complex mechanism, in which the transposon is replicated in concert with
its integration into a new target site. This mechanism results in the integra-
tion of one copy of the transposon into a new position in the genome, while
another copy remains at its original location.

Transposons that move via DNA intermediates are present in eukaryotes
as well as in bacteria. For example, the human genome contains approxi-
mately 300,000 DNA transposons, which account for about 3% of human
DNA. The original transposable elements described by McClintock in corn
move by a nonreplicative mechanism, as do most transposable elements in
other plants and animals. Like bacterial transposons, these elements move
to many different target sites throughout the genome. The movement of
these transposons to nonspecific sites in the genome is not likely to be use-
ful to the cells in which it occurs, but has undoubtedly played a major role
in evolution by promoting DNA rearrangements.

In yeasts and protozoans, however, transposition by a replicative mech-
anism is responsible for programmed DNA rearrangements that regulate
gene expression. In these cases transposition is initiated by the action of a
site-specific nuclease that cleaves a specific target site, at which a copy of
the transposable element is then inserted. Transposable elements are thus
capable not only of moving to nonspecific sites throughout the genome, but
also of participating in specific gene rearrangements that result in pro
grammed changes in gene expression.

Transposition via RNA Intermediates

Most transposons in eukaryotic cells are retrotransposons, which move via
reverse transcription of RNA intermediates. In humans, there are almost 3
million copies of retrotransposons, accounting for more than 40% of the
genome (see Table 4.1). The mechanism of transposition of these elements
is similar to the replication of retroviruses, which have provided the proto-
type system for studying this class of movable DNA sequences.

Retroviruses contain RNA genomes in their virus particles but replicate
via the synthesis of a DNA provirus, which is integrated into the chromoso-
mal DNA of infected cells (see Figure 3.13). ADNA copy of the viral RNA is
synthesized by the viral enzyme reverse transcriptase. The mechanism by
which this occurs results in the synthesis of a DNA molecule that contains
direct repeats of several hundred nucleotides at both ends (Figure 5.49).
These repeated sequences, called long terminal repeats, or LTRs, arise from
duplication of the sites on viral RNA at which primers bind to initiate DNA
synthesis. The LTR sequences thus play central roles in reverse transcrip-
tion, in addition to being involved in the integration and subsequent tran-
scription of proviral DNA.

LTR LTR
—_— —_—
Host ™ Viral genes > Host
DNA ~9kb DNA
Provirus
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Like all DNA polymerases, reverse transcriptase requires a primer,
Which in the case of retroviruses is a tRNA molecule bound at a specific site
(the primer-binding site) close to the 5" terminus of the viral RNA (Figure
5.50). Since DNA synthesis proceeds in the 5" to 3’ direction, only a short
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Figure 5.50 Generation of LTRs
during reverse transcription

LTRs consist of three sequence e e-
ments: a short repeat sequence (R) of
about 20 nucleotides that is present at
both ends of the viral RNA; a sequence
unique to the 5" end of viral RNA (U5);
and a sequence unique to the 3" end of
viral RNA (U3). Repeats of these se-
quences are generated during DNA
synthesis as reverse transcriptase
jumps twice between the ends of its
template Synthesis is initiated using a
tRNA primer bound to a primer-bind-
ing site (PBS) adjacent to U5 at the 5’
end of the viral RNA. The polymerase
copies R, and the RNA strand of the
RNA-DNA hybrid is then degraded by
RNase H. The polymerase then jumps
to the 3" end of the viral RNA in order
to synthesize a complete DNA strand
complementary to the RNA template.
The polymerase jumps again during
synthesis of the second strand of DNA,
which is also initiated by a primer
bound close to the 5" end of its tem-
plate. The result of these jumps is the
formation of LTRs that contain U3-R-
U5 sequences.
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piece of DNA is synthesized before reverse transcriptase reaches the end of
its template. Continuation of DNA synthesis then depends on the ability of
reverse transcriptase to “jump” to the 3’ end of the template RNA molecule.
This is accomplished via an RNase H activity of reverse transcriptase,
which degrades the RNA strand of DNA-RNA hybrids. As a result, the
newly synthesized DNA is converted to a single-stranded molecule, which
can hybridize to a short repeated sequence present at both the 5" and the 3
ends of the viral RNA. DNA synthesis can then continue, yielding a single-
stranded DNA complementary to viral RNA. Synthesis of the opposite
strand of DNA is initiated by a fragment of viral RNA that acts as a primer,
at a site near the 3’ end of the template DNA strand. Again the resultis a
short piece of DNA, which includes the primer-binding site copied from the
tRNA used as the initial primer for reverse transcription. The primer-bind-
ing sequence of the tRNA is then degraded by RNase H, leaving an over-
hanging DNA strand that again “jumps” to pair with its complementary
sequence at the other end of the template. DN A synthesis can then continue
once more, finally yielding a linear DNA with LTRs at both ends.

The linear viral DNA integrates into the host cell chromosome by a
process that resembles the integration of DNA transposable elements. Inte-
gration is catalyzed by a viral integrase and occurs at many different target
sequences 1 cellular DNA. The integrase cleaves two bases from the ends
of viral DNA and introduces a staggered cut at the target site i cellular
DNA. The overhanging ends of cellular DNA are then joined to the termini
of viral DNA, and the gap is filled by DNA synthesis. The integrated
provirus is therefore flanked by a direct repeat of cell sequences, similar to
the repeats that flank DNA transposons.

The viral life cycle continues with transcription of the integrated
provirus, which yields viral genomic RNA as well as mRNAs that direct the
synthesis of viral proteins (including reverse transcriptase and integrase).
The genomic RNA is then packaged into viral particles, which are released
from the host cell. These progeny viruses can infect a new cell, initiating
another round of DNA synthesis and integration. The net effect can be
viewed as the movement of the provirus from one chromosomal site to
another, via the synthesis and reverse transcription of an RNA intermediate.

Other retrotransposons differ from retroviruses in that they are not pack-
aged into infectious particles and therefore cannot spread from one cell to
another. However, these retrotransposons can move to new chromosomal
sites within the same cell, via mechanisms fundamentally similar to those
involved in retrovirus replication.

Some retrotransposons (called retrovirus-like elements or LTR retro-
transposons) are structurally similar to retroviruses (Figure 5.51). Retro-
transposons of this type account for about 8% of the human genome. They

Yeast Ty1
330 bp 330b
> ? Protein-coding sequences ? s
5.9 kb

Figure 5.51 Structure of a LTR retrotransposon

The yeast Tyl transposable element displays the same organization as a retrovirus.
Protein-coding sequences, including genes for reverse transcriptase and integrase,

are flanked by LTRs (called § elements) of about 330 base pairs (bp). The integrated
transposon is flanked by short direct repeats of target-site DNA.
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have LTR sequences at both ends; they encode reverse transcriptase and
integrase; and they transpose (like retroviruses) via transcription into RNA,
synthesis of a new DNA copy by reverse transcriptase, and integration into
cellular DNA.

The non-LTR retrotransposons differ from retroviruses in that they do
not contain LTR sequences, although they do encode their own reverse
transcriptase. In mammals, the major class of these retrotransposons con-
sists of the highly repetitive long interspersed elements (LINEs), which are
repeated approximately 850,000 times in the genome and account for about
21% of genomic DNA (see Chapter 4). A full-length LINE element is 6 to 7
kb long, although most members of the family are truncated at their 5" end
(Figure 5.52). At their 3’ end, LINEs have tracts of A-rich sequences thought
to be derived by reverse transcription of the poly-A tails that are added to
mRNAs following transcription (see Chapter 6). Like other transposable
elements, LINEs are flanked by short direct repeats of the target-site DNA,
indicating that integration involves staggered cuts and repair synthesis.

Since LINEs do not contain LTR sequences, the mechanism of their
reverse transcription and subsequent integration into chromosomal DNA
must differ from that of retroviruses and LTR-containing retrotransposons.
In particular, reverse transcription is primed by a broken end of chromoso-
mal DNA at the integration target site, resulting from cleavage of the target
site DNA by a nuclease encoded by the retrotransposon (Figure 5.53).
Reverse transcription then initiates within the poly-A tract at the 3" end of
the transposon RNA and continues along the molecule. The opposite strand
of DNA is synthesized using the other broken end of target-site DNA as
primer, resulting in simultaneous synthesis and integration of the retro-
transposon DNA.

Other sequence elements, which do not encode their own reverse tran-
scriptase, also transpose via RNA intermediates. These elements include the
highly repetitive short interspersed elements (SINEs), of which there are
approximately 1.5 million copies in mammalian genomes (see Chapter 4).
The major family of these elements in humans consists of the Alu sequences,
which are about 300 bases long. These sequences have A-rich tracts at their
3’ end and are flanked by short duplications of target-site DNA sequences, a
structure similar to that of non-LTR retrotransposons (e.g., LINEs). SINEs
arose by reverse transcription of small RNAs, including tRNAs and small
cytoplasmic RNAs involved in protein transport. Since SINEs no longer
encode functional RNA products, they represent pseudogenes that arose via
RNA-mediated transposition. Pseudogenes of many protein-coding genes
(called processed pseudogenes) have similarly arisen by reverse transcrip-
tion of mRNAs (Figure 5.54). Such processed pseudogenes are readily recog-
nized not only because they terminate in an A-rich tract but also because the
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Figure 5.52 Structure of human LINEs

LINEs lack LTRs, but they do encode reverse transcriptase. They have tracts of A-
rich sequences (designated A,) at their 3’ ends, which are thought to arise from re-
Verse transcription of poly-A tails added to the 3’ end of mRNAs. Like other trans-
Posable elements, LINEs are flanked by short direct repeats of target-site DNA.
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introns present in the corresponding normal gene have been removed dur-
ing mRNA processing. The transposition of SINEs and of other processed
pseudogenes is thought to proceed similarly to the transposition of LINEs.
However, since these elements do not include genes for reverse transcriptase
or a nuclease, their transposition presumably involves the action of reverse
transcriptases and nucleases that are encoded elsewhere in the genome—
probably by other retrotransposons, such as LINEs.

Although the highly repetitive SINEs and LINEs account for a significant
fraction of genomic DNA, their transpositions to random sites in the
genome are not likely to be useful for the cell in which they are located.
These transposons induce mutations when they integrate at a new target
site, and like mutations induced by other agents, most mutations resulting
from transposon integration are expected to be harmful to the cell. Indeed,
mutations resulting from the transposition of both LINEs and SINES have
been associated with some cases of hemophilia, muscular dystrophy, breast
cancer, and colon cancer. On the other hand, some mutations resulting from
the movement of transposable elements may be beneficial, contributing in a
positive way to evolution of the species. For example, some retrotrans-
posons in mammalian genomes have been found to contain regulatory
sequences that control the expression of adjacent genes.

In addition to their role as mutagens, retrotransposons have played a
major role in shaping the genome by stimulating DNA rearrangements. For
example, rearrangements of chromosomal DNA can result from recombina-
tion between LINEs integrated at different sites in the genome. Moreover,
sequences of cellular DNA adjacent to LINEs are frequently carried along
during the process of transposition. Consequently, the transposition of
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Exon 1 Intron 1 Exon 2 Intron 2 Exon 3 Figure 5.54 Formation ofa
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Y an A-rich tract at its 3" end. The pro-
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LINEs can result in the movement of cellular DNA sequences to new
genomic sites. Since LINEs can integrate into active genes, the associated
transposition of cellular DNA sequences can lead to the formation of new
combinations of regulatory and/or coding sequences and contribute directly
to the evolution of new genes.

The vast majority of the transposable elements in the human genome are
inactive, with only about 100 copies of LINEs still retaiming the protein-cod-
ing sequences required for their transposition. All of the human DNA trans-
posons and most retrotransposons thus represent evolutionary relics rather
than currently functional elements. However, this is not the case in other
species, including Arabidopsis, C. elegans, Drosophila, and mice, which have a
much higher level of ongoing transposon activity. In the mouse, for example,
LIR retrotransposons, LINEs, and SINEs are all active. As a consequence, it
is estimated that about 10% of all mutations in mice are the result of trans-
posons, compared to only about 1 in 600 mutations in humans. There is thus
a dramatic and intriguing difference in transposon activity between mice
and humans, the explanation for which remains to be determined.

Gene Amplification

The DNA rearrangements that have been discussed so far alter the position of
a DNA sequence within the genome. Gene amplification may be viewed as
a different type of alteration in genome structure; it increases the number of
copies of a gene within a cell. Gene amplification results from repeated
rounds of DNA replication, yielding multiple copies of a particular region
(Figure 5.55). The amplified DNA sequences can be found either as free extra-
chromosomal molecules or as tandem arrays of sequences within a chromo-
some. In either case, the result is increased expression of the amplified gene,
simply because more copies of the gene are available to be transcribed.

In some cases, gene amplification is responsible for developmentally
Programmed increases in gene expression. The prototypical example is
amplification of the ribosomal RNA genes in amphibian oocytes (eggs).
Eggs are extremely large cells, with correspondingly high requirements for
Protein synthesis. Amphibian oocytes in particular are about a million times

arger in volume than typical somatic cells and must support large amounts
of protein synthesis during early development. This requires increased syn-
thesis of ribosomal RNAs, which is accomplished in part by amplification
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Figure 5.55 DNA amplification
Repeated rounds of DNA replication
yield multiple copies of a particular
chromosomal region.

DNA

of the ribosomal RNA genes. As discussed in Chapter 4, there are already
several hundred copies of ribosomal RNA genes per genome, so that
enough ribosomal RNA can be produced to meet the needs of somatic cells.
In amphibian eggs, these genes are amplified an additional 2000-fold,
to approximately 1 million copies per oocyte. Another example of pro-
grammed gene amplification occurs in Drosophila, where the genes that
encode eggshell proteins (chorion genes) are amplified in ovarian cells to
support the requirement for large amounts of these proteins. Like other pro-
grammed gene rearrangements, however, gene amplification is a relatively
infrequent event that occurs in highly specialized cell types; it is not a com-
mon mechanism of gene regulation.

Gene amplification also occurs as an abnormal event in cancer cells,
where it results in the increased expression of genes that contribute to
uncontrolled cell growth. Such gene amplification was first recognized in
cancer cells that had become resistant to methotrexate, a drug commonly
used in cancer chemotherapy. Methotrexate inhibits the enzyme dihydrofo-
late reductase, which is involved in the synthesis of dTTP and is therefore
required for DNA synthesis. Resistance to methotrexate frequently devel-
ops by amplification of the dihydrofolate reductase gene, leading to
increased production of the enzyme and consequently the loss of effective
inhibition by methotrexate. In addition, gene amplification in cancer cells
frequently results in the increased expression of genes that drive cell prolif-
eration (oncogenes) and thereby directly contributes to tumor development
(see Chapter 15). For example, amplification of the oncogene erbB-2 is fre-
quently involved in human breast cancers. Thus, as with other types of
DNA rearrangements, gene amplification can have either beneficial or dele-
terious consequences for the cell or organism in which it occurs.
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SUMMARY

DNA REPLICATION

DNA Polymerases: Different DNA polymerases play distinct roles in
DNA replication and repair in both prokaryotic and eukaryotic cells. All
known DNA polymerases synthesize DNA only in the 5’ to 3’ direction
by the addition of dNTPs to a preformed primer strand of DNA.

The Replication Fork: Parental strands of DNA separate and serve as
templates for the synthesis of two new strands at the replication fork.
One new DNA strand (the leading strand) is synthesized in a continuous
manner; the other strand (the lagging strand) is formed by the joining of
small fragments of DNA that are synthesized backward with respect to
the overall direction of replication. DNA polymerases and various other
proteins act in a coordinated manner to synthesize both leading and lag-
ging strands of DNA.

The Fidelity of Replication: DNA polymerases increase the accuracy of
replication both by selecting the correct base for insertion and by proof-
reading newly synthesized DNA to eliminate mismatched bases.

Origins and the Initiation of Replication: DNA replication starts at spe-
cific origins of replication, which contain binding sites for proteins that
initiate the process.

Telomeres and Telomerase: Replicating the Ends of Chromosomes: Telo-
meric repeat sequences at the ends of chromosomes are replicated by the
action of a reverse transcriptase (telomerase) that carries its own tem-
plate RNA.

DNA REPAIR

Direct Reversal of DNA Damage: A few types of common DNA lesions,
such as pyrimidine dimers and alkylated guanine residues, are repaired
by direct reversal of the damage.

Excision Repair: Most types of DNA damage are repaired by excision of
the damaged DNA. The resulting gap is filled by newly synthesized
DNA, using the undamaged complementary strand as a template. In
base-excision repair, specific types of single damaged bases are removed
from the DNA molecule. In contrast, nucleotide excision repair systems
recognize a wide variety of lesions that distort the structure of DNA and
remove the damaged bases as part of an oligonucleotide. A third excision
repair system specifically removes mismatched bases from newly syn-
thesized DNA strands.

Error-Prone Repair: Specialized DNA polymerases are capable of repli-
cating DNA across from a site of DNA damage, although the action of
these polymerases results in a high frequency of incorporation of incor-
rect bases.

Recombinational Repair: Damaged DNA can be replaced by recombina-
tion with an undamaged molecule. This mechanism plays an important
role in repairing damage encountered during DNA replication as well as
in the repair of double strand breaks.
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general homologous
recombination, Holliday model,
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RecA

site-specific recombination,
lysogeny, antigen,
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T cell receptor

transposition, transposable
element, transposon

retrotransposon, retrovirus,
reverse transcriptase, long
terminal repeat (LTR), LINE, SINE,
processed pseudogene

gene amplification

Questions

1. Discuss the roles played by the differ-

ent DNA polymerases in E. coli.

2. What is an Okazaki fragment? How do

they become a continuous strand?

3. Compare the action of topoisomerases

Iand II.

RECOMBINATION BETWEEN HOMOLOGOUS DNA SEQUENCES

DNA Molecules Recombine by Breaking and Rejoining: The molecular
mechanism of recombination involves the breaking and rejoining of
parental DNA molecules.

Models of Homologous Recombination: Alignment between homolo-
gous DNA molecules is provided by complementary base pairing.
Nicked strands of parental DNA invade the other parental molecule,
yielding a crossed-strand intermediate known as a Holliday junction.
Recombinant molecules are then formed by cleavage and rejoining of the
crossed strands.

Enzymes Involved in Homologous Recombination: The central enzyme
of homologous recombination is RecA, which catalyzes the exchange of
strands between homologous DN As. Other enzymes nick and unwind
parental DNAs and resolve Holliday junctions.

DNA REARRANGEMENTS

Site-Specific Recombination: Site-specific recombination takes place
between specific DNA sequences that are recognized by proteins that
mediate the process. In vertebrates, site-specific recombination plays a
critical role in generating immunoglobulin and T cell receptor genes dur-
ing development of the immune system.

Transposition via DNA Intermediates: Most DNA transposons move
throughout the genome with no requirement for specific DNA sequences
at their sites of insertion. In yeasts and protozoans, however, the trans-
position of some DNA sequences to specific target sites results in pro-
grammed DNA rearrangements that regulate gene expression.

Transposition via RNA Intermediates: Most transposons in eukaryotic
cells move by reverse transcription of RNA intermediates, similar to the
replication of retroviruses. These retrotransposons include the highly
repeated LINE and SINE sequences of mammalian genomes.

Gene Amplification: Gene amplification results from repeated replica-
tion of a chromosomal region. In some cases, gene amplification provides
a mechanism for increasing gene expression during development. Gene
amplification also frequently occurs in cancer cells, where it can result in
the elevated expression of genes that contribute to uncontrolled cell pro-
liferation.

4, How would you test a sequence of 6. How does DNA synthesis begin at an

DNA in a yeast cell to see whether itcon-  origin of replication?
tains an origin of replication or autono-
mously replicating sequence (ARS)?

thousands of origins of replication but DNA replication at chromosome ends?
the E. coli genome contain only one?

100

7. How does telemerase extend the ends
of chromosomes to compensate for the
5. Why does the human genome contain  inability of DNA polymerase to complete
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8. Explain the process of nucleotide exci-
sion repair.

9. How can a cell repair a double strand
preak in its DNA?

10. How is breast cancer related to a
DNA repair mechanism?

11. Patients with xeroderma pigmento-
sum suffer an extremely high incidence

Replication, Maintenance, and Rearrangements of Genomic DNA

of skin cancer but have not been found to
have correspondingly high incidences of
cancers of internal organs (e.g., colon
cancer). What might this suggest about
the kinds of DNA damage responsible
for most internal cancers?

12. What phenotype would you predict
for a mutant mouse lacking one of the
genes required for site-specific recombi-
nation in lymphocytes?
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HAPTERS 4 AND 5 DISCUSSED THE ORGANIZATION and maintenance of

genomic DNA, which can be viewed as the set of genetic instructions

governing all cellular activities. These instructions are implemented via
the synthesis of RNAs and proteins. Importantly, the behavior of a cell is deter-
mined not only by what genes it inherits, but also by which of those genes are
expressed at any given time. Regulation of gene expression allows cells to adapt
to changes in their environments and is responsible for the distinct activities of
the multiple differentiated cell types that make up complex plants and animals.
Muscle cells and liver cells, for example, contain the same genes; the functions of
these cells are determined not by differences in their genomes, but by regulated
patterns of gene expression that govern development and differentiation.

The first step in expression of a gene, the transcription of DNA into RNA, is
the primary level at which gene expression is regulated in both prokaryotic and
eukaryotic cells. RNAs in eukaryotic cells are then modified in various ways—
for example, introns are removed by splicing—to convert the primary transcript
into its functional form. Different types of RNA play distinct roles in cells: Mes-
senger RNAs (mRNAs) serve as templates for protein synthesis; ribosomal
RNAs (rRNAs) and transfer RNAs (tRNAs) function in mRNA translation. Still
other small RNAs function in gene regulation, mRNA splicing, rRNA process-
ing, and protein sorting in eukaryotes. Transcription and RNA processing are
discussed in this chapter. The final step in gene expression, the translation of
mRNA to protein, is the subject of Chapter 7.

Transcription in Prokaryotes

As in most areas of molecular biology, studies of E. coli have provided the model
for subsequent investigations of transcription in eukaryotic cells. As reviewed in
Chapter 3, mRNA was discovered first in E. coli. E. coli was also the first organ-
ism from which RNA polymerase was purified and studied. The basic mecha-
nisms by which transcription is regulated were likewise elucidated by pioneer-
ing experiments in E. coli, in which regulated gene expression allows the cell to
respond to variations in the environment, such as changes in the availability of
nutrients. An understanding of transcription in E. coli has thus provided the
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Figure 6.1 E.coliRNA polymerase
The complete enzyme consists of six
subunits: two ¢, one f3, one f’, one o,
and one o. The ¢ subunit is relatively
weakly bound and can be dissociated
from the other five subunits, which
constitute the core polymerase.

foundation for studies of the far more complex mechanisms that regulate
gene expression in eukaryotic cells.

RNA Polymerase and Transcription

The principal enzyme responsible for RNA synthesis is RNA polymerase,
which catalyzes the polymerization of ribonucleoside 5-triphosphates
(NTPs) as directed by a DNA template. The synthesis of RNA is similar to
that of DNA, and like DNA polymerase, RNA polymerase catalyzes the
growth of RNA chains always in the 5 to 3" direction. Unlike DNA poly-
merase, however, RNA polymerase does not require a preformed primer to
initiate the synthesis of RNA. Instead, transcription initiates de novo at spe-
cific sites at the beginning of genes. The initiation process is particularly
important because this is a major step at which transcription is regulated.

RNA polymerase, like DNA polymerase, is a complex enzyme made up
of multiple polypeptide chains. The intact bacterial enzyme consists of five
different types of subunits, called ¢, B, B’, w, and o (Figure 6.1). The ¢ sub-
unit is relatively weakly bound and can be separated from the other sub-
units, yielding a core polymerase consisting of two e, one 3, one 8’ and one
o subunits. The core polymerase is fully capable of catalyzing the poly-
merization of NTPs into RN A, indicating that ¢ is not required for the basic
catalytic activity of the enzyme. However, the core polymerase does not
bind specifically to the DNA sequences that signal the normal initiation of
transcription; therefore, the o subunit is required to identify the correct sites
for transcription initiation. The selection of these sites is a critical element of
transcription because synthesis of a functional RNA must start at the begin-
ning of a gene.

The DNA sequence to which RNA polymerase binds to initiate tran-
scription of a gene is called the promoter. The DNA sequences involved in
promoter function were first identified by comparisons of the nucleotide
sequences of a series of different genes isolated from E. coli. These compar-
isons revealed that the region upstream of the transcription initiation site
contains two sets of sequences that are similar in a variety of genes. These
common sequences encompass six nucleotides each, and are located
approximately 10 and 35 base pairs upstream of the transcription start site
(Figure 6.2). They are called the —10 and —35 elements, denoting their posi-
tion relative to the transcription initiation site, which is defined as the +1
position. The sequences at the ~10 and -35 positions in different promoters
are not identical, but they are all similar enough to establish consensus
sequences—the bases most frequently found at each position.

Several types of experiment/al evidence support the functional impor-
tance of the -10 and -35 prom/oter elements. First, genes with promoters
that differ from the consensus sequences are transcribed less efficiently than
genes whose promoters match the consensus sequences more closely. Sec
ond, mutations introduced in either the —-35 or —10 consensus sequences
have strong effects on promoter function. Third, the sites at which RNA

TT
AACTGT AT
-35 -10 +1
|—> Transcription

i i t sit
Figure 6.2 Sequences of E. coli promoters start site

E. coli promoters are characterized by two sets of sequences located 10 and 35 base
pairs upstream of the transcription start site (+1). The consensus sequences showr
correspond to the bases most frequently found in different promoters.
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polymerase binds to promoters have been directly identified by footprint-
ing experiments, which are widely used to determine the sites at which pro-
teins bind to DNA (Figure 6.3). In experiments of this type, a DNA fragment
is radiolabeled at one end. The labeled DNA is incubated with the protein
of interest (e.g., RNA polymerase) and then subjected to partial digestion
with DNase. The principle of the method is that the regions of DNA to
which the protein binds are protected from DNase digestion. These regions
can therefore be identified by comparison of the digestion products of the
protein bound DNA with those resulting from identical DNase treatment of
a parallel sample of DNA that was not incubated with protein. Variations of
this basic method, which employ chemical reagents to modify and cleave
DNA at particular nucleotides, can be used to identify the specific DNA
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Figure 6.3 DNA footprinting

A sample containing fragments of
DNA radiolabeled at one end is divid-
ed into two, and one half of the sample
is incubated with a protein that binds
to a specific DNA sequence within the
fragment. Both samples are then di-
gested with DNase, under conditions
such that the DNase introduces an av-
erage of one cut per molecule. The re-
gion of DNA bound to the protein is
protected from DNase digestion. The
DNA-protein complexes are then de-
natured, and the sizes of the radiola-
beled DNA fragments produced by
DNase digestion are analyzed by elec-
trophoresis (as for DNA sequencing).
Fragments of DNA resulting from
DNase cleavage within the region pro-
tected by protein binding are missing
from the sample of DNA that was incu-
bated with protein.
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F Polymerase bound nonspecifically to DNA
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Figure 6.4 Transcription by E. coli
RNA polymerase

The polymerase initially binds non-
specifically to DNA and migrates along
the molecule until the ¢ subunit binds
to the -35 and -10 promoter elements,

bases that are in contact with protein. Such footprinting analysis has shown
that RNA polymerase generally binds to promoters over approximately 2

forming a closed-promoter complex. 60-base-pair region, extending from —40 to +20 (i.e., from 40 nucleotides
The polymerase then unwinds DNA upstream to 20 nucleotides downstream of the transcription start site). The
around the initiation site, and tran- o subunit binds specifically to sequences in both the -35 and -10 promoter

scription is initiated by the polymeriza- ; i . . -
tion of free NTPs. The 6 subunit then regions, substantiating the importance of these sequences in promoter fun

dissociates from the core polymerase, tion. In addition, some E coli promoters have a third sequence, loca’teid
which migrates along the DNA and upstream of the -35 region, that serves as a specific binding site for the
elongates the growing RNA chain. RNA polymerase ¢ subunit.
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In the absence of 6, RNA polymerase binds nonspecifically to DNA with
low affinity. The role of ¢ is to direct the polymerase to promoters by bind-
ing specifically to both the -35 and -10 sequences, leading to the initiation
of transcription at the beginning of a gene (Figure 6.4). The initial binding
between the polymerase and a promoter is referred to as a closed-promoter
complex because the DNA is not unwound. The polymerase then unwinds
14 bases of DNA, from ~12 to +2, to form an open-promoter complex in
which single-stranded DNA is available as a template for transcription.
Transcription is initiated by the joining of two free NTPs. After addition of
about the first 10 nucleotides, ¢ is released from the polymerase, which then
leaves the promoter and moves along the template DNA to continue elon
gation of the growing RNA chain.

During elongation, the polymerase remains associated with its template
while it continues synthesis of mRNAs. As it travels, the polymerase
unwinds the template DNA ahead of 1t and rewinds the DNA behind it,
maintaining an unwound region of about 15 base pairs in the region of tran-
scription. High resolution structural analysis of bacterial RNA polymerase
indicates that the § and B’ subunits form a crab claw-like structure that
grips the DNA template (Figure 6.5). An internal channel between the 8 and
B’ subunits accommodates approximately 20 base pairs of DNA and con-
tains the polymerase active site.

RNA synthesis continues until the polymerase encounters a termination
signal, at which point transcription stops, the RNA is released from the
polymerase, and the enzyme dissociates from its DNA template. The sim-
plest and most common type of termination signal in E. coli consists of a
symmetrical inverted repeat of a GC-rich sequence followed by four or
more A residues (Figure 6.6). Transcription of the GC-rich inverted repeat
results in the formation of a segment of RNA that can form a stable stem-
loop structure by complementary base pairing. The formation of such a self-
complementary structure in the RNA disrupts its association with the DNA
template and terminates transcription. Because hydrogen bonding between
Aand U is weaker than that between G and C, the presence of A residues
downstream of the inverted repeat sequences is thought to facilitate the dis-
sociation of the RNA from its template. Other types of transcription termi-
nation signals, in both prokaryotic and eukaryotic cells, depend on the
binding of proteins that terminate transcription to specific DNA sequences,
rather than on the formation of a stem-loop structure in the RNA.

107

Figure 6.5 Structure of bacterial RNA polymerase

~ The o subunits of the polymerase are colored dark green and
light green, 8 blue, ' pink, and o yellow. (Courtesy of Seth
Darst, Rockefeller University.)
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Figure 6.6 Transcription termination

The termination of transcription is sig-
naled by a GC-rich inverted repeat fol-

lowed by four A residues. The inverted

repeat forms a stable stem-loop struc-
ture in the RNA, causing the RNA to
dissociate from the DNA template.
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Figure 6.7 Metabolism of lactose
B-galactosidase catalyzes the hydroly-
sis of lactose to glucose and galactose.
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Repressors and Negative Control of Transcription

The pioneering studies of gene regulation in E. coli were carried out by
Francois Jacob and Jacques Monod in the 1950s. These investigators and
their colleagues analyzed the expression of enzymes involved in the metab-
olism of lactose, which can be used as a source of carbon anhd energy via
cleavage to glucose and galactose (Figure 6.7). The enzyme that catalyzes
the cleavage of lactose (8-galactosidase) and other enzymes involved in lac-
tose metabolism are expressed only when lactose is available for use by the
bacteria. Otherwise, the cell is able to economize by not investing energy in
the synthesis of unnecessary RNAs and proteins. Thus, lactose induces the
synthesis of enzymes involved in its own metabolism. In addition to requir-
ing B-galactosidase, lactose metabolism involves the products of two other
closely linked genes: lactose permease, which transports lactose into the
cell, and a transacetylase, which is thought to inactivate toxic thiogalacto-
sides that are transported into the cell along with lactose by the permease.
On the basis of purely genetic experiments, Jacob and Monod deduced the
mechanism by which the expression of these genes was regulated, thereby
formulating a model that remains fundamental to our understanding of
transcriptional regulation.

The starting point in this analysis was the isolation of mutants that were
defective in regulation of the genes involved in lactose utilization. These
mutants were of two types: constitutive mutants, which expressed all three
genes even when lactose was not available, and noninducible mutants,
which failed to express the genes even in the presence of lactose. Genetic
mapping localized these regulatory mutants to two distinct loci, called 0
and i, with o located immediately upstream of the structural gene for
B-galactosidase. Mutations affecting o resulted in constitutive expressiorV
mutants of i were either constitutive or noninducible.

The function of these regulatory genes was probed by experiments i
which two strains of bacteria were mated, resulting in diploid cells contain”
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g genes derived from both parents (Figure 6.8). Analysis of gene expres-
sion in such diploid bacteria provided critical insights by defining which
alleles of these regulatory genes are dominant and which recessive. For
example, when bacteria containing a normal i gene (i*) were mated with
bacteria carrying an i gene mutation resulting in constitutive expression (an
i~ mutation), the resulting diploid bacteria displayed normal inducibility;
therefore, the normal i* gene was dominant over the i~ mutant. In contrast,
matings between normal bacteria and bacteria with an 0° mutation (consti-
tutive expression) yielded diploids with the constitutive expression pheno-
type, indicating that o¢ is dominant over o*. Additional experiments in
which mutations in 0 and i were combined with different mutations in the
structural genes showed that o affects the expression of only the genes to
which it is physically linked, whereas i affects the expression of genes on
both chromosome copies in diploid bacteria. Thus, in an 0°/0* cell, only the
structural genes that are linked to 0 are constitutively expressed. In con-
trast, in an i*/7 cell, structural genes on both chromosomes are regulated
normally. These results led to the conclusion that o represents a region of
DNA that controls the transcription of adjacent genes, whereas the i gene
encodes a regulatory factor (e.g., a protein) that can diffuse throughout the
cell and control genes on both chromosomes.

The model of gene regulation developed on the basis of these experi-
ments is illustrated in Figure 6.9. The genes encoding p-galactosidase, per-
mease, and transacetylase are expressed as a single unit, called an operon.
Transcription of the operon is controlled by o (the operator), which is adja-
cent to the transcription initiation site. The i gene encodes a protein that reg-
ulates transcription by binding to the operator. Since i~ mutants (which result
in constitutive gene expression) are recessive, it was concluded that these
mutants failed to make a functional gene product. This result implies that
the normal i gene product is a repressor, which blocks transcription when
bound to 0. The addition of lactose leads to induction of the operon because
lactose binds to the repressor, thereby preventing it from binding to the oper-
ator DNA. In noninducible i mutants (which are dominant over i*), the
repressor fails to bind lactose, so expression of the operon cannot be
induced.

The model neatly fits the results of the genetic experiments from which it
Was derived. In i~ cells, the repressor is not made, so the lac operon is con-
stitutively expressed. Diploid i*/i" cells are normally inducible, since the
functional repressor is encoded by the i* allele. Finally, in o° mutants a func-
tional operator has been lost and the repressor cannot be bound. Conse-
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Figure 6.8 Regulation of
B-galactosidase in diploid E. coli

The mating of two bacterial strains re-
sults in diploid cells that contain genes
from both parents. In these examples,
it is assumed that the genes encoding
B-galactosidase (the z genes) can be
distinguished on the basis of structural
gene mutations, designated z* and z?
In an i*/i" diploid (left), both structural
genes are inducible; therefore, i* is
dominant over i~ and affects expres-
sion of z genes on both chromosomes.
In contrast, in an 0¢/0* diploid (right),
the z gene linked to 0° is constitutively
expressed, whereas that linked to 0" is
inducible. Therefore, 0 affects expres-
sion of only the adjacent z gene on the
same chromosome.
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The i gene encodes a repressor which,
in the absence of lactose (top), binds to
the operator (0) and interferes with the
binding of RNA polymerase to the
promoter, blocking transcription of the
three structural genes (z, B-galactosi-
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quently, o¢ mutants are dominant but affect the expression only of linked
structural genes.

Confirmation of this basic model has since come from a variety of exper-
iments, including Walter Gilbert’s isolation, in the 1960s, of the lac repressor
and analysis of its binding to operator DNA. Molecular analysis has
defined the operator as approximately 20 base pairs of DNA, starting a few
bases before the transcription initiation site. Footprinting analysis has iden-
tified this region as the site to which the repressor binds, blocking tran-
scription by interfering with the binding of RNA polymerase to the pro-
moter. As predicted, lactose binds to the repressor, which then no longer
binds to operator DNA. Also as predicted, 0° mutations alter sequences
within the operator, thereby preventing repressor binding and resulting in
constitutive gene expression.

The central principle of gene regulation exemplified by the lactose
operon is that control of transcription is mediated by the interaction of reg-
ulatory proteins with specific DNA sequences. This general mode of regu-
lation is broadly applicable to both prokaryotic and eukaryotic cells. Regu-
Jatory sequences like the operator are called cis-acting control elements,
because they affect the expression of only linked genes on the same DNA
molecule. On the other hand, proteins like the repressor are called trans-
acting factors because they can affect the expression of genes located on
other chromosomes within the cell. The lac operon is an example of nega-
tive control because binding of the repressor blocks transcription. This,
however, is not always the case; many trans-acting factors are activators
rather than inhibitors of transcription.

Positive Control of Transcription

The best-studied example of positive control in E. coli is the effect of glucose
on the expression of genes that encode enzymes involved in the breakdown
(catabolism) of other sugars (including lactose) that provide alternative
sources of carbon and energy. Glucose is preferentially utilized, so as long
as glucose is available, enzymes involved in catabolism of alternative
energy sources are not expressed. For example, if E. coli are grown in
medium containing both glucose and lactose, the lac operon is not induced
and only glucose is used by the bacteria. Thus, glucose represses the lac
operon even in the presence of the normal inducer (lactose).

Glucose repression (generally called catabolite repression) is noW
known to be mediated by a positive control system, which is coupled to lev-
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Figure 6.10 Positive control of the lac operon by glucose

Low levels of glucose activate adenylyl cyclase, which converts ATP to cyclic AMP
(cAMP). Cyclic AMP then binds to the catabolite activator protein (CAP) and stim-
ulates its binding to regulatory sequences of various operons concerned with the
metabolism of alternative sugars, such as lactose. CAP interacts with the « subunit
of RNA polymerase to facilitate the binding of polymerase to the promoter.

els of cyclic AMP (cAMP) (Figure 6.10). In bacteria, the enzyme adenylyl
cyclase, which converts ATP to cAMP, is regulated such that levels of
cAMP increase when glucose levels drop. cAMP then binds to a transcrip-
tional regulatory protein called catabolite activator protein (CAP). The
binding of cAMP stimulates the binding of CAP to its target DNA se-
quences, which in the lac operon are located approximately 60 bases
upstream of the transcription start site. CAP then interacts with the & sub-
unit of RNA polymerase, facilitating the binding of polymerase to the pro-
moter and activating transcription.

Eukaryotic RNA Polymerases and General
Transcription Factors

Although transcription proceeds by the same fundamental mechanisms in
all cells, it is considerably more complex in eukaryotic cells than in bacteria.
This is reflected in two distinct differences between the prokaryotic and
eukaryotic systems. First, whereas all genes are transcribed by a single RNA
polymerase in bacteria, eukaryotic cells contain multiple different RNA
polymerases that transcribe distinct classes of genes. Second, rather than
binding directly to promoter sequences, eukaryotic RNA polymerases need
to interact with a variety of additional proteins to specifically initiate tran-
scription. This increased complexity of eukaryotic transcription presumably
facilitates the sophisticated regulation of gene expression needed to direct
the activities of the many different cell types of multicellular organisms.

Eukaryotic RNA Polymerases

Eukaryotic cells contain three distinct nuclear RNA polymerases that tran-
scribe different classes of genes (Table 6.1). Protein-coding genes are tran-
scribed by RNA polymerase II to yield mRNAs; ribosomal RNAs (rRNAs)
and transfer RNAs (tRNAs) are transcribed by RNA polymerases I and III.
RNA polymerase I is specifically devoted to transcription of the three
largest species of IRNAs, which are designated 28S, 185, and 5.85 according
to their rates of sedimentation during velocity centrifugation. RNA poly-
merase III transcribes the genes for tRNAs and for the smallest species of
ribosomal RNA (55 rRNA). Some of the small RNAs involved in splicing
and protein transport (snRNAs and scRNAs) are also transcribed by RNA
Polymerase I1I, while others are polymerase II transcripts. In addition, sep-
arate RNA polymerases (which are similar to bacterial RNA polymerases)
are found in chloroplasts and mitochondria, where they specifically tran-
Scribe the DN As of those organelles.

_ All three of the nuclear RNA polymerases are complex enzymes, consist-
Ing of 12 to 17 different subunits each. Although they recognize different
Promoters and transcribe distinct classes of genes, they share several fea-
tures in common with each other as well as with bacterial RNA polymerase.
In particular, all three eukaryotic RNA polymerases contain nine conserved
Subunits, five of which are related to the o, B, B, and w subunits of bacterial
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TABLE 6.1 Classes of Genes

Transcribed by
Eukaryotic RNA
Polymerases
Type of RNA RNA
synthesized polymerase
Nuclear genes
mRNA I
tRINA 1
rRNA
5.8S, 185, 285 I
55 I
snRNA and scRNA II and II1*
Mitochondrial genes Mitochondrial?
Chloroplast genes Chloroplast?

¢ Some small nuclear (sn) and small cytoplas
mic (sc) RNAs are transcribed by polymerase I

and others by polymerase IIL

b The mitochondrial and chloroplast RNA poly-
merases are similar to bacterial enzymes.
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Figure 6.11 Structure of yeast RNA polymerase ]
Individual subunits are distingwished by colors.
(From P. D. Kramer et al., 2001. Science 292: 1863.)

RNA polymerase. The recent determination of the structure of yeast RNA
polymerase Il by X-ray crystallography has further revealed that the archi-
tecture of this eukaryotic RNA polymerase is strikingly similar to that of the
bacterial enzyme (Figure 6.11), suggesting that all RNA polymerases utilize
fundamentally conserved mechanisms to transcribe DNA.

General Transcription Factors and Initiation of Transcription
by RNA Polymerase Il

Because RNA polymerase II is responsible for the synthesis of mRNA from
protein-coding genes, it has been the focus of most studies of transcription
in eukaryotes. Early attempts at studying this enzyme indicated that its
activity is different from that of prokaryotic RNA polymerase. The accurate
transcription of bacterial genes that can be accomplished in vitro simply by
the addition of purified RNA polymerase to DNA containing a promoter is
not possible in eukaryotic systems. The basis of this difference was eluci-
dated in 1979, when Robert Roeder and his colleagues discovered that RNA
polymerase I is able to initiate transcription only if additional proteins are
added to the reaction. Thus, transcription in the eukaryotic system
appeared to require distinct initiation factors that (in contrast to bacterial ¢
factors) were not associated with the polymerase.

Biochemical fractionation of nuclear extracts subsequently led to the
identification of specific proteins (called transcription factors) that are
required for RNA polymerase II to initiate transcription. Indeed, the identi-
fication and characterization of these factors represents a major part of
ongoing efforts to understand transcription in eukaryotic cells. Two general
types of transcription factors have been defined. General transcription fac-
tors are involved in transcription from all polymerase II promoters and
therefore constitute part of the basic transcription machinery. Additional
gene-specific transcription factors (discussed later in the chapter) bind to
DNA sequences that control the expression of individual genes and are thus
responsible for regulating gene expression. Itis estimated that about 5% of
the genes in the human genome encode transcription factors, emphasizing
the importance of these proteins.

Five general transcription factors are required for initiation of transcrip-
tion by RNA polymerase II in reconstituted in vitro systems (Figure 6.12)-
The promoters of many genes transcribed by polymerase II contain 2
sequence similar to TATAA 25 to 30 nucleotides upstream of the transcrip-
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Figure 6.12 Formation of a polymerase Il
transcription complex

Many polymerase II promoters have a TATA box
(consensus sequence TATAA) 25 to 30 nucleotides
upstream of the transcription start site. This se-
quence is recognized by transcription factor TFIID,
which consists of the TATA-binding protein (TBP)
and TBP-associated factors (TAFs). TFIIB(B) then
binds to TBF, followed by binding of the poly-
merase in association with TFIIF(F). Finally,
TFIE(E) and TFIIH(H) associate with the complex.

tion start site. This sequence (called the TATA
box) resembles the —10 sequence element of
bacterial promoters, and the results of intro-
ducing mutations into TATAA sequences have
demonstrated their role in the initiation of tran-
scription. The first step in formation of a tran-
scription complex is the binding of a general
transcription factor called TFIID to the TATA
box (TF indicates franscription factor; II indi-
cates polymerase II). TFIID is itself composed
of multiple subunits, including the TATA-
binding protein (TBP), which binds specifi-
cally to the TATAA consensus sequence, and
approximately 10 other polypeptides, called
TBP-associated factors (TAFs). The binding of
TFIID is followed by recruitment of a second
general transcription factor (TFIIB), which
binds to TBP as well as to DNA sequences that
are present upstream of the TATA box in some
promoters (Figure 6.13). TFIIB in turn serves as
a bridge to RNA polymerase II, which binds to
the TBP-TFIIB complex in association with a
third factor, TFIIE.

Following recruitment of RNA polymerase
II to the promoter, the binding of two addi-
tional factors (TFIIE and TFIIH) is required for
initiation of transcription. TFITH is a multisub-
unit factor that appears to play at least two
important roles. First, two subunits of TFIIH
are helicases, which unwind DNA around the
initiation site. (These subunits of TFIIH are the
XPB and XPD proteins which are also required
for nucleotide excision repair, as discussed in
Chapter 5.) Another subunit of TFIIH is a pro-
tein kinase that phosphorylates repeated
sequences present in the C-termial domain of
the largest subunit of RNA polymerase II. The
polymerase IT C-terminal domain (or CTD)
consists of tandem repeats (27 repeats in yeast
and 52 in humans) of 7 amino acids with the
Consensus sequence Tyr-Ser-Pro-Thr-Ser-Pro-
Ser. Phosphorylation of these amino acids

CTD
\
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Figure 6.13 Model of the TBP-TFIIB
complex bound to DNA

The DNA is shown as a stick figure
consisting of yellow and green strands,
with the site of transcription initiation
designated +1. TBP consists of two re-
peats, colored light blue and dark blue.
TFIIB repeats are colored orange and
magenta. Note that TBP binding bends
the DNA by approximately 110°. (From
D. B. Nikolov et al., 1995. Nature 377:
119.)

releases the polymerase from its association with the preinitiation complex,
and leads to the recruitment of other proteins that allow the polymerase to
initiate transcription and begin synthesis of a growing mRNA chain.

In addition to a TATA box, the promoters of many genes transcribed by
RNA polymerase II contain a second important sequence element (an ini-
tiator, or Inr, sequence) that spans the transcription start site. Moreover,
some RNA polymerase Il promoters contain only an Inr element, withno
TATA box. Many promoters thatlack a TATA box but contain an Inr element
also contain an additional downstream promoter element (DPE), located
approximately 30 base pairs downstream of the transcription start site,
which functions cooperatively with the Inr sequence. Initiation at these pro-
moters still requires TFIID (and TBF), even though TBP obviously does not
recognize these promoters by binding directly to the TATA sequence.
Instead, other subunits of TFIID (TAFs) appear to bind to the Inr and DPE
sequences. The binding of TATs to these elements recruits TBP to the pro-
moter, and TFIIB, polymerase II, and additional transcription factors then.
assemble as already described. TBP thus plays a central role in initiating
polymerase II transcription, even on promoters that lack a TATA box.

Although the sequential recruitment of five general transcription factors
and RNA polymerase II described here represents the minimal system
required for transcription in vitro, additional factors are needed within the
cell. These factors include a Mediator protein complex that allows the poly-
merase to respond to the gene-specific transcription factors that regulate
gene expression. At least a fraction of RNA polymerase I in both yeast and
mammalian cells is present in the form of large complexes (called RNA poly-
merase II holoenzymes) in which the polymerase is associated with Media-
tor proteins, as well as with a subset of the general transcription factors,
including TFIIB, TFIIE, TFIIF, TFIIH. The Mediator proteins are associated
with the C-terminal domain of polymerase 11, and are released from the
polymerase following assembly of the preinitiation complex and phosph0”
rylation of the polymerase C-terminal domain (Figure 6.14). The phosphory”
Jated CTD then binds other proteins that facilitate transcriptional elongatio™
and function in mRNA processing, as discussed later in this chapter.
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Transcription by RNA Polymerases | and Il

As previously discussed, distinct RNA polymerases are responsible for the
transcription of genes encoding ribosomal and transfer RNAs in eukaryotic
cells. All three RNA polymerases, however, require additional transcription
factors to associate with appropriate promoter sequences. Furthermore,
although the three different polymerases in eukaryotic cells recognize dis-
tinct types of promoters, a common transcription factor—the TATA-binding
protein (TBP)—appears to be required for initiation of transcription by all
three enzymes.

RNA polymerase I is devoted solely to the transcription of ribosomal
RNA genes, which are present in tandem repeats. Transcription of these
genes yields a large 45S pre-rRNA, which is then processed to yield the 28S,
188, and 5.8S rRNAs (Figure 6.15). The promoter of ribosomal RNA genes

Promoter 185 5.85 285
rDNA
-150 +1
Transcription
Y
458 pre-rRNA
Processing
\
185 5.85 285
rRNAs —] ]

115

Figure 6.14 RNA polymerase I/
Mediator complexes

RNA polymerase II is associated with
Mediator proteins, as well as with the
general transcription factors, at the
promoter. The Mediator complex
binds to the nonphosphorylated CTD
of polymerase II, and is released fol-
lowing phosphorylation of the CTD
when transcription initiates. The phos-
phorylated CTD then binds elongation
and processing factors that facilitate
mRNA synthesis and processing.

Polymerase

Figure 6.15 Theribosomal

RNA gene

The ribosomal DNA (rDNA) is tran-~
scribed to yield a large RNA molecule
(455 pre-rRNA), which is then cleaved
into 28S, 18S, and 5 85 rRINAs.
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Figure 6.16 Initiation of rDNA
transcription

Two transcription factors, UBF and
SL1, bind cooperatively to the IDNA
promoter and recruit RNA polymerase
I to form an initiation complex. One
subunit of SL.1 is the TATA-binding
protein (TBP).

SL1
—
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spans about 150 base pairs just upstream of the transcription initiation site.
These promoter sequences are recognized by two transcription factors, UBF
(upstream binding factor) and SL1 (selectivity factor 1), which bind cooper-
atively to the promoter and then recruit polymerase I to form an initiation
complex (Figure 6.16). The SL1 transcription factor is composed of four pro-
tein subunits, one of which is TBP. The role of TBP has been demonstrated
directly by the finding that yeasts carrying mutations in TBP are defective
not only for transcription by polymerase II, but also for transcription by
polymerases I and III. Thus, TBP is a common transcription factor required
by all three classes of eukaryotic RNA polymerases. Since the promoter for
ribosomal RNA genes does not contain a TATA box, TBP does not bind to
specific promoter sequences. Instead, the association of TBP with ribosomal
RNA genes is mediated by the binding of other proteins in the SL1 complex
to the promoter, a situation similar to the association of TBP with the Inr
sequences of polymerase II genes that lack TATA boxes.

The genes for tRNAs, 55 rRNA, and some of the small RNAs involved in
splicing and protein transport are transcribed by polymerase III. These
genes are transcribed from three distinct classes of promoters, two of which
lie within, rather than upstream of, the transcribed sequence (Figure 6.17).
The most thoroughly studied of the genes transcribed by polymerase Ill are
the 55 rRNA genes of Xenopus. TFIIIA (which is the first transcription factor
to have been purified) initiates assembly of a transcription complex by
binding to specific DNA sequences in the 55 rRNA promoter. This binding
is followed by the sequential binding of TFIIIC, TFIIIB, and the polymerase.
The promoters for the tRNA genes differ from the 55 rRNA promoter in that
they do not contain the DNA sequence recognized by TFIIIA. Instead, TFI-
IIC binds directly to the promoter of tRNA genes, serving to recruit TFLIB
and polymerase to form a transcription complex. Promoters of the third
class of genes transcribed by polymerase III, including genes encoding
some of the small nuclear RNAs involved in splicing, are located upstream
of the transcription start site. These promoters contain a TATA box (like pro-
moters for polymerase II genes) as well as a binding site for another factor,
called SNAP. SNAP and TFIIIB bind cooperatively to these promoters, with
TFIIIB binding directly to the TATA box. This is mediated by the TATA-
binding protein, TBP, which is one of the subunits of TFIIIB. As in the case
of the promoters of other RNA polymerase III genes, TFIIIB then recruits
the polymerase to the transcription complex.

Regulation of Transcription in Eukaryotes

Although the control of gene expression is far more complex in eukaryotes
than in bacteria, the same basic principles apply. The expression of eukary~
otic genes is controlled primarily at the level of initiation of transcriptiory,
although in many cases transcription is also regulated during elongation-
As in bacteria, transcription in eukaryotic cells is controlled by proteins that
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bind to specific regulatory sequences and modulate the activity of RNA
polymerase. An important difference between transcriptional regulation in
prokaryotes and eukaryotes cells, however, results from the packaging of
eukaryotic DNA into chromatin, which limits its availability as a template
for transcription. As a result, modifications of chromatin structure play key
roles in the control of transcription in eukaryotic cells.

cis-Acting Regulatory Sequences: Promoters and Enhancers

As already discussed, transcription in bacteria is regulated by the binding of
proteins to cis-acting sequences (e.g., the lac operator) that control the tran-
scription of adjacent genes. Similar cis-acting sequences regulate the expres-
sion of eukaryotic genes. These sequences have been identified in mam-
malian cells largely by the use of gene transfer assays to study the activity of
Suspected regulatory regions of cloned genes (Figure 6.18). The eukaryotic
Tegulatory sequences are usually ligated to a reporter gene that encodes an
€asily detectable enzyme. The expression of the reporter gene following its
transfer into cultured cells then provides a sensitive assay for the ability of
the cloned regulatory sequences to direct transcription. Biologically active
regulatory regions can thus be identified, and in vitro mutagenesis can be
used to determine the roles of specific sequences within the regjon.

. Genes transcribed by RNA polymerase II have core promoter elements,
Mcluding the TATA box and the Inr sequence, that serve as specific binding
Sltes for general transcription factors. Other cis-acting sequences serve as
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Figure 6.17 Transcription of
polymerase Ill genes

Genes transcribed by polymerase III
are expressed from three types of pro-
moters. The promoters of 55 rRNA and
tRNA genes are downstream of the
transcription initiation site. Transcrip-
tion of the 55 rRNA gene is initiated by
the binding of TFIIIA, followed by the
binding of TFIIC, TFIIIB, and the
polymerase. The tRNA promoters do
not contain a binding site for TFIILA
and TFIIIA is not required for their
transcription. Instead, TFIIIC initiates
the transcription of tRNA genes by
binding to promoter sequences, fol-
lowed by the association of TFIIIB and
polymerase. The promoter of the U6
snRNA gene is upstream of the tran-
scription start site and contains a TATA
box, which is recognized by the TATA-
binding protein (TBP) subunit of TFII-
IB, in cooperation with another factor
called SNAP.
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Figure 6.18 Identification of eukaryotic regulatory sequences

The regulatory sequence of a cloned eukaryotic gene is ligated to a reporter gene
that encodes an easily detectable enzyme. The resulting plasmid is then introduced
into cultured recipient cells by transfection. An active regulatory sequence directs
transcription of the reporter gene, expression of which is then detected in the trans-
fected cells.

binding sites for a wide variety of regulatory factors that control the expres-
sion of individual genes. These cis-acting regulatory sequences are fre-
quently, though not always, located upstream of the TATA box. For example,
two regulatory sequences that are found in many eukaryotic genes were
identified by studies of the promoter of the herpes simplex virus gene that
encodes thymidine kinase (Figure 6.19). Both of these sequences are located
within 100 base pairs upstream of the TATA box: Their consensus sequences
are CCAAT and GGGCGG (called a GC box). Specific proteins that bind to
these sequences and stimulate transcription have since been identified.

In contrast to the relatively simple organization of CCAAT and GC boxes
in the herpes thymidine kinase promoter, many genes in mammalian cells
are controlled by regulatory sequences located farther away (sometimes
more than 10 kilobases) from the transcription start site. These sequences,
called enhancers, were first identified during studies of the promoter of
another virus, SV40 (Figure 6.20). In addition to a TATA box and a set of six
GC boxes, two 72-base-pair repeats located farther upstream are required
for efficient transcription from this promoter. These sequences were found
to stimulate transcription from other promoters as well as from that of
SV40, and, surprisingly, their activity depended on neither their distance
nor their orientation with respect to the transcription initiation site (Figure
6.21). They could stimulate transcription when placed either upstream or
downstream of the promoter, in either a forward or backward orientation.

The ability of enhancers to function even when separated by long dis-
tances from transcription initiation sites at first suggested that they work by
mechanisms different from those of promoters. However, this has turned
out not to be the case: Enhancers, like promoters, function by binding tran-
scription factors that then regulate RNA polymerase. This is possible
because of DNA looping, which allows a transcription factor bound to a
distant enhancer to interact with proteins associated with RNA polymerase
at the promoter (Figure 6.22). Transcription factors bound to distant
enhancers can thus work by the same mechanisms as those bound adjacent
to promoters, so there is no fundamental difference between the actions of
enhancers and those of cis-acting regulatory sequences adjacent to tran-
scription start sites. Interestingly, although enhancers were first identified
in mammalian cells, they have subsequently been found in bacteria—an
unusual instance in which studies of eukaryotes served as a model for the
simpler prokaryotic systems.

mRNA

-100 -75 -50 -25 +1

Figure 6.19 A eukaryotic promoter

The promoter of the thymidine kinase gene of herpes simplex virus contains thrze
sequence elements upstream of the TATA box that are required for efficient tran-
scription: a CCAAT box and two GC boxes (consensus sequence GGGCGG).
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The binding of specific transcriptional regulatory proteins to enhancers
is responsible for the control of gene expression during development and
differentiation, as well as during the response of cells to hormones and
growth factors. One of the most thoroughly studied mammalian enhancers
controls the transcription of immunoglobulin genes in B lymphocytes. Gene
transfer experiments have established that the immunoglobulin enhancer is
active in lymphocytes, but not in other types of cells. Thus, this regulatory
sequence is at least partly responsible for tissue-specific expression of the
mmmunoglobulin genes in the appropriate differentiated cell type.
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Figure 6.20 The SV40 enhancer

The SV40 promoter for early gene ex-
pression contains a TATA box and six
GC boxes arranged in three sets of re-
peated sequences. In addition, efficient
transcription requires an upstream en
hancer consisting of two 72-base-pair

(bp) repeats.

Figure 6.21 Action of enhancers
Without an enhancer, the gene is tran-
scribed at a low basal level (A). Addi-
tion of an enhancer, E—for example,
the SV40 72-base-pair repeats—stimu-
lates transcription. The enhancer is ac-
tive not only when placed just up-
stream of the promoter (B), but also
when inserted up to several kilobases
either upstream or downstream from
the transcription start site (C and D). In
addition, enhancers are active in either
the forward or backward orientation (E).
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Figure 6.22 DNA looping
Transcription factors bound at distant
enhancers are able to interact with the
RNA polymerase II/Mediator complex
or general transcription factors at the
promoter because the intervening
DNA can form loops. There is therefore
no fundamental difference between the
action of transcription factors bound to
DNA just upstream of the promoter
and to distant enhancers

Enhancer
DNA loop Specific %
transcription * Y
factors s %
i %
-
I/'
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An important aspect of enhancers is that they usually contain multiple
functional sequence elements that bind different transcriptional regulatory
proteins. These proteins work together to regulate gene expression. The
immunoglobulin heavy-chain enhancer, for example, spans approximately
200 base pairs and contains at least nine distinct sequence elements that
serve as protein-binding sites (Figure 6.23). Mutation of any one of these
sequences reduces but does not abolish enhancer-activity, indicating that
the functions of individual proteins that bind to the enhancer are at least
partly redundant. Many of the individual sequence elements of the
immunoglobulin enhancer by themselves stimulate transcription in non-
lymphoid cells. The restricted activity of the intact enhancer in B lympho-
cytes therefore does not result from the tissue-specific function of each of its
components. Instead, tissue-specific expression results from the combina-
tion of the individual sequence elements that make up the complete
enhancer. These elements include some cis-acting regulatory sequences that
bind transcriptional activators that are expressed specifically in B lympho-
cytes, as well as other regulatory sequences that bind repressors in rionlym-
phoid cells. Thus, the immunoglobulin enhancer contains negative regula-
tory elements that inhibit transcription in inappropriate cell types, as well
as positive regulatory elements that activate transcription in B lymphocytes.
The overall activity of the enhancer is greater than the sum of its parts,
reflecting the combined action of the proteins associated with each of its
individual sequence elements.

Although DNA looping allows enhancers to act at a considerable distance
from promoters, the activity of any given enhancer is specific for the pro-
moter of its appropriate target gene. This specificity is maintained by insu-
lators, which divide chromosomes into independent domains and prevent
enhancers from acting on promoters located in an adjacent domain. Insula-
tors also prevent the chromatin structure of one domain from spreading t0

200 base pairs
E HET UE5 LE2 pid UE3 uB LE4 OCT

Figure 6.23 The immunoglobulin enhancer

The immunoglobulin heavy-chain enhancer spans about 200 bases and contains
nine functional sequence elements (E, 4E1-5, 7, 1B, and OCT), which together
stimulate transcription in B lymphocytes.
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its neighbors, thereby maintaining independently regulated regions of the
genome.

Transcriptional Regulatory Proteins

The isolation of a variety of transcriptional regulatory proteins has been
based on their specific binding to promoter or enhancer sequences. Protein
binding to these DNA sequences is commonly analyzed by two types of
experiments. The first, footprinting, was described earlier in connection
with the binding of RNA polymerase to prokaryotic promoters (see Figure
6.3). The second approach is the electrophoretic-mobility shift assay, in
which a radiolabeled DNA fragment is incubated with a protein prepara-
tion and then subjected to electrophoresis through a nondenaturing gel
(Figure 6.24). Protein binding is detected as a decrease in the electrophoretic
mobility of the DNA fragment, since its migration through the gel is slowed
by the bound protein. The combined use of footprinting and elec-
trophoretic-mobility shift assays has led to the correlation of protein-bind-
ing sites with the regulatory elements of enhancers and promoters, indicat-
ing that these sequences generally constitute the recognition sites of specific
DNA-binding proteins.

One of the prototypes of eukaryotic transcription factors was initially
identified by Robert Tjian and his colleagues during studies of the tran-
scription of SV40 DNA. This factor (called Sp1, for specificity protein 1) was
found to stimulate transcription from the SV40 promoter, but not from sev-
eral other promoters, in cell-free extracts. Then, stimulation of transcription
by Sp1 was found to depend on the presence of the GC boxes in the SV40
promoter: If these sequences were deleted, stimulation by Spl was abol-
ished. Moreover, footprinting experiments established that Sp1 binds
specifically to the GC box sequences. Taken together, these results indicate
that the GC box represents a specific binding site for a transcriptional acti-
vator—Spl. Similar experiments have established that many other tran-
scriptional regulatory sequences, including the CCAAT sequence and the
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Figure 6.24 Electrophoretic-
mobility shift assay

A sample containing radiolabeled frag-
ments of DNA is divided into two, and
one half of the sample is incubated
with a protein that binds to a specific
DNA sequence. Samples are then ana-
lyzed by electrophoresis in a nondena-
turing gel so that the protein remains
bound to DNA. Protein binding is de-
tected by the slower migration of
DNA-protein complexes compared to
that of free DNA. Only a fraction of the
DNA in the sample is actually bound
to protein, so both DNA-protein com-
plexes and free DNA are detected fol-
lowing incubation of the DNA with
protein.
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Figure 6.25 Purification of Sp1 by
DNA-affinity chromatography

A double-stranded oligonucleotide
containing repeated GC box sequences
is bound to agarose beads, which are
poured into a column. A mixture of cell
proteins containing Sp1 is then applied
to the column; because Sp1 specifically
binds to the GC box oligonucleotide, it
is retained on the column while other
proteins flow through. Washing the
column with high salt buffer then dis-
sociates Sp1 from the GC box DNA,
yielding purified Sp1.

TABLE 6.2 Examples of Transcription Factors and Their DNA-Binding Sites

Transcription factor Consensus binding site

Specificity protein 1 (Sp1) GGGCGG

CCAAT/Enhancer binding protein (C/EBP) CCAAT

Activator protein 1 (AP1) TGACTCA

Octamer binding proteins ATGCAAAT
(OCT-1 and OCT-2)

E-box binding proteins (E12, E47, E2-2) CANNTG®

“N stands for any nucleotide.

various sequence elements of the immunoglobulin enhancer, also represent
recognition sites for sequence-specific DNA-binding proteins (Table 6.2).
The specific binding of Sp1 to the GC box not only established the action
of Sp1 as a sequence-specific transcription factor; it also suggested a general
approach to the purification of transcription factors. The isolation of these
proteins initially presented a formidable challenge because they are present
in very small quantities (e.g., only 0.001% of total cell protein) that are diffi-
cult to purify by conventional biochemical techniques. This problem was
overcome in the purification of Sp1 by DNA-affinity chromatography (Fig-
ure 6.25). Multiple copies of oligonucleotides corresponding to the GC box
sequence were bound to a solid support, and cell extracts were passed
through the oligonucleotide column. Because Sp1 bound to the GC box

Agarose GC box )
bead DNA 29 9,
/ @Qog@@ @ ®—Sp1 High salt
@O O®@g buffer
Add mixture of
l cell proteins l
_ _ > - < __ > Q
)
Sp1 bound
4 to column
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Isolation of a Eukaryotic Transcription Factor

Affinity Purification of Sequence-Specific DNA-Binding Proteins
James T. Kadonaga and Robert Tjian

University of California, Berkeley
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5889-5893

The Context

Starting with studies of the lac operon
by Jacob and Monod, it became clear
that transcription is regulated by pro-
teins that bind to specific DNA se-
quences. One of the prototype systems
for studies of gene expression in
eukaryotic cells was the monkey virus
SV40, in which several regulatory
DNA sequences were identified in the
early 1980s. In 1983 William Dynan
and Robert Tjian first demonstrated
that one of these sequence elements
(the GC box) is the spe-
cific binding site of a
protein detectable in
nuclear extracts of hu-
man cells. This protemn
(called Sp1 for speci-
ficity protein 1) not only
binds to the GC box se-
quence; it also stimu-
lates transcription in
vitro, demonstrating that
it is a sequence-specific
transcriptional activator.

To study the mecha-
nism of Spl action, it ;
then became necessary to
obtain the transcription
factor in pure form and
eventually to clone the
Sp1 gene. The isolation of
pure Sp1 thus became a
high priority, but it also
posed a daunting techru
cal challenge.
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Purification of Sp1. Gel electrophoresis of proteins ini-
tially present in the crude nuclear extract (lane 1) and
of proteins obtained after either one or two sequential
cycles of DNA-affinity chromatography (lanes 2 and
3, respectively). The sizes of marker proteins (in kilo-
daltons) are indicated to the left of the gel, and the

Sp1 polypeptides are indicated by arrows.

205.0 §

Sp1 and other transcription factors
appeared to represent only about
0.001% of total cell protein, so they
could not be purified by conventional
biochemical techniques. James Kado-
naga and Robert Tjian solved this
problem by developing a method of
DNA-affinity chromatography that
led to the purification not only of Spl
but also of many other eukaryotic
transcription factors, thereby opening
the door to molecular analysis of tran-
scriptional regulation in eukaryotic
cells

The Experiments

The DNA-affinity chro-
matography method devel-
oped by Kadonaga and
Tjian exploited the specific
high-affinity binding of Sp1
to the GC box sequence,
GGGCGG. Synthetic
oligonucleotides containing
multiple copies of this
sequence were coupled to
solid beads, and a crude
nuclear extract was passed
through a column consist-
ing of beads linked to GC
box DNA. The beads were
then washed to remove
proteins that had failed to
bind specifically to the
oligonucleotides. Finally,
the beads were washed
with a high salt buffer (0.5
3 M KCl), which disrupted
the binding of Sp1 to DNA,
thereby releasing Sp1 from
the column.

Gel electrophoresis
demonstrated that the
crude nuclear extract ini-
tially applied to the column
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was a complex mixture of proteins
(see figure) In contrast, approxi-
mately 90% of the protein recovered
after two cycles of DNA-affinity chro-
matography corresponded to only
two polypeptides, which were identi-
fied as Sp1 by DNA binding and by
their activity in in vitro transcription
assays. Thus, Sp1 had been success-
fully purified by DNA-affinity chro-
matography.

The Impact

In therr 1986 paper, Kadonaga and
Tjian stated that the DNA-affinity
chromatography technique “should
be generally applicable for the purifi-
cation of other sequence-specific
DNA binding proteins.” This predic-
tion has been amply verified; many
eukaryotic transcription factors have
been purified by this method. The
genes that encode still other transcrip-
tion factors have been isolated by an
alternative approach (developed in-
dependently in 1988 in the labora-
tories of Phillip Sharp and Steven
McKnight) in which cDNA expression
libraries are screened with oligonu-
cleotide probes to detect recombinant
proteins that bind specifically to the
desired DNA sequences. The ability
to isolate sequence-specific DNA-
binding proteins by these methods
has led to detailed characterization of
the structure and function of a wide
variety of transcriptional regulatory
proteins, providing the basis for our
current understanding of gene
expression in eukaryotic cells.
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Figure 6.26 Structure of
transcriptional activators
Transcriptional activators consist of
two independent domains. The DNA-
binding domain recognizes a specific
DNA sequence, and the activation do-
main interacts with other components
of the transcriptional machinery.

Activation
domain
\
s

“

) <
DNA-binding Mediator
domain

with high affinity, it was specifically retained on the column while other
proteins were not. Highly purified Sp1 could thus be obtained and used for
further studies, including partial determination of its amino acid sequence,
which in turn led to cloning of the gene for Sp1.

The general method of DNA-affinity chromatography, first optimized for
the purification of Sp1, has been used successfully to isolate a wide variety
of sequence-specific DNA-binding proteins from eukaryotic cells. Genes
encoding other transcription factors have been isolated by screening cDNA
expression libraries to identify recombinant proteins that bind to specific
DNA sequences. The cloning and sequencing of transcription factor cDNAs
has led to the accumulation of a great deal of information on the structure
and function of these critical regulatory proteins.

Structure and Function of Transcriptional Activators

Because transcription factors are central to the regulation of gene expres-
sion, understanding the mechanisms of their action is a major area of ongo-
ing research in cell and molecular biology. The most thoroughly studied of
these proteins are transcriptional activators, which, like Sp1, bind to regu-
latory DNA sequences and stimulate transcription. In general, these factors
consist of two domains: One region of the protein specifically binds DNA;
the other stimulates transcription by interacting with other proteins, includ-
ing components of the transcriptional machinery (Figure 6.26). Transcrip-
tional activators appear to be modular proteins, in the sense that the DNA
binding and activation domains of different factors can frequently be inter-
changed using recombinant DNA techniques. Such manipulations result in
hybrid transcription factors, which activate transcription by binding to pro-
moter or enhancer sequences determined by the specificity of their DNA-
binding domains. It therefore appears that the basic function of the DNA-
binding domain is to anchor the transcription factor to the proper site on
DNA,; the activation domain then independently stimulates transcription
through protein-protein interactions.

Many different transcription factors have now been identified in eukary-
otic cells, as might be expected, given the intricacies of tissue-specific and
inducible gene expression in complex multicellular organisms. Molecular
characterization has revealed that the DNA-binding domains of many of
these proteins are related to one another (Figure 6.27). Zinc finger domains
contain repeats of cysteine and histidine residues that bind zinc ions and
fold into looped structures (“fingers”) that bind DNA. These domains were
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initially identified in the polymerase III transcription factor TFIIIA but are
also common among transcription factors that regulate polymerase II pro-
moters, including Sp1. Other examples of transcription factors that contain
zinc finger domains are the steroid hormone receptors, which regulate gene
transcription in response to hormones such as estrogen and testosterone.
The helix-turn-helix motif was first recognized in prokaryotic DNA-
binding proteins, including the E. coli catabolite activator protein (CAP). In
these proteins, one helix makes most of the contacts with DNA, while the
other helices lie across the complex to stabilize the interaction. In eukaryotic
cells, helix-turn-helix proteins include the homeodomain proteins, which
play critical roles in the regulation of gene expression during embryonic
development The genes encoding these proteins were first discovered as
developmental mutants in Drosophila. Some of the earliest recognized
Drosophila mutants (termed homeotic mutants in 1894) resulted in the devel-
Opment of flies in which one body part was transformed into another. For
€xample, in the homeotic mutant called Antennapedia, legs rather than anten-
Nae grow out of the head of the fly (Figure 6.28). Genetic analysis of these
Mutants, pioneered by Ed Lewis in the 1940s, has shown that Drosophila con-
tains nine homeotic genes, each of which specifies the identity of a different
body segment. Molecular cloning and analysis of these genes then indicated
that they contain conserved sequences of 180 base pairs (called homeo-
Oxes) that encode DNA-binding domains (homeodomains) of transcription
factors. A wide variety of the additional homeodomain protems have since
©en identified in fungi, plants, and other animals, including humans. Verte-
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Figure 6.27 Families of DNA-binding
domains

(A) Zinc finger domains consist of
loops in which an o helix and a 3 sheet
coordinately bind a zinc ion. (B) Helix-
turn-helix domains consist of three (or
in some cases four) helical regions.
One helix (helix 3) makes most of the
contacts with DNA, while helices 1
and 2 lie on top and stabilize the inter-
action. (C) The DNA-binding domains
of leucine zipper proteins are formed
from two distinct polypeptide chains.
Interactions between the hydrophobic
side chains of leucine residues exposed
on one side of a helical region (the
leucine zipper) are responsible for
dimerization. Immediately following
the leucine zipper is a DNA-binding
helix, which is rich in basic amino
acids. (D) Helix-loop-helix domains are
similar to leucine zippers, except that
the dimerization domains of these pro-
teins each consist of two helical regions
separated by a loop.
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Figure 6.28 The Antennapedia
mutation

Antennapedia mutant flies have legs
growing out of their heads in place

of antennae. (A) Head of a normal fly.
(B) Head of an Antennapedia mutant.
(Courtesy of F. Rudolf Turner, Indiana
University.)
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Figure 6.29 Action of transcriptional
activators

Eukaryotic activators stimulate tran-
scription by two mechanisms. They in-
teract with Mediator proteins and gen-
eral transcription factors to facilitate
the assembly of a transcription com-
plex, and they interact with coactiva-
tors that facilitate transcription by
modifying chromatin structure.

2

3
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brate homeobox genes are strikingly similar to their Drosophila counterparts
in both structure and function, demonstrating the highly conserved roles of
these transcription factors in animal development.

Two other families of DNA-binding proteins, leucine zipper and helix-
loop-helix proteins, contain DNA-binding domains formed by dimeriza-
tion of two polypeptide chains. The leucine zipper contains four or five
leucine residues spaced at intervals of seven amino acids, resulting in their
hydrophobic side chains being exposed at one side of a helical region. This
region serves as the dimerization domain for the two protein subunits,
which are held together by hydrophobic interactions between the leucine
side chains. Immediately following the leucine zipper is a region rich in
positively charged amino acids (lysine and arginine) that binds DNA. The
helix-loop-helix proteins are similat in structure, except that their dimeriza-
tion domains are each formed by two helical regions separated by a loop.
An important feature of both leucine zipper and helix-loop-helix transcrip-
tion factors is that different members of these families can dimerize with
each other. Thus, the combination of distinct protein subunits can form an
expanded array of factors that can differ both in DNA sequence recognition
and in transcription-stimulating activities. Both leucine zipper and helix-
loop-helix proteins play important roles in regulating tissue-specific and
inducible gene expression, and the formation of dimers between different
members of these families is a critical aspect of the control of their function.

The activation domains of transcription factors are not as well character-
ized as their DNA-binding domains. Some, called acidic activation
domains, are rich in negatively charged residues (aspartate and glutamate);
others are rich in proline or glutamine residues. The activation domains of
eukaryotic transcription factors stimulate transcription by two distinct
mechanisms (Figure 6.29) First, they interact with Mediator proteins and
general transcription factors, such as TFIIB or TFIID, to recruit RNA poly-
merase and facilitate the assembly of a transcription complex on the pro-
moter, similar to transcriptional activators in bacteria (see Figure 6.10). In
addition, eukaryotic transcription factors interact with a variety of coacti-
vators that stimulate transcription by modifying chromatin structure, as
discussed later in this chapter.

Eukaryotic Repressors

Gene expression in eukaryotic cells is regulated by repressors as well as by
transcriptional activators. Like their prokaryotic counterparts, eukaryotic
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Figure 6.30 Action of eukaryotic repressors

(A) Some repressors block the binding of activators to regulatory sequences. (B)
Other repressors have active repression domains that inhibit transcription by inter-
actions with Mediator proteins or general transcription factors, as well as with
corepressors that act to modify chromatin structure.

repressors bind to specific DNA sequences and inhibit transcription. In
some cases, eukaryotic repressors simply interfere with the binding of other
transcription factors to DNA (Figure 6.30A). For example, the binding of a
repressor near the transcription start site can block the interaction of RNA
polymerase or general transcription factors with the promoter, which is
similar to the action of repressors in bacteria. Other repressors compete
with activators for binding to specific regulatory sequences. Some such
repressors contain the same DNA-binding domain as the activator but lack
its activation domain. As a result, their binding to a promoter or enhancer
blocks the binding of the activator, thereby inhibiting transcription.

In contrast to repressors that simply interfere with activator binding,
many repressors (called active repressors) contain specific functional
domains that inhibit transcription via protein-protein interactions (Figure
6.30B). The first such active repressor was described in 1990 during studies
of a gene called Kriippel, which is involved in embryonic development in
Drosophila. Molecular analysis of the Kriippel protein demonstrated that it
contains a discrete repression domain, which is linked to a zinc finger
DNA-binding domain. The Kruppel repression domain could be inter-
changed with distinct DNA-binding domains of other transcription factors.
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These hybrid molecules also repressed transcription, indicating that the
Kriippel repression domain inhibits transcription via protein-protein inter-
actions, irrespective of its site of binding to DNA.

Many active repressors have since been found to play key roles in the
regulation of transcription in animal cells, in many cases serving as critical
regulators of cell growth and differentiation. As with transcriptional activa-
tors, several distinct types of repression domains have been identified. For
example, the repression domain of Kriippel is rich in alanine residues,
whereas other repression domains are rich in proline or acidic residues. The
functional targets of repressors are also diverse, repressors can inhibit tran-
scription by interacting with specific activator proteins, with Mediator pro-
teins or general transcription factors, and with corepressors that act by
modifymg chromatin structure.

The regulation of transcription by repressors as well as by activators con-
siderably extends the range of mechanisms that control the expression of
eukaryotic genes. One important role of repressors may be to inhibit the
expression of tissue-specific genes in inappropriate cell types. For example,
as noted earlier, a repressor-binding site in the immunoglobulin enhancer is
thought to contribute to its tissue-specific expression by suppressing tran-
scription in nonlymphoid cell types. Other repressors play key roles in the
control of cell proliferation and differentiation in response to hormones and
growth factors (see Chapters 13 and 14).

Relationship of Chromatin Structure to Transcription

As noted in the preceding discussion, both activators and repressors regu-
late transcription in eukaryotes not only by interacting with other compo-
nents of the transcriptional machinery, but also by inducing changes in the
structure of chromatin. Rather than being present within the nucleus as
naked DNA, the DNA of all eukaryotic cells is tightly bound to histones.
The basic structural unit of chromatin is the nucleosome, which consists of
146 base pairs of DNA wrapped around two molecules each of histones
H2A, H2B, H3, and H4, with one molecule of histone H1 bound to the DNA
as it enters the nucleosome core particle (see Figure 4.12). The chromatin is
then further condensed by being coiled into higher-order structures organ-
ized into large loops of DNA. This packaging of eukaryotic DNA in chro-
matin clearly has important consequences in terms of its availability as a
template for transcription, so chromatin structure is a critical aspect of gene
expression in eukaryotic cells.

Actively transcribed genes are found in relatively decondensed chro-
matin, probably corresponding to the 30-nm chromatin fibers discussed in
Chapter 4 (see Figure 4.13). For example, microscopic visualization of the
polytene chromosomes of Drosophila indicates that regions of the genome
that are actively engaged in RNA synthesis correspond to decondensed
chromosome regions (Figure 6.31). Nonetheless, actively transcribed genes
remain bound to histones and packaged in nucleosomes, so transcription
factors and RNA polymerase are still faced with the problem of interacting
with chromatin rather than with naked DNA. The tight winding of DNA
around the nucleosome core particle is a major obstacle to transcription,
affecting both the ability of transcription factors to bind DNA and the abil-
ity of RNA polymerase to transcribe through a chromatin template.

Several modifications are characteristic of transcriptionally active chro-
matin, including modifications of histones, rearrangements of nucleosomesr
and the association of two nonhistone chromosomal proteins, called
HMGN proteins, with the nucleosomes of actively transcribed genes. The
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binding sites of the HMGN proteins on nucleosomes overlap the binding
site of histone H1, and it appears that HMGN proteins stimulate transcrip-
tion by altering the interaction of histone H1 with nucleosomes to maintain
a decondensed chromatin structure.

Histone acetylation has been correlated with transcriptionally active
chromatin in a wide variety of cell types (Figure 6.32). The core histones
(H2A, H2B, H3 and H4) have two domains: a histone fold domain, which is
involved in interactions with other histones and in wrapping DNA around
the nucleosome core particle, and an amino-terminal tail domain, which
extends outside of the nucleosome. The amino-terminal tail domains are rich
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Figure 6.31 Decondensed
chromosome regions in Drosophila
Alight micrograph showing decon-
densed regions of polytene chromo-
somes (arrows), which are active in
RNA synthesis. (Courtesy of Joseph
Gall, Carnegie Institute.)

Figure 6.32 Histone acetylation

(A) The core histones have histone-fold
domains, which interact with other hi-
stones and with DNA in the nucleo-
some, and N-terminal tails, which ex-
tend outside of the nucleosome. The
N-termunal tails of the core histones
(e.g., H3) are modified by the addition
of acetyl groups (Ac) to the side chains
of specific lysine residues (B) Tran-
scriptional activators and repressors
are associated with coactivators and
corepressors, which have histone
acetyltransferase (HAT) and histone
deacetylase (HDAC) activities, respec-
tively. Histone acetylation is character-
istic of actively transcribed chromatin
and may weaken the binding of his-
tones to DNA or alter their interactions
with other proteins.
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Figure 6.33 Histone methylation
and phosphorylation

Transcriptional activity of chromatin is
affected by methylation and phospho-
rylation of specific amino acid residues
in histone tails, as well as by their
acetylation. For example, transcrip-
tionally active chromatin is character-
ized by methylation of H3 lysine-4,
phosphorylation of serine-10, and
acetylation of lysine-9 and lysine-14. In
contrast, inactive chromatin is charac-
terized by methylation of H3 lysine-9.

in lysine and can be modified by acetylation at specific lysine residues.
Acetylation reduces the net positive charge of the histones, and may weaken
their binding to DNA as well as altering their interactions with other pro-
teins. Moreover, acetylation of histones has been shown to facilitate the bind-
ing of transcription factors to nucleosomal DNA, indicating that histone
acetylation increases the accessibility of chromatin to DNA-binding proteins.

Studies from two groups of researchers in 1996 provided direct links
between histone acetylation and transcriptional regulation by demonstrat-
ing that transcriptional activators and repressors are associated with his-
tone acetyltransferases and deacetylases, respectively. This association was
first revealed by cloning a gene encoding a histone acetyltransferase from
Tetrahymena. Unexpectedly, the sequence of this histone acetyltransferase
was closely related to a previously known yeast transcriptional coactivator
called Gen5p, which stimulates transcription in association with several dif-
ferent sequence-specific transcriptional activators. Further experiments
revealed that Gen5p itself has histone acetyltransferase activity, suggesting
that transcriptional activation results directly from histone acetylation.
These results have been extended by demonstrations that histone acetyl-
transferases are also associated with a number of mammalian transcrip-
tional coactivators, as well as with the general transcription factor TFIID.
Conversely, many transcriptional corepressors in both yeast and mam-
malian cells function as histone deacetylases, which remove the acetyl
groups from histone tails. Histone acetylation is thus targeted directly by
both transcriptional activators and repressors, indicating that it plays a key
role in regulation of eukaryotic gene expression.

Histones are modified not only by acetylation, but also by phosphoryla-
tion of serine residues, methylation of lysine and arginine residues, and
addition of ubiquitin (a small peptide discussed in Chapter 7) to lysine
residues. Like acetylation, these modifications occur at specific amino acid
residues in the histone tails and are associated with changes in transcrip-
tional activity (Figure 6.33). In addition to affecting chromatin structure, it
has been proposed that specific histone modifications affect gene expression
by providing binding sites for other transcriptional regulatory proteins.
According to this hypothesis, combinations of specific histone modifications
constitute a “histone code” that regulates gene expression by recruiting
other regulatory proteins to the chromatin template. For example, transcrip-
tionally active chromatin is associated with several specific modifications of
histone H3, including methylation of lysine-4, phosphorylation of serine-10
and acetylation of lysine-9 and lysine-14. In contrast, methylation of lysine-9
is associated with repression, and the enzyme that catalyzes methylation of
H3 lysine-9 is recruited to target genes by corepressors. The methylated H3
lysine-9 residues have further been shown to serve as binding sites for pro-
teins that induce chromatin condensation, directly linking this histone mod-
ification to transcriptional repression.
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It is notable that these modifications of histone tails regulate one
another, leading to the establishment of distinct patterns of histone
modification that correlate with transcriptional activity. For example,

hosphorylation of H3 serine-10 promotes acetylation of lysine-14 but
inhibits methylation of lysine-9, leading to the establishment of a pat-
tern of H3 modification that is characteristic of transcriptionally active
chromatin. Methylation of lysine-4 also inhibits methylation of lysine-
9, and vice versa, consistent with the opposing effects of methylation
of these two lysine residues on transcriptional activation versus repres-
sion. The interplay between modifications of these different residues
thus results in patterns of histone modification that may provide a sta-
ble regulatory code for the transcriptional activity of chromatin.

In contrast to the enzymes that regulate chromatin structure by
modifying histones, nucleosome remodeling factors are protein com-
plexes that alter the arrangement or structure of nucleosomes, without
removing or covalently modifying the histones (Figure 6.34). One
mechanism by which nucleosome remodeling factors act is to catalyze the
sliding of histone octamers along the DNA molecule, thereby repositioning
nucleosomes to change the accessibility of specific DNA sequences to tran-
scription factors. Alternatively, nucleosome remodeling factors may act by
inducing changes in the conformation of nucleosomes, again affecting the
ability of specific DNA sequences to interact with transcriptional regulatory
proteins. Like histone modifying enzymes, nucleosome remodeling factors
can be recruited to DNA in association with either transcriptional activators
or repressors, and can alter the arrangement of nucleosomes to either stim-
ulate or inhibit transcription.

The recruitment of histone modifying enzymes and nucleosome remod-
eling factors by transcriptional activators stimulates the initiation of tran-
scription by altering the chromatin structure of enhancer and promoter
regions. However, following the initiation of transcription, RNA poly-
merase is still faced with the problem of transcriptional elongation through
a chromatin template. Perhaps surprisingly, the packaging of DNA in nucle-
osomes does not present an impassable barrier to RNA polymerase, which
is able to transcribe through a nucleosome core by disrupting histone-DNA
contacts. The ability of RNA polymerase to transcribe chromatin templates
is facilitated by the association of HMGN proteins with the nucleosomes of
actively transcribed genes, as well as by elongation factors that become
associated with the phosphorylated C-terminal domain of RNA polymerase
Il when transcription is initiated (see Figure 6.14). These elongation factors
recruit histone acetyltransferases, as well as acting directly to disrupt nucle-
0some structure during transcription.

Regulation of Transcription by Noncoding RNAs

A series of recent advances indicate that gene expression can be regulated
Not only by the transcriptional regulatory proteins discussed so far, but also
¥ noncoding regulatory RNA molecules. One mode of action of noncoding
Tegulatory RNAs is to inhibit translation by RNA interference; a phenome-
fon in which short double-stranded RN As induce degradation of a homol-
98ous mRNA (see Figure 3.41). In addition, noncoding RNAs appear to
play important roles in repressing transcription at some chromosomal loci
Y Inducing histone modifications that lead to chromatin condensation and
¢ formation of heterochromatin. Although much remains to be learned
goncerning their mechanmism of action, noncoding RNAs clearly play impor-
ANt roles in regulating chromatin structure and function in eukaryotic cells.
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Figure 6.34 Nucleosome remodeling
factors

Nucleosome remodeling factors alter
the arrangement or structure of nucleo-
somes. For example, a nucleosome re-
modeling factor can facilitate the bind-
ing of transcription factors to chro-
matin by repositioning nucleosomes
on the DNA.
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Figure 6.35 X chromosome
inactivation
The inactive X chromosome (blue)

is coated by Xist RNA (red). (From B.

Panning and R. Jaenisch, 1998. Cell
93: 305.)
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Figure 6.36 DNA methylation
A methyl group is added to the 5-

carbon position of cytosine residues
in DNA.

The phenomenon of X chromosome inactivation provides an exam-
ple of the role of a noncoding RNA in regulating gene expression in
mammals. In many animals, including humans, females have two X
chromosomes, and males have one X and one Y chromosome. The X
chromosome contains hundreds of genes that are not present on the
much smaller Y chromosome (see Figure 4.29). Thus, females have twice
as many copies of most X chromosome genes as males have. Despite this
difference, female and male cells contain equal amounts of the proteins
encoded by the majority of X chromosome genes. This results from a
dosage compensation mechanism in which most of the genes on one of
the two X chromosomes in female cells are inactivated by being con-
verted to heterochromatin early in development. Consequently, only

one copy of most genes located on the X chromosome are available for tran-
scription in either female or male cells.

Although the mechanism of X chromosome inactivation is not yet fully
understood, the key element appears to be a noncoding RNA transcribed
from a regulatory gene, called Xist, on the inactive X chromosome. Xist
RNA remains localized to the inactive X, binding to and coating this chro-
mosome (Figure 6.35). In addition, Xist RNA recruits regulatory proteins
that repress transcription of most genes on the inactive X. Although these
proteins remain to be identified, it is clear that a principal effect of Xist RNA
is the induction of methylation of histone H3 lysine-9, leading to chromatin
condensation and conversion of the inactive X to heterochromatin.

Noncoding RNAs have also been recently shown to play a key role in
transcriptional silencing and formation of heterochromatin at the cen-
tromeres of the fission yeast Schizosaccharomyces pombe. In this case, RNAs
homologous to repeated centromeric DNA sequences act to repress tran-
scription and induce heterochromatin formation at the centromere. Asin X
chromosome inactivation, methylation of histone H3 lysine-9 is an early
event in formation of heterochromatin at yeast centromeres. Interestingly,
the action of regulatory centromeric RNAs in S. pombe requires their con-
version to small double-stranded RNA molecules by the cellular machinery
responsible for generating the small interfering RNAs that block gene
expression by targeting mRNAs for degradation.

DNA Methylation

The methylation of DNA is another general mechanism by which control of
transcription in vertebrates is linked to chromatin structure. Cytosine
residues in vertebrate DNA can be modified by the addition of methyl
groups at the 5-carbon position (Figure 6.36). DNA is methylated specifi-
cally at the C’s that precede G’s in the DNA chain (CpG dinucleotides). This
methylation is correlated with reduced transcriptional activity of genes that
contain high frequencies of CpG dinucleotides in the vicinity of their pro-
moters. Methylation inhibits transcription of these genes by interfering with
the binding of some transcriptional activators, as well as by recruiting
repressors that specifically bind methylated DNA. The repressors that bind
methylated DNA function as complexes with histone deacetylases, linking
DNA methylation to alterations in histone acetylation and nucleosome
structure.

Although DNA methylation is capable of inhibiting transcription, it gen-
erally appears that only genes that are already repressed become methy-
lated. Rather than being the primary cause of transcriptional inactivatior,
DNA methylation may serve principally to stabilize and maintain gene
inactivation during development. For example, genes on the inactive X
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chromosome become methylated following transcriptional repression by
Xist RNA and the methylation of histone H3 lysine-9, which may serve to
target the enzymes responsible for inducing DNA methylation to inactive

enes. In plants, it has also been suggested that noncoding RNAs target
DNA methylation of repressed genes.

One important regulatory role of DNA methylation has been established
in the phenomenon known as genomic imprinting, which controls the
expression of some genes involved in the development of mammalian
embryos. In most cases, both the paternal and maternal alleles of a gene are
expressed in diploid cells. However, there are a few imprinted genes (over
two dozen have been described in mice and humans) whose expression
depends on whether they are inherited from the mother or from the father.
In some cases, only the paternal allele of an imprinted gene is expressed,
and the maternal allele is transcriptionally inactive. For other imprinted
genes, the maternal allele is expressed and the paternal allele is inactive.

DNA methylation appears to play a key role in distinguishing between
the paternal and maternal alleles of imprinted genes. A good example is the
gene H19, which is transcribed only from the maternal copy (Figure 6.37).
The H19 gene is specifically methylated during the development of male,
but not female, germ cells. The union of sperm and egg at fertilization
therefore yields an embryo containing a methylated paternal allele and an
unmethylated maternal allele of the gene. These differences in methylation
are maintained following DNA replication by an enzyme that specifically
methylates CpG sequences of a daughter strand that is hydrogen-bonded to
a methylated parental strand (Figure 6.38). The paternal H19 allele therefore
remains methylated, and transcriptionally inactive, in embryonic cells and
somatic tissues. However, the paternal H19 allele becomes demethylated in
the germ line, allowing a new pattern of methylation to be established for
transmittal to the next generation.

RNA Processing and Turnover

Although transcription is the first and most highly regulated step in gene
expression, it is usually only the beginning of the series of events required
to produce a functional RNA. Most newly synthesized RNAs must be mod-
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Figure 6.37 Genomic imprinting

The H19 gene is specifically methylat-
ed during development of male germ
cells. Therefore, sperm contain a
methylated H19 allele and eggs contain
an unmethylated allele. Following fer-
tilization, the methylated paternal al-
lele remains transcriptionally inactive,
and only the unmethylated maternal
allele is expressed in the embryo.

Active - Inactive
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allele allele

Figure 6.38 Maintenance of
methylation patterns

In parental DNA, both strands are
methylated at complementary CpG
sequences. Following replication, only
the parental strand of each daughter
molecule is methylated. The newly
synthesized daughter strands are then
methylated by an enzyme that specifi-
cally recognizes CpG sequences oppo-
site a methylation site.
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Figure 6.39 Processing of
ribosomal RNAs

Prokaryotic cells contain three rRNAs
(168, 235, and 5S), which are formed by
cleavage of a pre-rRNA transcript. Eu-
karyotic cells (e.g., human cells) con-
tain four rRINAs. One of these (55
rRNA) is transcribed from a separate
gene; the other three (185, 285, and
5.8S) are derived from a common pre-
fRNA. Following cleavage, the 5.85
rRNA (which is unique to eukaryotes)
becomes hydrogen-bonded to 285
rRNA.

ified in various ways to be converted to their functional forms. Bacterial
mRNAs are an exception; they are used immediately as templates for pro-
tein synthesis while still being transcribed. However, the primary tran-
scripts of both rRNAs and tRNAs must undergo a series of processing steps
in prokaryotic as well as eukaryotic cells. Primary transcripts of eukaryotic
mRNAs similarly undergo extensive modifications, including the removal
of introns by splicing, before they are transported from the nucleus to the
cytoplasm to serve as templates for protein synthesis. Regulation of these
processing steps provides an additional level of control of gene expression,
as does regulation of the rates at which different mRNAs are subsequently
degraded within the cell.

Processing of Ribosomal and Transfer RNAs

The basic processing of ribosomal and transfer RNAs in prokaryotic and
eukaryotic cells is similar, as might be expected given the fundamental roles
of these RN As in protein synthesis. As discussed previously, eukaryotes
have four species of ribosomal RNAs (see Table 6.1), three of which (the 285,
18S, and 5.8S rRNAs) are derived by cleavage of a single long precursor
transcript, called a pre-rRNA (Figure 6.39). Prokaryotes have three riboso-
mal RNAs (23S, 16S, and 5S), which are equivalent to the 285, 18S, and 35S
rRNAs of eukaryotic cells and are also formed by the processing of a single
pre-rRNA transcript. The only rRNA that is not processed extensively is the
55 rRNA in eukaryotes, which is transcribed from a separate gene.
Prokaryotic and eukaryotic pre-rRNAs are processed in several steps. Ini-
tial cleavages of bacterial pre-rRNA yield separate precursors for the three
individual rRNAs; these are then further processed by secondary cleavages
to the final products. In eukaryotic cells, pre-rRNA is first cleaved at a site
adjacent to the 5.85 rRNA on its 5’ side, yielding two separate precursors that
contain the 18S and the 285 + 5.85 rRNAs, respectively. Further cleavages
then convert these to their final products, with the 5.85 TRNA becoming

Prokaryotes
16S 23S 55
Pre-rRNA (5.5 kb)
16S 23§ 58
58
165 (1.5 kb) 235 (2.9 kb) (0.12 kb)
Mature rRNAs
Eukaryotes
18S 5.85 285
Pre-rRNA (13 kb)
18S l 5.85 285
[ I 1
l 5.85
0.16 kb
18S (1.9 kb, (016 ko)
Mature rRNAs ]
28S (5 kb)
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h drogen-bonded to the 285 molecule. In addition to these cleavages, rRNA
y essing involves the addition of methyl groups to the bases and sugar
1ro’ce’cies of specific nucleotides. Processing of rRNA takes place within the

mOIleolus of eukaryotic cells, and will be discussed in detail in Chapter 8.
nuiike rRNAs, tRNAs in both bacteria and eukaryotes are synthesized as
longer precursor molecules (pre-tRNAs), some of which contain several
individual tRNA sequences (Figure 6.40). In bacteria, some tRNAs are
included in the pre-rRNA transcripts. The processing of the 5’ end of pre-
{RNAs involves cleavage by an enzyme called RNase P, which is of special
interest because it is a prototypical model of a reaction catalyzed by an
RNA enzyme. RNase P consists of RNA and protein molecules, both of
which are required for maximal activity. In 1983 Sidney Altman and his col-
leagues demonstrated that the isolated RNA component of RNase P is itself
capable of catalyzing pre-tRNA cleavage. These experiments established
that RNase P is a ribozyme—an enzyme in which RNA rather than protein
is responsible for catalytic activity.

The 3’ end of tRNAs is generated by the action of a conventional protein
RNase, but the processing of this end of the tRNA molecule also involves an
unusual activity: the addition of a CCA terminus. All tRNAs have the
sequence CCA at their 3’ ends. This sequence is the site of amino acid attach-
ment, so it is required for tRNA function during protein synthesis. The CCA
terminus is encoded in the DNA of some tRNA genes, but in others it 1s not,
instead being added as an RNA processing step by an enzyme that recog-
nizes and adds CCA to the 3" end of all tRNAs that lack this sequence.

Figure 6.40 Processing of transfer RNAs

(A) Transfer RNAs are derived from pre-tRNAs, some of which contain several in-
dividual tRNA molecules. Cleavage at the 5 end of the tRNA is catalyzed by the
RNase P ribozyme; cleavage at the 3’ end is catalyzed by a conventional protein
RNase. A CCA terminus is then added to the 3’ end of many tRNAs in a posttran-
scriptional processing step. Finally, some bases are modified at characteristic posi-
tions in the tRNA molecule. In this example, these modified nucleosides include di-
hydrouridine (DHU), methylguanosine (mG), inosine (D), ribothymidine (T), and
pseudouridine (). (B) Structure of modified bases. Ribothymidine, dihydrouri-
dine, and pseudouridine are formed by modification of uridines in tRNA. Inosine
and methylguanosine are formed by the modification of guanosines.
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Another unusual aspect of tRNA processing is the extensive modifica-
tion of bases in tRNA molecules. Approximately 10% of the bases in tRNAs
are altered to yield a variety of modified nucleotides at specific positions in
tRNA molecules (see Figure 6.40). The functions of most of these modified
bases are unknown, but some play important roles in protein synthesis by
altering the base-pairing properties of the tRNA molecule (see Chapter 7).

Some pre-tRNAs, as well as pre-rRNAs in a few organisms, contain
introns that are removed by splicing. In contrast to other splicing reactions,
which (as discussed in the next section) involve the activities of catalytic
RNAs, tRNA splicing is mediated by conventional protein enzymes. An
endonuclease cleaves the pre-tRNA at the splice sites to excise the intron,
followed by joining of the exons to form a mature tRNA molecule.

Processing of mRNA in Eukaryotes

In contrast to the processing of ribosomal and transfer RNAs, the process-
ing of messenger RNAs represents a major difference between prokaryotic
and eukaryotic cells. In bacteria, ribosomes have immediate access to
mRNA and translation begins on the nascent mRNA chain while transcrip-
tion is still in progress. In eukaryotes, nRNA synthesized in the nucleus
must first be transported to the cytoplasm before it can be used as a tem-
plate for protein synthesis. Moreover, the initial products of transcription in
eukaryotic cells (pre-mRNAs) are extensively modified before export from
the nucleus. The processing of mRNA includes modification of both ends of
the intial transcript, as well as the removal of introns from its middle (Fig-
ure 6.41). Rather than occurring as independent events following synthesis
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e Figure 6.41 Processing of eukaryotic messenger RNAs
l Base 2 The processing of mRNA involves modification of the 5’ terminus by capping with
5 CH, O 7-methylguanosine (m’G), modification of the 3’ terminus by polyadenylation, and
Cl/ \C removal of introns by splicing. The 5’ cap is formed by the addition of a GTP in re-
|\ | | / { verse orientation to the 5" end of the mRNA, forming a 5™-to-5" linkage. The added
C o C G is then methylated at the N-7 position, and methyl groups are added to the ri-
‘ lO _ boses of the first one or two nucleotides in the mRNA.
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of a pre-mRNA, these processing reactions are coupled to transcription, so
that mRNA synthesis and processing are closely coordinated steps in gene
expression. The C-terminal domain (CTD) of RNA polymerase II plays a
key role in coordinating these processes by serving as a binding site for the
enzyme complexes involved in mRNA processing. The association of these
processing enzymes with the CTD of polymerase IT accounts for their speci-
ficity in processing mRNAs; polymerases I and Il lack a CTD, so their tran-
scripts are not processed by the same enzyme complexes.

The first step in mMRNA processing is the modification of the 5’ end of the
transcript by the addition of a structure called a 7-methylguanosine cap.
The enzymes responsible for capping are recruited to the phosphorylated
CTD following initiation of transcription, and the cap is added after tran-
scription of the first 20-30 nucleotides of the RNA. Capping is initiated by
the addition of a GTP in reverse orientation to the 5 terminal nucleotide of
the RNA. Then methyl groups are added to this G residue and to the ribose
moieties of one or two 5" nucleotides of the RNA chain. The 5’ cap stabilizes
the RNA, as well as aligning eukaryotic mRNAs on the ribosome during
translation (see Chapter 7).

The 3" end of most eukaryotic mRNAs is defined not by termination of
transcription, but by cleavage of the primary transcript and addition of a
poly-A tail—a processing reaction called polyadenylation (Figure 6.42). The
signals for polyadenylation include a highly conserved hexanucleotide
(AAUAAA in mammalian cells), which is located 10 to 30 nucleotides
upstream of the site of polyadenylation, and a G-U rich downstream
sequence element. In addition, some genes have a U-rich sequence element
upstream of the AAUAAA. These sequences are recognized by a complex of
proteins, including an endonuclease that cleaves the RNA chain and a sepa-
rate poly-A polymerase that adds a poly-A tail of about 200 nucleotides to
the transcript. These processing enzymes are associated with the phospho-
rylated CTD of RNA polymerase II, and may travel with the polymerase all
the way from the transcription initiation site. Cleavage and polyadenylation
signal the termination of transcription, which usually occurs several hun-
dred nucleotides downstream of the site of poly-A addition.

Almost all mRNAs in eukaryotes are polyadenylated, and poly-A tails
have been shown to regulate both translation and mRNA stability. In addi-
tion, polyadenylation plays an important regulatory role in early develop-
ment, where changes in the length of poly-A tails control mRNA transla-
tion. For example, many mRNAs are stored in unfertilized eggs in an
untranslated form with short poly-A tails (usually 30 to 50 nucleotides
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Figure 6.42 Formation of the 3’
ends of eukaryotic mRNAs
Polyadenylation signals in mam-
malian cells consist of the hexanu-
cleotide AAUAAA in addition to
upstream and downstream (G-U
rich) elements. An endonuclease
cleaves the pre-mRNA 10 to 30 nu-
cleotides downstream of the
AAUAAA, usually at a CA se-
quence. Poly-A polymerase then
adds a poly-A tail consisting of
about 200 A’s to the 3’ end of the
RNA.
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Figure 6.43 In vitro splicing

A gene contaming an intron is cloned
downstream of a promoter (P) recog-
nuzed by a bacteriophage RNA poly-
merase. The plasmid is digested with a
restriction enzyme that cleaves at the 3’
end of the inserted gene to yield a lin-
ear DNA molecule. This DNA is then
transcribed in vitro with the bacterio-
phage polymerase to produce pre-
mRNA. Splicing reactions can then be
studied in vitro by addition of this pre-
mRNA to nuclear extracts of mam-
malian cells.
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bacteriophage —_ _—Restriction enzyme site
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P Exon 1 Intron 1 Exon 2
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Y
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long). Fertilization stimulates the lengthening of the poly-A tails of these
stored mRNAs, which in turn activates their translation and the synthesis of
proteins required for early embryonic development.

The most striking modification of pre-mRNAs is the removal of introns
by splicing. As discussed in Chapter 4, the coding sequences of most
eukaryotic genes are interrupted by noncoding sequences (introns) that are
precisely excised from the mature mRNA. In mammals, most genes contain
multiple introns, which typically account for about ten times more pre-
mRNA sequences than the exons do. The unexpected discovery of introns
in 1977 generated an active research effort directed toward understanding
the mechanism of splicing, which had to be highly specific to yield func-
tional mRNAs. Further studies of splicing have not only illuminated new
mechanisms of gene regulation; they have also revealed novel catalytic
activities of RNA molecules.

Splicing Mechanisms

The key to understanding pre-mRNA splicing was the development of in
vitro systems that efficiently carried out the splicing reaction (Figure 6.43)-
Pre-mRNAs were synthesized in vitro by the cloning of structural genes
(with their introns) adjacent to promoters for bacteriophage RNA poly-
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Figure 6.44 Splicing of pre-mRNA

The splicing reaction proceeds in two steps. The first step involves cleavage at the
5" splice site (55) and joining of the 5’ end of the intron to an A within the intron
(the branch point). This reaction yields a lariat-like intermediate, in which the in-
tron forms a loop. The second step is cleavage at the 3’ splice site and simultaneous
ligation of the exons, resulting in excision of the intron as a lariat-like structure.

merases, which could readily be isolated in large quantities. Transcription
of these plasmids could then be used to prepare large amounts of pre-
mRNAs that, when added to nuclear extracts of mammalian cells, were
found to be correctly spliced. As with transcription, the use of such in vitro
systems has allowed splicing to be analyzed in much greater detail than
would have been possible in intact cells.

Analysis of the reaction products and intermediates formed in vitro
revealed that pre-mRNA splicing proceeds in two steps (Figure 6.44). First,
the pre-mRNA is cleaved at the 5" splice site, and the 5 end of the intron is
joined to an adenine nucleotide within the intron (near its 3’ end). In this
step an unusual bond forms between the 5" end of the intron and the 2’
hydroxyl group of the adenine nucleotide. The resulting intermediate is a
lariat-like structure, in which the intron forms a loop. The second step in
splicing then proceeds with simultaneous cleavage at the 3 splice site and
ligation of the two exons. The intron is thus excised as a lariat-like structure,
which is then Iinearized and degraded within the nucleus of intact cells.

These reactions define three critical sequence elements of pre-mRNAs:
sequences at the 5’ splice site, sequences at the 3’ splice site, and sequences
within the intron at the branch point (the point at which the 5" end of the
intron becomes ligated to form the lariat-like structure) (see Figure 6.44).
Pre-mRNAs contain similar consensus sequences at each of these positions,
allowing the splicing apparatus to recognize pre mRNAs and carry out the
cleavage and ligation reactions involved in the splicing process.

Biochemical analysis of nuclear extracts has revealed that splicing takes
Place in large complexes, called spliceosomes, composed of proteins and
RNAs. The RNA components of the spliceosome are five types of small
Nuclear RNAs (snRNAs) called U1, U2, U4, U5, and U6. These snRNAs,
Which range in size from approximately 50 to nearly 200 nucleotides, are

139



268

Chapter 6

KEY EXPERIMENT

The Discovery of snRNPs

Antibodies to small nuclear RNAs complexed with proteins are
produced by patients with systemic lupus erythematosus
Michael R. Lerner and Joan A. Steitz

Yale University, New Haven, Connecticut

Proceedings of the National Academy of Sciences, USA, 1979, Volume 76, pages

5495-5499

The Context

The discovery of introns in 1977
implied that a totally unanticipated
processing reaction was required to
produce mRNA in eukaryotic cells.
Introns had to be preasely excised
from pre-mRNA, followed by the
joining of exons to yield a mature
mRNA molecule. Given the unex-
pected nature of pre-mRNA splicing,
understanding the mechanism of the
splicing reaction captivated the atten-
tion of many molecular biologists.
One of the major steps in elucidating
this mechanism was the discovery of
snRNPs and their involvement in pre-
mRNA splicing.

Small nuclear RNAs were first
identified in eukaryotic cells in the
late 1960s. However, the function of
snRNAs remained unknown. In this
1979 paper, Michael Lerner and Joan
Steitz demonstrated that the most
abundant snRNAs were present as
RNA-protein complexes called
snRNPs. In addition, they provided
the first suggestion that these RNA-
protein complexes might function in
pre-mRNA splicing. This identifica-
tion of snRNPs led to a variety of
experiments that confirmed their roles
and elucidated the mechamsm by
which pre-mRNA splicing takes place.

The Experiments

The identification of snRINPs was
based on the use of antisera from
patients with systemic lupus erythe-
matosus, an autoimmune disease in
which patients produce antibodies
against their own normal cell con-
stituents. Many of the antibodies pro-
duced by systemic lupus erythemato-
sus patients are directed against

components of the nucleus, including
DNA, RNA, and histones. The discov-
ery of snRNPs arose from studies in
which Lerner and Steitz sought to
characterize two antigens, called
ribonucleoprotein (RNP) and Sm, that
were recognized by antibodies from
systemic lupus erythematosus
patients. Indirect data suggested that
RNP consisted of both protein and
RNA, as its name implies, but neither
RN nor Sm had been characterized
at the molecular level.

To identify possible RNA compo-
nents of the RNP and Sm antigens,

b3

Us gk
ue

Immunoptecipitation of snRNAs with anti-
sera from systemuc lupus erythematosus
patients. Lane 1, anti-Sm; lane 2,normal
control serum; lane 3, antiserum recogniz-
ing primarily the RNP antigen; lane 4, anti-
RNP. Note that a nonspecific RNA desig-
nated X is present in all immunoprecipi-
tates, including the control.
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nuclear RNAs of mouse cells were
radiolabeled with *P and immuno-
precipitated with antisera from differ-
ent systemic lupus erythematosus
patients (see Figure 3.30). Six specific
species of snRNAs were found to be
selectively immunoprecipitated by
antisera from different patients, but
not by serum from a normal control
patient (see figure). Anti-Sm serum
immunoprecipitated all six of these
snRNAs, which were designated Ula,
Ulb, U2, U4, U5, and U6. Anti-RNP
serum immunoprecipitated only Ula
and Ulb, and serum from a third
patient (which had been characterized
as mostly anti RNP) immunoprecipi-
tated Ula, Ulb, and U6. The immuno-
precipitated snRNAs were further
characterized by sequence analysis,
which demonstrated that Ula, Ulb,
and U2 were identical to the most
abundant snRNAs previously
reported in mammalian nuclei, with
Ula and Ulb representing sequence
variants of a single species of Ul
snRNA present in human cells. In
contrast, the U4, U5, and U6 snRNAs
were newly identified by Lerner and
Steitz in these experiments.
Importantly, the immunoprecpita-
tion of these snRNAs demonstrated
that they were components of RNA-
protein complexes. The anti-Sm
serum, which immunoprecipitated all
six of the snRNAs, had previously
been shown to be directed against a
protein antigen. Similarly, protein was
known to be required for antigen
recognition by anti-RNP serum. More-

,_.ﬁ-ﬁ-’



over, Lerner and Steitz showed that
none of the snRNAs could be
immunoprecipitated if protemn was
first removed by extraction of the
RNAs with phenol. Further analysis of
cells in which proteins had been radio-
labeled with *S-methionine identified
seven prominent nuclear proteins that
were immunoprecipitated along with
the snRNAs by anti-Sm and anti-RNP
sera. These data therefore indicated
that each of the six snRINAs was pres-
ent in an snRNP complex with specific
nuclear proteins.

The Impact

The finding that snRNAs were com-
ponents of snRNPs that were recog-

nized by specific antisera opened a
new approach to studying snRNA
function. Lerner and Steitz noted that
a “most intriguing” possible role for
snRNAs might be in pre-mRNA splic-
ing, and pointed out that sequences
near the 5" terminus of Ul snRNA
were complementary to splice sites.
Steitz and her colleagues then pro-
ceeded with a series of experiments
that established the critical involve-
ment of snRNPs in splicing These
studies included more extensive
sequence analysis that demonstrated
the complementarity of conserved 5’
sequences of Ul snRNA to the con-
sensus sequences of 5 splice sites,
suggesting that Ul functioned in 5’

RNA Synthesis and Processing

complexed with six to ten protein molecules to form small nuclear ribonu-
cleoprotein particles (snRNPs), which play central roles in the splicing
process. The U1, U2, and U5 snRNPs each contain a single snRNA molecule,
whereas U4 and U6 snRNAs are complexed to each other in a single snRNP.

The first step in spliceosome assembly is the binding of U1 snRNP to the
5" splice site of pre-mRNA (Figure 6.45). This recognition of 5 splice sites
involves base pairing between the 5’ splice site consensus sequence and a
complementary sequence at the 5" end of U1 snRNA (Figure 6.46). U2
snRNP then binds to the branch point, by similar complementary base pair-
ing between U2 snRNA and branch point sequences. A preformed complex
consisting of U4/U6 and U5 snRNPs is then incorporated into the spliceo-
some, with U5 binding to sequences upstream of the 5’ splice site. The splic-
ing reaction is then accompanied by rearrangements of the snRNAs. Prior
to the first reaction step (formation of the lariat-like intermediate, see Figure
6.44), Us dissociates from U4 and displaces U1 at the 5 splice site. U5 then
binds to sequences at the 3’ splice site, followed by excision of the intron
and ligation of the exons.

Not only do the snRNAs recognize consensus sequences at the branch
points and splice sites of pre-mRNAs; they also catalyze the splicing reac-
tion directly. The catalytic role of RNAs in splicing was demonstrated by
the discovery that some RNAs are capable of self-splicing; that is, they can
catalyze the removal of their own introns in the absence of other protein or
RNA factors. Self-splicing was first described by Tom Cech and his col-
leagues during studies of the 285 rRNA of the protozoan Tetrahymena. This
RNA contains an intron of approximately 400 bases that is precisely
femoved following incubation of the pre-rRNA in the absence of added
broteins. Further studies have revealed that splicing is catalyzed by the
Intron, which acts as a ribozyme to direct its own excision from the pre-
TRNA molecule. The discovery of self-splicing of Tetrahymena rRNA,
together with the studies of RNase P already discussed, provided the first
demonstrations of the catalytic activity of RNA.
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splice site recognition. In addition,
antisera against snRNPs were used to
demonstrate that Ul was required for
pre-mRNA splicing both in isolated
nuclei and in in vitro splicing extracts.
Further studies have gone on to show
that the snRNAs themselves play crit-
ical roles not only in the identification
of splice sites, but also as catalysts of
the splicing reaction. The initial dis-
covery that snRNAs were compo-
nents of snRNPs that could be recog-
nized by specific antisera thus opened
the door to understanding the mecha-
nism of pre-mRNA splicing.
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Figure 6.45 Assembly of the
spliceosome

The first step in spliceosome assembly

is the binding of U1 snRNP to the 5’

splice site (S5), followed by the bind

ing of U2 snRNP to the branch point. A
preformed complex consisting of

U4/U6 and U5 snRNPs then enters the
spliceosome. U5 binds to sequences
upstream of the 5’ splice site, and U6
dissociates from U4 and displaces Ul 5
prior to formation of the lariat-like in-
termediate. U5 then binds to the 3’

splice site, followed by excision of the
intron and ligation of the exons
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Additional studies have revealed self-splicing RNAs in mitochondria,
chloroplasts, and bacteria. These self-splicing RNAs are divided into tw©
classes on the basis of their reaction mechanisms (Figure 6.47). The first step
in splicing for group I introns (e.g., Tetrahymena pre-rRNA) is cleavage at
the 5’ splice site mediated by a guanosine cofactor. The 3’ end of the fre¢
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Pre-mRNA 5 16U AGL 713’ Figure 6.46 Binding of U1 snRNA to
/! ' the 5’ splice site
The 5 terminus of U1 snRNA binds to
3 ' consensus sequences at 5 splice sites
g : by complementary base pairing.
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exon then reacts with the 3" splice site to excise the intron as a linear RNA.
In contrast, the self-splicing reactions of group II introns (e.g., some mito-
chondrial pre-mRNAs) closely resemble those characteristic of nuclear pre-
mRNA splicing, in which cleavage of the 5’ splice site results from attack by
an adenosine nucleotide in the intron. As with pre-mRNA splicing, the

result is a lariat-like intermediate, which is then excised.
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attacks 5’ splice site
Y
G
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Figure 6.47 Self-splicing introns
Group I and group II self-splicing in-
trons are distinguished by their reac
tion mechanisms. In group I introns,
the first step in splicing is cleavage of
the 5’ splice site by reaction with a
guanosine cofactor. The result is a lin-
ear intermediate with a G added to the
5" end of the intron. In group II introns
(as in pre-mRNA splicing), the first
step is cleavage of the 5’ splice site by
reaction with an A within the intron,
forming a lariat-like intermediate. In
both cases, the second step is simulta-
neous cleavage of the 3’ splice site and
ligation of the exons.
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Cleavage of 3’ splice site
Ligation of exons

Exon 2



272 Chapter 6

Figure 6.48 Role of splicing factors
in spliceosome assembly

Splicing factors (SR proteins) bind to
specific sequences within exons. The

SR proteins recruit Ul snRNP to the 5’

splice site and an additional splicing
factor (U2AF) to the 3’ splice site.
U2AF then recruits U2 snRNP to the
branchpoint.

The similarity between spliceosome-mediated pre-mRNA splicing and
self-splicing of group II introns strongly suggested that the active catalytic
components of the spliceosome were RNAs rather than proteins. In partic-
ular, these similarities suggested that pre-mRNA splicing was catalyzed by
the snRNAs of the spliceosome. Continuing studies of pre-mRNA splicing
have provided clear support for this view, including the demonstration that
U2 and U6 snRNAs, in the absence of proteins, can catalyze the first step in
pre-mRNA splicing. Pre-mRNA splicing is thus considered to be an RNA-
based reaction, catalyzed by spliceosome snRNAs acting analogously to
group 1I self-splicing introns. Within the cell, protein components of the
snRNPs are also required, however, and participate in both assembly of the
spliceosome and the splicing reaction.

Anumber of protein splicing factors that are not snRNP components also
play critical roles in spliceosome assembly, particularly in identification of
the correct splice sites in pre-mRNAs (Figure 6.48). Mammalian pre-
mRNAs typically contain multiple short exons (an average of 150
nucleotides in humans) separated by much larger introns (average of 3,500
nucleotides). Introns frequently contain many sequences that resemble
splice sites, so the splicing machinery must be able to identify the appropri-
ate 5’ and 3’ splice sites at intron/exon boundaries to produce a functional
mRNA. Splicing factors serve to direct spliceosomes to the correct splice
sites by binding to specific RNA sequences within exons and then recruiting
U1 and U2 snRNPs to the appropriate sites on pre-mRNA by protein-pro-
tein interactions. In addition, splicing factors couple splicing to transcrip-
tion by associating with the phosphorylated CTD of RNA polymerase IL
This anchoring of the splicing machinery to RNA polymerase is thought to
be important in ensuring that exons are joined in the correct order as the
pre-mRNA is synthesized.

Alternative Splicing

The central role of splicing in the processing of pre-mRNA opens the possi-
bility of regulation of gene expression by control of the splicing machinery.
Since most pre-mRNAs contain multiple introns, different mRNAs can be
produced from the same gene by different combinations of 5" and 3’ splice
sites. The possibility of joining exons in varied combinations provides a
novel means of controlling gene expression by generating multiple mRNAs
(and therefore multiple proteins) from the same pre-mRNA. This process,
called alternative splicing, occurs frequently in genes of complex eukary-

‘otes. For example, it is estimated that alternative splicing can result in the

production of three or more mRNAs from the average mammalian gene,
considerably increasing the diversity of proteins that can be encoded by the
estimated 30,000-40,000 genes in mammalian genomes. Because patterns of
alternative splicing can vary in different tissues, alternative splicing pro-
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vides an important mechanism for tissue-specific and developmental regu-
lation of gene expression.

One well-studied example of tissue-specific alternative splicing is pro-
vided by sex determination in Drosophila, where alternative splicing of the
same pre-mRNA determines whether a fly is male or female (Figure 6.49).
Alternative splicing of the pre-mRNA of a gene called transformer is con-
trolled by a protein (SXL) that is only expressed in female flies. The trans-
former pre mRNA has three exons, but a different second exon is incorpo-
rated into the mRNA as a result of using alternate 3" splice sites in the two
different sexes. In males, exon 1 is joined to the most upstream of these 3
sphce sites, which is selected by the binding of the U2AF splicing factor to
sequences in exon 2. In females, the SXL protein binds to this site in exon 2,
blocking the binding of U2AF. Consequently, the upstream 3’ splice site is
skipped in females, and exon 1 is instead joined to an alternate 3’ splice site
that is further downstream. The exon 2 sequences included in the male
transformer mRNA contain a translation termination codon, so no protein is
produced. This termination codon is not included in the female mRNA, so
female flies express functional transformer protein, which acts a key regula-
tor of sex determination.

The alternative splicing of transformer illustrates the action of a repressor
(the SXL protein) that functions by blocking the binding of a splicing factor
(U2AF). In other cases, alternative splicing is controlled by activators that
recruit splicing factors to splice sites that would otherwise not be recog-
nized. Multiple mechanisms can thus regulate alternative splicing, and
variations in alternative splicing make a major contribution to the diversity
of proteins expressed during development and differentiation.

RNA Editing

RNA editing refers to RNA processing events (other than splicing) that
alter the protein-coding sequences of some mRNAs. This unexpected form
of RNA processing was first discovered in mitochondrial mRNAs of try
Panosomes, in which U residues are added and deleted at multiple sites
along the molecule. More recently, editing has also been described in mito-
chondrial mRNAs of other organisms, chloroplast mRNAs of higher plants,
and nuclear mRNAs of some mammalian genes.

Editing in mammalian nuclear mRNAs, as well as in mitochondrial and
chloroplast RN'As of higher plants, involves single base changes as a result
o base modification reactions, similar to those involved in tRNA process-
8. In mammalian cells, RNA editing reactions include the deamination of
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Figure 6.49 Alternative splicing in
Drosophila sex determination
Alternative splicing of transformer (tra)
mRNA is regulated by the SXL protein,
which is only expressed in female flies.
In males, the first exon of tra mRNA is
joined to a 3’ splice site that yields a 2nd
exon containing a translation termina-
tion codon, so no ¢ra protein is expres-
sed. In females, the binding of SXL
protein blocks the binding of U2AF to
this 3’ splice site, resulting in the use of
an alternative site further downstream
in exon 2. This alternative 3 splice site
is downstream of the translation termi-
nation codon, so the mRNA expressed
in females directs the synthesis of func-
tional tra protein.
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Figure 6.50 Editing of
apolipoprotein B mRNA

In human liver, unedited mRNA is
translated to yield a 4536-amino-acid
protein called Apo-B100. In human in-
testine, however, the mRNA is edited
by a base modification that changes a
specific C to a U. This modification
changes the codon for glutamine
(CAA) to a termination codon (UAA),
resulting in synthesis of a shorter pro-
tein (Apo-B48, consisting of only 2152
amino acids).

Pre-mRNA RNA editing
c—VU
Unedited RNA Edited RNA
l Translation Translation l
— 1 1
Apo-B100 Apo-B48
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cytosine to uridine and of adenosine to inosine. One of the best-studied
examples is editing of the mRNA for apolipoprotein B, which transports
lipids in the blood. In this case, tissue-specific RNA editing results in two
different forms of apolipoprotein B (Figure 6.50). In humans, Apo-B100
(4536 amino acids) is synthesized in the liver by translation of the unedited
mRNA. However, a shorter protein (Apo-B48, 2152 anuno acids) is synthe-
sized in the intestine as a result of translation of an edited mRNA in which a
C has been changed to a U by deamination. This alteration changes the
codon for glutamine (CAA) in the unedited mRNA to a translation termi-
nation codon (UAA) in the edited mRNA, resulting in synthesis of the
shorter Apo-B protein. Tissue-specific editing of Apo-B mRNA thus results
in the expression of structurally and functionally different proteins in liver
and intestine. The full-length Apo-B100 produced by the liver transports
lipids in the circulation; Apo-B48 functions in the absorption of dietary
lipids by the intestine.

RNA editing by the deamination of adenosine to inosine is the most com-
mon form of nuclear RNA editing in mammals. This form of editing plays
an important role in the nervous system, where A-to- editing results in sin-
gle amino acid changes in the receptors for some signaling molecules on the
surface of neurons. The importance of this editing reaction has been clearly
demonstrated using homologous recombination to inactivate the gene
encoding the enzyme responsible for A-to-I editing in mice (see Chapter 3)
Mice lacking this enzyme die at a young age after suffering repeated epilep-
tic seizures as a result of dysfunction of the improperly edited receptors.

RNA Degradation

The processing steps discussed in the previous section result in the forma-
tion of mature mRNAs, which are then transported to the cytoplasm and
function to direct protein synthesis. However, most of the sequences tran-
scribed into pre-mRNA are instead degraded within the nucleus. Over 90%
of pre-mRNA sequences are introns, which are degraded within the nucleus
following their excision by splicing. This is carried out by an enzyme that
recognizes the unique 2'-5" bond formed at the branchpoint, as well as by
enzymes that recognize either the 5’ or 3’ ends of RNA molecules and cat”
alyze degradation of the RNA in either direction. The 5" and 3’ ends of
processed mRNAs are protected from this degradation machinery by cap”
ping and polyadenylation, respectively, while the unprotected ends ©
introns are recognized and degraded.

In addition to degrading introns, cells possess a quality-control syste™!
(called nonsense-mediated mRNA decay) that leads to the degradation O
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mRNAs that lack complete open-reading frames. This eliminates defective
mRNA molecules and prevents the synthesis of abnormal truncated pro-
teins. In yeast, nonsense-mediated mRNA decay takes place in the cyto-

lasm and is triggered when a premature termination codon is encountered
by a ribosome during protein synthesis. In mammals, however, at least
some nonsense-mediated mRNA decay takes place within the nucleus. The
mechanism by which termination codons are recognized within the nucleus
of mammalian cells is not yet understood, although some recent studies
have suggested that ribosomes within the nucleus could be involved in rec-
ognizing and even translating nuclear mRNAs.

What may be considered the final aspect of the processing of an RNA
molecule is its eventual degradation in the cytoplasm. Since the intracellular
level of any RNA is determined by a balance between synthesis and degra-
dation, the rate at which individual RNAs are degraded is another level at
which gene expression can be controlled. Both ribosomal and transfer RNAs
are very stable, and this stability largely accounts for the high levels of these
RNAs (greater than 90% of all RNA) in both prokaryotic and eukaryotic
cells. In contrast, bacterial mRNAs are rapidly degraded, usually having
half-lives of only 2 to 3 minutes. This rapid turnover of bacterial mRNAs
allows the cell to respond quickly to alterations in its environment, such as
changes in the availability of nutrients required for growth. In eukaryotic
cells, however, different mRNAs are degraded at different rates, providing
an additional parameter to the regulation of eukaryotic gene expression.

The cytoplasmic degradation of most eukaryotic mRNAs is initiated by
shortening of their poly-A tails. Then follows removal of the 5" cap and
degradation of the RNA by nucleases acting from both ends. The half-lives
of mRNAs in mammalian cells vary from less than 30 minutes to approxi-
mately 20 hours. The unstable mRNAs frequently code for regulatory pro-
teins, including certain transcription factors, whose levels within the cell
vary rapidly in response to environmental stimuli. These mRNAs often
contain specific AU-rich sequences near their 3" ends that appear to signal
rapid degradation by promoting deadenylation.

The stability of some mRNAs can also be regulated in response to extra-
cellular signals. A good example is provided by the mRNA that encodes
transferrin receptor—a cell surface protein involved in the uptake of iron by
mammalian cells. The amount of transferrin receptor within cells is regu-
lated by the availability of iron, largely as a result of modulation of the sta-
bility of its mRNA (Figure 6.51). In the presence of adequate amounts of
iron, transferrin receptor mRNA is rapidly degraded as a result of specific
nhuclease cleavage at a sequence near its 3’ end. If an adequate supply of
iron is not available, however, the mRNA is stabilized, resulting in
increased synthesis of transferrin receptor and more iron uptake by the cell.

mRNA 5
Protein-coding region IRE

Adequate iron

Nuclease

AAAA

mRNA rapidly degraded IRE
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Figure 6.51 Regulation of
transferrin receptor mRNA stability
The levels of transferrin receptor
mRNA are regulated by the availability
of iron. If the supply of iron is ade-
quate, the mRNA is rapidly degraded
as a result of nuclease cleavage near
the 3’ end. If iron is scarce, however, a
regulatory protein (called the iron re-
sponse element-binding protein, or
IRE-BP) binds to a sequence near the 3’
end of the mRNA (the iron response el-
ement, or IRE), protecting the mRNA
from nuclease cleavage.
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Nuclease
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KEY TERMS

RNA polymerase, promoter,
footprinting

operon, operator, repressor,
cis-acting control element,
trans-acting factor

transcription factor, general
transcription factor, TATA box,
TATA-binding protein (TBP),
TBP-associated factor (TAF),
Mediator

enhancer, insulator

This regulation is mediated by a protein that binds to specific sequences
(called the iron response element, or IRE) near the 3’ end of transferrin
receptor mRNA and protects the mRNA from cleavage. The binding of this
regulatory protein to the IRE is in turn controlled by the levels of iron
within the cell: If iron is scarce, the protein binds to the IRE and protects
transferrin receptor mRNA from degradation. Similar changes in the stabil-
ity of other mRNAs are involved in the regulation of gene expression by
certain hormones. Thus, although transcription remains the primary level
at which gene expression is regulated, variations in the rate of mRNA
degradation also play an important role in controlling steady-state levels of
mRNAs within the cell.

SUMMARY

TRANSCRIPTION IN PROKARYOTES

RNA Polymerase and Transcription: E. coli RNA polymerase consists of
o, B, B, ®,and o subunits. Transcription is initiated by the binding of & to
promoter sequences. After synthesis of about the first ten nucleotides of
RNA, the core polymerase dissociates from ¢ and travels along the tem
plate DNA as it elongates the RNA chain. Transcription then continues
until the polymerase encounters a termination signal.

Repressors and Negative Control of Transcription: The prototype model
for gene regulation in bacteria is the lac operon, which is regulated by the
binding of a repressor to specific DNA sequences within the promoter.

Positive Control of Transcription: Some bacterial genes are regulated by
transcriptional activators rather than repressors.

EUKARYOTIC RNA POLYMERASES AND GENERAL
TRANSCRIPTION FACTORS

Eukaryotic RNA Polymerases: Eukaryotic cells contain three distinct
nuclear RNA polymerases that transcribe genes encoding mRNAs (poly-
merase IT), IRNAs (polymerases I and III), and tRNAs (polymerase IM).

General Transcription Factors and Initiation of Transcription by RNA
Polymerase II: Eukaryotic RNA polymerases do not bind directly to pro-
moter sequences; they require additional proteins (general transcription
factors) to initiate transcription. The promoter sequences of many poly-
merase II genes are recognized by the TATA-binding protein, which recruits
additional transcription factors and RNA polymerase to the promoter.

Transcription by RNA Polymerases I and III: RNA polymerases I and I
also require additional transcription factors to bind to the promoters of
rRNA, tRNA, and some snRNA genes.

REGULATION OF TRANSCRIPTION IN EUKARYOTES

cis-Acting Regulatory Sequences: Promoters and Enhancers: Transcrip-
tion of eukaryotic genes is controlled by proteins that bind to regulatory
sequences, which can be located up to several kilobases away from the
transcription start site. Enhancers typically contain binding sites for mul-
tiple proteins that work together to regulate gene expression.
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Transcriptional Regulatory Proteins: Many eukaryotic transcription fac-
tors have been isolated on the basis of their binding to specific DNA
sequences.

Structure and Function of Transcriptional Activators: Transcriptional
activators are modular proteins, consisting of distinct DNA-binding and
activation domains. DNA-binding domains mediate association with
specific regulatory sequences; activation domains stimulate transcription
by interacting with Mediator proteins and general transcription factors,
as well as with coactivators that modify chromatin structure.

Eukaryotic Repressors: Gene expression in eukaryotic cells is regulated
by repressors as well as by activators. Some repressors interfere with the
binding of activators or general transcription factors to DNA. Other
repressors contain discrete repression domains that inhibit transcription
by interacting with either general transcription factors, transcriptional
activators, or corepressors that affect chromatin structure.

Relationship of Chromatin Structure to Transcription: The packaging of
DNA in nucleosomes presents an impediment to transcription in eukary-
otic cells Modification of histones by acetylation increases the accessibil-
ity of nucleosomal DNA to transcription factors, and this modification of
chromatin is tightly linked to transcriptional regulation. Enzymes that
catalyze histone acetylation are associated with transcriptional activa-
tors, whereas histone deacetylases are associated with repressors.
Histones are also modified by phosphorylation and methylation, and
specific modifications of histones affect gene expression by serving as
binding sites for other regulatory proteins. In addition, nucleosome
remodeling factors facilitate the binding of transcription factors to DNA
by altering the arrangement or structures of nucleosomes. RNA poly-
merase is then able to transcribe through nucleosomes by disrupting
histone-DNA contacts. Transcriptional elongation is facilitated by the
nonhistone HMGN chromosomal proteins, and by elongation factors
that recruit histone acetyltransferases as well as acting directly to disrupt
nucleosome structure.

Regulation of Transcription by Noncoding RNAs: Transcription can be
regulated by noncoding RNAs, as well as by regulatory proteins. X chro-
mosome inactivation provides an example of gene regulation by a non-
coding RNA in mammals.

DNA Methylation: Methylation of cytosine residues can inhibit the tran-
scription of vertebrate genes. Regulation of gene expression by methyla-
tion plays an important role in genomic imprinting, which controls the
transcription of some genes involved in mammalian development.

RNA PROCESSING AND TURNOVER

Processing of Ribosomal and Transfer RNAs: Ribosomal and transfer
RNAs are derived by cleavage of long primary transcripts in both
prokaryotic and eukaryotic cells. Methyl groups are added to rRNAs,
and various bases are modified in tRNAs.

Processing of mRNA in Eukaryotes: Eukaryotic pre-mRNAs are modi-
fied by the addition of 7—methylguanosine caps and 3’ poly-A tails, in
addition to the removal of introns by splicing.
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electrophoretic-mobility shift
assay, DNA-affinity
chromatography

transcriptional activator, zinc
finger domain, steroid hormone
receptor, helix-turn-helix, homeo-
domain, homeobox, leucine
zipper, helix-loop-helix,
coactivator

corepressor

HMGN proteins, histone acetyla-
tion, histone code, nucleosome
remodeling factor, elongation
factor

X chromosome inactivation

genomic imprinting

pre-rRNA, pre-tRNA, RNase P,
ribozyme

pre-mRNA, 7-methylguanosine
cap, poly-A tail, polyadenylation
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spliceosome, small nuclear RNA
(snRNA), snRNP, self-splicing

alternative splicing

RNA editing

nonsense-mediated mRNA decay

Questions

1. How does lactose induce the expres-
sion of the proteins that are needed for
E. coli to take up and metabolize lactose?

2. The consensus sequence of the E. coli
-10 promoter element is TATAAT You
are comparing two promoters that have
-10 element sequences of TATGAT and
CATGAT, respectively. Which would you
expect to be transcribed more efficiently?

3. You are working with two strains of E.
coli. One contains a wild-type B-galac-
tosidase gene and an i~ mutation; the
other contains a temperature-sensitive
P-galactosidase gene and an o° mutation.
After mating these stramns, you assay for
the production of B-galactosidase at both
permissive and nonpermissive tempera-
tures in the absence of lactose. What do
you expect to find?

4. How does DNA footprinting show
where a protemn binds to a specific DNA
sequence?

Splicing Mechanisms: Splicing of nuclear pre-mRNAs takes place in
large complexes, called spliceosomes, composed of proteins and small
nuclear RNAs (snRNAs). The snRNAs recognize sequences at the splice
sites of pre-mRNAs and catalyze the splicing reaction. Some mitochon-
drial, chloroplast, and bacterial RN As undergo self-splicing, in which the
splicing reaction is catalyzed by intron sequences.

Alternative Splicing: Exons can be joined in various combinations as a
result of alternative splicing, which provides an important mechanism
for tissue-specific control of gene expression in complex eukaryotes.

RNA Editing: Some mRNAs are modified by processing events that alter
their protein-coding sequences. Editing of mitochondrial mRNAs in
some protozoans involves the addition and deletion of U residues at
multiple sites in the molecule. Other forms of RNA editing in plant and
mammalian cells involve the modification of specific bases.

RNA Degradation: Introns are degraded within the nucleus, and abnor-
mal mRNAs lacking complete open-reading frames are eliminated by
nonsense-mediated mRNA decay. Functional mRNAs in eukaryotic cells
are degraded at different rates, providing an additional mechanism for
control of gene expression. In some cases, rates of mRNA degradation
are regulated by extracellular signals

5. What is the role of sigma (o) factors in
bacterial RNA synthesis?

6. How is an E. coli mRINA terminated?

7. Eukaryotic cells have three distinct
RNA polymerases. Which RNAs does
each transcribe?

8. You are comparing the requirements
for in vitro basal transcription of two
polymerase II genes, one containing a
TATA box and the other containing only
an Inr sequence. Does transcription from
these promoters require TBP or TFIID?

9. How do enhancers differ from pro-
moters as cis-acting regulatory sequences
in eukaryotes?

10. You are studying the enhancer of a
gene that normally is expressed only in
neurons. Constructs in which this en-
hancer is linked to a reporter gene are
expressed in neuronal cells but not in
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fibroblasts. However, if you mutate a
specific sequence element within the
enhancer, you find expression in both
fibroblasts and neuronal cells. What type
of regulatory protein would you expect to
bind to that enhancer element?

11. A transcription factor is found to acti-
vate transcription by binding to different
DNA sequences in muscle cells and liver
cells. How might alternative splicing be
involved in determining this tissue speci-
ficity of activator function?

12. What are the functions of insulators?

13. Explain the mecharmsm of X chromo-
some inactivation in human females.
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