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22 INTRODUCTION TO THE KERNEL 

There are several forms of interprocess communication, ranging from asynchronous 
signaling of events to synchronous transmission of messages between processes. 

Finally, the hardware control is responsible for handling interrupts and for 
communicating with the machine. Devices such as disks or terminals may interrupt 
the CPU while a process is executing. If so, the kernel may resume execution of 
the interrupted process after servicing the interrupt: Interrupts are not serviced by 
special processes but by special functions in the kernel, called in the context of the 
currently running process. 

2.2 INTRODUCTION TO SYSTEM CONCEPTS 

This section gives an overview of some major kernel data structures and describes 
the function of modules shown in Figure 2.1 in more detail. 

2.2.1 An Overview of the File Subsystem 

The internal representation of a file is given by an inode, which contains a 
description of the disk layout of the file data and other information such as the file 
owner, access permissions, and access times. The term inode is a contraction of the 
term index node and is commonly used in literature on the UNIX system. Every 
file has one inode, but it may have several names, all of which map into the inode. 
Each name is called a link. When a process refers to a file by name, the kernel 
parses the file name one component at a time, checks that the process has 
permission to search the directories in the path, and eventually retrieves the inode 
for the file. For example, if a process calls 

open ("/fs2/mjb/rje/sourcefile", 1); 

the kernel retrieves the inode for "/fs2/mjb/rje/sourcefile". When a process 
creates a new file, the kernel assigns it an unused inode. Inodes are stored in the 
file system, as will be seen shortly, but the kernel reads them into an in-core' inode 
table when manipulating files. 

The kernel contains two other data structures, the file table and the user file 
descriptor table. The file table is a global kernel structure, but the user file 
descriptor table is allocated per process. When a process opens or creats a file, the 
kernel allocates an entry from each table, corresponding to the file's inode. Entries 
in the three structures - user file descriptor table, file table, and inode table -
maintain the state of the file and the user's access to it. The file table keeps track 
of the byte offset in the file where the user's next read or write will start, and the 

1. The term core refers to primary memory of a machine, not to hardware technology. 
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access rights allowed to the opening process. The user file descriptor table 
identifies all open files for a process. Figure 2.2 shows the tables and their 
relationship to each other. The kernel returns a file descriptor for the open and 
creat system calls, which is an index into the user file descriptor table. When 
executing read and write system calls, the kernel uses the file descriptor to access 
the user file descriptor table, follows pointers to the file table and inode table 
entries, and, from the inode, finds the data in the file. Chapters 4 and 5 describe 
these data structures in great detail. For now, suffice it to say that use of three 
tables allows various degrees of sharing access to a file. 

The UNIX system keeps regular files and directories on block devices such as 
tapes or disks. Because of the difference in access time between the two, few, if 
any, UNIX system installations use tapes for their file systems. In coming years, 
diskless work stations will be common, where files are located on a remote system 
and accessed via a network (see Chapter 13). For simplicity, however, the ensuing 
text assumes the use of disks. An installation may have several physical disk units, 
each containing one or more file systems. Partitioning a disk into several file 
systems makes it easier for administrators to manage the data stored there. The 
kernel deals on a logical level with file systems rather than with disks, treating each 
one as a logical device identified by a logical device number. The conversion 
between logical device (file system) addresses and physical device (disk) addresses 
is done by the disk driver. This book will use the term device to mean a logical 
device unless explicitly stated otherwise. 

A file system consists of a sequence of logical blocks, each containing 512, 1024, 
2048, or any convenient multiple of 512 bytes, depending on the system 
implementation. The size of a logical block is homogeneous within a file system but 
may vary between different file systems in a system configuration. Using large 
logical blocks increases the effective data transfer rate between disk and memory, 
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