
 

Biometrika (1965), 52, 3 and 4, p. 591 591
With 5 text—figures
Printed in Great Britain

An analysis of variance test for normality

(complete samples)T

BY S. S. SHAPIRO AND M. B. WILK

General Electric 00. and Bell Telephone Laboratories, Inc.

1. INTRODUCTION

The main intent Of this paper is to introduce a new statistical procedure for testing a

complete sample for normality. The test statistic is obtained by dividing the square of an

appropriate linear combination of the sample order statistics by the usual symmetric

estimate of variance. This ratio is both scale and origin invariant and hence the statistic

is appropriate for a test of the composite hypothesis of normality.

Testing for distributional assumptions in general and for normality in particular has been

a major area of continuing statistical research—both theoretically and practically. A

possible cause of such sustained interest is that many statistical procedures have been

derived based on particular distributional assumptions—especially that of normality.

Although in many cases the techniques are more robust than the assumptions underlying

them, still a knowledge that the underlying assumption is incorrect may temper the use

and application Of the methods. Moreover, the study of a body Of data With the stimulus

of a distributional test may encourage consideration of, for example, normalizing trans-

formations and the use Of alternate methods such as distribution-free techniques, as well as

detection of gross peculiarities such as outliers or errors.

The test procedure developed in this paper is defined and some ofits analytical properties

described in §2. Operational information and tables useful in employing the test are detailed

in §3 (which may be read independently of the rest of the paper). Some examples are given

in §4. Section 5 consists of an extract from an empirical sampling study Of the comparison of

the effectiveness of various alternative tests. Discussion and concluding remarks are given

in §6.

2. THE W TEST FOR NORMALITY (COMPLETE SAMPLES)

2- 1. Motivation and early work

This study was initiated, in part, in an attempt to summarize formally certain indications

of probability plots. In particular, could one condense departures from statistical linearity

of probability plots into one or a few ‘degrees Of freedom’ in the manner of the application

of analysis of variance in regression analysis?

In a probability plot, one can consider the regression of the ordered Observations on the

expected values of the order statistics from a standardized version of the hypothesized

distribution—the plot tending to be linear ifthe hypothesis is true. Hence a possible method

oftesting the distributional assumptionis by means Ofan analysis ofvariance type procedure.

Using generalized least squares (the ordered variates are correlated) linear and higher-order

models can be fitted and an F-type ratio used to evaluate the adequacy of the linear fit.

1' Part of this research was supported by the Office of Naval Research while both authors were at
Rutgers University.
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592 S. S. SHAPIRO AND M. B. WILK

This approach was investigated in preliminary work. While some promising results

were obtained, the procedure is subject to the serious shortcoming that the selection of the

higher—order model is, practically speaking, arbitrary. However, research is continuing

along these lines.

Another analysis of variance viewpoint which has been investigated by the present

authors is to compare the squared slope of the probability plot regression line, which under

the normality hypothesis is an estimate of the population variance multiplied by a constant,

with the residual mean square about the regression line, which is another estimate of the

variance. This procedure can be used with incomplete samples and has been described

elsewhere (Shapiro & Wilk, 1965b).

As an alternative to the above, for complete samples, the squared slope may be com-

pared with the usual symmetric sample sum of squares about the mean which is independent

of the ordering and easily computable. It is this last statistic that is discussed in the re-

mainder of this paper.

2-2. Derivation of the W statistic

Let m’ = (m1, m2, ..., m”) denote the vector of expected values of standard normal

order statistics, and let V = (vii) be the corresponding n x n covariance matrix. That is, if
901 < .752 < x7, denotes an ordered random sample of size n from a normal distribution with

mean 0 and variance 1, then

E’(x),. = mi (i = 1, 2, ...,n),

and cov(x,.,xj) = v“. (i,j = 1,2,...,’n).

Let y’ = (y1,...,yn) denote a vector of ordered random observations. The objective is

to derive a test for the hypothesis that this is a sample from a normal distribution with

unknown mean ,u and unknown variance 0'2.

Clearly, if the {3%.} are a normal sample then 3/,- may be expressed as

y, = ”+0113, (i = 1,2, ...,n).

It follows from the generalized least-squares theorem (Aitken, 1935; Lloyd, 1952) that the

best linear unbiased estimates of [t and 0' are those quantities that minimize the quadratic

form (y—Ml —o‘m)’ V*1(y—/i1~—crm), where 1’ = (1,1, ..., 1). These estimates are, respec—

tlvely, a — m/ V_1(m1/ __ 1m!) 17—1y
‘ “ 1’V—11m’V—1m—— (1’V-1m)2

1’ V—1(1m' ~m1’) V‘ly

1’ V—1 1m’ 17—1 m — (1’ 17*1m)2'

For symmetric distributions, 1’ V—lm = 0, and hence

 

q)
 

and

m’ 1743/
m’ V“1m'

A In A

fl=fizy¢=a and 0‘:1

 

Let 32 = § (%-37)21

denote the usual symmetric unbiased estimate of (ii —— 1) U2.

The W test statistic for normality is defined by

R462 [,2 (a’ 2 n 2 n _
02,312 = g2 = 8%) = (iéllaz‘yz’) E (gt—9V,i=1

W:
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An analysis of variance test for normality 593

where R2 = m’V‘lm,

02 = m’ V‘1 V“1m,
I

a — (a a )— -———~le~1
_ 1,...) n — (m,V_1-V_1m)%

and b= 1326/0.

Thus, b is, up to the normalizing constant 0, the best linear unbiased estimate of the slope

ofa linear regression ofthe ordered observations, yi, on the expected values, mi, of the stand—
ard normal order statistics. The constant 0 is so defined that the linear coefficients are

normalized.

It may be noted that if one is indeed sampling from a normal population then the numer—

ator, b2, and denominator, 82,01‘ W are both, up to a constant, estimating the same quantity,

namely 0'2. For non—normal populations, these quantities would not in general be estimating

the same thing. Heuristic considerations augmented by some fairly extensive empirical

sampling results (Shapiro & Wilk, 1964a) using populations with a wide range of «A61 and

[i2 values, suggest that the mean values of W for non—null distributions tends to shift

to the left of that for the null case. Further it appears that the variance of the null dis-

tribution of W tends to be smaller than that of the non-null distribution. It is likely

that this is due to the positive correlation between the numerator and denominator for a

normal population being greater than that for non-normal populations.

Note that the coefficients {ai} are just the normalized ‘best linear unbiased’ coeflicients

tabulated in Sarhan & Greenberg (1956).

2-3. Some analytical properties of W

LEMMA 1. W is scale and origin invariant

Proof. This follows from the fact that for normal (more generally symmetric) distribu-

tions, __at — an—i+1

COROLLARY 1. W has a distribution which depends only on the sample size n, for samples

from a normal distribution.

COROLLARY 2. W is statistically independent of 82 and of 37, for samples from a normal
distribution.

Proof. This follows from the fact that 37 and S2 are sufficient for ,a and (72 (Hogg & Craig,

1956}

COROLLARY 3. E WT = EMT/ES”, for any r.

LEMMA 2. The maximum value of W is 1.

Proof. Assume 37 = 0 since W is origin invariant by Lemma 1. Hence

W = [Z “May/Z 3/?

Since (2 din-)2 s 2932 at = Z 9%,

because 2 a? = a’a = 1, by definition, then W is bounded by 1. This maximum is in fact'12

achieved when 3/2‘ = 77%: for arbitrary 77.

LEMMA 3. The minimum value of W is nafi/(n— 1).
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594 S. S. SHAPIRO AND M. B. WILK

Proof.T (Due to C. L. Mallows.) Since W is scale and origin invariant, it suffices to con-7L

sider the maximization of 23/? subject to the constraints 23/,- = O, Zaiyi = 1. Since thisi=1

is a convex region and 23/? is a convex function, the maximum of the latter must occur at

one of the (n —— 1) vertices of the region. These are

(N -—1 ~ -—1>
 

 

not;l ’nal’ 'nal

( n—2 (72—2) —2 ~2 )”(5514412), ”((11+a2) , n(a1+d2) , ’ n(a1+a2)

 

( 1 1 —(n—1) )n(a1+...+an_1)’n(a1+...+dn_1)’ ""n(a1+...+an_1) '

It can now be checked numerically, for the values of the specific coefficients {0%}, that the77/

maximum of 2, 3;? occurs at the first of these points and the corresponding minimum valuei=1

of W is as given in the Lemma.

LEMMA 4. The half andfirst moments of W are given by

_ R2 I‘{%(n— 1)}

 
WE ‘ aren) J2

_ R2(R2+ 1)
and EW__02(n—1)’

Where R2 = m’ 17.1772, and 02 = m'V—l V—lm.

Proof. Using Corollary 3 of Lemma 1,

EW% = Eb/ES and EW = Ebz/ES2.

Now, E8 = 0421‘ (9/11 (13—1) and E82 = (n— 1) (72.
From the general least squares theorem (see e.g. Kendall & Stuart, vol. II (1961)),

R2 A R2

R4 A R4 A A

and E52 = (72an = CTZ{V&I‘(O')+(EO’)2}

= 02122 (122+ 1)/02,

since var (6) = 0‘2/m’ V—lm = 02/132, and hence the results of the lemma follow.

Values of these moments are shown in Fig. 1 for sample sizes n = 3(1) 20.

LEMMA 5. A joint distribution involving W is defined by

h( W, 62, ..., 6W2) = K W—%(1 — Wfim—‘D cow—4192 cos 6,14,

over a region T on which the 61’s and W are not independent, and where K is a constant.

1' Lemma 3 was conjectured intuitively and verified by certain numerical studies. Subsequently
the above proof was given by C. L. Mallows.
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An analysis of variance test for normality 595

Proof. Consider an orthogonal transformation B such that y = Bu, Where
7!, 70’

“1 = 2191/ «M and “2 =i21aiy'i = b-2: IL:

The ordered yi’s are distributed as

%n ._ 2

”!(27,102) exp{—%Z(y‘—fl)} (—oo<y1<...<yn<oo).
 

- 0'1

After integrating out, al, the joint density for a2, ..., an is

K* 1 n 2exp { — 2—03 i§2ui}
over the appropriate region T*. Changing to polar co-ordinates such that

u2 = psin 61, etc,

and then integrating over p, yields the joint density of 61, ..., 6n_2 as

K** cos"-3 61 cos ”—4 (92. .. cos 0n_3,

over some region T**.
From these various transformations

b2 “2 ,02 sin2 6

W = ~——« 2 2 mp21
 

2 = n = sin2 61,
S 2 n?i=1

from which the lemma follows. The 65s and W are not independent, they are restricted

in the sample space T. '

 

 

 
 090

3 5 7 9 11 13 15 17 19 21

Sample size, n

Fig. l. Moments of W, E(WT), n = 3(l)20, r = 1}, l.

COROLLARY 4. For n = 3, the density of W is

3

—7-T(1—W)-%'W-%, is W s 1.
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