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1 

TOOLS AND TECHNIQUES FOR 
DIRECTING PACKETS OVER DISPARATE 

NETWORKS 

RELATED APPLICATIONS 

2 
connection. Frame relays are used as examples throughout 
this document, but the teachings will also be understood in 
the context of point-to-point networks. 

A frame relay or point-to-point network may become 
suddenly unavailable for use. For instance, both MCI World
Com and AT&T users have lost access to their respective 
frame relay networks during major outages. During each 
outage, the entire network failed. Loss of a particular line or 
node in a network is relatively easy to work around. But loss 

This application claims priority to commonly owned 
copending U.S. provisional patent application serial No. 
60/355,509 filed Feb. 8, 2002, which is also incorporated 
herein by reference. This application is a continuation-in
part of U.S. patent application Ser. No. 10/034,197 filed 
Dec. 28, 2001, which claims priority to U.S. provisional 
patent application serial No. 60/259,269 filed Dec. 29, 2000, 
each of which is also incorporated herein by reference. 

10 of an entire network creates much larger problems. 

FIELD OF THE INVENTION 

The present invention relates to computer network data 
transmission, and more particularly relates to tools and 
techniques for communications using disparate parallel 
networks, such as a virtual private network ("VPN") or the 
Internet in parallel with a point-to-point, leased line, or 
frame relay network, in order to help provide benefits such 
as load balancing across network connections, greater 
reliability, and increased security. 

Tools and techniques to permit continued data transmis
sion after loss of an entire frame relay network that would 
normally carry data are discussed in U.S. patent application 
Ser. No. 10/034,197 filed Dec. 28, 2001 and incorporated 

15 herein. The '197 application focuses on architectures involv
ing two or more "private" networks in parallel, whereas the 
present application focuses on architectures involving dis
parate networks in parallel, such as a proprietary frame relay 
network and the Internet. Note that the term "private net-

20 work" is used herein in a manner consistent with its use in 
the '197 application (which comprises frame relay and 
point-to-point networks), except that a "virtual private net
work" as discussed herein is not a "private network". Virtual 
private networks are Internet-based, and hence disparate 

TECHNICAL BACKGROUND OF THE 
INVENTION 

25 from private networks, i.e., from frame relay and point-to-
point networks. To reduce the risk of confusion that might 
arise from misunderstanding "private network" to comprise 
"virtual private network" herein, virtual private networks 
will be henceforth referred to as VPNs. Other differences 

30 and similarities between the present application and the '197 
application will also be apparent to those of skill in the art 
on reading the two applications. 

Organizations have used frame relay networks and point
to-point leased line networks for interconnecting geographi
cally dispersed offices or locations. These networks have 
been implemented in the past and are currently in use for 
interoffice communication, data exchange and file sharing. 
Such networks have advantages, some of which are noted 
below. But these networks also tend to be expensive, and 

35 
there are relatively few options for reliability and redun
dancy. As networked data communication becomes critical 

Various architectures involving multiple networks are 
known in the art. For instance, FIG. 1 illustrates prior art 
configurations involving two frame relay networks for 
increased reliability; similar configurations involve one or 
more point-to-point network connections. Two sites 102 
transmit data to each other (alternately, one site might be 

to the day-to-day operation and functioning of an 
organization, the need for lower cost alternatives for redun
dant back-up for wide area networks becomes important. 

40 
only a data source, while the other is only a data destination). 
Each site has two border routers 105. Two frame relay 
networks 106, 108 are available to the sites 102 through the 
routers 105. The two frame relay networks 106, 108 have 

Frame relay networking technology offers relatively high 
throughput and reliability. Data is sent in variable length 
frames, which are a type of packet. Each frame has an 
address that the frame relay network uses to determine the 
frame's destination. The frames travel to their destination 45 
through a series of switches in the frame relay network, 
which is sometimes called a network "cloud"; frame relay is 

been given separate numbers in the figure, even though each 
is a frame relay network, to emphasize the incompatibility of 
frame relay networks provided by different carriers. An 
AT&T frame relay network, for instance, is incompatible
in details such as maximum frame size or switching 
capacity-with an MCI WorldCom frame relay network, 
even though they are similar when one takes the broader 
view that encompasses disparate networks like those dis-
cussed herein. The two frame relay providers have to agree 
upon information rates, switching capacities, frame sizes, 
etc. before the two networks can communicate directly with 

an example of packet-switched networking technology. The 
transmission lines in the frame relay cloud must be essen
tially error-free for frame relay to perform well, although 50 
error handling by other mechanisms at the data source and 
destination can compensate to some extent for lower line 
reliability. Frame relay and/or point-to-point network ser
vices are provided or have been provided by various carriers, 
such as AT&T, Qwest, XO, and MCI WorldCom. 55 

each other. 

Frame relay networks are an example of a network that is 
"disparate" from the Internet and from Internet-based virtual 
private networks for purposes of the present invention. 
Another example of such a "disparate" network is a point
to-point network, such as a Tl or T3 connection. Although 
the underlying technologies differ somewhat, for purposes 
of the present invention frame relay networks and point-to
point networks are generally equivalent in important ways, 
such as the conventional reliance on manual switchovers 
when traffic must be redirected after a connection fails, and 
their implementation distinct from the Internet. A frame 
relay permanent virtual circuit is a virtual point-to-point 

A configuration like that shown in FIG. 1 may be actively 
and routinely using both frame relay networks A and B. For 
instance, a local area network (LAN) at site 1 may be set up 
to send all traffic from the accounting and sales departments 

60 to router Al and send all traffic from the engineering 
department to router Bl. This may provide a very rough 
balance of the traffic load between the routers, but it does not 
attempt to balance router loads dynamically in response to 
actual traffic and thus is not "load-balancing" as that term is 

65 used herein. 
Alternatively, one of the frame relay networks may be a 

backup which is used only when the other frame relay 
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3 4 

in parallel would probably not consider NNis pertinent, 
because they were used for serial configurations rather than 
parallel ones, and adding networks in a serial manner does 
not improve reliability. 

Internet-based communication solutions such as VPNs 
and Secure Sockets Layer (SSL) offer alternatives to frame 
relay 106 and point-to-point leased line networks such as 
those using an ISDN link 204. These Internet-based solu
tions are advantageous in the flexibility and choice they offer 

network becomes unavailable. In that case, it may take even 
skilled network administrators several hours to perform the 
steps needed to switch the traffic away from the failed 
network and onto the backup network, unless the invention 
of the '197 application is used. In general, the necessary 
Private Virtual Circuits (PVCs) must be established, routers 
at each site 102 must be reconfigured to use the correct serial 
links and PVCs, and LANs at each site 102 must be 
reconfigured to point at the correct router as the default 
gateway. 

Although two private networks are shown in FIG. 1, three 
10 in cost, in service providers, and in vendors. Accordingly, 

some organizations have a frame relay 106 or leased line 
connection (a.k.a. point-to-point) for intranet communica
tion and also have a connection for accessing the Internet 

or more such networks could be employed, with similar 
considerations coming into play as to increased reliability, 
limits on load-balancing, the efforts needed to switch traffic 
when a network fails, and so on. Likewise, for clarity of 15 
illustration FIG. 1 shows only two sites, but three or more 
sites could communicate through one or more private net
works. 

FIG. 2 illustrates a prior art configuration in which data is 
normally sent between sites 102 over a private network 106. 
A failover box 202 at each site 102 can detect failure of the 
network 106 and, in response to such a failure, will send the 
data instead over an ISDN link 204 while the network 106 

500, using an architecture such as that shown in FIG. 5. 
But better tools and techniques are needed for use in 

architectures such as that shown in FIG. 5. In particular, 
prior approaches for selecting which network to use for 
which packet(s) are coarse. For instance, all packets from 
department X might be sent over the frame relay connection 

20 106 while all packets from department Y are sent over the 
Internet 500. Or the architecture might send all traffic over 
the frame relay network unless that network fails, and then 
be manually reconfigured to send all traffic over a VPN 502. is down. Using an ISDN link 204 as a backup is relatively 

easier and less expensive than using another private network 25 
106 as the backup, but generally provides lower throughput. 
The ISDN link is an example of a point-to-point or leased 
line network link. 

Organizations are still looking for better ways to use 
Internet-based redundant connections to backup the primary 
frame relay networks. Also, organizations wanting to change 
from frame relay and point-to-point solutions to Internet
based solutions have not had the option of transitioning in a FIG. 3 illustrates prior art configurations involving two 

private networks for increased reliability, in the sense that 
some of the sites in a given government agency or other 
entity 302 can continue communicating even after one 
network goes down. For instance, if a frame relay network 
A goes down, sites 1, 2, and 3 will be unable to communicate 
with each other but sites 4, 5, and 6 will still be able to 
communicate amongst themselves through frame relay net
work B. Likewise, if network B goes down, sites 1, 2, and 
3 will still be able to communicate through network A. Only 

30 
staged manner. They have had to decide instead between the 
two solutions, and deploy the solution in their entire network 
communications system in one step. This is a barrier for 
deployment of Internet-based solutions 500/502, since an 
existing working network would be replaced by a yet-

35 untested new network. Also, for organizations with several 
geographically distributed locations a single step conversion 
is very complex. Some organizations may want a redundant 
Internet-based backup between a few locations while main
taining the frame relay network for the entire organization. if both networks go down at the same time would all sites be 

completely cut off. Like the FIG. 1 configurations, the FIG. 40 

3 configuration uses two private networks. Unlike FIG. 1, 
however, there is no option for switching traffic to another 
private network when one network 106 goes down, although 
either or both of the networks in FIG. 3 could have an ISDN 
backup like that shown in FIG. 2. Note also that even when 
both private networks are up, sites 1, 2, and 3 communicate 
only among themselves; they are not connected to sites 4, 5, 
and 6. Networks A and B in FIG. 3 are therefore not in 
"parallel" as that term is used herein, because all the traffic 
between each pair of sites goes through at most one of the 50 

networks A, B. 

It would be an advancement in the art to provide new tools 
and techniques for configuring disparate networks (e.g., 
frame relay/point-to-point WANs and Internet-based VPNs) 
in parallel, to obtain benefits such as greater reliability, 
improved security, and/or load-balancing. Such improve-

45 ments are disclosed and claimed herein. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides tools and techniques for 
directing packets over multiple parallel disparate networks, 
based on addresses and other criteria. This helps organiza
tions make better use of frame relay networks and/or point-

FIG. 4 illustrates a prior art response to the incompatibil-
ity of frame relay networks of different carriers. A special 
"network-to-network interface" (NNI) 402 is used to reli
ably transmit data between the two frame relay networks A 
and B. NNis are generally implemented in software at 
carrier offices. Note that the configuration in FIG. 4 does not 
provide additional reliability by using two frame relay 
networks 106, because those networks are in series rather 
than in parallel. If either of the frame relay networks A, B in 
the FIG. 4 configuration fails, there is no path between site 
1 and site 2; adding the second frame relay network has not 
increased reliability. By contrast, FIG. 1 increases reliability 

to-point (e.g., Tl, T3, fiber, OCx, Gigabit, wireless, or 
satellite based) network connections in parallel with VPNs 
and/or other Internet-based networks. For instance, some 

55 embodiments of the invention allow frame relay and VPN 
wide area networks to co-exist for redundancy as well as for 
transitioning from frame relay/point-to-point solutions to 
Internet-based solutions in a staged manner. Some embodi
ments operate in configurations which communicate data 

60 packets over two or more disparate WAN connections, with 
the data traffic being dynamically load-balanced across the 
connections, while some embodiments treat one of the 
WANs as a backup for use mainly in case the primary 

by placing the frame relay networks in parallel, so that an 
alternate path is available if either (but not both) of the frame 65 

relay networks fails. Someone of skill in the art who was 
looking for ways to improve reliability by putting networks 

connection through the other WAN fails. 
Other features and advantages of the invention will 

become more fully apparent through the following descrip
tion. 

Cisco Systems, Inc. 
Exhibit 1002 

Page 17 of 426



US 6,775,235 B2 
5 

BRIEF DESCRIPTION OF THE DRAWINGS 

To illustrate the manner in which the advantages and 
features of the invention are obtained, a more particular 
description of the invention will be given with reference to 
the attached drawings. These drawings only illustrate 
selected aspects of the invention and its context. In the 
drawings: 

FIG. 1 is a diagram illustrating a prior art approach having 
frame relay networks configured in parallel for increased 
reliability for all networked sites, in configurations that 
employ manual switchover between the two frame relay 
networks in case of failure. 

FIG. 2 is a diagram illustrating a prior art approach having 
a frame relay network configured in parallel with an ISDN 
network link for increased reliability for all networked sites. 

FIG. 3 is a diagram illustrating a prior art approach having 
independent and non-parallel frame relay networks, with 
each network connecting several sites but no routine or 
extensive communication between the networks. 

FIG. 4 is a diagram illustrating a prior art approach having 
frame relay networks configured in series through a 
network-to-network interface, with no consequent increase 
in reliability because the networks are in series rather than 
in parallel. 

FIG. 5 is a diagram illustrating a prior art approach having 
a frame relay network configured in parallel with a VPN or 
other Internet-based network that is disparate to the frame 
relay network, but without the fine-grained packet routing of 
the present invention. 

FIG. 6 is a diagram illustrating one system configuration 
of the present invention, in which the Internet and a private 
network are placed in parallel for increased reliability for all 
networked sites, without requiring manual traffic 
switchover, and with the option in some embodiments of 
load balancing between the networks and/or increasing 
security by transmitting packets of a single logical connec
tion over disparate networks. 

6 
independent parallel disparate networks, such as frame relay 
networks and/or point-to-point network connections, on the 
one hand, and VPNs or other Internet-based network 
connections, on the other hand. "Multiple" networks means 
two or more such networks. "Independent" means routing 
information need not be shared between the networks. 
"Parallel" does not rule out all use of NNis and serial 
networks, but it does require that at least two of the networks 
in the configuration be in parallel at the location where the 

10 invention distributes traffic, so that alternate data paths 
through different networks are present. "Frame relay net
works" or "private networks" does not rule out the use of an 
ISDN link or other backup for a particular frame relay or 
point-to-point private network, but it does require the pres-

15 ence of multiple such networks; FIG. 2, for instance, does 
not meet this requirement. A "frame relay network" is 
unavailable to the general public and thus disparate from the 
Internet and VPNs (which may be Internet-based), even 
though some traffic in the Internet may use public frame 

20 relay networks once the traffic leaves the location where the 
invention distributes traffic. 

FIG. 6 illustrates one of many possible configurations of 
the present invention. Comments made here also apply to 
similar configurations involving only one or more frame 

25 relay networks 106, those involving only one or more 
point-to-point networks 204, and those not involving a VPN 
604, for example. Two or more disparate networks are 
placed in parallel between two or more sites 102. In the 
illustrated configuration, the Internet 500 and a VPN 604 are 

30 disparate from, and in parallel with, frame relay/point-to
point network 106/204, with respect to site A and site B. No 
networks are parallel disparate networks in FIG. 6 with 
regard to site C as a traffic source, since that site is not 
connected to the Internet 500. Access to the disparate 

35 networks at site A and and site B is through an inventive 
controller 602 at each site. Additional controllers 602 may 
be used at each location (i.e., controllers 602 may be placed 
in parallel to one another) in order to provide a switched 

FIG. 7 is a diagram further illustrating a multiple disparate 
network access controller of the present invention, which 
comprises an interface component for each network to 
which the controller connects, and a path selector in the 40 

controller which uses one or more of the following as 
criteria: destination address, network status (up/down), net
work load, use of a particular network for previous packets 

connection system with no single point of failure. 
With continued attention to the illustrative network topol-

ogy for one embodiment of the invention shown in FIG. 6, 
in this topology the three locations A, B, and C are con
nected to each other via a frame relay 106 or leased line 
network 204. Assume, for example, that all three locations in a given logical connection or session. 

FIG. 8 is a flowchart illustrating methods of the present 
invention for sending packets using a controller such as the 
one shown in FIG. 7. 

FIG. 9 is a flowchart illustrating methods of the present 
invention for combining connections to send traffic over 
multiple parallel independent disparate networks for reasons 
such as enhanced reliability, load balancing, and/or security. 

45 are connected via a single frame relay network 106. Loca
tions A and B are also connected to each other via a VPN 
connection 604. VPN tunnels are established between loca
tions A and B in the VPN, which pairs line 1 to line 3 and 
also pairs line 2 to line 3. There can be only one VPN tunnel 

50 between locations A and B. There is no VPN connection 
between location C and either location A or location B. 

FIG. 10 is a diagram illustrating another system configu
ration of the present invention, in which the Internet and a 
frame relay network are placed in parallel, with a VPN 
tunnel originating after the source controller and terminating 55 

before the destination controller, and each known site that is 
accessible through one network is also accessible through 
the other network unless that other network fails. 

Therefore, locations A, B, and C can communicate with 
each other over the frame relay network 106, and locations 
A and B (but not C) can also communicate with each other 
over the VPN connection 604. Communication between 
locations A and C, and communication between locations B 
and C, can take place over the frame relay network 106 only. 
Communication between locations A and B can take place 
over frame relay network 106. It can also take place over one FIG. 11 is a diagram illustrating a system configuration 

similar to FIG. 10, except the VPN tunnel originates before 
the source controller and terminates after the destination 
controller. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

The present invention relates to methods, systems, and 
configured storage media for connecting sites over multiple 

60 of the lines 1-and-3 pair, or the lines 2-and-3 pair, but not 
both at the same time. Traffic can also travel over lines 2 and 
4, but without a VPN tunnel. When the source and destina
tion IP address pairs are the same between locations A and 
B but different types of networks connect those locations, as 

65 in FIG. 6 for instance, then a traffic routing decision that 
selects between network types cannot be made with an 
existing commercially available device. By contrast, the 
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invention allows an organization to deploy an Internet-based 
solution between locations A and B while maintaining the 
frame relay network 106 between locations A, B, and C, and 
allows traffic routing that selects between the Internet and 
the frame relay network on a packet-by-packet basis. 

8 

The invention may thus be configured to allow the orga
nization to achieve the following goals, in the context of 
FIG. 6; similar goals are facilitated in other configurations. 
First, the organization can deploy an Internet-based second 
connection between only locations A and B, while main-

10 
taining frame relay connectivity between locations A, B, and 

2. Is the traffic destined for location A? If so, then there are 
at least two paths to location A: the frame relay line 6, or 
VPN line 3. The controller 602 decides whether the two 
connections are in load-balance or on-failure backup 
mode, and chooses line(s) accordingly as discussed 
above. 

3. Is the traffic destined for location C? If so, then send the 
traffic on the frame relay line, line 6. 
To operate as discussed herein, the invention uses infor

mation about the IP address ranges in the locations reside as 
input data. For instance, a packet destined for the Internet 
500 is one whose destination address is not in any of the 
address ranges of the known locations (e.g., locations A, B, 
and C in the example of FIG. 6). In some configurations, this 

C. Later the organization may deploy an Internet-based 
solution at location C as well. Second, the organization can 
use the Internet-based connection between locations A and B 
for full load-balancing or backup, or a combination of the 
two. Third, the organization can use the frame relay con
nection between locations A and B for full load-balancing or 
backup, or a combination of the two. Fourth, the organiza
tion can load-balance traffic in a multi-homing situation 
between two ISPs or two connections to the Internet at 
locations A and/or B. 

To better understand the invention, consider the operation 
of controller device 602 at location A The controller 602 
examines the IP data traffic meant to go through it and makes 
determinations and takes steps such as those discussed 
below. 

If the traffic is destined for the Internet 500, send the 
traffic over the Internet using lines 1 and/or 2. Load balanc
ing decisions that guide the controller 602 in distributing 
packets between the lines can be based on criteria such as the 
load of a given network, router, or connection relative to 
other networks, routers, or connections, to be performed 
dynamically in response to actual traffic. Load-balancing 
may be done through a round-robin algorithm which places 
the next TCP or UDP session on the next available line, or 
it may involve more complex algorithms that attempt to 
measure and track the throughput, latency, and/or other 
performance characteristics of a given link or path element. 
Load-balancing is preferably done on a per-packet basis for 
site-to-site data traffic over the Internet or frame relay net, or 
done on a TCP or UDP session basis for Internet traffic, as 
opposed to prior approaches that use a per-department 
and/or per-router basis for dividing traffic. Load-balancing 
algorithms in general are well understood, although their 
application in the context of the present invention is believed 
to be new. 

15 
is the same as saying that a packet destined for the Internet 
is one whose address is not in the address range of any of the 
organization's locations. However, although all the known 
locations may belong to a single organization, that is not a 
necessary condition for using the invention. Known loca-

20 tions may also belong to multiple organizations or individu
als. Likewise, other locations belonging to the organization 
may be unknown for purposes of a given embodiment of the 
invention. 

Address ranges can be specified and tested by the con-
25 troller 602 using subnet masks. The subnet masks may be of 

different lengths (contain a different number of one bits) in 
different embodiments and/or in different address ranges in 
a given embodiment. For instance, class B and class C 
addresses may both be used in some embodiments. 

30 
As another example, consider the illustrative network 

topology shown in FIG. 10. This configuration has two 
locations A and B which are connected by a frame relay 
network 106 and by the Internet 500, through a frame relay 
router 105 and an Internet router 104, at each location. For 

35 
convenience, all routers are designated similarly in the 
Figures, but those of skill in the art will appreciate that 
different router models may be used, and in particular and 
without limitation, different routers may be used to connect 
to a private network than are used to connect to the Internet. 

40 
Also, the controllers 602, routers (and in FIG. 6 the VPN 
interfaces 604) are shown separately in the Figures for 
convenience and clarity of illustration, but in various 
embodiments the software and/or hardware implementing 
these devices 602, 104, 105, 604 may be housed in a single 

45 
device and/or reside on a single machine. 

If the traffic is destined for location B, then there are at 
least three paths from the current location (A) to location B: 
frame relay line 5, VPN line 1, or Internet line 2. In some 
embodiments, the invention determines whether the three 
connections are in load-balance mode or on-failure backup 50 
mode or a combination thereof. For a load-balance mode, 
the controller 602 chooses the communication line based on 
load-balancing criteria. For backup mode, it chooses the 
communication line that is either the preferred line or (if the 
preferred line is down) the currently functional (backup) 55 
line. 

Suppose that the address ranges used by the routers in the 
FIG. 10 configuration are the following: 

Location 

A 
B 

LAN IP 

192.168.x.x 
10.0.x.x 

Internet 

200.x.x.x 
210.x.x.x 

Frame Relay 

196.x.x.x 
198.x.x.x 

Without the invention, a topology like FIG. 10 (but 
without the controllers 602) requires some inflexible method 
of assigning packets to paths. Thus, consider a packet from 
location A that is meant for location B that has a destination 
address in the 10.0.x.x range. The network devices are 
pre-configured to such that all such packets with the 10.0.x.x 
destination address must be sent to the frame relay router 

By contrast with the preceding, if the traffic is destined for 
location C, then the controller 602 at site A sends the traffic 
on the frame relay line, line 5. 

Now let us look at the operation of the controller device 60 

602 at location B. The device examines the IP data traffic 
sent to it and makes determinations like the following: 
1. Is the traffic destined for the Internet, as opposed to one 

of the three "known" locations A, B, and C? If so, send the 
traffic over the Internet lines (line 3 and/or line 4). Load 
balancing decisions can be based on the criteria described 
above. 

(router Y), even though there is Internet connectivity 
between the two locations. Likewise, without the invention 
a packet from location A meant for location B which has a 

65 destination address not in the 10.0.x.x. range must be sent to 
the Internet router (router X) even though there is frame 
relay connectivity between the two locations. 

Cisco Systems, Inc. 
Exhibit 1002 

Page 19 of 426



US 6,775,235 B2 
9 

Traditionally, such necessary match-ups of packets with 
routers were done by inflexible approaches such as sending 
all traffic from a given department, building, or local area 
network to a specified router. Manual and/or tedious recon
figuration was needed to change the destination address used 
in packets from a given source LAN such as one at site A, 
so this approach allowed load-balancing only on a very 
broad granularity, and did not load-balance dynamically in 
response to actual traffic. In particular, difficult reconfigu
ration of network parameters was needed to redirect packets 10 

to another router when the specified router went down. 
By placing inventive modules 602 between locations and 

their routers as illustrated in FIG. 10, however, the invention 
allows load-balancing, redundancy, or other criteria to be 
used dynamically, on a granularity as fine as packet-by- 15 

packet, to direct packets to an Internet router and/or a frame 
relay/point-to-point router according to the criteria. For 
instance, with reference to the illustrative network topology 
of FIG. 10, if the inventive module 602 at location A 
receives a packet with a destination address in the 10.0.x.x 20 

range and the Internet router X is either down or over
loaded, then the inventive module 602 can change the 
destination address so that it is in the 198.x.x.x range (the 
rest of the address may be kept) and then send the modified 
packet to the frame relay router Y. Similarly, if the frame 25 
relay path is down, overloaded, or insecure, then the con
troller 602 can direct packets to the Internet after making the 
necessary destination address changes to let the Internet 
router 104 operate successfully on those packets. 

Unlike the configuration shown in FIG. 1, the inventive 30 

configurations in FIGS. 6 and 10 do not require manual 
intervention by network administrators to coordinate traffic 
flow over parallel networks. The disparate networks are 
independent of each other. When one attached network fails, 
the failure is sensed by the controller 602 and traffic is 35 

automatically routed through one or more other networks. 
Unlike the configuration in FIG. 2, the inventive configu
ration combines two or more disparate networks. Unlike the 
configuration in FIG. 4, the inventive configuration requires 
two or more disparate networks be placed in parallel 40 

(although additional networks may also be placed in series). 
Unlike the configuration in FIG. 3, the inventive configu
ration does not merely partition sites between unconnected 
networks-with the invention, most or all of the connected 
sites get the benefit of parallel networks, so they can 45 

continue transceiving even if one of the networks goes 
down. 

Another difference between the inventive approach and 
prior approaches is the narrow focus of some prior art on 
reliability. The present document takes a broader view, 50 

which considers load balancing and security as well as 
reliability. Configurations like those shown in FIG. 2 are 
directed to reliability (which is also referred to by terms such 
as "fault tolerance", "redundancy", "backup", "disaster 
recovery", "continuity", and "failover"). That is, one of the 55 

network paths (in this case, the one through the frame relay 
network) is the primary path, in that it is normally used for 
most or all of the traffic, while the other path (in this case, 
the one through the ISDN link) is used only when that 
primary path fails. Although the inventive configurations 60 

can be used in a similar manner, with one network being on 
a primary path and the other network(s) being used only as 
a backup when that first network fails, the inventive con
figurations also permit concurrent use of two or more 
disparate networks. With concurrent use, elements such as 65 

load balancing between disparate networks, and increased 
security by means of splitting pieces of a given message 

10 
between disparate networks, which are not considerations in 
the prior art of FIG. 2, become possibilities in some embodi
ments of the present invention. 

In some embodiments, a network at a location T is 
connected to a controller 602 for a location R but is not 
necessarily connected to the controller 602 at another loca
tion S. In such cases, a packet from location T addressed to 
location S can be sent over the network to the controller at 
location S, which can then redirect the packet to location T 
by sending it over one or more parallel disparate networks. 
That is, controllers 602 are preferably, but not necessarily, 
provided at every location that can send packets over the 
parallel independent networks of the system. 

In some embodiments, the controller 602 at the receiving 
end of the network connection between two sites A and B 
has the ability to re-sequence the packets. This means that if 
the lines are of dissimilar speeds or if out-of-sequence 
transmission is required by security criteria, the system can 
send packets out of order and re-sequence them at the other 
end. Packets may be sent out of sequence to enhance 
security, to facilitate load-balancing, or both. The TCP/IP 
packet format includes space for a sequence number, which 
can be used to determine proper packet sequence at the 
receiving end (the embodiments are dual-ended, with a 
controller 602 at the sending end and another controller 602 
at the receiving end). The sequence number (and possibly 
more of the packet as well) can be encrypted at the sending 
end and then decrypted at the receiving end, for enhanced 
security. Alternately, an unused field in the TCP/IP header 
can hold alternate sequence numbers to define the proper 
packet sequence. 

In the operation of some embodiments, the controller 602 
on each location is provided with a configuration file or other 
data structure containing a list of all the LAN IP addresses 
of the controllers 602 at the locations, and their subnet 
masks. Each controller 602 keeps track of available and 
active connections to the remote sites 102. If any of the 
routes are unavailable, the controller 602 preferably detects 
and identifies them. When a controller 602 receives IP traffic 
to any of the distant networks, the data is sent on the active 
connection to that destination. If all connections are active 
and available, the data load is preferably balanced across all 
the routers. If any of the connections are unavailable, or any 
of the routers are down, the traffic is not forwarded to that 
router; when the routes become available again, the load 
balancing across all active routes preferably resumes. 

In some embodiments, load balancing is not the only 
factor considered (or is not a factor considered) when the 
controller 602 determines which router should receive a 
given packet. Security may be enhanced by sending packets 
of a given message over two or more disparate networks. 
Even if a packet sniffer or other eavesdropping tool is used 
to illicitly obtain data packets from a given network, the 
eavesdropper will thus obtain at most an incomplete copy of 
the message because the rest of the message traveled over a 
different network. Security can be further enhanced by 
sending packets out of sequence, particularly if the sequence 
numbers are encrypted. 

FIG. 7 is a diagram further illustrating a multiple disparate 
network access controller 602 of the present invention. A site 
interface 702 connects the controller 602 to the LAN at the 
site 102. This interface 702 can be implemented, for 
instance, as any local area network interface, like 
10/lOOBase-T ethernet, gigabit ATM or any other legacy or 
new LAN technology. 

The controller 602 also includes a packet path selector 
704, which may be implemented in custom hardware, or 
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implemented as software configuring semi-custom or 
general-purpose hardware. The path selector 704 determines 
which path to send a given packet on. In the configuration 
of FIG. 6, for instance, the path selector in the controller at 
location A selects between a path through the router on line 
1 and a path through the router on line 2. In different 
embodiments and/or different situations, one or more of the 
following criteria may be used to select a path for a given 
packet, for a given set of packets, and/or for packets during 
a particular time period: 

Redundancy: do not send the packet(s) to a path through 

12 
706 or as an indirect interface 706; a given embodiment may 
comprise only direct interfaces 706, may comprise only 
indirect interfaces 706, or may comprise at least one of each 
type of interface. 

An indirect interface 706 may be implemented, for 
instance, as a direct frame relay connection over land line or 
wireless or network interfaces to which the frame relay 
routers can connect, or as a point-to-point interface to a 
dedicated Tl, T3, or wireless connection. One suitable 

10 
implementation includes multiple standard Ethernet cards, 
in the controller 602 and in the router, which connect to each 
other. An external frame relay User-Network Interface 
(UNI) resides in a router 105 of a network 106; a similar 
Ethernet card resides in the Internet router 104. Each such 

a network, a router, or a connection that is apparently 
down. Instead, use devices (routers, network switches, 
bridges, etc.) that will still carry packets after the 
packets leave the selected network interfaces, when 15 
other devices that could have been selected are not 

Ethernet card will then have a specific IP address assigned 
to it. The controller can also have a single Ethernet card with 
multiple IP addresses associated with different routers and 
LANs. An indirect interface 706 may connect to the network 
over fiber optic, Tl, wireless, or other links. 

functioning. Techniques and tools for detecting net
work path failures are generally well understood, 
although their application in the context of the present 
invention is believed to be new. 

A direct interface 706 comprises a standard connection to 
20 the Internet 500, while another direct interface 706 com

prises a standard connection to a VPN. One direct interface 
706 effectively makes part of the controller 602 into a UNI 
by including in the interface 706 the same kind of special 
purpose hardware and software that is found on the frame 

Load-balancing: send packets in distributions that balance 
the load of a given network, router, or connection 
relative to other networks, routers, or connections 
available to the controller 602. This promotes balanced 
loads on one or more of the devices (routers, frame 
relay switches, etc.) that carry packets after the packets 
leave the selected network interfaces. Load-balancing 
may be done through an algorithm as simple as a 
modified round-robin approach which places the next 
packet on the next available line, or it may involve 
more complex algorithms that attempt to measure and 
track the throughput, latency, and/or other performance 
characteristics of a given link or path element. Load
balancing is preferably done on a per-packet basis for 
site-to-site data traffic or on a TCP or UDP session basis 35 

25 relay network side (as opposed to the UNI side) of a frame 
relay network router. Such a direct frame relay network 
interface 706 is tailored to the specific timing and other 
requirements of the frame relay network to which the direct 
interface 706 connects. For instance, one direct interface 706 

30 may be tailored to a Qwest frame relay network 106, while 
another direct interface 706 in the same controller 602 is 
tailored to a UUNet network 106. Another direct interface 
706 comprises standard VPN components. 

An indirect interface 706 relies on special purpose hard
ware and connectivity/driver software in a router or other 
device, to which the indirect interface 706 of the controller 
602 connects. By contrast, a direct interface 706 includes 
such special purpose hardware and connectivity/driver soft
ware inside the controller 602 itself. In either case, the 

for Internet traffic, as opposed to prior art approaches 
which use a per-department and/or per-router basis for 
dividing traffic. Load-balancing algorithms in general 
are well understood, although their application in the 
context of the present invention is believed to be new. 

Security: divide the packets of a given message (session, 
file, web page, etc.) so they travel over two or more 
disparate networks, so that unauthorized interception of 
packets on fewer than all of the networks used to carry 
the message will not provide the total content of the 
message. Dividing message packets between networks 
for better security may be done in conjunction with 
load balancing, and may in some cases be a side-effect 
of load-balancing. But load-balancing can be done on 
a larger granularity scale than security, e.g., by sending 
one entire message over a first network A and the next 
entire message over a second, disparate network. Secu
rity may thus involve finer granularity than load 
balancing, and may even be contrary to load balancing 
in the sense that dividing up a message to enhance 
security may increase the load on a heavily loaded path 
even though a more lightly loaded alternate path is 
available and would be used for the entire message if 
security was not sought by message-splitting between 
networks. Other security criteria may also be used, e.g., 
one network may be viewed as more secure than 
another, encryption may be enabled, or other security 
measures may be taken. 

The controller 602 also includes two or more disparate 
network interfaces 706, namely, there is at least one interface 
706 per network to which the controller 602 controls access. 
Each interface 706 can be implemented as a direct interface 

40 controller provides packet switching capabilities for at least 
redundancy without manual switchover, and preferably for 
dynamic load-balancing between lines as well. FIG. 7 shows 
three interfaces 706; other controllers may have a different 
number of interfaces. The three interfaces 706 (for instance) 

45 may be implemented using a single card with three IP 
addresses, or three cards, each with one IP address. The site 
interface 702 may or may not be on the same card as 
interface(s) 706. The controller 602 in each case also option
ally includes memory buffers in the site interface 702, in the 

50 path selector 704, and/or in the network interfaces 706. 
An understanding of methods of the invention will follow 

from understanding the invention's devices, and vice versa. 
For instance, from FIGS. 6, 7, 10, and 11 one may ascertain 
methods of the invention for combining connections for 

55 access to multiple disparate networks, as well as systems and 
devices of the invention. As illustrated in FIG. 8, methods of 
the invention use a device such as controller 602. The 
controller 602 comprises (a) a site network interface 702, (b) 
at least two WAN network interfaces 706 tailored as nec-

60 essary to particular networks, and ( c) a packet path selector 
704 which selects between network interfaces 706 according 
to a specified criterion. Path selection criteria may be 
specified 800 by configuration files, hardware jacks or 
switches, ROM values, remote network management tools, 

65 or other means. Variations in topology are also possible, e.g., 
in a variation on FIG. 10 the VPNs could swap position with 
their respective routers. 
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One then connects the site interface 702 to a site 102 to 
receive packets from a computer (possibly via a LAN) at the 
site 102. Likewise, one connects a first network interface 
706 to a first router for routing packets to a first network, and 
a second network interface 706 to a second router for routing 
packets to a second network, with the networks being 
disparate to each other. A third, fourth, etc. network may be 
similarly connected to the controller 602 in some embodi
ments and/or situations. 

The connected disparate networks are parallel to one 10 

another (not serial, although additional networks not directly 
connected to the controller 602 may be serially connected to 
the parallel disparate networks). The connected disparate 
networks are independent of one another, in that no routing 
information need be shared between them, to make them 15 

parallel (NNis can still be used to connect networks in serial 
to form a larger independent and parallel network). A 
mistake in the routing information for one network will thus 
not affect the other network. 

14 
obtained 902 by reading a configuration file, querying 
routers, receiving input from a network administrator, and/or 
other data gathering means. 

If necessary, a connection forming step is performed, e.g., 
to obtain a virtual circuit between two sites 102. The 
controller 602 then checks the status of each connection and 
updates the information for available communication paths. 

The controller 602 at each location will go through the 
address range information obtaining step, topology infor
mation obtaining step and connection forming step. More 
generally, the steps illustrated and discussed in this docu-
ment may be performed in various orders, including 
concurrently, except in those cases in which the results of 
one step are required as input to another step. Likewise, 
steps may be omitted unless required by the claims, regard
less of whether they are expressly described as optional in 
this Detailed Description. Steps may also be repeated, or 
combined, or named differently. 

During a packet receiving step 904, the controller 602 at 
a given source location receives a packet to be sent from that 
location to the destination site 102. In some cases, multiple 
packets may be received in a burst. The packet comes into 
the controller 602 through the site interface 702. 

During a determining step 906, the controller 602 (or 

After the connections are made (which may be done in a 20 

different order than recited here), one sends 802 a packet to 
the site interface 702. The controller 602 then sends the 
packet through the one (or more-copies can be sent 
through multiple networks) network interface 706 that was 
selected by the packet path selector 704. The packet path 
selector 704 can maintain a table of active sessions, and use 
that table to select a path for packets in a given session. The 
packet path selector 704 does not need a session table to 
select paths for site-to-site traffic, because the controller 602 

25 some other device used in implementing the method) looks 
at the packet destination address to determine whether the 
destination address lies within a known address range. That 
is, the destination address is compared to the known location 
address ranges that were obtained during step 900, in order 

on the other site knows where to forward the site-to-site
packets. 

30 to see whether the destination location is a known location. 

FIG. 9 is a flowchart further illustrating methods of the 
present invention, which send packets over multiple parallel 
independent disparate networks for enhanced reliability, 
load balancing and/or security; frame relay networks and the 35 

Internet are used as an example, but point-to-point networks 
and VPNs may be similarly employed according to the 
discussion herein. 

Only packets destined for known locations are potentially 
rerouted by the invention to balance loads, improve security, 
and/or improve reliability. Packets destined for unknown 
locations are simply sent to the network indicated in their 
respective destination addresses, which is the Internet 500 in 
the examples given herein but could also be some other 
"catch-all" network. Although they are not rerouted, such 
packets may nonetheless be counted as part of the load 
balancing calculation. 

During a path selecting step 908, the path selector 704 
selects the path over which the packet will be sent; selection 
is made between at least two paths, each of which goes over 
a different network 106 than the other. The disparate net
works are independent parallel networks. This path selecting 

45 step 908 may be performed once per packet, or a given 
selection may pertain to multiple packets. In some 
embodiments, selecting a network will also select a path, as 
in the system shown in FIG. 10. In other cases, there may be 
more than one path to a given network, as discussed in 

During an address range information obtaining step 900, 
address ranges for known locations are obtained. Address 40 

ranges may be specified as partial addresses, e.g., partial IP 
addresses in which some but not all of the address is 
specified. Thus, "198.x.x.x" indicates an IP address in which 
the first field is 198 and the other three address fields are not 
pinned down, corresponding to the range of addresses from 
198.0.0.0 to 198.255.255.255. Each address range has an 
associated network; a network may have more than one 
associated contiguous range of addresses which collectively 
constitute the address range for that network. The locations 
reachable through the network have addresses in the address 
range associate with the network. Since part of the address 
specifies the network, a location reachable through two 
networks has two addresses, which differ in their network
identifying bits but are typically the same in their other bits. 
Address ranges may be obtained 900 by reading a configu
ration file, querying routers, receiving input from a network 
administrator, and/or other data gathering means. 

50 connection with the line pairs shown in FIG. 6. Packet path 
selection 908 is shown as following packet receipt 904, but 
in some embodiments and/or some situations, it may pre
cede packet receipt 904. That is, in some cases the path for 
the next packet may be determined by the packet path 

55 selector before the packet arrives, e.g., in a round-robin 
manner, while in other cases the path is determined after the 
packet arrives, e.g., using per-packet dynamic load balanc
ing. During a topology information obtaining step 902, topol

ogy information for the system of parallel disparate net
works is obtained. The topology information specifies which 60 

one or more networks can be used (if functioning) to reach 
which known locations. With regard to FIG. 6, for instance, 
the topology information could be represented by a table, 
list, or other data structure which specifies that: the VPN 
connects sites A and B; the Internet connects sites A and B; 65 

and the private (frame relay/point-to-point) network con
nects sites A, B, and C. Topology information may be 

As indicated, the path selection may use 910 load bal
ancing as a criterion for selecting a path, use 912 network 
status (up/down) and other connectivity criteria (e.g., router 
status, connectivity status) as a criterion for selecting a path, 
and/or use 914 division of packets between disparate net
works for enhanced security as a criterion for selecting a 
path. These steps may be implemented in a manner consis
tent with the description above of the path selector 704 given 
in the discussion of FIG. 7. More generally, unless it is 
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otherwise indicated, the description herein of systems of the 
present invention extends to corresponding methods, and 
vice versa. 

The description of systems and methods likewise extend 

16 
packet through a frame relay network 106 to the same 
destination, then the packet's destination IP address is 
modified 916 by replacing the IP address with the IP address 
of the appropriate interface of the controller at Site B. Also 
the packet's source IP address is replaced with the IP address 
of the appropriate interface of the source controller. This 
modifying step may be viewed as optional, in the sense that 
it need not be performed in every embodiment. But it is 
required in the sense that a system embodiment of the 

10 invention which is claimed with a limitation directed to 

to corresponding computer-readable media (e.g., RAM, 
ROM, other memory chips, disks, tape, Iomega ZIP or other 
removable media, and the like) which are configured by 
virtue of containing software to perform an inventive 
method, or software (including any data structure) which is 
uniquely suited to facilitate performance of an inventive 
method. Articles of manufacture within the scope of the 
present invention thus include a computer-readable storage 
medium in combination with the specific physical configu
ration of a substrate of the computer-readable storage 
medium, when that substrate configuration represents data 15 
and/or instructions which cause one or more computers to 
operate in a specific and predefined manner as described and 
claimed herein. 

destination address modification must be at least capable of 
performing the modifying step, and a method embodiment 
which is claimed with a limitation directed to the modifying 
step must perform the modifying step on at least one packet. 

With regard to both FIG. 10 and FIG. 11, during a packet 
transmission step 918, the packet is sent on the selected 908 
path. This is done by sending the packet over the network 
interface 706 for the path selected. As indicated in FIG. 9, 
the method may then loop back to receive 904 the next No change to packet source IP address or destination IP 

address need by done by the controller in a topology like that 
shown in FIG. 10. The controller 602 sends the packet to 
router X or router Y as determined by the packet path 
selector. This is illustrated in the following summary 
example: 

Packet location 
Packet Source 
IP Address 

Leaving site A Site A's IP address 
Leaving controller A Site A's IP address 
Leaving VPN/Router VPN/Router/Site A 
<packet travels over Internet/frame relay net/etc.> 

Arrival VPN/Router 
Arrival controller B 

VPN/Router/Site A 
Site A 

<controller may need to resequence packets> 

Arrival at site B Site A 

Packet Destination 
IP Address 

Site B's IP address 
Site B's IP address 
VPN/Router/Site B 

VPN/Router/Site B 
Site B 

Site B 

20 packet, select 908 a network for that packet, send 918 it, and 
so on. As noted, other specific method instances are also 
possible. One example is the inventive method in which load 
balancing or reliability criteria cause an initial path selection 
to be made 908, and then a loop occurs in which multiple 

25 packets are received 904 and then sent 918 over the selected 
path without repeating the selecting step 908 for each 
receive 904---send 918 pair. Note that some embodiments of 
the invention permit packets of a given message to be sent 
over two or more disparate networks, thereby enhancing 914 

30 security. An ending step may be performed as needed during 
an orderly shutdown for diagnostic or upgrade work, for 
instance. 

The controller 602 at the destination site goes through the 
steps described above in reverse order as needed. The 

35 controller 602 receives the packet from the source location 
through one of the network interfaces. Packet resequencing 
may be needed in either the FIG. 10 or the FIG. 11 
configuration, while address changes are needed in the FIG. 

However, packet addresses are modified during operation 
of a configuration like that shown in FIG. 11. An example is 40 

provided in the following summary example: 

11 configuration only. 
Conclusion 

The present invention provides methods and devices for 
placing frame relay and other private networks in parallel 
with VPNs and other Internet-based networks, thereby pro
viding redundancy without requiring manual switchover in 

Packet Location 

Leaving site A 
Leaving VPN A 
Leaving controller A 

Packet Source 
IP Address 

Site A's IP address 
VPN A's IP address 
A controller A IP 
address 

<packet travels over Internet/frame relay net/etc.> 

Arrival controller B The controller A IP 
address 

<controller may need to resequence packets> 

Arrival at VPN B VPN A's IP address 

Packet Destination 
IP Address 

Site B's IP address 
VPN B's IP address 
A controller B IP 
address 

The controller B IP 
address 

VPN B's IP address 
<note that the controllers are transparent to the VPNs> 

Arrival at site B Site A Site B 
<the VPNs are transparent to the sites> 

45 the event of a network failure. Load-balancing between lines 
and/or between networks may also be performed. For 
instance, the invention can be used to provide reliable, 
efficient, and secure point-to-point connections for private 
networks 106 in parallel with a VPN and an SSL Internet 

50 connection. Some prior art approaches require network 
reconfiguration each time a frame relay circuit fails, and 
some have complex router configurations to handle load 
balancing and network failures. This requires substantial 
effort by individual network customers to maintain 

55 connectivity, and they will often receive little or no help 
from the frame relay carriers, or not receive prompt service 
from a VPN provider. Instead, well-trained staff are needed 
at each location, as are expensive routers. By contrast, these 
requirements are not imposed by the present invention. 

60 

During an address modifying step 916, the packet desti
nation address is modified as needed to make it lie within an 
address range (obtained during step 900) which is associated 
with the selected path to the selected network (selected 
during step 908). For instance, if a packet is received 904 65 

with a destination address corresponding to travel through 
the Internet but the path selection 908 selects a path for the 

As used herein, terms such as "a" and "the" and item 
designations such as "connection" or "network" are gener
ally inclusive of one or more of the indicated item. In 
particular, in the claims a reference to an item normally 
means at least one such item is required. 

The invention may be embodied in other specific forms 
without departing from its essential characteristics. The 
described embodiments are to be considered in all respects 
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only as illustrative and not restnctlve. Headings are for 
convenience only. The claims form part of the specification. 
The scope of the invention is indicated by the appended 
claims rather than by the foregoing description. All changes 
which come within the meaning and range of equivalency of 
the claims are to be embraced within their scope. 

What is claimed and desired to be secured by patent is: 

18 
determining whether the destination address lies within a 

known location address range; 

1. A controller which controls access to multiple inde
pendent disparate networks in a parallel network 
configuration, the disparate networks comprisinig at least 10 
one private network and at least one network based on the 
Internet, the controller comprising: 

selecting a network path from among paths to disparate 
associated networks, said networks being in parallel at 
the current location, each of said networks specified in 
the topology information as capable of providing con
nectivity between the current location and the destina
tion location; 

forwarding the packet on the selected network path. 
6. The method of claim 5, further comprising the step of 

modifying the packet destination address to lie within a 
known location address range associated with the selected 
network before the forwarding step. a sit interface connecting the controller to a site; 

at least two network interfaces which send packets toward 
the disparate networks; and 

a packet path selector which selects between network 
interfaces according to at least: 
a destination of the packet, an optional presence of 

alternate paths to that destination, and at least one 
specified criterion for selecting between alternate 
paths when such alternate paths are present; 

wherein the controller receives a packet through the site 
interface and sends the packet through the network 
interface that was selected by the packet path selector; 
and 

wherein the packet path selector selects between network 
interfaces according to a security criterion, thereby 
promoting use of multiple disparate networks to carry 
different pieces of a given message so that unauthorized 
interception of packets on fewer than all of the dispar
ate networks used to carry the message will not provide 
the total content of the message. 

2. The controller of claim 1, wherein the controller sends 
packets out of sequence over the parallel disparate networks. 

3. The controller of claim 2, wherein the controller places 
an encrypted sequence number in at least some of the 
packets which are sent out of sequence. 

4. A controller which controls access to multiple networks 
in a parallel network configuration, suitable networks com
prising Internet-based networks and private networks from 
at least one more provider, in combination, the controller 
comprising: 

a site interface connecting the controller to a site; 

7. The method of claim 5, wherein the forwarding step 
15 forwards the packet toward the Internet when the packet's 

destination address does not lie within any known location 
address range. 

8. The method of claim 5, wherein the destination address 
identifies a destination location to which only a single 

20 associated network provides connectivity from the current 
location, and the forwarding step forwards the packet to that 
single associated network. 

9. The method of claim 5, wherein repeated instances of 
the selecting step make network path selections on a packet-

25 by-packet basis. 
10. The method of claim 5, wherein repeated instances of 

the selecting step make network path selections on a per 
session basis. 

11. The method of claim 5, wherein the selecting step 
30 selects the network path at least in part on the basis of a 

dynamic load-balancing criterion. 
12. The method of claim 11, wherein repeated instances of 

the selecting step select between network paths at least in 
part on the basis of a dynamic load-balancing criterion 

35 which tends to balance line loads by distributing packets 
between lines. 

13. The method of claim 11, wherein repeated instances of 
the selecting step select between network paths at least in 
part on the basis of a dynamic load-balancing criterion 

40 which tends to balance network loads by distributing packets 
between disparate networks. 

at least two network interfaces which send packets toward 
45 

the networks; and 

14. The method of claim 5, wherein the selecting step 
selects the network path at least in part on the basis of a 
reliability criterion. 

15. The method of claim 5, wherein the selecting step 
selects the network path at least in part on the basis of a 
security criterion. a packet path selector which selects between network 

interfaces on a per-packet basis according to at least: a 
destination of the packet, an optional presence of 
alternate paths to that destination, and at least one 
specified criterion for selecting between alternate paths 
when such alternate paths are present; 

wherein the controller receives a packet through the site 
inter-face and sends the packet through the network 
interface that was selected by the packet path selector. 

5. A method for combining connections for access to 
multiple parallel disparate networks, the method comprising 
the steps of: 

obtaining at least two known location address ranges 
which have associated networks; 

obtaining topology information which specifies associ
ated networks that provide, when working, connectiv-
ity between a current location and at least one desti
nation location; 

16. The method of claim 6, wherein the modifying step 
modifies a packet destination address which was in a known 

50 location address range associated with a private network 
such that the modified packet destination address lies instead 
in a known location address range associated with a VPN. 

17. The method of claim 6, wherein the modifying step 
modifies a packet destination address which was in a known 

55 location address range associated with a VPN such tat the 
modified packet destination address lies instead in a known 
location address range associated with a private network. 

18. The method of claim 6, wherein the modifying step 
modifies a packet destination address corresponding to one 

60 of: the Internet, a private network, thereby making the 
modified packet destination address correspond to the other 
of: the Internet, a private network. 

receiving at the current location a packet which identifies 65 

a particular destination location by specifying a desti
nation address for the destination location; 

19. A method for combining connections for access to 
parallel networks, the method comprising the steps of: 

sending a packet to a site interface of a controller, the 
controller comprising the site interface which receives 
packets, at least two network interfaces to parallel 
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networks, and a packet path selector which selects 
between the network interfaces on a per-session basis 
to promote load-balancing; and 

forwarding the packet-through the network interface 
selected byte packet path selector; 

wherein the step of sending a packet to the controller site 
interface is repeated as multiple packets are sent, and 
the controller sends different packets of a given mes-

20 
formance of a method for combining connections for access 
to multiple parallel disparate networks, the method com
prising the steps of: 

obtaining at least two known location address ranges 
which have associated networks; 

sage to different parallel networks. 
10 20. A method for combining connections for access to 

parallel networks, the method comprising the steps of: 

receiving at a first controller a packet which has a first site 

obtaining topology information which specifies associ
ated networks that provide, when working, connectiv
ity between a current location and at least one desti
nation location; 

IP address as source address and a second site IP 
address as destination address; 

modifying the packet to have an IP address of the first 
controller as the source address and an IP address of a 
second controller as the destination address; and 

forwarding the modified packet along a selected path 
toward the second site. 

21. A method for combining connections for access to 
parallel networks, the method comprising the steps of: 

receiving at a first controller a packet which has a first 
VPN IP address as source address and a second VPN IF 
address as destination address; 

modifying the packet to have an IP address of the first 
controller as the source address and an IP address of a 
second controller as the destination address; and 

forwarding to modified packet along a selected path 
toward the second VPN. 

22. A computer storage medium having a configuration 
that represents data and instructions which will cause per-

15 

20 

25 

receiving at the current location a packet which identifies 
a particular destination location by specifying a desti
nation address for the destination location; 

determining whether the destination address lies within a 
known location address range; selecting a network path 
from among paths to disparate associated networks, 
said networks being in parallel at the current location, 
each of said networks specified in the topology infor-
mation as capable of providing connectivity between 
the current location and the destination location; 

modifying the packet destination address to lie within a 
known location address range associated with the 
selected network if it does not already do so; and 

forwarding the packet on the selected network path. 
23. The configured storage medium of claim 22, wherein 

the selecting step selects the network path at least in part on 
the basis of a dynamic load-balancing criterion. 

24. The configured storage medium of claim 22, wherein 
repeated instances of the selecting step make network path 

30 
selections on a packet-by-packet basis. 

* * * * * 
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ABSTRACT 

Methods, configured storage media, and systems are provided for communications 

using two or more disparate networks in parallel to provide load balancing across network 

connections, greater reliability, and/or increased security. A controller provides access to 

5 two or more disparate networks in parallel, through direct or indirect network interfaces. 

When one attached network fails, the failure is sensed by the controller and traffic is 

routed through one or more other disparate networks. When all attached disparate 

networks are operating, one controller preferably balances the load between them. 

10 \pcO 
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TOOLS AND TECHNIQUES FOR 
DIRECTING PACKETS OVER DISPARATE NETWORKS 

RELATED APPLICATIONS 

This application claims priority to commonly owned copending U.S. provisional 

patent application serial no. 60/355,509 filed February 8, 2002, which is also incorporated 

herein by reference. This application is a continuation-in-part of U.S. patent application 

serial no. 10/034,197 filed December 28, 2001, which claims priority to U.S. provisional 

10 patent application serial no. 60/259,269 filed December 29, 2000, each of which is also 

incorporated herein by reference. 

FIELD OF THE INVENTION 

The present invention relates to computer network data transmission, and more 

15 particularly relates to tools and techniques for communications using disparate parallel 

networks, such as a virtual private network ("VPN") or the Internet in parallel with a 

point-to-point, leased line, or frame relay network, in order to help provide benefits such 

as load balancing across network connections, greater reliability, and increased security. 

20 TECHNICAL BACKGROUND OF THE INVENTION 

Organizations have used frame relay networks and point-to-point leased line 

networks for interconnecting geographically dispersed offices or locations. These 

networks have been implemented in the past and are currently in use for interoffice 

communication, data exchange and file sharing. Such networks have advantages, some of 

25 which are noted below. But these networks also tend to be expensive, and there are 
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relatively few options for reliability and redundancy. As networked data communication 

becomes critical to the day-to-day operation and functioning of an organization, the need 

for lower cost alternatives for redundant back-up for wide area networks becomes 

important. 

Frame relay networking technology offers relatively high throughput and 

reliability. Data is sent in variable length frames, which are a type of packet. Each frame 

has an address that the frame relay network uses to determine the frame's destination. 

The frames travel to their destination through a series of switches in the frame relay 

network, which is sometimes called a network "cloud"; frame relay is an example of 

10 packet-switched networking technology. The transmission lines in the frame relay cloud 

15 

must be essentially error-free for frame relay to perform well, although error handling by 

other mechanisms at the data source and destination can compensate to some extent for 

lower line reliability. Frame relay and/or point-to-point network services are provided or 

have been provided by various carriers, such as AT&T, Qwest, XO, and MCI WorldCom. 

Frame relay networks are an example of a network that is "disparate" from the 

Internet and from Internet-based virtual private networks for purposes of the present 

invention. Another example of such a "disparate" network is a point-to-point network, 

such as a T 1 or T3 connection. Although the underlying technologies differ somewhat, 

for purposes of the present invention frame relay networks and point-to-point networks 

20 are generally equivalent in important ways, such as the conventional reliance on manual 

switchovers when traffic must be redirected after a connection fails, and their 

implementation distinct from the Internet. A frame relay permanent virtual circuit is a 

virtual point-to-point connection. Frame relays are used as examples throughout this 
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document, but the teachings will also be understood in the context of point-to-point 

networks. 

A frame relay or point-to-point network may become suddenly unavailable for 

use. For instance, both MCI WorldCom and AT&T users have lost access to their 

5 respective frame relay networks during major outages. During each outage, the entire 

network failed. Loss of a particular line or node in a network is relatively easy to work 

around. But loss of an entire network creates much larger problems. 

Tools and techniques to permit continued data transmission after loss of an entire 

frame relay network that would normally carry data are discussed in United States Patent 

10 ApplicationNo.10/034,197filedDecember28,2001 and incorporated herein. The'197 

application focuses on architectures involving two or more "private" networks in parallel, 

whereas the present application focuses on architectures involving disparate networks in 

parallel, such as a proprietary frame relay network and the Internet. Note that the term 

"private network" is used herein in a manner consistent with its use in the '197 applica-

15 tion (which comprises frame relay and point-to-point networks), except that a "virtual 

private network" as discussed herein is not a "private network". Virtual private networks 

are Internet-based, and hence disparate from private networks, i.e., from frame relay and 

point-to-point networks. To reduce the risk of confusion that might arise from misunder

standing "private network" to comprise "virtual private network" herein, virtual private 

20 networks will be henceforth referred to as VPNs. Other differences and similarities 

between the present application and the '197 application will also be apparent to those of 

skill in the art on reading the two applications. 
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Various architectures involving multiple networks are known in the art. For 

instance, Figure 1 illustrates prior art configurations involving two frame relay networks 

for increased reliability; similar configurations involve one or more point-to-point 

network connections. Two sites 102 transmit data to each other (alternately, one site 

5 might be only a data source, while the other 'is only a data destination). Each site has two 

border routers 105. Two frame relay networks 106, 108 are available to the sites 102 

through the routers 105. The two frame relay networks 106, 108 have been given 

separate numbers in the figure, even though each is a frame relay network, to emphasize 

the incompatibility of frame relay networks provided by different carriers. An AT&T 

Io frame relay network, for instance, is incompatible - in details such as maximum frame 

size or switching capacity - with an MCI WorldCom frame relay network, even though 

they are similar when one takes the broader view that encompasses disparate networks 

like those discussed herein. The two frame relay providers have to agree upon 

information rates, switching capacities, frame sizes, etc. before the two networks can 

15 communicate directly with each other. 

A configuration like that shown in Figure 1 may be actively and routinely using 

both frame relay networks A and B. For instance, a local area network (LAN) at site 1 

may be set up to send all traffic from the accounting and sales departments to router A 1 

and send all traffic from the engineering department to router B 1. This may provide a 

20 very rough balance of the traffic load between the routers, but it does not attempt to 

balance router loads dynamically in response to actual traffic and thus is not "load-

balancing" as that term is used herein. 
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Alternatively, one of the frame relay networks may be a backup which is used 

only when the other frame relay network becomes unavailable. In that case, it may take 

even skilled network administrators several hours to perform the steps needed to switch 

the traffic away from the failed network and onto the backup network, unless the 

5 invention of the '197 application is used. In. general, the necessary Private Virtual 

Circuits (PVCs) must be established, routers at each site 102 must be reconfigured to use 

the correct serial links and PVCs, and LANs at each site 102 must be reconfigured to 

point at the correct router as the default gateway. 

Although two private networks are shown in Figure 1, three or more such 

1 o networks could be employed, with similar considerations coming into play as to increased 

reliability, limits on load-balancing, the efforts needed to switch traffic when a network 

fails, and so on. Likewise, for clarity of illustration Figure 1 shows only two sites, but 

three or more sites could communicate through one or more private networks. 

Figure 2 illustrates a prior art configuration in which data is normally sent 

15 between sites 102 over a private network 106. A failover box 202 at each site 102 can 

detect failure of the network 106 and, in response to such a failure, will send the data 

instead over an ISDN link 204 while the network 106 is down. Using an ISDN link 204 

as a backup is relatively easier and less expensive than using another private network 106 

as the backup, but generally provides lower throughput. The ISDN link is an example of 

20 a point-to-point or leased line network link. 

Figure 3 illustrates prior art configurations involving two private networks for 

increased reliability, in the sense that some of the sites in a given government agency or 

other entity 302 can continue communicating even after one network goes down. For 

5 Cisco Systems, Inc. 
Exhibit 1002 

Page 33 of 426



instance, if a frame relay network A goes down, sites 1, 2, and 3 will be unable to 

communicate with each other but sites 4, 5, and 6 will still be able to communicate 

amongst themselves through frame relay network B. Likewise, if network B goes down, 

sites 1, 2, and 3 will still be able to communicate through network A. Only if both 

5 networks go down at the same time would all sites be completely cut off. Like the Figure 

1 configurations, the Figure 3 configuration uses two private networks. Unlike Figure 1, 

however, there is no option for switching traffic to another private network when one 

network 106 goes down, although either or both of the networks in Figure 3 could have 

an ISDN backup like that shown in Figure 2. Note also that even when both private 

Io networks are up, sites 1, 2, and 3 communicate only among themselves; they are not 

connected to sites 4, 5, and 6. Networks A and Bin Figure 3 are therefore not in 

"parallel" as that term is used herein, because all the traffic between each pair of sites 

goes through at most one of the networks A, B. 

Figure 4 illustrates a prior art response to the incompatibility of frame relay 

15 networks of different carriers. A special "network-to-network interface" (NNI) 402 is 

used to reliably transmit data between the two frame relay networks A and B. NNis are 

generally implemented in software at carrier offices. Note that the configuration in 

Figure 4 does not provide additional reliability by using two frame relay networks 106, 

because those networks are in series rather than in parallel. If either of the frame relay 

20 networks A, B in the Figure 4 configuration fails, there is no path between site 1 and site 

2; adding the second frame relay network has not increased reliability. By contrast, 

Figure 1 increases reliability by placing the frame relay networks in parallel, so that an 

alternate path is available if either (but not both) of the frame relay networks fails. 
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5 

Someone of skill in the art who was looking for ways to improve reliability by putting 

networks in parallel would probably not consider NNis pertinent, because they were used 

for serial configurations rather than parallel ones, and adding networks in a serial manner 

does not improve reliability. 

Internet-based communication solutions such as VPNs and Secure Sockets Layer 

(SSL) offer alternatives to frame relay 106 and point-to-point leased line networks such 

as those using an ISDN link 204. These Internet-based solutions are advantageous in the 

flexibility and choice they offer in cost, in service providers, and in vendors. 

Accordingly, some organizations have a frame relay 106 or leased line connection (a.k.a. 

10 point-to-point) for intranet communication and also have a connection for accessing the 

Internet 500, using an architecture such as that shown in Figure 5. 

But better tools and techniques are needed for use in architectures such as that 

shown in Figure 5. In particular, prior approaches for selecting which network to use for 

which packet(s) are coarse. For instance, all packets from department X might be sent 

15 over the frame relay connection 106 while all packets from department Y are sent over 

the Internet 500. Or the architecture might send all traffic over the frame relay network 

unless that network fails, and then be manually reconfigured to send all traffic over a 

VPN 502. 

Organizations are still looking for better ways to use Internet-based redundant 

20 connections to backup the primary frame relay networks. Also, organizations wanting to 

change from frame relay and point-to-point solutions to Internet-based solutions have not 

had the option of transitioning in a staged manner. They have had to decide instead 

between the two solutions, and deploy the solution in their entire network communica-
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tions system in one step. This is a barrier for deployment of Internet-based solutions 

500/502, since an existing working network would be replaced by a yet-untested new 

network. Also, for organizations with several geographically distributed locations a 

single step conversion is very complex. Some organizations may want a redundant 

5 Internet-based backup between a few locations while maintaining the frame relay network 

for the entire organization. 

It would be an advancement in the art to provide new tools and techniques for 

configuring disparate networks (e.g., frame relay/point-to-point WANs and Internet-based 

VPNs) in parallel, to obtain benefits such as greater reliability, improved security, and/or 

1 o load-balancing. Such improvements are disclosed and claimed herein. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides tools and techniques for directing packets over 

multiple parallel disparate networks, based on addresses and other criteria. This helps 

15 organizations make better use of frame relay networks and/or point-to-point (e.g., Tl, T3, 

fiber, OCx, Gigabit, wireless, or satellite based) network connections in parallel with 

VPNs and/or other Internet-based networks. For instance, some embodiments of the 

invention allow frame relay and VPN wide area networks to co-exist for redundancy as 

well as for transitioning from frame relay/point-to-point solutions to Internet-based 

20 solutions in a staged manner. Some embodiments operate in configurations which 

communicate data packets over two or more disparate WAN connections, with the data 

traffic being dynamically load-balanced across the connections, while some embodiments 
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treat one of the WAN s as a backup for use mainly in case the primary connection through 

the other WAN fails. 

Other features and advantages of the invention will become more fully apparent 

through the following description. 

5 

BRIEF DESCRIPTION OF THE DRAWINGS 

To illustrate the manner in which the advantages and features of the invention are 

obtained, a more particular description of the invention will be given with reference to the 

attached drawings. These drawings only illustrate selected aspects of the invention and 

IO its context. In the drawings: 

Figure 1 is a diagram illustrating a prior art approach having frame relay networks 

configured in parallel for increased reliability for all networked sites, in configurations 

that employ manual switchover between the two frame relay networks in case of failure. 

Figure 2 is a diagram illustrating a prior art approach having a frame relay 

15 network configured in parallel with an ISDN network link for increased reliability for all 

networked sites. 

Figure 3 is a diagram illustrating a prior art approach having independent and non-

parallel frame relay networks, with each network connecting several sites but no routine 

or extensive communication between the networks. 

20 Figure 4 is a diagram illustrating a prior art approach having frame relay networks 

configured in series through a network-to-network interface, with no consequent increase 

in reliability because the networks are in series rather than in parallel. 

9 Cisco Systems, Inc. 
Exhibit 1002 

Page 37 of 426



5 

Figure 5 is a diagram illustrating a prior art approach having a frame relay 

network configured in parallel with a VPN or other Internet-based network that is 

disparate to the frame relay network, but without the fine-grained packet routing of the 

present invention. 

Figure 6 is a diagram illustrating one system configuration of the present 

invention, in which the Internet and a private network are placed in parallel for increased 

reliability for all networked sites, without requiring manual traffic switchover, and with 

the option in some embodiments of load balancing between the networks and/or 

increasing security by transmitting packets of a single logical connection over disparate 

IO networks. 

Figure 7 is a diagram further illustrating a multiple disparate network access 

controller of the present invention, which comprises an interface component for each 

network to which the controller connects, and a path selector in the controller which uses 

one or more of the following as criteria: destination address, network status (up/down), 

15 network load, use of a particular network for previous packets in a given logical 

connection or session. 

Figure 8 is a flowchart illustrating methods of the present invention for sending 

packets using a controller such as the one shown in Figure 7. 

Figure 9 is a flowchart illustrating methods of the present invention for combining 

20 connections to send traffic over multiple parallel independent disparate networks for 

reasons such as enhanced reliability, load balancing, and/or security. 

Figure 10 is a diagram illustrating another system configuration of the present 

invention, in which the Internet and a frame relay network are placed in parallel, with a 
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VPN tunnel originating after the source controller and terminating before the destination 

controller, and each known site that is accessible through one network is also accessible 

through the other network unless that other network fails. 

Figure 11 is a diagram illustrating a system configuration similar to Figure 10, 

5 except the VPN tunnel originates before the.source controller and terminates after the 

destination controller. 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

The present invention relates to methods, systems, and configured storage media 

Jo for connecting sites over multiple independent parallel disparate networks, such as frame 

relay networks and/or point-to-point network connections, on the one hand, and VPNs or 

other Internet-based network connections, on the other hand. "Multiple" networks means 

two or more such networks. "Independent" means routing information need not be 

shared between the networks. "Parallel" does not rule out all use of NNis and serial 

15 networks, but it does require that at least two of the networks in the configuration be in 

parallel at the location where the invention distributes traffic, so that alternate data paths 

through different networks are present. "Frame relay networks" or "private networks" 

does not rule out the use of an ISDN link or other backup for a particular frame relay or 

point-to-point private network, but it does require the presence of multiple such networks; 

20 Figure 2, for instance, does not meet this requirement. A "frame relay network" is 

unavailable to the general public and thus disparate from the Internet and VPNs (which 

may be Internet-based), even though some traffic in the Internet may use public frame 

relay networks once the traffic leaves the location where the invention distributes traffic. 
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Figure 6 illustrates one of many possible configurations of the present invention. 

Comments made here also apply to similar configurations involving only one or more 

frame relay networks 106, those involving only one or more point-to-point networks 204, 

and those not involving a VPN 604, for example. Two or more disparate networks are 

5 placed in parallel between two or more sites· 102. In the illustrated configuration, the 

Internet 500 and a VPN 604 are disparate from, and in parallel with, frame relay I point

to-point network 106/204, with respect to site A and site B. No networks are parallel 

disparate networks in Figure 6 with regard to site C as a traffic source, since that site is 

not connected to the Internet 500. Access to the disparate networks at site A and and site 

1 O B is through an inventive controller 602 at each site. Additional controllers 602 may be 

used at each location (i.e., controllers 602 may be placed in parallel to one another) in 

order to provide a switched connection system with no single point of failure. 

With continued attention to the illustrative network topology for one embodiment 

of the invention shown in Figure 6, in this topology the three locations A, B, and C are 

15 connected to each other via a frame relay 106 or leased line network 204. Assume, for 

example, that all three locations are connected via a single frame relay network 106. 

Locations A and B are also connected to each other via a VPN connection 604. VPN 

tunnels are established between locations A and Bin the VPN, which pairs line 1 to line 3 

and also pairs line 2 to line 3. There can be only one VPN tunnel between locations A 

20 and B. There is no VPN connection between location C and either location A or location 

B. 

Therefore, locations A, B, and C can communicate with each other over the frame 

relay network 106, and locations A and B (but not C) can also communicate with each 
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other over the VPN connection 604. Communication between locations A and C, and 

communication between locations B and C, can take place over the frame relay network 

106 only. Communication between locations A and B can take place over frame relay 

network 106. It can also take place over one of the lines 1-and-3 pair, or the lines 2-and-3 

5 pair, but not both at the same time. Traffic can also travel over lines 2 and 4, but without 

a VPN tunnel. When the source and destination IP address pairs are the same between 

locations A and B but different types of networks connect those locations, as in Figure 6 

for instance, then a traffic routing decision that selects between network types cannot be 

made with an existing commercially available device. By contrast, the invention allows 

10 an organization to deploy an Internet-based solution between locations A and B while 

maintaining the frame relay network 106 between locations A, B, and C, and allows 

traffic routing that selects between the Internet and the frame relay network on a packet-

by-packet basis. 

The invention may thus be configured to allow the organization to achieve the 

15 following goals, in the context of Figure 6; similar goals are facilitated in other 

configurations. First, the organization can deploy an Internet-based second connection 

between only locations A and B, while maintaining frame relay connectivity between 

locations A, B, and C. Later the organization may deploy an Internet-based solution at 

location C as well. Second, the organization can use the Internet-based connection 

20 between locations A and B for full load-balancing or backup, or a combination of the two. 

Third, the organization can use the frame relay connection between locations A and B for 

full load-balancing or backup, or a combination of the two. Fourth, the organization can 
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load-balance traffic in a multi-homing situation between two ISPs or two connections to 

the Internet at locations A and/or B. 

To better understand the invention, consider the operation of controller device 602 

at location A. The controller 602 examines the IP data traffic meant to go through it and 

5 makes determinations and takes steps such as those discussed below. 

If the traffic is destined for the Internet 500, send the traffic over the Internet using 

lines 1 and/or 2. Load balancing decisions that guide the controller 602 in distributing 

packets between the lines can be based on criteria such as the load of a given network, 

router, or connection relative to other networks, routers, or connections, to be performed 

10 dynamically in response to actual traffic. Load-balancing may be done through a round

robin algorithm which places the next TCP or UDP session on the next available line, or 

it may involve more complex algorithms that attempt to measure and track the 

throughput, latency, and/or other performance characteristics of a given link or path 

element. Load-balancing is preferably done on a per-packet basis for site-to-site data 

15 traffic over the Internet or frame relay net, or done on a TCP or UDP session basis for 

Internet traffic, as opposed to prior approaches that use a per-department and/or per

router basis for dividing traffic. Load-balancing algorithms in general are well 

understood, although their application in the context of the present invention is believed 

to be new. 

20 If the traffic is destined for location B, then there are at least three paths from the 

current location (A) to location B: frame relay line 5, VPN line 1, or Internet line 2. In 

some embodiments, the invention determines whether the three connections are in load

balance mode or on-failure backup mode or a combination thereof. For a load-balance 
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mode, the controller 602 chooses the communication line based on load-balancing 

criteria. For backup mode, it chooses the communication line that is either the preferred 

line or (if the preferred line is down) the currently functional (backup) line. 

By contrast with the preceding, if the traffic is destined for location C, then the 

5 controller 602 at site A sends the traffic on the frame relay line, line 5. 

Now let us look at the operation of the controller device 602 at location B. The 

device examines the IP data traffic sent to it and makes determinations like the following: 

1. Is the traffic destined for the Internet, as opposed to one of the three "known" 

locations A, B, and C? If so, send the traffic over the Internet lines (line 3 and/or line 

10 4). Load balancing decisions can be based on the criteria described above. 

2. Is the traffic destined for location A? If so, then there are at least two paths to 

location A: the frame relay line 6, or VPN line 3. The controller 602 decides whether 

the two connections are in load-balance or on-failure backup mode, and chooses 

line(s) accordingly as discussed above. 

15 3. Is the traffic destined for location C? If so, then send the traffic on the frame relay 

line, line 6. 

To operate as discussed herein, the invention uses information about the IP 

address ranges in the locations reside as input data. For instance, a packet destined for 

the Internet 500 is one whose destination address is not in any of the address ranges of the 

20 known locations (e.g., locations A, B, and C in the example of Figure 6). In some 

configurations, this is the same as saying that a packet destined for the Internet is one 

whose address is not in the address range of any of the organization's locations. 

However, although all the known locations may belong to a single organization, that is 
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not a necessary condition for using the invention. Known locations may also belong to 

multiple organizations or individuals. Likewise, other locations belonging to the 

organization may be unknown for purposes of a given embodiment of the invention. 

Address ranges can be specified and tested by the controller 602 using subnet 

5 masks. The subnet masks may be of different lengths (contain a different number of one 

bits) in different embodiments and/or in different address ranges in a given embodiment. 

For instance, class Band class C addresses may both be used in some embodiments. 

As another example, consider the illustrative network topology shown in Figure 

10. This configuration has two locations A and B which are connected by a frame relay 

10 network 106 and by the Internet 500, through a frame relay router 105 and an Internet 

router 104, at each location. For convenience, all routers are designated similarly in the 

Figures, but those of skill in the art will appreciate that different router models may be 

used, and in particular and without limitation, different routers may be used to connect to 

a private network than are used to connect to the Internet. Also, the controllers 602, 

15 routers (and in Figure 6 the VPN interfaces 604) are shown separately in the Figures for 

convenience and clarity of illustration, but in various embodiments the software and/or 

hardware implementing these devices 602, 104, 105, 604 may be housed in a single 

device and/or reside on a single machine. 

Suppose that the address ranges used by the routers in the Figure 10 configuration 

20 are the following: 

Location 

A 

B 

LAN IP Internet 

192.168.x.x 200.x.x.x 

10.0.x.x 210.x.x.x 

Frame Relay 

196.x.x.x 

198.x.x.x 

Without the invention, a topology like Figure 10 (but without the controllers 602) 
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requires some inflexible method of assigning packets to paths. Thus, consider a packet 

from location A that is meant for location B that has a destination address in the 10.0.x.x 

range. The network devices are pre-configured to such that all such packets with the 

10.0.x.x destination address must be sent to the frame relay router (router Y), even though 

5 there is Internet connectivity between the two locations. Likewise, without the invention 

a packet from location A meant for location B which has a destination address not in the 

10.0.x.x. range must be sent to the Internet router (router X) even though there is frame 

relay connectivity between the two locations. 

Traditionally, such necessary match-ups of packets with routers were done by 

Io inflexible approaches such as sending all traffic from a given department, building, or 

local area network to a specified router. Manual and/or tedious reconfiguration was 

needed to change the destination address used in packets from a given source LAN such 

as one at site A, so this approach allowed load-balancing only on a very broad granularity, 

and did not load-balance dynamically in response to actual traffic. In particular, difficult 

15 reconfiguration of network parameters was needed to redirect packets to another router 

when the specified router went down. 

By placing inventive modules 602 between locations and their routers as 

illustrated in Figure 10, however, the invention allows load-balancing, redundancy, or 

other criteria to be used dynamically, on a granularity as fine as packet-by-packet, to 

20 direct packets to an Internet router and/or a frame relay/point-to-point router according to 

the criteria. For instance, with reference to the illustrative network topology of Figure 10, 

if the inventive module 602 at location A receives a packet with a destination address in 

the 10.0.x.x range and the Internet router Xis either down or over-loaded, then the 
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inventive module 602 can change the destination address so that it is in the 198.x.x.x 

range (the rest of the address may be kept) and then send the modified packet to the frame 

relay router Y. Similarly, if the frame relay path is down, overloaded, or insecure, then 

the controller 602 can direct packets to the Internet after making the necessary destination 

5 address changes to let the Internet router 104 operate successfully on those packets. 

Unlike the configuration shown in Figure 1, the inventive configurations in 

Figures 6 and 10 do not require manual intervention by network administrators to 

coordinate traffic flow over parallel networks. The disparate networks are independent of 

each other. When one attached network fails, the failure is sensed by the controller 602 

10 and traffic is automatically routed through one or more other networks. Unlike the 

configuration in Figure 2, the inventive configuration combines two or more disparate 

networks. Unlike the configuration in Figure 4, the inventive configuration requires two 

or more disparate networks be placed in parallel (although additional networks may also 

be placed in series). Unlike the configuration in Figure 3, the inventive configuration 

15 does not merely partition sites between unconnected networks - with the invention, most 

or all of the connected sites get the benefit of parallel networks, so they can continue 

transceiving even if one of the networks goes down. 

Another difference between the inventive approach and prior approaches is the 

narrow focus of some prior art on reliability. The present document takes a broader view, 

20 which considers load balancing and security as well as reliability. Configurations like 

those shown in Figure 2 are directed to reliability (which is also referred to by terms such 

as "fault tolerance", "redundancy", "backup", "disaster recovery", "continuity", and 

"failover"). That is, one of the network paths (in this case, the one through the frame 
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relay network) is the primary path, in that it is normally used for most or all of the traffic, 

while the other path (in this case, the one through the ISDN link) is used only when that 

primary path fails. Although the inventive configurations can be used in a similar 

manner, with one network being on a primary path and the other network(s) being used 

5 only as a backup when that first network fails, the inventive configurations also permit 

concurrent use of two or more disparate networks. With concurrent use, elements such as 

load balancing between disparate networks, and increased security by means of splitting 

pieces of a given message between disparate networks, which are not considerations in 

the prior art of Figure 2, become possibilities in some embodiments of the present 

Io invention. 

In some embodiments, a network at a location T is connected to a controller 602 

for a location R but is not necessarily connected to the controller 602 at another location 

S. In such cases, a packet from location T addressed to location Scan be sent over the 

network to the controller at location S, which can then redirect the packet to location T by 

15 sending it over one or more parallel disparate networks. That is, controllers 602 are 

preferably, but not necessarily, provided at every location that can send packets over the 

parallel independent networks of the system. 

In some embodiments, the controller 602 at the receiving end of the network 

connection between two sites A and B has the ability to re-sequence the packets. This 

20 means that if the lines are of dissimilar speeds or if out-of-sequence transmission is 

required by security criteria, the system can send packets out of order and re-sequence 

them at the other end. Packets may be sent out of sequence to enhance security, to 

facilitate load-balancing, or both. The TCP/IP packet format includes space for a 
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sequence number, which can be used to determine proper packet sequence at the 

receiving end (the embodiments are dual-ended, with a controller 602 at the sending end 

and another controller 602 at the receiving end). The sequence number (and possibly 

more of the packet as well) can be encrypted at the sending end and then decrypted at the 

s receiving end, for enhanced security. Alternately, an unused field in the TCP/IP header 

can hold alternate sequence numbers to define the proper packet sequence. 

In the operation of some embodiments, the controller 602 on each location is 

provided with a configuration file or other data structure containing a list of all the LAN 

IP addresses of the controllers 602 at the locations, and their subnet masks. Each 

10 controller 602 keeps track of available and active connections to the remote sites 102. If 

any of the routes are unavailable, the controller 602 preferably detects and identifies 

them. When a controller 602 receives IP traffic to any of the distant networks, the data is 

sent on the active connection to that destination. If all connections are active and 

available, the data load is preferably balanced across all the routers. If any of the 

1 s connections are unavailable, or any of the routers are down, the traffic is not forwarded to 

that router; when the routes become available again, the load balancing across all active 

routes preferably resumes. 

In some embodiments, load balancing is not the only factor considered (or is not a 

factor considered) when the controller 602 determines which router should receive a 

20 given packet. Security may be enhanced by sending packets of a given message over two 

or more disparate networks. Even if a packet sniffer or other eavesdropping tool is used 

to illicitly obtain data packets from a given network, the eavesdropper will thus obtain at 

most an incomplete copy of the message because the rest of the message traveled over a 
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different network. Security can be further enhanced by sending packets out of sequence, 

particularly if the sequence numbers are encrypted. 

Figure 7 is a diagram further illustrating a multiple disparate network access 

controller 602 of the present invention. A site interface 702 connects the controller 602 

5 to the LAN at the site 102. This interface 702 can be implemented, for instance, as any 

local area network interface, like 1 Oil OOBase-T ethernet, gigabit A TM or any other 

legacy or new LAN technology. 

The controller 602 also includes a packet path selector 704, which may be 

implemented in custom hardware, or implemented as software configuring semi-custom 

10 or general-purpose hardware. The path selector 704 determines which path to send a 

given packet on. In the configuration of Figure 6, for instance, the path selector in the 

controller at location A selects between a path through the router on line 1 and a path 

through the router on line 2. In different embodiments and/or different situations, one or 

more of the following criteria may be used to select a path for a given packet, for a given 

15 set of packets, and/or for packets during a particular time period: 

20 

• Redundancy: do not send the packet(s) to a path through a network, a router, or a 

connection that is apparently down. Instead, use devices (routers, network 

switches, bridges, etc.) that will still carry packets after the packets leave the 

selected network interfaces, when other devices that could have been selected are 

not functioning. Techniques and tools for detecting network path failures are 

generally well understood, although their application in the context of the present 

invention is believed to be new. 
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• Load-balancing: send packets in distributions that balance the load of a given 

network, router, or connection relative to other networks, routers, or connections 

available to the controller 602. This promotes balanced loads on one or more of 

the devices (routers, frame relay switches, etc.) that carry packets after the packets 

5 leave the selected network interfaces. Load-balancing may be done through an 

algorithm as simple as a modified round-robin approach which places the next 

packet on the next available line, or it may involve more complex algorithms that 

attempt to measure and track the throughput, latency, and/or other performance 

characteristics of a given link or path element. Load-balancing is preferably done 

10 on a per-packet basis for site-to-site data traffic or on a TCP or UDP session basis 

for Internet traffic, as opposed to prior art approaches which use a per-department 

and/or per-router basis for dividing traffic. Load-balancing algorithms in general 

are well understood, although their application in the context of the present 

invention is believed to be new. 

15 • Security: divide the packets of a given message (session, file, web page, etc.) so 

they travel over two or more disparate networks, so that unauthorized interception 

of packets on fewer than all of the networks used to carry the message will not 

provide the total content of the message. Dividing message packets between 

networks for better security may be done in conjunction with load balancing, and 

20 may in some cases be a side-effect of load-balancing. But load-balancing can be 

done on a larger granularity scale than security, e.g., by sending one entire 

message over a first network A and the next entire message over a second, 

disparate network. Security may thus involve finer granularity than load 
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balancing, and may even be contrary to load balancing in the sense that dividing 

up a message to enhance security may increase the load on a heavily loaded path 

even though a more lightly loaded alternate path is available and would be used 

for the entire message if security was not sought by message-splitting between 

5 networks. Other security criteria may also be used, e.g., one network may be 

viewed as more secure than another, encryption may be enabled, or other security 

measures may be taken. 

The controller 602 also includes two or more disparate network interfaces 706, 

namely, there is at least one interface 706 per network to which the controller 602 

IO controls access. Each interface 706 can be implemented as a direct interface 706 or as an 

indirect interface 706; a given embodiment may comprise only direct interfaces 706, may 

comprise only indirect interfaces 706, or may comprise at least one of each type of 

interface. 

An indirect interface 706 may be implemented, for instance, as a direct frame 

15 relay connection over land line or wireless or network interfaces to which the frame relay 

routers can connect, or as a point-to-point interface to a dedicated Tl, T3, or wireless 

connection. One suitable implementation includes multiple standard Ethernet cards, in 

the controller 602 and in the router, which connect to each other. An external frame relay 

User-Network Interface (UNI) resides in a router 105 of a network 106; a similar Ethernet 

20 card resides in the Internet router 104. Each such Ethernet card will then have a specific 

IP address assigned to it. The controller can also have a single Ethernet card with 

multiple IP addresses associated with different routers and LANs. An indirect interface 

706 may connect to the network over fiber optic, T 1, wireless, or other links. 
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A direct interface 706 comprises a standard connection to the Internet 500, while 

another direct interface 706 comprises a standard connection to a VPN. One direct 

interface 706 effectively makes part of the controller 602 into a UNI by including in the 

interface 706 the same kind of special purpose hardware and software that is found on the 

5 frame relay network side (as opposed to the UNI side) of a frame relay network router. 

Such a direct frame relay network interface 706 is tailored to the specific timing and other 

requirements of the frame relay network to which the direct interface 706 connects. For 

instance, one direct interface 706 may be tailored to a Qwest frame relay network 106, 

while another direct interface 706 in the same controller 602 is tailored to a UUNet 

10 network 106. Another direct interface 706 comprises standard VPN components .. 

An indirect interface 706 relies on special purpose hardware and connectivity/ 

driver software in a router or other device, to which the indirect interface 706 of the 

controller 602 connects. By contrast, a direct interface 706 includes such special purpose 

hardware and connectivity/driver software inside the controller 602 itself. In either case, 

15 the controller provides packet switching capabilities for at least redundancy without 

manual switchover, and preferably for dynamic load-balancing between lines as well. 

Figure 7 shows three interfaces 706; other controllers may have a different number of 

interfaces. The three interfaces 706 (for instance) may be implemented using a single 

card with three IP addresses, or three cards, each with one IP address. The site interface 

20 702 may or may not be on the same card as interface(s) 706. The controller 602 in each 

case also optionally includes memory buffers in the site interface 702, in the path selector 

704, and/or in the network interfaces 706. 
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An understanding of methods of the invention will follow from understanding the 

invention's devices, and vice versa. For instance, from Figures 6, 7, 10, and 11 one may 

ascertain methods of the invention for combining connections for access to multiple 

disparate networks, as well as systems and devices of the invention. As illustrated in 

5 Figure 8, methods of the invention use a device such as controller 602. The controller 

602 comprises (a) a site network interface 702, (b) at least two WAN network interfaces 

706 tailored as necessary to particular networks, and ( c) a packet path selector 704 which 

selects between network interfaces 706 according to a specified criterion. Path selection 

criteria may be specified 800 by configuration files, hardware jacks or switches, ROM 

10 values, remote network management tools, or other means. Variations in topology are 

also possible, e.g., in a variation on Figure 10 the VPNs could swap position with their 

respective routers. 

One then connects the site interface 702 to a site 102 to receive packets from a 

computer (possibly via a LAN) at the site 102. Likewise, one connects a first network 

15 interface 706 to a first router for routing packets to a first network, and a second network 

interface 706 to a second router for routing packets to a second network, with the 

networks being disparate to each other. A third, fourth, etc. network may be similarly 

connected to the controller 602 in some embodiments and/or situations. 

The connected disparate networks are parallel to one another (not serial, although 

20 additional networks not directly connected to the controller 602 may be serially connected 

to the parallel disparate networks). The connected disparate networks are independent of 

one another, in that no routing information need be shared between them, to make them 

parallel (NNis can still be used to connect networks in serial to form a larger independent 
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and parallel network). A mistake in the routing information for one network will thus not 

affect the other network. 

After the connections are made (which may be done in a different order than 

recited here), one sends 802 a packet to the site interface 702. The controller 602 then 

5 sends the packet through the one (or more - copies can be sent through multiple 

networks) network interface 706 that was selected by the packet path selector 704. The 

packet path selector 704 can maintain a table of active sessions, and use that table to 

select a path for packets in a given session. The packet path selector 704 does not need a 

session table to select paths for site-to-site traffic, because the controller 602 on the other 

10 site knows where to forward the site-to-site-packets. 

Figure 9 is a flowchart further illustrating methods of the present invention, which 

send packets over multiple parallel independent disparate networks for enhanced 

reliability, load balancing and/or security; frame relay networks and the Internet are used 

as an example, but point-to-point networks and VPNs may be similarly employed 

15 according to the discussion herein. 

During an address range information obtaining step 900, address ranges for 

known locations are obtained. Address ranges may be specified as partial addresses, e.g., 

partial IP addresses in which some but not all of the address is specified. Thus, 

"198.x.x.x" indicates an IP address in which the first field is 198 and the other three 

20 address fields are not pinned down, corresponding to the range of addresses from 

198.0.0.0 to 198.255.255.255. Each address range has an associated network; a network 

may have more than one associated contiguous range of addresses which collectively 

constitute the address range for that network. The locations reachable through the 
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network have addresses in the address range associate with the network. Since part of the 

address specifies the network, a location reachable through two networks has two 

addresses, which differ in their network-identifying bits but are typically the same in their 

other bits. Address ranges may be obtained 900 by reading a configuration file, querying 

5 routers, receiving input from a network administrator, and/or other data gathering means. 

During a topology information obtaining step 902, topology information for the 

system of parallel disparate networks is obtained. The topology information specifies 

which one or more networks can be used (if functioning) to reach which known locations. 

With regard to Figure 6, for instance, the topology information could be represented by a 

10 table, list, or other data structure which specifies that: the VPN connects sites A and B; 

the Internet connects sites A and B; and the private (frame relay/point-to-point) network 

connects sites A, B, and C. Topology information may be obtained 902 by reading a 

configuration file, querying routers, receiving input from a network administrator, and/or 

other data gathering means. 

15 If necessary, a connection forming step is performed, e.g., to obtain a virtual 

circuit between two sites 102. The controller 602 then checks the status of each 

connection and updates the information for available communication paths. 

The controller 602 at each location will go through the address range information 

obtaining step, topology information obtaining step and connection forming step. More 

20 generally, the steps illustrated and discussed in this document may be performed in 

various orders, including concurrently, except in those cases in which the results of one 

step are required as input to another step. Likewise, steps may be omitted unless required 
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by the claims, regardless of whether they are expressly described as optional in this 

Detailed Description. Steps may also be repeated, or combined, or named differently. 

During a packet receiving step 904, the controller 602 at a given source location 

receives a packet to be sent from that location to the destination site 102. In some cases, 

5 multiple packets may be received in a burst.· The packet comes into the controller 602 

through the site interface 702. 

During a determining step 906, the controller 602 (or some other device used in 

implementing the method) looks at the packet destination address to determine whether 

the destination address lies within a known address range. That is, the destination address 

IO is compared to the known location address ranges that were obtained during step 900, in 

order to see whether the destination location is a known location. Only packets destined 

for known locations are potentially rerouted by the invention to balance loads, improve 

security, and/or improve reliability. Packets destined for unknown locations are simply 

sent to the network indicated in their respective destination addresses, which is the 

15 Internet 500 in the examples given herein but could also be some other "catch-all" 

network. Although they are not rerouted, such packets may nonetheless be counted as 

part of the load balancing calculation. 

During a path selecting step 908, the path selector 704 selects the path over which 

the packet will be sent; selection is made between at least two paths, each of which goes 

20 over a different network 106 than the other. The disparate networks are independent 

parallel networks. This path selecting step 908 may be performed once per packet, or a 

given selection may pertain to multiple packets. In some embodiments, selecting a 

network will also select a path, as in the system shown in Figure 10. In other cases, there 
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may be more than one path to a given network, as discussed in connection with the line 

pairs shown in Figure 6. Packet path selection 908 is shown as following packet receipt 

904, but in some embodiments and/or some situations, it may precede packet receipt 904. 

That is, in some cases the path for the next packet may be determined by the packet path 

5 selector before the packet arrives, e.g., in a round-robin manner, while in other cases the 

path is determined after the packet arrives, e.g., using per-packet dynamic load balancing. 

As indicated, the path selection may use 910 load balancing as a criterion for 

selecting a path, use 912 network status (up/down) and other connectivity criteria (e.g., 

router status, connectivity status) as a criterion for selecting a path, and/or use 914 

1 o division of packets between disparate networks for enhanced security as a criterion for 

selecting a path. These steps may be implemented in a manner consistent with the 

description above of the path selector 704 given in the discussion of Figure 7. More 

generally, unless it is otherwise indicated, the description herein of systems of the present 

invention extends to corresponding methods, and vice versa. 

15 The description of systems and methods likewise extend to corresponding 

computer-readable media (e.g., RAM, ROM, other memory chips, disks, tape, Iomega 

ZIP or other removable media, and the like) which are configured by virtue of containing 

software to perform an inventive method, or software (including any data structure) 

which is uniquely suited to facilitate performance of an inventive method. Articles of 

20 manufacture within the scope of the present invention thus include a computer-readable 

storage medium in combination with the specific physical configuration of a substrate of 

the computer-readable storage medium, when that substrate configuration represents data 
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and/or instructions which cause one or more computers to operate in a specific and 

predefined manner as described and claimed herein. 

No change to packet source IP address or destination IP address need by done by 

the controller in a topology like that shown in Figure 10. The controller 602 sends the 

5 packet to router X or router Y as determined by the packet path selector. This is 

illustrated in the following summary example: 
·----.... ., .. 

10 

15 

20 

25 

Packet location Packet Source IP Address 
Leaving site A Site A's IP address 
Leaving controller A Site A's IP address 
Leaving VPN/ Router VPN/ Router/ Site A 
<packet travels over Internet/ frame relay net/ etc.> 
Arrival VPN/ Router VPN/ Router/ Site A 
Arrival controller B Site A 
<controller may need to resequence packets> 
Arrival at site B Site A 

Packet Destination IP Address 
Site B's IP address 
Site B's IP address 
VPN/ Router/ Site B 

VPN/ Router/ Site B 
Site B 

Site B 

However, packet addresses are modified during operation of a configuration like 

that shown in Figure 11. An example is provided in the following summary example: 

Packet location Packet Source IP Address 
Leaving site A Site A's IP address 
Leaving VPN A VPN A's IP address 
Leaving controller A A controller A IP address 
<packet travels over Internet/ frame relay net/ etc.> 
Arrival controller B The controller A IP address 
<controller may need to resequence packets> 
Arrival at VPN B VPN A's IP address 

Packet Destination IP Address 
Site B's IP address 
VPN B's IP address 
A controller B IP address 

The controller B IP address 

VPN B's IP address 
<note that the controllers are transparent to the VPN s> 
Arrival at site B Site A Site B 

-·· _______ .. ________ :_~~-~ VPNs are transparent to the sites> 
30 

During an address modifying step 916, the packet destination address is modified 

as needed to make it lie within an address range (obtained during step 900) which is 

associated with the selected path to the selected network (selected during step 908). For 

instance, if a packet is received 904 with a destination address corresponding to travel 
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through the Internet but the path selection 908 selects a path for the packet through a 

frame relay network 106 to the same destination, then the packet's destination IP address 

is modified 916 by replacing the IP address with the IP address of the appropriate 

interface of the controller at Site B. Also the packet's source IP address is replaced with 

5 the IP address of the appropriate interface of the source controller. This modifying step 

may be viewed as optional, in the sense that it need not be performed in every 

embodiment. But it is required in the sense that a system embodiment of the invention 

which is claimed with a limitation directed to destination address modification must be at 

least capable of performing the modifying step, and a method embodiment which is 

Io claimed with a limitation directed to the modifying step must perform the modifying step 

on at least one packet. 

With regard to both Figure 10 and Figure 11, during a packet transmission step 

918, the packet is sent on the selected 908 path. This is done by sending the packet over 

the network interface 706 for the path selected. As indicated in Figure 9, the method may 

15 then loop back to receive 904 the next packet, select 908 a network for that packet, send 

918 it, and so on. As noted, other specific method instances are also possible. One 

example is the inventive method in which load balancing or reliability criteria cause an 

initial path selection to be made 908, and then a loop occurs in which multiple packets are 

received 904 and then sent 918 over the selected path without repeating the selecting step 

20 908 for each receive 904 - send 918 pair. Note that some embodiments of the invention 

permit packets of a given message to be sent over two or more disparate networks, 

thereby enhancing 914 security. An ending step may be performed as needed during an 

orderly shutdown for diagnostic or upgrade work, for instance. 
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The controller 602 at the destination site goes through the steps described above 

in reverse order as needed. The controller 602 receives the packet from the source 

location through one of the network interfaces. Packet resequencing may be needed in 

either the Figure 10 or the Figure 11 configuration, while address changes are needed in 

5 the Figure 11 configuration only. 

Conclusion 

The present invention provides methods and devices for placing frame relay and 

other private networks in parallel with VPNs and other Internet-based networks, thereby 

1 o providing redundancy without requiring manual switchover in the event of a network 

failure. Load-balancing between lines and/or between networks may also be performed. 

For instance, the invention can be used to provide reliable, efficient, and secure point-to

point connections for private networks 106 in parallel with a VPN and an SSL Internet 

connection. Some prior art approaches require network reconfiguration each time a frame 

15 relay circuit fails, and some have complex router configurations to handle load balancing 

and network failures. This requires substantial effort by individual network customers to 

maintain connectivity, and they will often receive little or no help from the frame relay 

carriers, or not receive prompt service from a VPN provider. Instead, well-trained staff 

are needed at each location, as are expensive routers. By contrast, these requirements are 

20 not imposed by the present invention. 

As used herein, terms such as "a" and "the" and item designations such as 

"connection" or "network" are generally inclusive of one or more of the indicated item. 
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In particular, in the claims a reference to an item normally means at least one such item is 

required. 

The invention may be embodied in other specific forms without departing from its 

essential characteristics. The described embodiments are to be considered in all respects 

5 only as illustrative and not restrictive. Headings are for convenience only. The claims 

form part of the specification. The scope of the invention is indicated by the appended 

claims rather than by the foregoing description. All changes which come within the 

meaning and range of equivalency of the claims are to be embraced within their scope. 

What is claimed and desired to be secured by patent is: 

10 
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5 

10 

15 

20 

1. A controller which control access to multiple independent disparate 

networks in a parallel network configuraf n, the disparate networks comprising at least 

one private network and at least one netw rk based on the Internet, the controller 

compnsmg: 

a site interface connecting the co roller to a site; 

at least two network interfaces w ich send packets toward the disparate networks; 

and 

a packet path selector which selec s between network interfaces according to at 

least: a destination of the p cket, an optional presence of alternate paths to 

alternate paths when su 

wherein the controller receives et through the site interface and sends the 

packet through the rk m erface that was selected by the packet path 

selector. 

2. The controller of claim I, wher in the controller controls access to a frame 

relay private network through a first network i terface of the controller, and the controller 

controls access to the Internet through a second network interface of the controller. 

3. The controller of claim 1, where· the packet path selector selects between 

network interfaces according to a load-balancin criterion, thereby promoting balanced 

loads on devices that carry packets on the select d path after the packets leave the 

selected network interfaces. 
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4. The controller of claim 1, herein the packet path selector selects between 

5 network interfaces, when other devi es n a path not selected are not functioning. 

5. The controll r of claim 1, wherein the packet path selector selects between 

network interfaces according a security criterion, thereby promoting use of multiple 

disparate networks to carry diffe ent pieces of a given message so that unauthorized 

10 interception of packets on fewer th all of the disparate networks used to carry the 

message will not provide the total con nt of the message. 

6. The controller of claim 1, wh rein the controller sends packets out of 

sequence over the parallel disparate networks. 

15 

7. The controller of claim 6, wherein the controller places an encrypted 

sequence number in at least some of the packets which e sent out of sequence. 

8. The controller of claim 1, w rein the controller sends packets from a 

20 selected network interface to a VPN. 

9. The controller of clai erein the controller sends packets from a 

t private network connection. 
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10. A controller which control access to multiple networks in a parallel 

network configuration, suitable networks omprising Internet-based networks and private 

networks from at least one more provider in combination, the controller comprising: 

5 a site interface connecting the con oiler to a site; 

at least two network interfaces whi h send packets toward the networks; and 

s ssion-by-session according to at least: a 

destination of the pa , an optional presence of alternate paths to that 

10 destination, and at least one pecified criterion for selecting between 

alternate paths when such alt mate paths are present; 

wherein the controller receives a pac et through the site interface and sends the 

packet through the network in erface that was selected by the packet path 

selector. 

15 

11. A controller w ·ch controls access to multiple networks in a parallel 

network configuration, suitable ne orks comprising Internet-based networks and private 

networks from at least one more provi r, in combination, the controller comprising: 

a site interface connecting the contr ler to a site; 

20 at least two network interfaces which se d packets toward the networks; and 

a packet path selector which selects betwee network interfaces on a per-packet 

basis according to at least: a destinatio of the packet, an optional 

presence of alternate paths to that destinatio , and at least one specified 
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cri erion for selecting between alternate paths when such alternate paths 

wherein the ontroller receives a packet through the site interface and sends the 

rough the network interface that was selected by the packet path 

5 selector. 

12. A method for ombining connections for access to multiple parallel 

disparate networks, the method omprising the steps of: 

obtaining at least two kno n location address ranges which have associated 

IO networks; 

obtaining topology informati which specifies associated networks that provide, 

when working, connect vity between a current location and at least one 

destination location; 

receiving at the current location a cket which identifies a particular destination 

15 location by specifying a desti ation address for the destination location; 

determining whether the destination a dress lies within a known location address 

range; 

selecting a network path from among pat to disparate associated networks, said 

networks being in parallel at the cu ent location, each of said networks 

20 specified in the topology information s capable of providing connectivity 

between the current location and the des ination location; 

forwarding the packet on the selected network pat . 
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13. Th method of claim 12, further comprising the step of modifying the 

packet destination ddress to lie within a known location address range associated with 

the selected networ before the forwarding step. 

5 14. The me od of claim 12, wherein the forwarding step forwards the packet 

toward the Internet whe the packet's destination address does not lie within any known 

location address range. 

15. claim 12, wherein the destination address identifies a 

10 destination location to which nly a single associated network provides connectivity from 

the current location, and the fo warding step forwards the packet to that single associated 

network. 

16. The method of cl im 12, wherein repeated instances of the selecting step 

15 make network path selections on packet-by-packet basis. 

17. The method of clai 12, wherein repeated instances of the selecting step 

make network path selections on a er session basis. 

20 18. The method of claim 1 , wherein the selecting step selects the network 

path at least in part on the basis of a dy amic load-balancing criterion. 
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19. The rethod of claim 18, wherein repeated instances of the selecting step 

select between netwbrk paths at least in part on the basis of a dynamic load-balancing 

criterion which tend to balance line loads by distributing packets between lines. 

5 20. The met od of claim 18, wherein repeated instances of the selecting step 

select between network aths at least in part on the basis of a dynamic load-balancing 

criterion which tends to b lance network loads by distributing packets between disparate 

networks. 

10 21. The method of laim 12, wherein the selecting step selects the network 

path at least in part on the basis of a reliability criterion. 

22. 12, wherein the selecting step selects the network 

path at least in part on the basis of security criterion. 

15 

23. The method of claim 2, wherein the modifying step modifies a packet 

destination address which was in a kn wn location address range associated with a 

private network such that the modified acket destination address lies instead in a known 

location address range associated with aYPN. 

20 

24. The method of claim 12, w erein the modifying step modifies a packet 

destination address which was in a known lo ation address range associated with a VPN 
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such that the modified packet destina ·on address lies instead in a known location address 

range associated with a private networ . 

25. The method of claim 12, herein the modifying step modifies a packet 

5 destination address corresponding to one the Internet, a private network, thereby 

making the modified packet destination add ss correspond to the other of: the Internet, a 

private network. 

26. A method for combining co ections for access to parallel networks, the 

1 O method comprising the steps of: 

sending a packet to a site interface of controller, the controller comprising the 

site interface which re ckets, at least two network interfaces to 

parallel networks, and path selector which selects between the 

15 forwarding the packet, possibly with a odified destination address, through the 

network interface selected by t packet path selector. 

27. The method of claim 26, wh rein the step of sending a packet to the 

controller site interface is repeated as multipl packets are sent, and the controller sends 

20 different packets of a given message to differen parallel networks. 

28. The method of claim 2 erein the step of sending a packet to the 

controller site interface is repeated as ulti le packets are sent, the network interfaces 
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include at least two VPN line interfaces an private network interface, and the packet 

path selector selects between at least those e interfaces. 

29. The method of claim 26, fi ther comprising the step of sensing failure of 

5 one of parallel disparate networks d a omatically sending traffic through at least one 

10 

15 

20 

other parallel disparate network. 

30. A metho for combining connections for access to parallel networks, the 

receiving at a first co roller a packet which has a first site IP address as source 

address and a se nd site IP address as destination address; 

modifying the packet to ha e an IP address of the first controller as the source 

ess of a second controller as the destination address; 

and 

forwarding the modified packet ong a selected path toward the second site. 

31. A method for combining con ections for access to parallel networks, the 

method comprising the steps of: 

receiving at a first controller a packet whi h has a first VPN IP address as source 

address and a second VPN IP addres as destination address; 

modifying the packet to have an IP address of e first controller as the source 

address and an IP address of a second con oller as the destination address; 

and 
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forwarding the modified packet ~elected path toward the second VPN. 

32. A method for combining co nections for access to disparate parallel 

networks, the method comprising the steps 

5 receiving at a controller a packet wh ch has a first site IP address as source 

and a path through a priv t ne work that is not Internet-based; and 

forwarding the packet along the selecte path toward the second site. 

10 

33. A comput storage medium having a configuration that represents data 

and instructions which will ause performance of a method for combining connections for 

access to multiple parallel dis arate networks, the method comprising the steps of: 

obtaining at least two kn wn location address ranges which have associated 

15 networks; 

obtaining topology informatio which specifies associated networks that provide, 

when working, connectiv y between a current location and at least one 

destination location; 

receiving at the current location a pac t which identifies a particular destination 

20 location by specifying a destinatio address for the destination location; 

determining whether the destination address h s within a known location address 

range; 
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selecting a network pa h from among paths to disparate associated networks, said 

networks being ·n parallel at the current location, each of said networks 

specified in the po logy information as capable of providing connectivity 

between the curr nt location and the destination location; 

5 modifying the packet dest ation address to lie within a known location address 

range associated wit the selected network if it does not already do so; and 

forwarding the packet on the s lected network path. 

34. The configured storage me ium of claim 33, wherein the selecting step 

10 selects the network path at least in part on tn basis of a dynamic load-balancing criterion. 

35. The configured storage medium o claim 33, wherein repeated instances of 

the selecting step make network path selections on packet-by-packet basis. 

15 
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COMBINING CONNECTIONS FOR PARALLEL ACCESS TO 
MULTIPLE FRAME RELAY AND OTHER PRIVATE NETWORKS 

RELATED APPLICATIONS 

This application claims priority to commonly owned copending U.S. provisional 

patent application serial no. 60/259,269 filed December 29, 2000, which is also 

incorporated herein by reference. 

10 FIELD OF THE INVENTION 

The present invention relates to computer network data transmission, and more 

particularly relates to tools and techniques for point-to-point or switched connection 

communications such as those using two or more frame relay networks in parallel to 

provide benefits such as load balancing across network connections, greater reliability, 

15 and increased security. 

TECHNICAL BACKGROUND OF THE INVENTION 

Frame relay networking technology offers relatively high throughput and 

reliability. Data is sent in variable length frames, which are a type of packet. Each frame 

20 has an address that the frame relay network uses to determine the frame's destination. The 

frames travel to their destination through a series of switches in the frame relay network, 

which is sometimes called a network "cloud"; frame relay is an example of packet-

switched networking technology. The transmission lines in the frame relay cloud must pe 

essentially error-free for frame relay to perform well, although error handling by other 

25 mechanisms at the data source and destination can compensate to some extent for lower 
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line reliability. Frame relay and/or point-to-point network services are provided or have 

been provided by various carriers, such as AT&T, Qwest, XO, and MCI WorldCom. 

Frame relay networks are an example of a "private network". Another example is 

a point-to-point network, such as a T 1 or T3 connection. Although the underlying 

5 technologies differ somewhat, for purposes of the present invention frame relay networks 

and point-to-point networks are generally equivalent in important ways, such as the 

conventional reliance on manual switchovers when traffic must be redirected after a · 

connection fails. A frame relay permanent virtual circuit is a virtual point-to-point 

connection. Frame relays are used as examples throughout this document, but the 

1 O teachings will also be understood in the context of point-to-point networks. 

A frame relay or point-to-point network may become suddenly unavailable for 

use. For instance, both MCI WorldCom and AT&T users have lost access to their 

respective frame relay networks during major outages. During each outage, the entire 

network failed. Loss of a particular line or node in a network is relatively easy to work 

15 around. But loss of an entire network creates much larger problems. Tools and techniques 

are needed to permit continued data transmission when the entire frame relay network 

that would normally carry the data is down. 

Figure 1 illustrates prior art configurations involving two frame relay networks for 

increased reliability; similar configurations involve one or more point-to-point network 

20 connections. Two sites 102 transmit data to each other (alternately, one site might be only 

a data source, while the other is only a data destination). Each site has two border routers 

104. Two frame relay networks 106, 108 are available to the sites 102 through the routers 

104. The two frame relay networks 106, 108 have been given separate numbers in the 
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figure, even though each is a frame relay network, to emphasize the incompatibility of 

frame relay networks provided by different carriers. An AT&T frame relay network, for 

instance, is incompatible in many details with an MCI WorldCom frame relay network. 

For instance, two frame relay networks may have different maximum frame sizes or 

5 switching capacities. The two providers have to agree upon information rates, switching 

capacities, frame sizes, etc. before the two networks can communicate directly with each 

other. 

A configuration like that shown in Figure 1 may be actively and routinely using 

both frame relay networks A and B. For instance, a local area network (LAN) at site 1 

to may be set up to send all traffic from the accounting and sales departments to router Al 

and send all traffic from the engineering department to router B 1. This may provide a 

very rough balance of the traffic load between the routers, but it does not attempt to 

balance router loads dynamically in response to actual traffic and thus is not "load-

balancing" as that term is used herein. 

15 Alternatively, one of the frame relay netvvorks may be a backup which is used 

only when the other frame relay network becomes unavailable. In that case, it may take 

even skilled network administrators several hours to perform the steps needed to switch 

the traffic away from the failed network and onto the backup network. In general, the 

necessary Private Virtual Circuits (PVCs) must be established, routers at each site 102 

20 must be reconfigured to use the correct serial links and PVCs, and LANs at each site 102 

must be reconfigured to point at the correct router as the default gateway. 

Although two private networks are shown in Figure 1, three or more such 

networks could be employed, with similar considerations coming into play as to increased 
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reliability, limits on load-balancing, the efforts needed to switch traffic when a network 

fails, and so on. Likewise, for clarity of illustration Figure 1 shows only two sites, but 

three or more sites could communicate through one or more private networks. 

Figure 2 illustrates a prior art configuration in which data is normally sent 

5 between sites 102 over a private network 106. A fail over box 202 at each site 102 can 

detect failure of the network 106 and, in response to such a failure, will send the data 

instead over an ISON link 204 while the network 106 is down. Using an ISDN link 204 

as a backup is relatively easier and less expensive than using another private network 106 

as the backup, but generally provides lower throughput. 

10 Figure 3 illustrates prior art configurations involving two private networks for 

increased reliability, in the sense that some of the sites in a given government agency or 

other entity 302 can continue communicating even after one network goes down. For 

instance, if a frame relay network A goes down, sites 1, 2, and 3 will be unable to 

communicate with each other but sites 4, 5, and 6 will still be able to communicate 

15 amongst themselves through frame relay network B. Likewise, if network B goes down, 

sites 1, 2, and 3 will still be able to communicate through network A. Only if both 

networks go down at the same time would all sites be completely cut off. Like the Figure 

1 configurations, the Figure 3 configuration uses two private networks. Unlike Figure 1, 

however, there is no option for switching traffic to another private network when one 

20 network 106 goes down, although either or both of the networks in Figure 3 could have 

an ISON backup like that shown in Figure 2. Note also that even when both private 

networks are up, sites 1, 2, and 3 communicate only among themselves; they are not 

connected to sites 4, 5, and 6. 
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Figure 4 illustrates a prior art response to the incompatibility of frame relay 

networks of different carriers. A special "network-to-network interface" (NNI) 402 is 

used to reliably transmit data between the two frame relay networks A and B. NNis are 

generally implemented in software at carrier offices. Note that the configuration in Figure 

5 4 does not provide additional reliability by using two frame relay networks 106, because 

those networks are in series rather than in parallel. If either of the frame relay networks A, 

B in the Figure 4 configuration fails, there is no path between site 1 and site 2; adding the 

second frame relay network has not increased reliability. By contrast, Figure 1 increases 

reliability by placing the frame relay networks in parallel, so that an alternate path is 

Io available if either (but not both) of the frame relay networks fails. Someone of skill in the 

15 

20 

art who was looking for ways to improve reliability by putting networks in parallel would 

probably not consider NNis pertinent, because they are used for serial configurations 

rather than parallel ones, and adding networks in a serial manner does not improve 

reliability. 

It would be an advancement in the art to provide another alternative for increasing 

reliability by configuring private networks in parallel, especially if other benefits are also 

provided. Such improvements are disclosed and claimed herein. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides tools and techniques for accessing multiple 

independent frame relay networks and/or point-to-point (e.g., T 1 or T3) network 

connections in a parallel network configuration. In some embodiments a controller 

according to the invention comprises a site interface connecting the controller to a site, at 
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least two private network interfaces, and a packet path selector which selects between 

private network interfaces according to a specified criterion. The controller receives a 

packet through the site interface and sends the packet through the private network 

interface that was selected by the packet path selector. The controller's packet path 

5 selector selects between private network interfaces according to various criteria, such as 

(a) a load-balancing criterion that promotes balanced loads on devices that carry packets 

after the packets leave the selected private network interfaces; (b) a reliability criterien 

that promotes use of devices that will still carry packets after the packets leave the 

selected private network interfaces, when other devices that could have been selected are 

IO not functioning, and (c) a security criterion that promotes use of multiple private 

networks to carry different pieces of a given message so that unauthorized interception of 

packets on fewer than all of the networks used to carry the message will not provide the 

total content of the message. Some controller embodiments include only two private 

network interfaces, while others have three or more private network interfaces, each of 

15 which is selectable by the packet path selector. The private network interfaces may 

connect to a User-to-Network Interface, or they may comprise network-specific interface 

means of the type found in frame relay network routers. 

One method of the invention for combining connections for access to multiple 

parallel frame relay and/or point-to-point networks, comprises the steps of: obtaining a 

20 controller, the controller comprising a site interface, at least two private network 

interfaces, and a packet path selector which selects between private network interfaces 

according to a specified criterion; connecting the controller site interface to a site to 

receive packets from a computer at the site; connecting a first private network interface of 
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the controller to a first private network; connecting a second private network interface of 

the controller to a second private network which is parallel to and independent of the first 

private network; and sending a packet to the site interface which then sends the packet 

through a private network interface selected by the packet path selector. The criterion 

5 used by the packet path selector may be a load-balancing criterion, a reliability criterion, 

and/or a security criterion. 

Another method for combining connections for access to multiple independent 

parallel frame relay or point-to-point networks comprises the steps of: sending a packet to 

a site interface of a controller, the controller comprising the site interface which receives 

10 packets, at least two private netvvork interfaces, and a packet path selector which selects 

between private network interfaces according to a specified criterion; and specifying the 

criterion for use by the packet path selector, wherein the specified criterion is one of: a 

security criterion, a reliability criterion, a load-balancing criterion. In one variation, the 

step of sending a packet to the controller site interface is repeated as multiple packets are 

15 sent, the step of specifying a criterion specifies a security criterion, and the controller 

sends different packets of a given message to different frame relay networks. 

Other features and advantages of the invention will become more fully apparent 

through the following description. 

20 BRIEF DESCRIPTION OF THE DRAWINGS 

To illustrate the manner in which the advantages and features of the invention are 

obtained, a more particular description of the invention will be given with reference to the 
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attached drawings. These drawings only illustrate selected aspects of the invention and its 

context. In the drawings: 

Figure l is a diagram illustrating a prior art approach having frame relay networks 

configured in parallel for increased reliability for all networked sites, in configurations 

5 that employ manual switchover between the two networks in case of failure. 

Figure 2 is a diagram illustrating a prior art approach having a frame relay 

network configured in parallel with an ISDN network link for increased reliability for all 

networked sites. 

Figure 3 is a diagram illustrating a prior ai1 approach having independent frame 

IO relay networks, with each network connecting several sites but little or no communication 

between the networks. 

Figure 4 is a diagram illustrating a prior art approach having frame relay networks 

configured in series through a network-to-network interface, with no consequent increase 

in reliability because the networks are in series rather than in parallel. 

15 Figure 5 is a diagram illustrating general'ly configurations of the present invention, 

in which two or more private networks are placed in parallel for increased reliability for 

-
all networked sites, without requiring manual traffic switchover, and with the option in 

some embodiments of load balancing between the networks and/or increasing security by 

transmitting packets of a single logical connection over different private networks. 

20 Figure 6 is a diagram further illustrating the present invention, in which three sites 

can communicate over two parallel private networks. 

Figure 7 is a diagram further illustrating a multiple private network access 

controller of the present invention, which comprises a component tailored to each private 
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network to which the controller connects, and a path selector in the controller which uses 

one or more of the following as criteria: private network status (up/down), private 

network load, use of a particular private network for previous packets in a given logical 

connection or session. 

5 Figure 8 is a flowchart illustrating methods of the present invention for sending 

packets over multiple parallel independent private networks for enhanced reliability, load 

balancing and/or security. ::. 

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS 

10 The present invention relates to methods, systems, and configured storage media 

for connecting sites over multiple independent parallel private networks such as frame 

relay networks and/or point-to-point network connections. "Multiple" networks means 

two or more such networks. "Independent" means routing information need not be shared 

between the networks. "Parallel" does not rule out the use of NNis and serial networks, 

15 but it does require that at least two of the networks in the configuration be in parallel so 

that alternate data paths through different private networks are present. "Frame relay 

networks" or "private networks" does not rule out the use of an ISDN link or other 

backup for a particular frame relay or point-to-point private network, but it does require 

the presence of multiple such networks - Figure 2, for instance, does not meet this 

20 requirement. 

Figure 5 illustrates generally configurations of the present invention involving 

frame relay networks; comments made here also apply to similar configurations involving 

point-to-point networks, or both types (frame relay and point-to-point) of private network. 
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Two or more frame relay networks l 06 are placed in parallel between two or more sites 

102. Access to the frame relay networks 106 at each site is through an inventive controller 

502. The system containing the controllers 502 provides point-to-point connectivity 

between the sites 102. Additional controllers 502 may be used at each location, to provide 

5 a switched connection system with no single point of failure. 

Unlike the configuration shown in Figure 1, the inventive configuration in Figure 

5 does not require manual intervention by network administrators to coordinate traffic 

flow over the parallel networks 106. The networks 106 are independent of each other. 

When one attached network fails, the failure is sensed by the controller 502 and traffic is 

10 automatically routed through one or more other frame relay networks. Unlike the 

configuration in Figure 2, the inventive configuration combines two or more frame relay 

networks 106. Unlike the configuration in Figure 4, the inventive configuration requires 

two or more frame relay networks 106 be placed in parallel (although additional networks 

may also be placed in series). Unlike the configuration in Figure 3, the inventive 

15 configuration does not merely partition sites between unconnected networks - with the 

invention, most or all of the connected sites get the benefit of parallel networks, so they 

can continue transcei ving even if one of the networks goes down. 

Another difference between the inventive approach and prior approaches may also 

be noted here, namely, the narrow focus of some prior art on reliability differs from the 

20 present document's broader view, which considers load balancing and security as well as 

reliability. Configurations like those shown in Figure 2 are directed to reliability (which is 

also referred to by terms such as "fault tolerance'', "redundancy", "backup", "disaster 

recovery", "continuity", and "failover"). That is, one of the network paths (in this case, 
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the one through the frame relay network) is the primary path, in that it is normally used 

for most or all of the traffic, while the other path (in this case, the one through the ISDN 

link) is used only when that primary path fails. Although the inventive configurations can 

be used in a similar manner, with one frame relay network being on a primary path and 

5 the other network(s) being used only as a backup when that first network fails, the 

inventive configurations also permit concurrent use of two or more frame relay networks. 

With concurrent use, elements such as load balancing between frame relay networks;- and 

increased security by means of splitting pieces of a given message between frame relay 

networks, which are not considerations in the prior art of Figure 2, become possibilities in 

IO some embodiments of the present invention. 

In general, the different frame relay or other private networks 106 will be 

provided by different carriers (WorldCom, AT&T, Qwest, etc.). In such cases, each frame 

relay network 106 typically operates on its own distinct clock. In some embodiments, the 

controller 502 sends traffic over all frame relay networks 106 to which it is connected, for 

15 load balancing and/or enhanced security. In other embodiments or situations, the 

controller 502 prefers a particular network 106, and uses the other network(s) as backup 

in case the preferred network 106 becomes unavailable. 

In some embodiments, a frame relay network C at a location 3 is connected to a 

controller 502 for a location 1 but is not necessarily connected to the controller 502 at 

20 another location 2. In such cases, a packet from location 3 addressed to location 2 can be 

sent over network C to the controller at location 1, which can then redirect the packet to 

location 2 by sending it over network A or network B. That is, controllers 502 are 
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preferably, but not necessarily, provided at every location that can send packets over the 

parallel independent networks l 06 of the system. 

In some embodiments, the controller 502 at the receiving end of the network 

connection between two sites A and B has the ability to re-sequence the packets. This 

s means that if the lines are of dissimilar speeds or if required by security criteria, the 

system can send packets out of order and re-sequence them at the other end. Packets may 

be sent out of sequence to enhance security, to facilitate load-balancing, or both. The-

TCP/IP packet format includes space for a sequence number, which can be used to 

determine proper packet sequence at the receiving end (the embodiments are dual-ended, 

10 with a controller 502 at the sending end and another controller 502 at the receiving end). 

The sequence number (and possibly more of the packet as well) can be encrypted at the 

sending end and then decrypted at the receiving end, for enhanced security. 

Figure 6 further illustrates the present invention, in a particular configuration in 

which three sites 102 can communicate over two parallel independent frame relay 

15 networks 106; two or more point-to-point networks could be used similarly, as could a 

mixture of frame relay and point-to-point networks. In one such configuration, sites 1, 2, 

and 3 are connected via frame relay clouds 106. Routers 1, 2, and 3 are connected to 

frame relay cloud A, and routers 4, 5, and 6 are connected to frame relay cloud B. The 

WAN ports of the routers 104 on each frame cloud 106 are configured to form a single 

20 subnet Virtual circuits (VCs) exist between site l and site 2, between site 2 and site 3, 

and between site 3 and site 1, on each of the clouds 106. A controller 502 is connected to 

each pair of routers 104 at each location to provide at least reliability through redundancy. 
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In operation, the controller 502 on each location is provided with a configuration 

file or other data structure containing a list of all the LAN IP addresses of the controllers 

502 at the locations, and their subnet masks. Each controller 502 keeps track of available 

and active connections to the remote sites 102 . .If any of the routes are unavailable, the 

5 controller 502 preferably detects and identifies them. When a controller 502 receives IP 

traffic to any of the distant networks, the data is sent on the active connection to that 

destination. If all connections are active and available, the data load ispreferably .:.. 

balanced across all the routers l 04. If any of the VCs (or point.to-point connections) are 

unavailable, or any of the routers l 04 are down, the traffic is not forwarded to that router; 

10 when the routes become available again, the load balancing across all active routes 

preferably resumes. 

In some embodiments, load balancing is not the only factor considered when the 

controller 502 .determines which router l 04 should receive a given packet. Security may 

be enhanced by sending packets of a given message over two or more networks l 06. Even 

15 if a packet sniffer or other eavesdropping tool is used to illicitly obtain data packets from 

a given network l 06, the eavesdropper will thus obtain at most an incomplete copy of the 

-
message because the rest of the message traveled over a different network 106. Security 

can be further enhanced by sending packets out of sequence, particularly if the sequence 

numbers are encrypted. 

20 Figure 7 is a diagram further illustrating a multiple frame relay and/or point-to-

point network access controller 502 of the present invention. A site interface 702 

connects the controller 502 to the LAN at the site l 02. This interface 702 can be 
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implemented, for instance, as any local area network interface, like 10/1 OOBase-T 

ethemet, gigabit ATM or any other legacy or new LAN technology. 

The controller 502 also includes a packet path selector 704, which may 

implemented in custom hardv/are, or implemented as software configuring semi-custom 

5 or general-purpose hardware. The path selector 704 determines which path to send a 

given packet on. In the configuration of Figure 6, for instance, the path selector in the 

controller at location 1 selects between a path through router 1 and a path through router 

4. In different embodiments and/or different situations, one or more of the following 

criteria may be used to select a path for a given packet, for a given set of packets, and/or 

l O for packets during a particular time period: 

• Redundancv: do not send the packet(s) to a path through a network 106, a router 

104, or a connection that is apparently down. Instead, use devices (routers, 

network switches, bridges, etc.) that will still carry packets after the packets leave 

the selected network interfaces, when other devices that could have been selected 

15 are not functioning. Techniques and tools for detecting network path failures are 

generally well understood, although their application in the context of the present 

invention is believed to be new. 

• Load-balancing:: send packets in distributions that balance the load of a given 

network, router, or connection relative to other networks, routers, or connections 

20 available to the controller 502. This promotes balanced loads on one or more of 

the devices (routers, frame relay switches) that carry packets after the packets 

leave the selected network interfaces. Load-balancing may be done through an 

algorithm as simple as a modified round-robin approach which places the next 
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packet on the next available line, or it may involve more complex algorithms that 

attempt to measure and track the throughput, latency, and/or other performance 

characteristics of a given link or path element. Load-balancing is preferably done 

on a per-line basis, as opposed to prior art approaches which use a per-department 

and/or per-router basis for dividing traffic. Load-balancing algorithms in general 

are well understood, although their application in the context of the present 

invention is believed to be new. 

• Securitv: divide the packets of a given message (session, file, web page, etc.) so 

they travel over different networks 106. This promotes the use of multiple frame 

relay networks to carry different pieces of a given message, so that unauthorized 

interception of packets on fewer than all of the networks used to carry the message 

will not provide the total content of the message. Dividing message packets 

between networks 106 for better security may be done in conjunction with load 

balancing, and may in some cases be a side-effect of load-balancing. But load

balancing can be done on a larger granularity scale than security, e.g., by sending 

one entire message over network A and the next entire message over network B. 

Security may thus involve finer granularity than load balancing, and may even be 

contrary to load balancing in the sense that dividing up a message to enhance 

security may increase the load on a heavily loaded path even though a more lightly 

loaded alternate path is available and would be used for the entire message if 

security was not sought by message-splitting between networks. Other security 

criteria may also be used, e.g., one network 106 may be viewed as more secure 

than another, encryption may be enabled, or other security measures may be taken. 
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The controller 502 also includes two or more private network interfaces 706, 

namely, so there is at least one interface 706 per private network l 06 to which the 

controller 502 controls access. Each interface 706 can be implemented as a direct 

interface 706 or as an indirect interface 706; a given embodiment may comprise only 

s direct interfaces 706, may comprise only indirect interfaces 706, or may comprise at least 

one of each type of interface. A direct interface 706 may be implemented, for instance, as 

a direct frame relay connection over land line or wireless or network interfaces to waich 

the frame relay routers can connect, or as a point-to-point interface to a dedicated T 1, T3, 

or wireless connection. One suitable implementation includes a standard Ethernet card, 

10 vvhich connects to an external frame relay User-Network Interface (UNI) in a router of a 

network l 06. UNis generally are known in the art. One indirect interface 706 effectively 

makes part of the controller 502 into a UNI by including in the interface 706 the same 

kind of special purpose hardware and software that is found on the fraine relay network 

side (as opposed to the UNI side) of a frame relay network router. Such an indirect frame 

15 relay network interface 706 is tailored to the specific timing and other requirements of the 

frame relay network to which the indirect interface 706 connects. For instance, one 

-
indirect interface 706 may be tailored to a Qwest frame relay network l 06, while another 

indirect interface 706 in the same controller 502 is tailored to a UUNet network l 06. The 

indirect interface 706 may connect to the frame relay network l 06 over fiber optic, Tl, 

20 wireless, or other links. In short, a direct interface 706 relies on special purpose hardware 

and connectivity/driver software in a router, to which the direct interface 706 of the 

controller 502 connects through a UNI. By contrast, an indirect interface 706 includes 

such special purpose hardware and connectivity/driver software inside the controller 502 
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itself. In either case, the controller provides packet switching capabilities for at least 

redundancy without manual switchover, and preferably for dynamic load-balancing 

between lines as well. The controller 502 in each case also optionally includes memory 

buffers in the site interface 702, in the path selector 704, and/or in the network interfaces 

5 706. 

An understanding of methods of the invention will follow from understanding the 

invention's devices, and vice versa. For instance, from Figures 5-7, one may ascertain 

methods of the invention for combining connections for access to multiple parallel private 

networks 106, such as frame relay networks. One method begins by obtaining a controller 

IO 502. The controller comprises (a) a site interface 702, (b) at least two network interfaces 

706 tailored to particular frame relay networks 106 for operation as though part of a 

network-to-network interface in a serial network configuration, and (c) a packet path 

selector 704 which selects between network interfaces 706 according to a specified 

criterion. Path selection criteria may be specified by configuration files, hardware jacks or 

15 switches, ROM values, remote network management tools, or other means. One then 

connects the site interface 702 to a site 102 to receive packets from a computer (possibly 

via a LAN) at the site 102. Likewise, one connects a first network interface 706 to a first 

router 104 for routing packets to a first frame relay network 106, and a second network 

interface 706 to a second router 104 for routing packets to a second frame relay network 

20 106. A third, fourth, etc. frame relay network 106 may be similarly connected to the 

controller 502 in some embodiments and/or situations. The connected frame relay 

networks 106 are parallel to one another (not serial, although additional networks not 

directly connected to the controller 502 may be serially connected to the networks 106). 
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The connected frame relay networks l 06 are independent of one another, in that no 

routing information need be shared between them, to make them parallel (NNis can still 

be used to connect networks in serial to form a larger independent and parallel network). 

A mistake in the routing information for one network 106 will thus not affect the other 

5 network l 06. After the connections are made (which may be done in a different order 

than recited here), one sends a packet to the site interface 702, which then sends the 

packet through the one (or more - copies can be sent through multiple networks 106} 

network interface 706 that was selected by the packet path selector 704. 

Figure 8 is a flowchart further illustrating methods of the present invention, which 

10 send packets over multiple parallel independent private networks 106 for enhanced 

reliability, load balancing and/or security; frame relay networks are used as an example, 

but point-to-point networks may be similarly employed. During a connection forming 

step 802, at least one virtual circuit is obtained between two sites l 02. If the frame relay 

networks l 06 will be used concurrently, the controllers 502 provide a connection which 

15 comprises mult'iple conventional virtual circuits, since two or more networks may (or 

will) carry packets during the step 802 connection. The controller 502 then checks th~ 

-
status of each connection and updates the information for available communication paths. 

During a packet receiving step 804, the controller 502 at a given location receives 

a packet to be sent from that location to another site 102. In some cases, multiple packets 

20 may be received in a burst. The packet comes into the controller 502 through the site 

interface 702. 

During a path selecting step 806, the path selector 704 selects the path over which 

the packet will be sent; selection is made between at least two paths, each of which goes 
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over a different network 106 than the other. The networks 106 are independent parallel 

frame relay networks. This path selecting step 806 may be performed once per packet, or 

a given selection may pertain to multiple packets. Path selection 806 is shown as 

following packet receipt 804, but in some embodiments and/or some situations, it may 

5 precede packet receipt 804. More generally, the steps illustrated and discussed in this 

document may be performed in various orders, including concurrently, except in those 

cases in which the results of one step are required as input to another step. Likewise,-steps 

may be omitted unless required by the claims, regardless of whether they are expressly 

described as optional in this Detailed Description. Steps may also be repeated, or 

10 combined, or named differently. 

As indicated, the path selection may use 808 load balancing as a criterion for 

selecting a path, use 810 network 106 status (up/down) and other connectivity criteria 

(e.g., router status, connectivity status) as a criterion for selecting a path, and/or use 812 

division of packets between networks 106 for enhanced security as a criterion for 

15 selecting a path. These steps may be implemented in a manner consistent with the 

description above of the path selector 704 given in the discussion of Figure 7. More 

-
generally, unless it is otherwise indicated, the description herein of systems of the present 

invention extends to corresponding methods, and vice versa. 

The description of systems and methods likewise extend to corresponding 

20 computer-readable media (e.g., RAM, ROM, other memory chips, disks, tape, Iomega 

ZIP or other removable media, and the like) which are configured by virtue of containing 

software to perform an inventive method, or software (including any data structure) 

which is uniquely suited to facilitate performance of an inventive method. Articles of 
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manufacture within the scope of the present invention thus include a computer-readable 

storage medium in combination with the specific physical configuration of a substrate of 

the computer-readable storage medium, when that substrate configuration represents data 

and/or instructions which cause one or more computers to operate in a specific and 

5 predefined manner as described and claimed herein. 

During a packet transmission step 814, the packet is sent on the selected 806 path. 

This is done by sending the packet over the network interface 706 for the path selected. 

As indicated in Figure 8, the method may then loop back to receive 804 the next packet, 

select 806 its path, send 814 it, and so on. As noted, other specific method instances are 

10 also possible. One example is the inventive method in which load balancing or reliability 

criteria cause an initial path selection to be made 806, and then a loop occurs in which 

multiple packets are received 804 and then sent 814 over the selected path without 

repeating the selecting step 806 for each receive 804 - send 814 pair. Note that some 

embodiments of the invention permit packets of a given message to be sent over different 

15 networks 106, thereby enhancing 812 security. The PVCs are in general always 

connected, but an ending step 816 may be performed during an orderly shutdown for 

diagnostic or upgrade work, for instance. 

Summary 

20 The present invention provides methods and devices for placing frame relay and 

other private networks in parallel, thereby providing redundancy without requiring 

manual switchover in the event of a network failure. Load-balancing between lines and/or 

between networks may also be performed. For instance, the invention can be used to 

20 

Cisco Systems, Inc. 
Exhibit 1002 

Page 123 of 426



·-

provide reliable, efficient, and secure point-to-point connections for private networks 

102. Some prior art approaches require network reconfiguration each time a frame relay 

circuit fails, and some have complex router configurations to handle load balancing and 

network failures. This requires substantial effort by individual frame relay network 

5 customers to maintain connectivity, and they will often receive little or no help from the 

frame relay carriers. Instead, well-trained staff are needed at each location, as are 

expensive routers. By contrast, these requirements are not imposed by the present 

invention. 

As used herein, terms such as "a" and "the" and item designations such as 

10 "connection" or "netvvork" are generally inclusive of one or more of the indicated item. In 

particular, in the claims a reference to an item normally means at least one such item is 

required. 

The invention may be embodied in other specific forms without departing from its 

essential characteristics. The described embodiments are to be considered in all respects 

15 only as illustrative and not restrictive. Headings are for convenience only. The scope of 

the invention is, therefore, indicated by the appended claims rather than by the foregoing 

description. All changes which come within the meaning and range of equivalency of the 

claims are to be embraced within their scope. 

What is claimed and desired to be secured by patent is: 

20 
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1. A controller which controls access to multiple independent private 

networks in a parallel network configuration, the controller comprising: 

a site interface connecting the controller to a site; 

at least two private network interface~; and 

a packet path selector which selects between private network interfaces according 

to a specified criterion; 

wherein the controller receives a packet through the site interface and sends the 

packet through the private network interface that was selected by the 

packet path selector. 

2. The controller of claim 1, wherein the controller control access to multiple 

independent frame relay networks, and each of the at least two private network interfaces 

comprises a frame relay network interface. 

.., 

.J. The controller of claim 1, wherein the packet path selector selects between 

private network interfaces according to a load-balancing criterion, thereby promoting 

balanced loads on devices that carry packets after the packets leave the selected private 

network interfaces. 

4. The controller of claim 1, wherein the packet path selector selects between 

private network interfaces according to a reliability criterion, thereby promoting use of 

devices that will still carry packets after the packets leave the selected private network 

interfaces, when other devices that could have been selected are not functioning. 
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5. The controller of claim 1, wherein the packet path selector selects between 

private network interfaces according to a security criterion, thereby promoting use of 

multiple private networks to carry different pieces of a given message so that 

5 unauthorized interception of packets on fewer than all of the private networks used to 

carry the message will not provide the total content of the message. 

6. The controller of claim 1, wherein the controller sends packets out of 

sequence over the parallel private networks. 

10 

7. The controller of claim 6, wherein the controller places an encrypted 

sequence number in at least some of the packets which are sent out of sequence. 

8. The controller of claim 1, wherein the controller comprises at least three 

15 frame relay network interfaces, each of which is selectable by the packet path selector. 

9. The controller of claim 1, wherein the controller operates in a system 

providing at least one point-to-point connection. 

20 10. The controller of claim 1, wherein the controller operates in a system 

providing connectivity over at least two frame relay networks from at least two carriers, 

each frame relay network operating on its own clock which is different from the clock of 

the other frame relay network. 
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11. The controller of claim 1, wherein each private network interface is an 

indirect interface tailored to a particular type of frame relay network. 

5 12. The controller of claim 1, wherein each private network interface is a 

direct interface comprising an Ethernet card. 

13. A method for combining connections for access to multiple parallel private 

networks, the method comprising the steps of: 

10 obtaining a controller, the controller comprising a site interface, at least two 

private network interfaces, and a packet path selector which selects 

between private network interfaces according to a specified criterion; 

connecting the controller site interface to a site to receive packets from a computer 

at the site; 

15 connecting a first private network interface of the controller to a first private 

network; 

connecting a second private network interface of the controller to a second private 

network which is parallel to and independent of the first private network; 

and 

20 sending a packet to the site interface which then sends the packet through a 

private network interface selected by the packet path selector. 
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14. The method of claim 13, wherein the private networks are frame relay 

networks. 

15. The method of claim 13, further comprising the step of specifying the 

5 criterion for use by the packet path selector, wherein the specified criterion is a load-

balancing criterion. 

16. The method of claim 13, further comprising the step of specifying the 

criterion for use by the packet path selector, wherein the specified criterion is a reliability 

IO criterion. 

17. The method of claim 13, further comprising the step of specifying the 

criterion for use by the packet path selector, wherein the specified criterion is a security 

criterion. 

15 

18. The method of claim 13, wherein at least one of the steps connecting a 

private network interface of the controller connects the controller to a User-to-Netwbrk 

Interface in a router of a frame relay network. 

20 19. A method for combining connections for access to multiple independent 

parallel frame relay networks, the method comprising the steps of: 

sending a packet to a site interface of a controller, the controller comprising the 

site interface which receives packets, at least two network interfaces, and a 
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packet path selector which selects between network interfaces according to 

a specified criterion; and 

specifying the criterion for use by the packet path selector, wherein the specified 

criterion is one of: a security criterion, a reliability criterion, a load-

5 balancing criterion. 

20. The method of claim 19, wherein the step of sending a packet to the _ 

controller site interface is repeated as multiple packets are sent, the step of specifying a 

criterion specifies a security criterion, and the controller sends different packets of a given 

10 message to different frame relay networks. 

21. The method of claim 19, further comprising the step of sensing failure of 

one of the parallel frame relay networks and automatically sending traffic through at least 

one other parallel frame relay network. 

15 

20 
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ABSTRACT 

Methods, configured storage media, and systems are provided for communications 

using two or more frame relay or point-to-point networks in parallel to provide load · 

balancing across network connections, greater reliability, and/or increased security. A 

5 controller provides access to two or more private networks in parallel, through direct or 

indirect network interfaces. When one attached network fails, the failure is sensed by the 

controller and traffic is routed through one or more other private networks. When all'-

attached networks are operating, the controller preferably balances the load between 

them. 

10 
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USING MULTIPLE LINKS TO INTERCONNECT LANS AND 
PUBLIC CIRCUIT SWITCHED DATA NETWORKS 

T. Liao I, M. Noosongl, Y. Liang2 AND D. Seretl 

1 ENST, 46 rue Barra ult, 75634 Paris, France 
2 Bull S.A., 94 av. Gambetta, 75020 Paris, France 

Abstract - This paper presents the design of a gateway 
that interconnects a TCP/IP-based LAN and a public 
circuit switched data network (CSDN) using 
multi links. In the interconnection of high speed LANs 
and relatively slow public networks, performance 
degradation is a significant issue. In order to improve 
the throughput, simultaneously controlling n data 
links for data transfer is an immediate solution. In this 
way, the transmission rate can be increased roughly by 
n limes higher over a single link. The use of multi links 
also enables the gateway to handle multiple 
communications at the same time. A simple multilink 
control procedure is defined to control from one to 
multiple links for data transfer. Some other techniques 
for the design of the gateway are also presented. 

I . lNTROOUCTION 

Local area networks (LANs) seem to be a major 
answer to the problem of open systems interconnection 
in a limited geographic area such as an office building, 
a campus, a manufacturing plant etc. But in some 
circumstances they are not adequate. As an example.: 
we can not extend a LAN in the main site to a remote 
site. The interconnection of LANs and public packet 
switched networks (PSNsl or public switched 
telephone networks (PSTNs) provides a way to extend 
the range of LANsl 1,21. Another alternative is the 
interconnection of remote LANs via public circuit 
switched data networks (CSDNs). The latter also offers 
the possibility of simultaneously using a number of 
data links to enhance the performance and allows 
users to economically establiah connections between 
two sites. 

This paper presents the design of a gateway that 
connects a TCP/IP-based LAN (internet) to a CSDN 
(e.g. Transcom that offers 64 kb/s links in France) by 
using multiple physical links. Our main objectives are 
to describe the techniques used and to discuss the 
problems encountered in controlling n data links. In 
addition to the interconnection of two remote LANs, 
this gateway also allows a host connected to a CSDN to 
communicate with another host connected to a LAN. 
The function of multilink control can either increase 
the transmission rate roughly by n times higher over a 
single link or allow the gateway to handle multiple 

communications at the same time. 
This paper is organized in the following way. 

Section 2 describes the architecture of the gateway. 
The multilink control problems are discussed in 
section 3. Section 4 presents the techniques used in the 
realization. The paper ends with some conclusions. 

II. IN1'ERCONNECTION SCHEMI<: 

The interconnection scheme is shown in Fig.L The 
users of CSDN must follow X.21 procedure and use a 
call number (8-digit for Transcom) to establish 
connections at layer l. From layer 2 to layer 7, the 
users are free t.o choose any protocols that meet their 
needs. Communication between two hosts on a LAN is 
supported by TCP/IP protocol suitel31. 

8.12.1 

Fig.1. The interconnection scheme 

hostD or 
gateway 

As for the application processes, what they need is a 
reliable transport connection. First, the relay function 
is placed cin TCP regarding that the services provided 
by IP are connectionless and not reliable. On the 
CSDN side, given Lhat n (n>l) physical links are 
available, the gati:way must include the following 
functions (see Fi~. I): 

li In order to improve the throughput, the gateway 
must be able to use multiple physical links to 
establish a logical connection between two 
hosts. 

2) In some cases, one link is sufficient ior the 
quality oi service and there may be simult
aneously m (1 <m:Cn) connection requests for 
different destinations. By using a single link for 
a connection, the gateway must be able to 
establish m independent connections at the 
same time. For instance, if host A is connected to 
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host. C, host B can still connect to hostD. 
3) The gateway must be able to support a 

mechanism like virtual circuits. For instance, 
hosts A and B can connect to host C at the same 
time. 

Thus the protocols adopted for t.he CSDN are X.25, 
HDLC and X.21. ln addition, some multilink ,control 
function should be included in the gateway. This 
function is placed in t.he layer 3 for several reasons 
discussed in detail in the next section. The gateway 
architecture is shown in Fig.2 in which the relay 
function receives data from TCP and passes them to 
l(.25 and vice versa. 

Ill. MUL'l'ILINK CON'l'ROL 

I\.. Moti.vati.on and \)efin\tion 
The interconnection of a high speed LAN and a 

relatively slow public network often introduces perfor
mance degradation to the supported applications. With 
variegated applications and office automation, e.g., 
large file transfer, image applications, facsimile, 
integration of data and voice etc., multimedia 
communications become indispensable. To tackle the 
performance problem which is critical for the 
applications mentioned above, an immediate solution 
in the interim i::; the use of multilinks. The problems 
issue of the multilink control include the connection 
establishment, packet resequencing and error control. 
Since the multilink control function can be included in 
one of the OSI seven layers, several solutions are thus 
possible. 

The first is that in the Physical Layer·, n links are 
grouped as a single link and .,,l!veral additional links, 
typically (n + 7)/8, are used for control and signaling. 
This single link with X.21 interface is transparent for 
higher layersl-41. Another existing solution is the 
MultiLink Procedure (MLP) which is defined as a sub
layer of X.251:51. The MLP controls n Single Link 
Procedures \SLPs) which are described as HDLC 
procedures lFig.3). For each packet to be sent, the MLP 
adds two octets of control information before the 
header of the packet for sequence control and 
dispatches the packet to one of SLPs according to a 

n llDLC links 

Pl.P : X.25 Packc~ Level P.rotocol 
Ml.P . Multi Link Procedure 
Sl.P : Singlo Link Procedure 

Fig.3. MultiLink Procedure 

specific algorithm. Each Single Link Procedure works 
independently. The third solution is the ISO Transport 
Protocol class 4 (TP4) in which the multilink control 
function is defined as "splitting"!61. The last approach 
is in the dynamic use of multiple ISDN B-cha.nnels 
where the multilink control function is placed in the 
layer 2112\. 

The perfonnance studies show that the MLP 
usually offers higher throughput than the others, if an 
appropriate method for packet distribution is 
adoptedl7,81. The MLP is not feasible in certain cases, 
for example, there is no function of controlling n links 
independently (i.e., each link is connected to a different 
destination). Therefore the MLP is not suitable for our 
gateway. However, using TP4 on top of X.25 is also 
redundant and consequently causes loss of 
performance. In short, the existing solutions do not 
satisfy our needs. A new procedure - Simple Multilink 
Control Pt'ocedure tSMCP) is defined b.ere, as sh.own in 
Fig.4, wb.ich contains two pat'l:.s: SMCP-'n ('nigh part) 
procedure and SMCP-l (low part) procedure between 
which is X.25 PLP. The particular functions of the 
SMCP are described below: 

a) the SMCP offers multiple network connections 
over multiple data links to a transport entity. 

b) the SMCP regroups n data links to establish a 
network connection. 

c) the SMCP also performs packet sequencing and 
packet resequencing, error processing. 

d) ldentification of network connections and so on. 
The advantages of the SMCP are: first, it is able to 

control each link independently; second, it keeps the 
efficiency of the MLP. 

H. Identification of Network Connection 
Within the SMCP, an "SMCP context" is 

maintained which contains information about each 
network connection. This context, shared by the 
SMCP-h and SMCP-1, contains a table of the entries 
consisting of: X.25 source and destination addresses, 
virtual circuit number, SLP number (each SLP is 
assigned a number), etc. The internal identification of 
network connection within the SMCP is a combination 
of SLP numbers and virtual circuit number. Two 
working modes are defined in the SMCP. The first is 
the multilink IML) mode in which multiple data links 
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Layer 3 Layer 3 

SMCP-h : Simple Mullilink Control Procedure· h (high) part 
SMCP-1 : Simple Mulqlink CanLrol Procedure -1 (low) parl 

Fig.4. Multi-Link Control Protocol 

are used to support a network connection and the 
second is the single link (SL) mode in which a single 
data link is used. It is assumed that the SMCP works 
in the ML mode hereafter. 

C. Connection i<:stablishment and Liberation 
At. the calling SMCP procedure, the connection 

estabhshment for data transfer is solicited by a higher 
layer entity (e.g. transport). The SMCP-h procedure 
requests X.25 PLP to establish a network connection to 
~e des.tina~on and stores the corresponding 
information m the context. In turn, if needed, X.25 
PLP first requests the SMCP-1 procedure to establish 
data links. 

The SMCP-1 procedure then requests one of SLP 
procedures to establish a data link (using X.21 call 
number). After the data link is established, the SMCP
l procedure sends a multi link service NPDU (2 octets) 
lo the destination SMCP-L. The format of this NPDU is 
described as below (see Fig.5): 

1 2 3 14 15 16 (biL) 

I CMD service I SF 

I N PDU (2 oclcls) 

CMD : command 
SF : Sequence Flag 
NPDU : NeLwork Service Dala U nil 

Fig.5. The multilink service NPDU 

CMD this field indicates the command code (2 
bits). 
00 --- multilink service request 
01 --- multilink service response 

ser1ice : this field indicates the number of links 
requested in- the request NPDU or 
indicates the number of links agreed in the 
response NPDU. 

SF this field indicates whether the packet 
resequencing is required. 
00 ··· resequencing required 
01 ··- resequencing not required 

For example, this NPOU may contain information 
as CMD=!lO, service=0 ... 01000, SF=OO. After this 
NPDU is senl, the SMCP-1 procedure waits for a 

response. If the received NPDU is longer than 2 octets, 
it is ignored. The destination SMCP-1 may respond 
with an NPDU containing CMD=Ol, service= 
0 ... 0100, SF =00, that is to say, it has only 4 links 
available and is agreed for packet resequencing. While 
the calling SMCP-1 procedure receives this NPDU, it is 
aware of the number of links that can be established 
for the communication (4 links instead of 8 links it 
requests). Then the SMCP-1 procedure requests other 3 
SLPs to establish data links to the destination. After 
the 4 data links are established, the SMCP-1 procedure 
sends a connection indication of data links to X.25. 

Then X.25 PLP sends a call request packet to the 
SMCP-1 procedure which delivers this packet to one of 
the SLPs. While the call request is confirmed, the 
SMCP-h procedure then returns a connection 
confirmation to the higher layer entity. At this 
moment, the network connection is established. If the 
virtual circuit can not be established, the SMCP-h 
returns a disconnection indication to the higher layer 
entity and clears the context. At the end of a 
communication, if a disconnection request is received 
from the higher layer entity, the SMCP-h entity 
requests X.25 PLP to disconnect the virtual circuit. 

At the called SMCP, when the SMCP-1 procedure 
receives a 2 octet length NPDU, it verifies whether the 
CMD field is 00 or not. Ifso, it responds with a NPDU 
containing CMD=Ol, service=min(the number of 
links requested, its number of links available), 
SF=received SF. After the concerning data links are 
established, it sends a connection indication of data 
links to X.25 PLP. While X.25 PLP receives a call 
request packel, it sends a connection indication to the 
SMCP-h procedure that transfers this indication to the 
higher layer entity and waits for a connection 
response. When the connection response is received, it 
then requests X.25 PLP to send a connection 
confirmation to its correspondent. At the end of a 
communication, the SMCP-h procedure should 
generally receive a disconnection indication from X.25 
PLP. 

8.12.3 

D. Resequencing and Distribution Algorithms 
Since the packets are transmitted through n data 

links which are possibly with different propagation 
delays and error rates, they are likely to be received 
not in Lhe order in which they are sent. The p~dr:et 
resequencing needs to be done by the SMCP. Two 
octets of sequence control information are added to the 
NSDUs (Network Service Data Unit) for this purpose, 
as shown in Fig.6. Regarding that X.25 PLP and 
HDLC can ensure the delivering of packets, only two 
fields are defined in this control information. The SI 
(Sequence Indication) field indicates whether this 
packet should be reordered or not and the SNR 
(Sequence Number) field indicates the sequence 
number of the current. NSDU. SI=O signifies that the 
packet sequencing is required. 'I'he SMCP-h procedure 
is responsible for the packet resequencing. 

As to Lhe SMCP-l procedure, it is charged of 
distributing the packets to be transmitted to the SLPs 
according to a specific algorithm. 'I'wo algorithms can 
be used, one of which is the cyclic algorithm (C-
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2 16 (bit) 

SJ SNR NSDU 

NSDU' 

St : Sequence Indication 
S'.'1 R : Scqu.,ncc Number 
NSDLJ : Network Service Data Unit 

Fig.6. Packel resequencing 

algorithm) and the other is the adaptive algorithm (A
algorithm). By lhe C-algorithm, the SMCP-1 starts 
packet transmission from the SLP number 1 and then 
sends next packet to the SLP number 2. While a packet 
is sent to the SLP number n, the SMCP-1 returns to the 
SLP number 1. The major disadvantage of the C
algorithm is that the throughput degrades in the case 
of heterogeneous physical links used, because all data 
links are charged with the same traffic in spite of their 
real capacitiesl81. However, in most of cases, the 
physical links of a CSDN seem almost homogeneous, so 
that using C-algoritbm can olTer the expected 
performance. {n the worst case where the n data links 
could have very different propagation delays and error 
rates, the A-algorithm can be applied to improve the 
throughput. By the A-algorithm, before sending a 
packet, the SMCP-1 must find an SLP which is ready 
for data transmission among the SLPs and then sends 
the packet to lhe ready SLP. Therefore, better the 
quality of a data link, higher the traffic the data link 
transports. The A-algorithm is adopted in the SMCP. 

I<:. Change of Working Mode 
The working mode is set either to multilink control 

or to single link control in the idle time (no 
communication being processed by the SMCP). During 
a communicalion, the working mode can not be 
changed. As shown in Table-1, if the ML mode is 
chosen, n will be assigned to the service field of 
multilink service request NPDU. If the SL mode is 
chosen, the value of this field is one. In the latter case, 
n network connections can be established at the same 
time. Communication between the SMCPs in different 
working modes is possible. 

Table- I. Comparison of working modes 

:.-;crvicu 
number of 

requesl lic!tl 
connections 
authorized 

SMCP in Lhc I n 
SL mode 

SMC!' in the n I 
Ml. mode 

IV. IN'f'EltCONNEC'l'ION TECHNIQUES 

A. Addressing 
Application pruces::;es are assumed to be attached to 

transport service access points (TSAPsl. Each TSAP is 
a "sockel style" combination of a port number 

identifying an application in a host and a unique 
Internet address of a host in the internets. This makes 
necessary to use Internet address throughout the 
interconnection scheme. Therefore a class A InterneL 
address should be assigned to each host connected to a 
CSDN. 

Mapping between an Internet address and a CSDN 
call number can be done in the same way as the 
mapping between Internet address and physical 
address. Using the call number, the gateway and ho~t.. 
on CSDN can establish physical connections. The 
source and destination "socket" identifiers (2-octet porl 
number and 4-uctet Internet address) must be carried 
in X.25 packet's address fields. 

B. Data Transmissron and f<'low Control 
To cope with the very different transmission rates 

on the LAN and on the CSDN, buffers for temporarily 
stocking data are required. There are 2 buffers in the 
gateway, a TCP buffer is for data transmission to the 
internet side and a PLP buffer to the CSDN side. 

To transfer data from TCP to PLP, the data 
received from TCP is first buffered in the PLP buffer.IT 
the length of the received data is larger than the 
packet length, the dala must be divided into several 
NSDUs. Then these NSDUs are sent to the SMCP-h 
procedure. After all the NSDUs are acknowledged, the 
relay function can receive data from the TCP entity 
again. Data transfer from PLP to TCP follows the same 
principle. ln our interconnection scheme, flow control 
in the LAN and in the CSDN are performed separately. 

C. lmplemenlalion 
The gateway has been implemented on an IBM AT 

compatible microcomputer. The communication 
between the gateway and hosts on the TCP/IP-based 
LAN is supported by a communication card from 
Excelanl I Lll and the access to the CSDN is done by 
using several AN1'1LOPE cards! 111. Two CSDN links 
were used during the experiment. The results show 
that the end-to-end transmission rate can reach 
approximately t.o 0.80X2X64 kb/s (across 
Transcom)l81. 

V. CONCLUSIONS "· 
-i'~' 

The designed gateway aims to interconnect LANs~· 
(internets) and public circuit switched data networks. 
In the intercunnection of high speed LANs and 
relatively slnw public networks, performance 
degradation is a significant issue. To address this 
problem, we have implemented a function that can 
simultaneously use n (n > 1) data links for data 
transfer. Consequently, the throughput can be 
increased roughly by n times higher over a single link 
and thus will satisfy more applications. Another 
purpose of Lhe use of n independent links is that in the 
case where one link is sufficient for the perforrnance, 
the gateway can handle n independent 
communications at the same time. The multilink 
control protocol defined in layer 3 provides the way ro 
effectively control from one to n links for data transfer. 

{l] 
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[4] 
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{6] 

Cisco Systems, Inc. 
Exhibit 1002 

Page 138 of 426



unique 
makes 

1Ut the 
nternet 
ted to a 

.CSDN 
as the 

1hysical 
id ho:.L.. 

is. The 
tet port 
carried 

1n rates 
iorarily 
sin the 
1 to the 

e data 
uffer. If 
.an the 
several 
MCP-h 
:ed, the 
· entity 
.e same 
control 
irately. 

BMAT 
ication 
'-based 
I from 
me by 
r links 
; show 
reach 

across 

LANs 
works. 
s and 
mance 
.s this 
it can 

data 
.n be 
e link 
10th er 
in the 
1ance, 
ndent 
tilink 
ray to 
risfer. 

Rt<:l<'ERRNCES 

(1] E.K. Chew, "Interworking of Local Area 
Networks and Public Networks", Telecomm
unication Journal of Australia, Vol.34, No.3, 
1984, pp221-231. 

l2l W. Johannsen, W. Lamersdorfand K. Reinhardt, 
"Architecture and Design of an Open Systems 
LAN/WAN Gateway", Pro. of Computer 
Networking Symposium 1988, ppll2-119. 

[31 Internet Prot.ocol Transition Workbook, Network 
Information Center SRI International, March 
1982. 

(4.] J.P. Ternime, "Une Trame Numerique a 64 kb/s 

[51 

[61 

pour services multimedias", Echo des 
Recherches, 2cme trimestre 1986. 
ISO 8882, "Data Communication - X.25 Packet 
Layer Specification for Data Terminal 
Equipment", October 1982. 
ISO 8073, ''Information Processing Systems -
Open Systems Interconnection - Transport 
Protocol Specification", 1986. 

(7) T. Nishizono, K. Kanemaki and J. Yano, 
"Multilink Protocol for Data Transfer", Review of 
the Electrical Communications Labs, Vol.33, 
No.5, 1985. 

l8] Y. Liang, "The N X 64 kb/s ISDN Services: 
performance of the protocols and realization of a 
gateway", ENSTPh.DThesis,June 1989. 

[9] T. Liao, "A Realization Method of the 2.X64 kbps 
ISDN Service : Control of Two Transcom 
accesses", ENST Internal Report, 1989. 

(101 The LAN WorkP\ace™ Network Soft.ware for PC 
DOS, Socket Library Application Program 
Interface User's Guide, Excelan. 

[11] Manuel d'Utilisation ANTILOPE, CISI 
lngenierie lnformatique. 

[12.] L. Altarah and S. Motard, "Dynamic Use oflSDN 
B Channels", Proceedings of ISDN in Europe, 
The Hague, April 1989. 

8.12.S 
Cisco Systems, Inc. 

Exhibit 1002 
Page 139 of 426



.. ' 
Coyote Point: Introducing Equalizer, a Networ. .. 

About Contact 

Back to News Home I Previous News Item I Next News Item 

FOR IMMEDIATE RELEASE 
Contact: Industry Relations Manager 
Telephone: (650) 969-6000 
E-Mail: pr@coyotepoint.com 

News Products Partners 

Coyote Point Systems Introduces the Equalizer Load-Balancing Router 
for High-Volume Web Sites 
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Sunnyvale, CA, September 8, 1997 - Coyote Point Systems, Inc. today announced the release of 
the Equalizer, a load balancing router which optimizes internet server performance and reliability. 
Equalizer can handle more than 40,000 Web requests a minute-ideal for busy Internet sites, 
Internet service providers and mission critical corporate lntranets. 

Unlike conventional round-robin DNS based distribution, the Equalizer ties together multiple server 
machines to form "logical clusters." If one server fails, the Equalizer automatically compensates, 
insuring that clients never receive "server down" errors. 

"Equalizer easily managed the load of our multiple sites" said Dean Gaudet, Director of 
lnfostructure at HotWired. "This is a technology with the capability of making my job a lot easier." 
The Equalizer features a broad array of advantages for high load Web sites: 

Equalizer detects failed servers and automatically redirects traffic. 
Equalizer controls the distribution of requests across servers and constantly re-distributes 
the load. Sites using Equalizer get the most out of their server resources. 
Equalizer allows system administrators to increase maximum capacity incrementally, as 
needed. Equalizer allows administrators to add inexpensive servers, rather than 
continuously upgrading to bigger, more expensive systems. 
Equalizer provides a greater degree of control over cluster resources than other load 
balancing products. The browser based administration tool provides a simple, powerful 
means to monitor cluster performance and adjust operating controls. 
Newly added servers start sharing the load instantly without the waiting period associated 
with DNS based load distribution. Webmasters can bring servers down for maintenance 
without service interruptions. 
Security features: Enhanced support for the SSL security protocol makes Equalizer ideal 
for internet commerce sites. Equalizer provides complete control over which server ports 
are accessible. Connections to specified addresses and ports may be redirected or 
dropped as required. Improved resistance to denial of service attacks is another benefit. 
Equalizer supports all popular TCP/IP based protocols. 

"As Web traffic becomes critical to the success of companies, the level of service provided by 
these sites will be determined by the effectiveness of their hardware," said M. Phillip Roth, 
executive vice president of Coyote Point Systems. 

"The Equalizer easily handles multi-million hit-per-hour sites. It provides a means by which Web 
masters can manage, maintain and scale their equipment in a cost effective manner. We provide 
the only Web-based management solution of this type in the industry." 

Three Equalizer models are available, starting at $6,200. Higher end models can handle greater 
load, more servers and more virtual clusters. A redundant backup option is also available, insuring 
that no single point of failure can interrupt service. 

Coyote Point Systems is a privately held corporation located in Sunnyvale, California, specializing 
in Internet performance tools and technology. Further information is available at 
www.coyotepoint.com or by calling 650 969-6000. Email PR@coyotepoint.com Coyote Point 
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Network Address Translation Technical Discussion 

Network Address Translation 
Technical Discussion 

Page 1of4 

Not everyone wants the actual details of a NAT. But, for those that do, here they are for our products. 

Technology Consulting 

By the way, we are happy to work with others that wish to add NAT functionality to their products. 
In the nearly two years we have been providing Network Address Translation, we have learned that 
there is much to it beyond the RFC. Let us help you understand the finer points and not-so-obvious 
issues in bringing your product to market. 

Network Address Translation 

The standard features of Network Address Translation are detailed in RFC 1631. All of those features 
are supported by our NA Ts, including: 

• Conversion of IP .Addresses 
• Correct Handlin!.! of FTP and lCMP Messages 

In addition, the Net NAT expands upon the NAT standard with: 

• Dvnamic Concentration of lP Addresses 
• Conversion of TCP and UDP oort numbers 
• BSD A.uthentication Server 
• Creation of Virtual Servers 
• Support for Great New /\pnlications 

Conversion of IP Addresses 

The main feature of an RFC 1631 NAT is to enable an organization to use the free IP Networks 
reserved in RFC 1597 while still permitting clients or servers on this network to access, or be accessed 
by, the public Internet. It does this through a mechanism that substitutes a globally registered IP 
Address into the source IP Address part of a message leaving the private network, and restores the 
private IP Address into the destination part of a reply message entering the private network. For 

1 1 bl f h ti 11 . examp e, assume a trans ate ta e o t e o owmg nature: 

I 
Name 

II 
Private IP Address 

II 
Public IP Address 

I wsl2 ll 192.168.16.12 II 204.116.73.1 

I ws26 II 192.168.16.26 II 204.116.73.2 

I ws27 II 192.168.16.27 II 204.116.73.3 

I ws59 II 192.168.16.59 !I 204.116.73.4 

I 
I 
l 
I 
I 
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A message originating at ws 12 has 192.168 .16.12 in the Source IP Address part of the message 
header. As it passes through the NAT to the Public Internet, the NAT substitutes 204.116.73 .1 into 
that part of the header and recalculates the various message checksums. The message is then sent to 
the addressed host on the "outside" as though it originated from the public address. When a message 
arrives at the NAT from the Public Internet addressed to 204.116.73.1, the private IP Address of 
wsl2 is substituted into the destination part of the message header, the checksums are recalculated, 
and the message is delivered to ws 12. 

t 
Even though the four workstations in this example are spread across a wide section of the internal 
RFC 1597 Class C Network (192.168.16), their Public IP Addresses have been consolidated into a 
very small section ofthe external IP Network. 

We Prefer Actual and Apparent 

Instead of Private IP Addresses (or "reusable addresses" from RFC 1631) we prefer to call them 
"Actual Addresses." In the same light, we call the Public IP Addresses (non-reusables from RFC 1631) 
"Apparent Addresses." This seems much more understandable, and is less limiting. Many NATs are 
used in large Enterprise Networks that are not connected to the Public Internet, and so have no "non
reusable" addresses at all. 

Correct Handling of FTP and ICMP Messages 

Some of the NAT function would be much simpler if IP Addresses were only found in headers. But, 
several application protocols and the Internet Control Message Protocol carry IP Addresses in the 
message data. If a NAT is to work with these protocols, it must identify the protocol, find the 
embedded IP Address and fix it there, as well as in the header. Needless to say, the creation of 
protocols that do this should be discouraged or standardized to make the process more robust. 

Dynamic Concentration of IP Addresses 

An examination of the address translation table above will explain the first enhancement made to the 
RFC 1631 NAT. Instead of a fixed actual-to-apparent mapping, a pool of apparent addresses is 
created, and then dynamically assigned to the actual users. The assignment is temporary, so that 
apparent addresses can be used by other actual users. 

Several other vendors of NAT products do this. We chose to do it differently. Please read on! 

Conversion of TCP and UDP Port Numbers 

The thought of tying up a large range of apparent IP Addresses seemed very silly to us, so we built the 
Net NAT to perform a different kind of concentration. Instead of translating just the IP Address, we 
also translate the TCP or UDP Port Numbers. These are also called service numbers. In our version of 
the address translation table, there is only one entry, and that is a single Apparent IP Address. And, 
instead of a pool of apparent addresses, there is a pool of "Apparent Ports." 
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So, when a workstation in the private network initiates a TCP session or a UDP exchange, the Net 
NAT assigns a port from the apparent port pool and then substitutes the apparent address and port for 
the actual address and port before sending the message to the public network. In a similar way, the 
apparent address and port in a message from the public network are replaced with the actual address 
and port before the message is passed to the workstation. The actual addresses may be RFC 1597 
private addresses, or someone else's public addresses that were used before a connection to the Public 
Internet was anticipated, and must be kept to avoid the agony and expense of reconfiguring every 
computer in the network. 

This permits the sharing of a single Apparent IP Address between a very large number of actual 
users. In practice, the number of users is virtually unlimited. The true limit is in the number of 
simultaneous sessions. That is limited by the size of the apparent port pool and the memory available 
for session context blocks. 

BSD Authentication Server 

When you connect to some BSD-derived unix hosts, they query your system to determine the identity 
of the user, before ever prompting you for a login. This typically wastes ten seconds of your time for 
each connection. Our customers wanted to know what they could do about this, and we responded by 
adding a server to our NAT code. We reply with a canned user identity so that the connection will 
complete right away. 

Creation of Virtual Servers 

The Net NAT can provide support for servers in the private network that need to be "seen" from the 
public network. Three modes are available for this function. We call them Fixed Mode, Port Mode, 
and MuxMode 

Fixed Server Mapping Mode 

Fixed mode is the equivalent of plain RFC 1631 conversion. In this mode, a table defines a fixed 
relationship between apparent and actual addresses. No translation of port number is performed in thjJ_; 
mode, since that isn't required. ""l 

Port Server Mapping Mode 

Port mode is very similar to Fixed Mode, except that the fixed relationships are between combinations 
of apparent address and port and actual address and port. Thus, the port number is added to the 
t 1 ( c . d thi t bl rans a ion process. ons1 er s new a e: 

E:JI Actual Address and Port II Apparent Address and Port 

I serl2 II 192.168.16.12 80 II 204.116.73.l 80 

I ser26 II 192.168.16.26 80 II 204.116.73.2 80 

I ser27 II 192.168.16.27 80 II 204.116.73.3 80 

I ser59 II 192.168.16.59 80 II 204.116.73.4 80 

I 
I 
I 
I 
I 
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This looks a lot like our earlier table, except that only the specified services are permitted in. This 
example shows 4 WWW Servers on the inside that are to be offered to users on the outside. In 
practice, the table also includes the higher-level protocol (TCP or UDP) so that the Net NAT may 
d. h 1 1 F f: . . fi . . d iscnmmate to t at eve. or a ar more mterestmg con lgurat1on, cons1 er: 

Bl Actual Address and Port 

II 
Apparent Address and Port 

I serl2 II 192.168.16.12 8000 II 204.116.73.180 

I serl2 II 192.168.16.12 8001 II 204.116.73.2 80 

I ser12 II 192.168.16.12 8002 II 204.116.73.3 80 

I · ser59 II 192.168.16.59 23 II 204.116.73.1 23 

This shows three publically-visible WWW Servers on apparent addresses 1-3, and an inbound telnet 
destination sharing the first apparent address. While the outside "sees" three separate WWW Server 
"machines, 11 there is really only one 11 machine11 on the inside. There are, however, three separate 
WWW Server processes running on that machine, using ports 8000 through 8002. There is probably 
also one on port 80 for the internal users, but that doesn't need to be in the table. It's interesting to 
note that WWW requests to apparent address 1 go to machine serl2, while telnet requests go to 
machine ser59. This allows very tight securing of the network by directing telnets to a secured telnet 
proxy and keeping telnet accounts off of the WWW Server. 

Mux Server Mapping Mode 

This is much like Port Mode, in that an external combination of IP Address and port is mapped into 
the inside world. Unlike Port Mode, and unlike any established product, the Mux Mode maps 
incoming requests to up to four internal servers, to distribute the service load across multiple 
platforms. We called this our "Webl\1UX" product in 1994, but have added it to our standard NAT 
line at no extra cost. 

Support for Great New Applications 

I 
I 
l 
I 
I 

The Public Internet is an exciting environment for us all. What is fueling the stunning growth is the 
array of wonderful new client/server applications, and new browsers for older applications. Running ~~, 
some of these new applications through a NAT device can be a real challenge. We mentioned the kind · 
of problem that one encounters in our discussion of embedded lP Address and Port information. We 
will teach the Net NAT to deal with these applications if we can. A notable example (and a wonderful 
product) is Realaudio from Progressive Networks. The potential of this product encouraged us to add 
specific modifications to the Net NAT. 

This page was last modified on April 18, 1996. 
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Development of Router Clusters to Provide Fast Failover in IP Networks 
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Abstract 

IP networks do not normally provide fast failover mechanisms when IP routers fail or when links between hosts and 
routers break. In response to a customer request, a DIGIT AL engineering team developed new protocols and 

Page 1of10 

mechanisms, as well as improvements to the DECNIS implementation, to provide a fast failover feature. The project 
achieved loss-of-service times below five seconds in response to any single failure while still allowing traffic to be shared 
between routers when there are no failures. 

Introduction 

A DIGITAL router engineering team has refined and extended routing protocols to guarantee a five-second maximum 
loss-of-service time during a single failure in an Internet Protocol (IP) network. We use the term router cluster to describe 
our improved implementation. A router cluster is defined as a group of routers on the same local area network (LAN), 
providing mutual backup. Router clusters have been in service since mid-1995. 

Background 

The Digital Equipment Corporation Network Integration Server (DECNIS) bridge/router is a midrange to high-end 
product designed and built by a DIGIT AL Networks Product Business Group in Reading, U.K.[ I] The DECNIS performs 
high-speed routing ofIP, DECnet, and OSI (open system interconnection) protocols and can have the following network 
interfaces: Ethernet, FDDI (fiber distributed data interface), ATM (asynchronous transfer mode), HSSI (High-Speed 
Serial Interface), Tl/EI (digital transmission schemes), and lower-speed WAN (wide area network) interfaces. The 
DECNIS bridge/router is designed around a Futurebus backplane, with a number of semi-autonomous line cards, a 
hardware based address lookup engine, and a central control processor responsible for the control protocols and route 
calculation. Data packets are normally handled completely by the line cards and go to the central processor only in 
exception cases. 

The DECNIS routers run a number of high-profile, high-availability, wide-area data networks for telephone service 
providers, stock exchanges, and chemical companies, as well as forming the backbone ofDIGITAL's internal network. 

Typically, the DECNIS routers are deployed in redundant groups with diverse interconnections, to provide very high 
availability. A common requirement is never to take the network down (i.e., during maintenance periods, connectivity is 
preserved but redundancy is reduced). 

Overview 

IP is the most widely used protocol for communication between hosts. Routers (or gateways) are used to link hosts that 
are not directly connected. When IP was originally designed, duplication ofW AN links was common but duplication of 
gateways for hosts was rare, and no mechanisms for avoiding failed routers or broken links between hosts and routers 
were developed. 

In 1994, we began a project to restrict loss-of-service times to below five seconds in response to any single failure; for 
example, failure of a router or its electrical supply, failure of a link between routers, or failure of the connection between 
the router and the LAN on which the host resides. In contrast, existing routing protocols have recovery times in the 30- to 
45-second range, and bridging protocols are no better. Providing fast failover in IP networks required enhancements to 
many areas of the router's design to cover all the possible failure cases. It also required the invention of new protocols to 
support the host-router interaction under IP. This was achieved without requiring any changes to the host IP code. 

In this paper, we start by discussing our targets and the behavior of existing routing or bridging protocols and follow this 
with a detailed analysis of the different failure cases. We then show how we have modified the behavior of the routing 
control protocols to achieve the desired failover times on links between routers or in response to the failure of 
intermediate routers. Finally, we describe the new IP Standby Protocol and the mechanisms we developed to achieve fast 
recovery from failures on the LANs local to the end hosts. This part of the problem is the most challenging because the 
hosts are of many types and have IP implementations that cannot realistically be changed. Thus all changes have to be 
made in the routers. 
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Our secondary aims were to allow the use of router clusters in any existing network configuration, not to constrain 
fail over to simple pairs of routers, to be able to share traffic between available routers, and to continue to use the Internet 
Control Message Protocol (lCMP) redirect mechanism for optimum choice of router by hosts on a per destination basis. 
A common problem of hosts is that they do not time out redirects. This problem is avoided by the adoption mechanism 
within the router cluster. Having met these aims, as well as fast failover, we can justifiably call the result router clusters. 

The Customer Challenge 

A particular customer, a telecommunications service provider, has an Intelligent Services Network application by which 
voice calls can be transferred to another operator at a different location. The data network manages the transferral and 
passes information about the call. The application uses User Datagram Protocol (UDP) packets in IP with retransmission 
from the application itself. 

Because this application requires a high level of data network availability, network designers planned a duplicate network 
with many paired links and some mesh connections. Particular problems arise when the human initiator becomes 
impatient if there are delays; however, the more critical requirement was one over which the network designers had no 
control. The source of the calls is another system that makes a single high-level retransmission after five seconds. If that 
retransmission does not receive a response, the whole system at the site is assumed to have failed. This leads to new calls 
being routed to other service sites or suppliers, and manual intervention is required. 

To resolve this issue, the customer requested a networking system that would recover from a single failure in any link, 
interface, or router within a five-second period. The standard test (which both the customer and we use) is to start a 
once-per-second ping, and to expect to drop no more than four consecutive ping packets (or their responses) upon any 
event. The five-second maximum break also has to apply to any disruption when the failed component recovers. 

To meet the customer challenge, the router group in Reading developed the router cluster implementation on the 
DECNIS. In the next two sections, we discuss the bridging and routing protocols in use at the start of our project and 
relate our analysis of the customer's network problems. 

Bridging and Routing Default Recovery Times 

In a large network, a routing control protocol is essential in order to dynamically determine the topology of the network 
and to detect failing links. Bridging control protocols may be used similarly in smaller networks or may be used in 
combination with routing. 

Bridging and routing control protocols often have failure recovery times in the order of a minute or more. A typical 
recovery consists of a detect time during which adjacent routers learn about the failure; a distribution time during which 
the knowledge is shared, possibly throughout the whole network; and a route recalculation time during which a new set 
of routes is calculated and passed to the forwarding engine. 

Detection times are in the order of tens of seconds; for example, 30 seconds is a common default. The two most popular 

link-state routing control protocols in large IP networks are Open Shortest Path First (OSPf)2 and Integrated 

Intermediate System-to-Intermediate System (Integrated IS-IS). 3 These protocols have distribution "hold downs" (to limit 
the impact of route flaps) to prevent the generation ofa new control message within some interval (typically 5 or 30 
seconds) ofa previous one. The distribution of the new information is rapid (typically less than one second), depending 
primarily on link speeds and network diameter; however, the distribution may be adversely affected by transmission 
errors which require retransmission. The default retransmission times after packet loss vary between 2 and 10 seconds. 
The route recalculation typically takes less than one second. These values result in total recovery times after failures (for 
routing protocols with default settings) in the 45- to 90-second range. 

Distance vector routing protocols, such as the Routing Information Protocol (RlP),4 typically take even longer to recover, 
partly because the route computation process is inherently distributed and requires multiple protocol exchanges to reach 
convergence, and partly because their timer settings tend to be fixed at relatively long settings. Consequently, their use is 
not further considered in this paper. 

Similarly, bridging protocols, as standard, use a 15-second timer; one of the worst-case recovery situations requires three 
timeouts, making 45 seconds in all. Another bridging recovery case requires an unsolicited data packet from a host and 
this results in an indeterminate time, although a timeout will cause flooding after a period. 

In IP protocols, there is no simple way for a host to detect the failure of its gateway; nor is it simple for a router to detect 
the failure to communicate with a host. In the former case, several minutes may pass before an Address Resolution 
Protocol (ARP) entry times out and an alternative gateway is chosen; for some implementations, recovery may be 
impossible without manual intervention. Failure to communicate with a host may be the result of failure of the host itself, 
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which is outside the scope of this project. Alternatively, it may be due to failure of the LAN, or .the router's LAN 
interface. In this case, there exists an alternative route to the LAN through another router, but the routing protocols will 
not make use of it unless the subnet(s) on the LAN are declared unreachable. This requires either manual intervention or 
timely detection of the LAN failure by the router. 

Analysis of the Failure Cases 

The first task in meeting the customer's challenge was to analyze the various failure and recovery modes and determine 
which existing management parameters could be tuned to improve recovery times. After that, new protocols and · 
mechanisms could be designed to fill the remaining shortcomings. ' 

Page 3 oflO 

A typical network configuration is shown in Figure I. The target network is similar but has more sites and many more 
hosts on each LAN. Many of the site routers are DECNIS 500 routers with one or two WAN links and two Ethernets. The 
second Ethernet is used as a management rail and as a redundant local path between routers one and two (Rl-R2) and 
between routers three and four (R3-R4). 

HOST A 

ROUTER CLOUD 

HOSTS 

KEY: 

-----POSSIBLE MANAGEMENT LAN 
ALSO PROVIDING REDUNDANT PA TH 

Figure I 
Typical Configuration for Router Cluster Use 

In the original plans for the customer network, the router cloud consisted of groups of routers at two or three central sites 
and pairs of links to the host sites. In designing our solution, however, we tried to allow any number of routers on each 
LAN, interconnected by a general mesh network. For test purposes, both we and the customer used this set-up with direct 
Rl-R3 and R2-R4 Tl links as the network cloud. 

We have to consider what happens to packets traveling in each direction during a failure: there is little gain in delivering 
the data and losing the acknowledgments. Since the direction of data flow does not give rise to additional complications 
in the network cloud, there are just two failure cases: 

1. Failure of a router in the network cloud 
2. Failure of a link in the network cloud 

We keep these cases distinct because the failure and recovery mechanisms are slightly different. 

We also need to consider a failure local to one of the LANs on which the hosts are attached. A failure here has two 
consequences: (I) The packets originated by the host must be sent to a different router, and (2) The response packets 
from the other host through the network cloud must also be sent to a different router, so that it can send them to the host. 
We break down this type of failure into the following three cases; 

http://www.asia-pacific.digital.com/DTJR02/DTJR02HM.HTM 9/29/984:31:12 PM Cisco Systems, Inc. 
Exhibit 1002 

Page 148 of 426



Development of Router Clusters to Proviu ... fas ... 

3. Packets from the host to a failed or disconnected router 
4. Packets to the host when the router fails 
5. Packets to the host when the router interface fails 

Note that we are using the tenn router interface failure to include cases in which the connector falls out or some failure 
occurs in the LAN local to the router (such that the router can detect it). In practice, failure of an interface is rare. 
(Removing the plug is not particularly common in real networks but is easy to test.) Figure 2 shows these failure cases; 
this configuration was also used for some of the testing. 

F"'ILURE i CA8E5 __ 

1 

FA1.URE CASES 
1. FAILURI! OF A ROUTER IN THI! NETIM>AK Cl..OUO 
2. FAILURI! OF A LINK IN T)E NETWORK CLOllD 

FAILURE 
CASE 1 

3. PACKETS l'ROlll THE HOST TO A FAIL£0 OR OISCC*Nl!CTED ROUTER 
.C. PACKETS TO ntE HOST WHEN THE ROlJTER FAILS 
5. PACKETS TO ntE HOST 'Nlo!EM THI! ROlJT!R INTERFACE FAILS 

Figure 2 
Diagram of Failure Cases Targeted for Recovery 
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Recovery of a link that previously failed causes no problems because the routers will not attempt to use it until after it has 
been detected as being available. Prior to that, they have alternate paths available. Recovery of a failed router can cause 
problems because the router may receive traffic before it has acquired sufficient network topology to fotward the traffic 
correctly. Recovery of a router is discussed more fully in the section on Interface Delay. 

Can Existing Bridging or Routing Protocols Achieve 5-Second Failover in a Network Cloud? 
In this section, we discuss the failure ofa router and the failure ofa link in the network cloud (cases 1and2). The 
customer requested enhanced routing, and the existing network was a large routed WAN, so enhancing bridging was 
never seriously considered. Our experience has shown that the 15-second bridge timers can be reduced only in small, 
tightly controlled networks and not in large W ANs. Consequently, bridging is unsuitable for fast failover in large 
networks. 

For link-state routing control protocols such as OSPF and Integrated IS-IS, once a failure has been detected recovery 
takes place in two overlapping phases: a flood phase in which infonnation about the failure is distributed to all routers, 
and a route calculation phase in which each router works out the new routes. The protocols have been designed so that 
only local failures have to be detected and manageable parameters control the speed of detection. 

Detection of failure is achieved by exchanging Hello messages on a regular basis with neighboring routers. Since the 
connections are usually LAN or Point-to-Point Protocol (PPP) (i.e., with no link-layer acknowledgments), a number of 
messages must be missed before the adjacency to the neighbor is lost. The messages used to maintain the adjacency are 
independent of other traffic (and in a design like the DECNIS may be the only traffic that the control processor sees). 
Typical default values are messages at three-second intervals and 10 lost for a failure, but it is possible to reduce these. 

Decreasing the Routing Timers 
The default timer values are chosen to reduce overheads, to cover short outages, and to ensure that it is not possible for 
long packets to cause the adjacency to expire accidentally by blocking Hello transmission. (Note transmission of a 
4,500-byte packet on a 64 kilobit-per-second link takes half a second, and queuing would nonnally require more than a 
packet time.) However, with high-quality Tl or higher link speeds in the target network and priority queuing of Hellos in 
the DECNIS, it is acceptable to send the Hellos at one-second intervals and count three missed as a failure. (Although we 
have successfully tested counts of two, we do not recommend that value for customers on WAN links because a single 
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link error combined with a delay due to a long data packet would cause a spurious failure to be detected.) The settings of 
one second and three repeats were within the existing permitted ranges for the routing protocols. 

When these shorter timers are used, it is important that any LANs in the network should not be overloaded to the extent 
that transmissions are delayed. The network managers should monitor WAN links and disable any links that have high 
error rates. Given the duplication of routes, it is better to disable and initiate repairs to a bad link than to continue a poor 
service. Many customers, with less controlled networks and less aggressive recovery targets, have adopted the router 
cluster system but kept to more conservative timers (such as I second and I 0 repeats). 

Implementation and Testing Issues 

Page 5of10 

In some cases, a failed link may be detected at a lower level (e.g., modem signals or FDDI station management) well 
before the routing protocol realizes that it has stopped getting Hellos and declares the adjacency lost. (This can lead to 
good results during testing, but it is essential also to test link-failure modes that are not detected by lower levels.) In the 
worst case, however, both the detection of a failed router or the d.etection of a failed link rely on the adjacency loss and so 
have the same timings. 

Loss of an adjacency causes a router to issue a revised (set of) link-state messages reflecting its new view of the local 
topology. These link-state messages are flooded throughout the network and cause every router in the network to 
recalculate its route tables. However, because the two or more routers will normally time out the adjacency at different 
times, one message arrives first and causes a premature recalculation of the tables. Therefore it may require a subsequent 
recalculation of the route tables before a new two-way path can be utilized. We had to tune the router implementation to 
make sure that subsequent recalculations were done in a speedy manner. 

During initial testing of these parameters, we discovered that failure of certain routers represented a more serious case. 
However discussion of this is deferred to the later section The Designated Router Problem. 

Our target five seconds is made up of three seconds for the failure to be detected, leaving two seconds for the information 
about the failure to be flooded to all routers and for them to recalculate their routes. Within the segment of the network 
where the recovery is required, this has been achieved (with some tuning of the software). 

Recovery from Failures on the LANs Local to the End Hosts 

The previous section shows that we can deal with router failure and link failure in the network cloud (cases l and 2). 
Here we consider cases 3, 4, and 5, those that deal with failures on the LANs local to the end hosts. 

From the point of view of other routers, a failed router on a LAN (case 4) is identical to a failed router in the network 
cloud (case 1 ): a router has died, and the other routers need to route around it. Failure case 4 therefore is remedied by the 
timer adjustments described in the previous section. Note that these timer adjustments are an integral part of the LAN 
solution, because they allow the returning traffic to be re-routed. These timer adjustments cannot work properly ifthe 

LAN parts ofrouter clusters are using an inappropriate routing control protocol such as RIP4, which takes up to 90 
seconds to recover from failures. 

Detecting LAN Failure at the Router 
A solution to case 5-packets to the host when the router interface fails-for IP requires that the router can detect a 
failure of its interface (for example, that the plug has been removed). lfthe LAN is an FDDI, this is trivial and virtually 
instantaneous because continuous signals on the ring indicate that it is working and the interface directly signals failure. 
For Ethernet, we faced a number of problems, partly due to our implementation and partly due to the nature of Ethernet 
itself. We formed a small team to work on this problem alone. 

Because of the variety of Ethernet interfaces that might be attached, there is no direct indication of failure: only an 
indirect one by failure to successfully transmit a packet within a one-second interval. For maximum speed, the DECNIS 
implementation queues a ring of eight buffers on the transmit interface and does not check for errors until a ring slot is 
about to be reused. This means that an error is only detected some time after it has occurred, consuming much of our 
five-second budget. 

The control software in the DECNIS management processor has no direct knowledge of data traffic because it passes 
directly between the line cards. Therefore it sends test packets at regular intervals to find out if the interface has failed. By 
sending large test packets occupying many buffers, it ensures that the ring circulates and errors are detected. Initially, we 
reduced the timers and increased the frequency oftest packets to be able to detect interface failure within three seconds. 
(The test packets have the sender as destination so that no one receives them and, as usual, more than one failure to 
transmit is required before the interface is declared unusable.) 

This initial solution caused several problems when it was deployed to a wider customer group; we had more complaints 
than previously about the bandwidth consumed by the test messages and, more seriously, a number of instances of 
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previously working networks being reported as unusable. These problem networks were either exceptionally busy or had 
some otherwise undetected hardware problem. Over time, the networks with hardware problems were fixed, and we 
modified the timers to avoid false triggering on very busy networks. Clearly, the three-second target required more 
thought. 

Several enhancements have since been made. First, the timers are user configurable so that the network managers can 
trade off between aggressive recovery times, bandwidth used, and false detection. Second, the test packet generator takes 
into account other packets sent by the control processor such that they are only sent to the size and extent required for the 
total traffic to cause the ring to circulate. This is a significant improvement because the aggressive routing timers 
discussed previously cause Hello packets to be sent at one-second intervals, which is often sufficient not to require extra 
test packets. Third, the line card provides extra feedback to the control program about packets received and the 
transmission of packets not originated by the control processor. This feedback gives an indication of successful operation 
even if some transmits are failing. 

Re-routing Host Traffic When a Router or Router Connection Fails 
Case 3 was by far the most difficult problem to solve. IP does not provide a standard mechanism to re-route host traffic 
when a router fails, and the only method in common use (snooping RIP messages in the hosts) is both "deprecated" by 
the RFCs and has fixed 45-second timers that exceed our recovery target. Customers have a wide range ofIP 
implementations on their hosts, and reliance on nonstandard features is difficult. The particular target application for this 
work ran on personal computer systems with a third-party IP stack, and we obtained a copy for testing. Such IP stacks 
sometimes do not have sophisticated recovery schemes and discussion with various experts led us to believe that we 
should not rely on any co-operation from the hosts. 

Among other objectives, we wanted to be independent of the routing control protocol in use (if any), to permit both a 
mesh style of networking and more than two routers in a cluster, and to continue to route traffic by reasonably optimal 
routes. In addition, we wished to nm confuse network management protocols about the true identity of the routers 
involved and, if possible, to share traffic over the WAN links where appropriate. 

Electing a Primary Router 
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In our solution, the first requirement is for other routers on the LAN to detect that a router has failed or become 
disconnected, and to have a primary router elected to organize recovery. This is achieved by all routers broadcasting 
packets (called IP Standby Hellos) to other routers on the LAN every second. The highest priority (with the highest IP 
address breaking ties) router becomes the primary router, and failure to receive IP Standby Hellos from another router for 
n seconds (three is the default) causes it to be regarded as disconnected. This condition may cause the selection ofa new 
primary router, which would then initiate recovery to take traffic on behalf of the disconnected router. 

The IP Standby Hellos are sent as "all routers multicasts" and therefore do not add additional load to hosts. They are UDP 

datagrams5 to a port we registered for this purpose (digital-vrc; see the Internet Assigned Numbers Authority [JANA] 
on-line list). The routers are manually configured with a list of all routers in the cluster. To make configuration easier and 
less error prone, the list on each router includes itself, and hence an identical set of configuration parameters can be used 
for all the routers in a cluster. Automatic configuration was rejected because of the problem of knowing which other 
routers should exist. 

Function of the Primary Router in ARP Mode 
Our first attempt (called ARP Mode) uses a fake IP address (one per subnet for a LAN with multiple subnets), which the 
current primary router adopts and the hosts have configured as their default router. The primary router returns its own 

media access control (MAC) address when the host broadcasts an ARP request (using the standard ARP protocol6) for 
the fake IP address and thus takes the traffic from the host. After a failure, a newly elected primary router broadcasts an 
ARP request containing the information that the fake IP address is now associated with the new primary router's MAC 
address. This causes the host to update its tables and to forward all traffic to the new primary router. 

The sending ofICMP redirects? by the routers has to be disabled in ARP mode. Redirects sent by a router would cause 
hosts to send traffic to an IP address other than the fake IP address controlled by the cluster, and recovery from failure of 
that router would then be impossible. Disabling redirects causes an additional problem. If the primary router's WAN link 
fails, all the packets have to be inefficiently forwarded back over the LAN to other routers. To avoid this problem, we 
introduced the concept of monitored circuits, whereby the priority of a router to become the primary depends on the state 
of the WAN link. Thus, the primary router changes when the WAN link fails (or all the links fail ifthere are several), and 
the hosts send the packets to the new primary (whose WAN link is still intact). 

ARP mode has a number of disadvantages. It does not necessarily use an optimum route when the WAN links form a 
mesh rather than the simple pair case, because redirects have to be disabled. The monitored circuit concept works only on 
the first hop from the router; more distant failures cannot change the IP Standby priority and may result in inefficient 
routing. Most seriously, the rules for hosts acting on information in ARP requests have only a "suggested 
implementation" status in the RFCs, and we found several hosts that did not change when requested or were very slow in 
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doing so. (Note that we did consider broadcasting an ARP response, but there is no allowance in the specifications for 
this message to be a broadcast packet, whereas an ARP request is normally a broadcast packet.) 

MAC Mode IP Standby (to Re-route Host Traffic) 
To solve these problems, we looked for a mechanism that did not rely on any host participation. The result was what we 
termed MAC mode. Here, each router uses its own IP address (or addresses for multiple subnets) but answers ARP 
requests with one of a group of special MAC addresses, configured for each router as part of the router cluster 
configuration. When a router fails or becomes disconnected, the primary (or the newly elected primary) router adopts the 
failed router. By adopt, we mean it responds to ARP requests for the failed router's IP address with the failed router's 
special MAC address, and it receives and forwards all packets sent to the failed router's special MAC address (in addition 
to traffic sent to the primary router's own special MAC address and those of any other failed routers it has adopted). 
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The immediate advantages of MAC mode are that ICMP redirects can continue to be used, and, providing the redirects 
are to routers in the cluster, the fast failover will continue to protect against further failures. The mechanism is completely 
transparent to the host. In a cluster with more than two routers, the primary router will use redirects to cause traffic 
(resulting from failure) to use other routers in the cluster if they have better routes to specific destinations. Thus multiple 
routers in a cluster and mesh networks are supported. This also solves the problem of hosts not timing out redirects (an 
omission common to many IP implementations derived from BSD), because the redirected address has been adopted. 

In MAC mode, the hosts are configured with the IP address of any router in the cluster as the default gateway. (The 
concept that it does not matter which router is chosen is one of the hardest for users to accept.) Some load sharing can be 
achieved by setting different addresses in different hosts. 

Since the DECNIS is a bridge router, it has the capability to receive all packets on Ethernet and many MAC addresses on 
FOO!; thus all packets on all the special MAC addresses are seen by all routers in the cluster, and its own and those of 
any adopted routers are forwarded. The special MAC addresses used are those associated with the unused DECnet area 0. 
They are ideal because they are part of the locally administered group and have implementation efficiencies in the 
DECNIS because the DECnet hi-ord (AA-00-04-00) is already decoded, and they are 16 addresses differing in one nibble 
only (i.e., AA-00-04-00-0x-00, where xis the hexadecimal index of the router in the cluster). Note that ARP requests sent 
by the router must also contain the special MAC address in the source hardware address field of the ARP packet, 
otherwise the hosts' ARP tables may be updated to contain the wrong MAC address. 

MAC mode has minor disadvantages. Initially, it is easy to spread the load over a number of routers; however, this can be 
lost after redirects. In addition, a small chance of packet duplication exists during recovery because there may be a short 
period when both routers are receiving on the same special MAC address (which does not happen in ARP mode because 
the host changes the MAC address it is using). This is preferable to a period when no router is receiving on that address. 

Interj ace Delay 
Recently, we added an interface delay option to ameliorate a situation more likely to occur in large networks. In this 
situation, a router, rebooting after a power loss, a reboot, or a crash, reacquires its special MAC address before it has 
received all of the routing updates from neighboring routers and thus drops packets sent to it (and worse, returns 
"unreachable" to the host). Typically, the main LAN initialization would be delayed for 30 seconds while routing table 
updates were received over the WAN interfaces and any other LAN interfaces. The backup continues to operate during 
this 30 seconds. (Note that with Integrated IS-IS, we could have delayed IP on the whole router, but we did not do this 
because it would not have worked for OSPF, which requires IP to do the updates.) We use a fixed configurable time 
rather than attempting to detect the end of updating, because determining completion is difficult if the network is in a 
state of flux or the router's WAN links are down. 

Redirects and Hosts That Ignore Them 
When a router issues an ICMP redirect, the RFCs state that it must include its own IP address in the redirect packet. A 
host is required to ignore a redirect received from a router whose IP address is not the host's next hop address for the 
particular destination address. Therefore, it is necessary to ensure that the address of the failed router is correctly included 
when issuing a redirect on its behalf. In the DECNIS implementation, because the destination MAC address of a received 
packet is not available to the control processor, the primary router cannot tell whether a-redirect has to be issued on 
behalf of itself or one of the adopted routers. The primary router therefore issues multiple redirects---one for each 
adopted router (in addition to its own). Since redirects are rare, this is not a problem, but they could be avoided by 
passing the MAC destination address of the original packet (or just five bits to flag a special MAC address and say which 
it is) to the control processor. 

It is contrary to the basic IP rules for hosts to ignore redirects. 8 Despite the rules, some hosts do ignore redirects and 
continue sending traffic which has to be sent back over the same LAN. These cause problems in all networks because of 
the load, and, in the DECNIS implementation, because every time the line card recognizes a redirect opportunity, it 
signals the control processor to consider sending a redirect. This may happen at data packet rates and is a severe load on 
the control processor, which slows down processing of routing updates and might then cause our five-second recovery 
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target to be exceeded. 

To reduce the problems caused by hosts ignoring redirects, we improved the implementation to rate-limit the generation 
of redirect opportunity messages by the line cards. We also recommend in the documentation that, where it is known that 
hosts ignore redirects (or their generation is not desired), the routers be connected by a lower-cost LAN than the main 
service LAN (such as the management LANs shown in Figure 1). Nonnally, this would mean linking Gust) the routers by 
a second Ethernet and setting its routing metric so that it is preferred to the main LAN for packets that would otherwise 
traverse back on the main LAN to the other router. This has two advantages. Such packets do not consume double 
bandwidth and cause congestion on the main LAN, and they pass only through the fast-path parts of the router, which are 
well able to handle full Ethernet bandwidth. 

In MAC mode, it is also possible to define a router that does not actually exist (but has an IP address and a special MAC 
address) and is adopted by another router, depending on the state of monitored WAN circuits. Setting this as the default 
gateway is another way of coping with hosts that ignore redirects. 

Special Considerations/or Bridges 
We do not recommend putting a bridge or layer 2 switch between members of a router cluster, because during failover, 
action would be required from the bridge in order for the primary router to receive packets that previously were not 
present on its side of the bridge. We cannot rely on this being the case, so we must have a way of allowing bridges to 
learn where the special MAC addresses currently are. More importantly, if bridges do not know where the special MAC 
addresses are, they often use much less efficient (flooding) mechanisms. 
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For greater traceability (and simpler implementation), we use the router's real MAC address as the source address in data 
packets that it sources or forwards. We use the special MAC address as the source address in the IP Standby Hellos. 
Since the Hello is sent out as an IP multicast, it is seen by all bridges or switches in the local bridged network and causes 
them to learn the location of the address (whereas data packets might not be seen by non-local bridges). Since we are 
sending the Hellos every one second anyway, there is no extra overhead. 

When a primary router has adopted routers, it cycles the source MAC address used for sending its Hello between its own 
special MAC address and those of the adopted routers. We also send out an additional Hello immediately when we adopt 
a router to speed up recognition of the change. 

Since the same set of special MAC addresses is used by all router clusters, we were concerned that a bridge that was set 
up to bridge a non-IP protocol (e.g., local area transport [LAT]) but not to bridge IP, might be confused to see the same 
special MAC address on more than one port. (This has been observed to happen accidentally, and the resultant meltdown 
has led us to avoid any risk, however slight, of this happening.) Hence we make 16 special MAC addresses available and 
recommend to users that they allocate them uniquely within a bridged domain, or at least use disjoint sets on either side 
ofa bridge. 

The Designated Router Problem 

While testing router failures, we discovered additional delays during recovery due to the way in which link-state 
protocols operated on LANs. In these cases, the failure ofrouters not handling the data packets can also result in 
interruption of service due to the control mechanisms used. 

For efficiency reasons in link-state routing protocols, when several routers are connected to a LAN, they elect a 
designated router and the routing protocols treat the LAN as having a single point-to-point connection between each real 
router and a pseudo router maintained by the designated router (rather than connections between all the routers). The 
designated router issues link-state packets on behalfofthe pseudo router, showing it as having connections to each real 
router on the local LAN, and each router issues a link-state packet showing connection to the pseudo router. This 
mechanism operates in a broadly similar way in both Integrated IS-IS and OSPF; the primary difference being that the 
OSPF election exhibits hysteresis, thus minimizing unnecessary designated router changes. 

For routing table calculations, a transit path over the LAN is taken from a router to the pseudo router and then to another 
router on the LAN. Hence any change in pseudo router status disrupts calculation of the network map. 

When a designated router fails, a slew of updates occurs; each router on the LAN loses the adjacency to the old 
designated router and issues a new link-state packet. Next, the new designated router is elected (or in the case ofOSPF, 
the backup designated router takes over), and each router issues a link-state packet showing a link to it. In parallel, the 
new designated router issues a set of link-state packets showing its connections. This is a new router on the network as far 
as the other routers are concerned; the old designated router stays, disconnected, in the tables for as long as 20 minutes to 
an hour. This happens at level l and at level 2 in Integrated IS-IS, resulting in twice as many updates. The interactions 
are complex; in general, they result in the sending of multiple, new link-state messages. 
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Apart from the pure distribution and processing problem of these updates and new link-state packets, there are deliberate 
delays added. A minor one is that updates in Integrated IS-IS are rate-limited on LANs (to minimize the possibility of 
message loss). A major one is that a particular link-state packet cannot be updated within a holding time from a previous 
update (to limit the number of messages actually generated). The default holding time is 30 seconds in Integrated IS-IS; it 
can be reduced to I second in the event we found that the best solution was to allow as many as I 0 updates in a 
JO-second period. The reason for this is that the first update usually contains information about the disconnection and it 
is highly desirable to get the update with the connection out as fast as possible. In addition, in the wider network, an 
update can overtake and replace a previous one. 

With OSPF, the protocol defines a minimum holding time of five seconds, which limits the recovery time when the 
designated router fails. The target customer's network was using Integrated IS-IS, and so we were able to achieve the 
five-second recovery even when the designated router failed. (Note that with two routers, one must be the designated 
router so it is not a rare case.) We have not, so far, felt that it is worthwhile to break the rules by allowing a shorter 
holding time for OSPF. 

Conclusions 
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We successfully designed and implemented router clusters for the DECNIS router with shared workload and interruptions 
after failures of less than five seconds in both LAN and WAN environments. This capability has been deployed in the 
product since the middle of 1995. An Internet Engineering Task Force (IETF) group is currently attempting to produce a 

standard protocol to meet this need. 9 
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l Na'Ypoi~ DSL.1 
Navpoint Internet provides a wide range of dedicated Internet access 

solutions, including Frame Relay, Point-to-Point, Centrex ISDN and Dedicated 
Dial-Up. A dedicated account, unlike a dial-up account, is meant to be 
connected all the time. DSL (Navpoint DSL) is also a dedicated, "always-on" 
connection - please see our DSL section for complete DSL information. 
Frame Relay and Point-to-Point circuits are quoted based on your location 
and the speeds desired. Please contact sales@navpoint.com, or, fill out the 
information request form at the bottom of this page. 

i.--~--~-~---· ~ 

NEW - VOi ISDN 
Virtual Office ISDN is a new ISDN service being offered that significantly 
drops the price of an ISDN connection for a business. Like Centrex ISDN, the 
VOi ISDN can be used as a dedicated 24/7 connection OR as a dial up ISDN 
connection at either 64K or 128K speeds. This document 
(Virtual_Office_ISDN) will explain the basics of VOi and provide general 
pricing information. 

Frame Relay 
Frame Relay is one of the most popular dedicated access services available 
because of the excellent price to performance ratio. The telephone company 
provides the circuit between the end-user and a frame relay switch, which 
handles the frame relay traffic for that area. Because the switch is shared 
between several frame relay customers, the cost of the circuit is reduced. 

When you purchase a frame relay circuit, you are contracting for a specific 
CIR - Committed Information Rate. The CIR is a setting on the circuit that will 
limit your bandwidth during periods of heavy usage on the frame relay 
network. This can be thought of as the amount of bandwidth that you are 
guaranteed to receive. Frame relay also has a burst speed that is available for 
use when traffic on the switch is light. The burst speed is typically twice the 
amount of the CIR. For example, if you purchase a 768K Frame Relay, your 
burst speed is full T1 - 1.54mb (768K x2). Since an end user will rarely use 
the full bandwidth available for anything other than short bursts of time, frame 
relay is a more economical choice than a point-to-point connection. 

Frame Relay is available in speeds from 56K to T1. Pricing is based on your 
location and the term of circuit commitment (month to month, 3 year or 5 
year). Two pieces of hardware are required at the end user location for Frame 
Relay - a router and a CSU/DSU. Navpoint Internet can provide this 
hardware, or, advise you on whether your existing hardware will be 
compatible with Frame Relay. 

Frame Relay Pricing 
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The first table is your monthly charge from Bell Atlantic for the actual Frame 
Relay connection. You can choose a month to month, 3 year, or 5 year 
commitment to Bell for the circuit (5 year gets a $1.00 installation charge). 
The second table is the Navpoint charge for the bandwidth (add both monthly 
charges together for your total circuit monthly cost). 

Bell CIR 
128K (256K burst) 
256K (512K burst) 
384K (768K burst) 

Monthly 
439.00 
444.00 
447.00 

3 Year 
404.00 
409.00 
412.00 

5 Year 
384.00 
389.00 
392.00 
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512K (1024K burst) 
768K (1536K burst) 

Installation 

460.00 425.00 
463.00 428.00 

1012.00 

405.00 
408.00 

1.00 

CIR Speed 
128K 
256K 
384K 
512K 

768K 

Navpoint Frame Relay Bandwidth 

Install Monthly 
250.00 
300.00 
350.00 
420.00 

500.00 

250.00 
250.00 
250.00 
250.00 
250.00 

Navpoint Frame Relay accounts include commercial domain name hosting 
(15mb of web space), and DNS setup so you can run your own mail server. If 
you will not be running your own mail server, see the Additional Services 
section below for POP3 email pricing. 

Point-to-Point 
A point-to-point connection is a direct, private, T1 (1.54Mb/sec) or T3 (28 T1 s, 
or, 45Mb/sec) connection between the end-user and Navpoint Internet. A T1 
provides enough bandwidth to service a company, or, educational institution 
where access is required for several hundred people at the same time. A T3 
can provide access for several thousand people, or, an entire campus area 
network. A Point-to-Point connection offers the utmost in stability, reliability 
and performance for an Internet connection. 

Pricing for Point-to-Point connectivity is based on exact mileage between the 
end-user location and Navpoint Internet. Hardware for Point-to-Point 
connectivity is basically the same as for Frame Relay - a router and a 
CSU/DSU. Navpoint Internet will provide all necessary hardware for your 
Point-to-Point connection. Please contact sales@navpoint.com for more 
information and pricing. 

Centrex ISON 
Centrex ISDN is an unmetered ("always-on", no per-minute charge), 64K or 
128K digital ISDN connection. Centrex ISDN may be a good choice where 
DSL is not available due to location or distance issues. Centrex ISDN pricing 
is based on exact mileage between your location and ours, so, must be 
quoted on an individual basis. Please contact sales@navpoint.com for more 
information and pricing. 

Dedicated Dial-Up 
Navpoint Personal and Commercial dial-up accounts are intended for 
unlimited interactive usage - that is, designed to be actively used. They are 
not intended to be left on unattended for extended periods of time. If you need 
a dial up connection where you don't have to worry about remaining 
connected all the time, then, dedicated dial up is for you. We will remove all 
time-outs from your dial up account, and, you will be able to stay connected at 
all times. 

#of Modems Monthly or Yearly Setup 
1 modem or 64K ISDN 100.00 1000.00 50.00 
2 modems or 128K ISDN 175.00 1750.00 50.00 

Additional Services Available 

Service Monthly or Yearly Setup 
Single POP3 Email 3.00 30.00 n/c* 
10 POP3 Emails 25.00 250.00 n/c* 

20 POP3 Emails 40.00 400.00 n/c* 

* Setup fees waived when combined with any Navpoint Dedicated Access 
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account. 

For more information about Navpoint Dedicated Access accounts, 
please fill out this form and one of our sales or technical staff will 
contact you. 

Name 

Company 

Phone 

E-Mail 
Address 

Service I Frame Relay 

Questions? 

Submit Request 

© 2000, Navpoint Internet 
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INTRODUCTION 
How to Use This Guide 
Understanding a new technology is a lot like taking a hike on an 
unfamiliar trail. It helps to have a guide. Well, since we can't hike 
along with you, we thought we'd do the next 
best thing: provide a trail guide that will help 
you chart your course. 

We're assuming, by the way, that you're not 
a completely uninitiated hiker. That is, you've 
got some basic familiarity with data communi
cations and basic intemetworking concepts, 
as well as data communications devices and 
their functions. 

Base Camp 

Like any good trail guide, we've tried to present the informa

tion in an easy-to-read format. Stop at the Base Camp in each 
chapter. That's where you'll find out what information is in that 
chapter and how it's organized. Typically, the Basic Trail will of
fer the fundamental information about the chapter topic. On the 
Advanced Trail, you'll get more challenging 
information. Here, we'll go into a little more 
depth on the topic and use a few more tech
nical terms. 

The Base camp will also list the View 
Points in each chapter. You guessed it ... the 
things to look at. Tables, diagrams, figures. 

Finally, if you've only got 20 minutes or so, 
take the Shortcut. 

Basic Trail 

We believe that most network planners will benefit by reading 
this guide from cover to cover. But we also know that if you're 
involved in networking today, your hectic schedule may force 
you to skim through this booklet for highlights until you can 
find a quiet moment to read more thoroughly. The Shortcuts 
contain summaries of the major points you 
should know about frame relay networking. 
A quick scan can tell you which sections are 
most relevant to your planning needs. 
Here's how the content breaks out: 
• In the first chapter, you'll get your basic 

gear: a background on why frame relay was 
developed and what the benefits are. The Advanced Trail 
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Advanced Trail will discuss the ways in 
which circuit switching and X.25 switching 
are less than ideal and how they measure 
up to the demands of certain new high 
speed network applications. 

• Chapter 2 defines the simple way in which 
frame relay data is switched, based on the 
address ac the beginning of the frame. 

• Chapter 3 describes the various mecha· 

View Points 

nisms that are used by the frame relay network to communi· 
cate with the user device in order to avoid congestion on the 
network, to recover from an overload situation, and to convey 
che status of various 
connections. 

• Chapter 4 discusses frame relay standards 
and interoperability and the work of the 
Frame Relay Forum. 

• Chapter 5 examines several common appli· 
cations used over frame relay networks. 

• Chapter 6 discusses the seeps you need 
to cake and the questions you'll want to 
consider if you're planning a frame relay 
network. 

Shortcut 

• In the back of the book, you'll find a comprehensive frame 
relay glossary. 

So fill up your canteen, lace up your hiking boots, and let's set 
out on the trail. 
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CHAPTER 1 

BASIC GEAR 

Base Camp 
In this chapter, we will introduce you to 
frame relay and how it works. In other words, 
we'll give you the basic gear you'll need JO 

continue your exploration. 

Basic Trail: The Basic Trail will give you a definition of frame re
lay as a technology. Then, we'll explore the networking trends 
that combined to create a market need for frame relay. Finally, 
we'll talk about the benefits of using frame relay in your 
network. 

Advanced Trail: If you take the advanced trail, you'll find a com
parison of the characteristics of frame relay and other network 
switching technologies, namely Time Division Multiplexing 
(TDM), circuit switching and X.25 packet switching. (For a more 
detailed comparison of frame relay processing and X.25 
processing, see Chapter 2.) 

View Points: 
• Figure 1: Frame relay network 
• Figure 2: Opens Systems Interconnection (OSI) Model 
• Table 1: Comparison chart of TDM circuit switching, X. 25, and 

frame relay 

Shortcut: If you have only a few minutes, take the shortcut. It 
will give you a quick overview of how frame relay was developed 
and the benefits of frame relay. 
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Basic Trail 
What is Frame Relay? 
Frame relay is a high-speed communications 
technology that is used in hundreds of net

works throughout the world to connect I.AN, SNA, Internet and 
even voice applications. 

Simply put, frame relay is a way of sending information over a 
wide area network (WAN) that divides the information into 
frames or packets. Each frame has an address that the network. 
uses to determine the destination of the frame. The frames travel 
through a series of switches within the frame relay network and 
arrive at their destination. 

Frame relay employs a simple form of packet switching that is 
well-suited to powerful PCs, workstations and servers that oper
ate with intelligent protocols, such as SNA and TCP/IP. As a re
sult, frame relay offers high throughput and reliability that is per
fect for a variety of today's business applications. 

A Quick Look at a Frame Relay Network 
A frame relay network consists of endpoints (e.g., PCs, servers, 
host computers), frame relay access equipment (e.g., bridges, 
routers, hosts, frame relay access devices) and network devices 
(e.g., switches, network routers, Tl/El multiplexers). 

Accessing the network using a standard frame relay interface, 
the frame relay access equipment is responsible for delivering 
frames to the network in the prescribed format. The job of the 
network device is to switch or route the frame through the net
work to the proper destination user device. 
(See Figure 1.) 

A frame relay network will often be depicted as a network 
cloud, because the frame relay network is not a single physical 
connection between one endpoint and the other. Instead, a logi
cal path is defined within the network. This logical path is called 
a virtual circuit. Bandwidth is allocated to the path until actual 
data needs to be transmitted. Then, the bandwidth within the 
network is allocated on a packet-by-packet basis. This logical 
path is called a virtual circuit. 
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We'll be talking a lot more about virtual circuits - both Perma
nent Virtual Circuits (PVC:s) and Switched Virtual Circuits (SVC:s) 
in the next chapter. And we'll abo discuss how frames or packets 
are "relayed"across the network. · 

But, before we get too technical, let's turn our attention to 

how and why frame relay got its start. 

End User jg,_ 
Frame Relay Network Devices 

(e.g. switches) 
Devices IL 
.&y-';"·"--

i i 
IXI 

11 

Figure !: Fr111111! Relay 

.VelworA' End User 
Devices 

Why was Frame Relay Developed? 
From the beginning, frame relay was embraced enthusiastically 
by users because it was developed in response to a clear market 
need, namely the ne<.:d for high speed. high performance trans
mission. Frame relay technolob'Y also made cost-effective use of 
widespread digital facilities and inexpensive processing power 
found in end user devices. Developed by and for data. communi
cations users. frame reby was simply the right technology at the 
right time. Let's explore the network trends that contributed to 

the development of frame relay. 
As the 1980's came ro a dose, several trends combined to cre

ate a demand for and enable higher speed transmission across 
the wide area network: 
• The change from primarily text to graphics interaction 
• The increase in "bursry" traffic applications 
• Intelligent end-user devices (PCs. workstations. X-Windows 

te1minals) with increased computing power 
• The proliferation of lAt\Js and client/server computing 
• Widespread digital networks 
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Need for Increased Speed 
Today, rapid storage and retrieval of images for interactive 
applications is as common as transmitting full screens of text 
was in the 1970s and 1980s. Early graphics applications users 
who were accustomed to rapid information transfer over their 
L\.J'ls expected similar response times when transmitting data 
over the wide area. Since peak bandwidth requirements for 
graphics were substantially higher than for text transactions, in· 
creased bandwidth and throughput were clearly needed if re
sponse time expectations were to be met. 

Dynamic Bandwidth Requirements 
This type of LAN user required high bandwidth in bursts, fol
lowed by periods of idle time. "Bursty" traffic, as we call it, is 
well-suited for statistical sharing of bandwidth, which is a charac
teristic of frame relay technology. 

Smarter Attached Devices 
As networking requirements were changing, computing power 
was changing as well. Decreasing cost of processing power re
sulted in the proliferation of intelligent PCs and powerful work
stations and servers all connected by LANs. These new end-user 
devices also offered the possibility of performing protocol pro
cessing, such as error detection and correction. This meant that 
the wide area network could be relieved of the burden of appli
cation layer protocol processing - another perfect fit for frame 
relay. 

End-user equipment was becoming more sophisticated in its 
ability to recognize errors and retransmit packets at the same 
time as digital facilities were reducing error rates within the net
work. In addition, industry-standard high layer protocols, such 
as TCP/IP, added intelligence to end-user devices. 

Without the overhead associated with error detection and cor
rection, frame relay could offer higher throughput than other 
connectivity solutions, such as X.25. 

Higher Performance 
More LANs in general and Internet Protocol (IP) LANs in specific, 
fueled the need to internetwork LANs across the wide area net
work, another factor that drove the growth of public frame relay 
services. 

Some users tried to solve the internetworking challenge by 
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simply hooking LAN bridges or routers together with dedicated 
lines. This approach worked for simple networks, but as com
plexity increased, the drawbacks became apparent: higher trans
mission costs, lower reliability, limited network management and 
diagnostics, and hidden inefficiencies. 

It soon became apparent that a better approach to LAN 
internetworking was to connect bridges and routers into a reli
able, manageable WAN backbone designed to make the best use 
of facilities and offer the high performance users demanded. 

Frame relay technology offered distinct advantages for the 
wide area network. First, it was a more efficient WAN protocol 
than IP, using only five bytes of overhead versus 20 for IP. In ad
dition, frame relay was easily switched. IP switching was not 
widely available in the WAN, and IP routing added unnecessary 
delays and consumed more bandwidth in the network. 

Widespread Digital Facilities 
As the public telecommunications infrastructure migrated from 
analog facilities to high quality digital facilities, bandwidth avail
ability increased and error rates decreased. The error-correcting 
capabilities ofx.2; and SNA, which were developed to cope 
with the inherent errors of analog lines, were no longer neces
sary in digital wide area networks. 

In the Beginning 
While telecommunications managers contemplated the task of 
how to manage growing user requirements and increased net
work complexity, frame relay was being conceived in Bell Labs as 
part of the ISDN specification. Soon, frame relay evolved into a 
network service in its own right. 

In 1990, four companies collaborated to refine the frame relay 
specification. "The Gang of Four," as they were known, later 
formed the Frame Relay Forum, which was incorporated in 
1991. Since its inception, the Frame Relay Forum has grown to 
more than 300 members, evidence of widespread acceptance of 
frame relay as the method of choice for high-speed networks. 

We'll discuss the work of the Frame Relay Forum in more de
tail in Chapter 4. Now, let's focus on the benefits of frame relay 
as a technology. 
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Banking on Frame Relay 
The success of a new technology is often dependent upon com
pelling economic reasons for implementation. In the years since 
its inception, users of frame relay have found that it provides a 
number of benefits over alternative technologies: 
1. lower cost of ownership 
2. well-established and widely-adopted standards that allow 

open architecture and plug-and-play service implementation 
3. low overhead, combined with high reliability 
4. network scalability, flexibility and disaster recovery 
5. interworking with other new services and applications, such 

as ATM 

Cost of Ownership 
Frame relay provides users a lower cost of ownership than com
peting technologies for a number of reasons: 
• It supports multiple user applications, such as TCP/IP, 

NetBIOS, SNA and voice, eliminating multiple private lines to 
support different applications at a single site. 

• It allows multiple users at a location to access a single circuit 
and frame relay port, and it efficiently uses bandwidth, thanks 
to its statistical multiplexing capability. 

• Because only a single access circuit and port are required for 
each site, tremendous savings are often realized in recurring 
costs of transmission facilities. 

• Customers realize a significant reduction in hardware, such as 
the number of router cards and DSU/CSUs required, reducing 
up-front costs and on-going maintenance costs when com
pared with point-to-point technologies. 

Standards 
Well established, widely-adopted standards are key to equipment 
interoperability and efficient use of capital acquisition funds. 
With frame relay, users can relax knowing that frame relay stan
dards are in place both in the United States and around the 
world. This ensures that equipment and services provided today 
will be functional for the long run, with constantly evolving stan
dards to support new applications and to meet dynamic market 
place needs. 

12 
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Low Overhead and High Reliability 
By using only two to five bytes of overhead, frame relay makes 
efficit::nt use of each frame. This means that more of the frame 
relay bandwidth is used for sending user data and less for over
head. Bandwidth utilization of frame relay is nearly equivalent to 
leased lines and better than numerous other technologies, such 
as X.25 or IP switching. 

When the effects are spread over a large network with numer
ous sites, results improve exponentially: 
• Simplified switching means less delay. 
• Statistical multiplexing leads to more efficient bandwidth use. 
• Low overhead means bandwidth is used only for user data, not 

for data transport. 

Network Scalability, Flexibility and Disaster Recovery 
To the end user, a frame relay network appears straightforward: 
one user simply connects directly to the frame relay cloud. A 
frame relay network is based on virtual circuits which may be 
meshed or point-to-point, and these links may be permanent or 
switched. (See Chaprer 2 for more details.) 

Because of this structure, frame relay is more easily scalable 
. than a fixed point-to-point network. This means that additions 
and changes in a network are transparent to end users, giving 
telecommunications managers the flexibility to modify network 
topologies easily and scale networks as applications grow and 
sites are added. 

This inherent flexibility lends itself equally well to the provi
sion of alternate routes to disaster recovery sites, which are, in 
many cases, transparent to the end user. 

Interoperability with New Applications and Services 
Compared with using point-to-point leased lines, frame relay 
suits meshed networks and hub and spoke networks equally 
well. This means that frame relay easily accommodates new ap
plications and new directions of existing networks, for example, 
SNA migration to APPN. 

In addition, frame relay standards have been developed to 
interwork with newly evolving services such as ATM. As new ap
plications emerge and/or bandwidth requirements increase, net
works can gracefully migrate to the appropriate technology with
out stranding existing network equipment. 

13 
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Advanced Trail 
If you're an experienced hiker, we've provided 
a little more of a challenging trail in this sec
tion. Here, you'll read why frame relay offers 

advantages over other technologies. 

Frame Relay: The Right Mix of Technology 
Frame relay combines the statistical multiplexing and port 
sharing features of x.2; with the high speed and low delay 
characteristics of TDM circuit switching. Defined as a "packet 
mode" service, frame relay organizes data into individually ad
dressed units known as frames rather than placing it into 
fixed time slots. This gives frame relay statistical multiplexing 
and port sharing characteristics. 

Unlike X.2;, frame relay completely eliminates all Layer 3 
processing. (See Figure 2.) 

Layer 7 

Layer 6 

Layer 5 

Layer 4 

Layer 3 

Layer 2 

Layer 1 

Open System A 

Application 

Presentation 

Session 

Transport 

Network 

Link 

Physical 

Peer Protocol 

Communications 
Medium 

Data Flow 

Figure 2: Open Systems Interconnection (OSI) Model 

Open System B 

Application 

Presentation 

Session 

Transport 

Network 

Link 

Physical 

Only a few Layer 2 functions, the so-called "core aspects," are 
used, such as checking for a valid, error-free frame but not re
questing retransmission if an error is found. Thus, many proto
col functions already performed at higher levels, such as se
quence numbers, window rotation, acknowledgments and su
pervisory frames, are not duplicated within the frame relay net
work. 
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Stripping these functions out of frame relay dramatically in
creases throughput (i.e., the number of frames processed per 
second for a given hardware cost), since each frame requires 
much less processing. For the same reason, frame relay delay is 
lower than X.25 delay, although it is higher than TDM delay, 
which does no processing. 

In order to remove this functionality from the frame relay 
network, end devices must ensure error-free end-to-end 
transmission of data. Fortunately, most devices, especially those 
attached to l.ANs, have the intelligence and processing power 
to perform this function. 

Table 1 summarizes the characteristics of TDM circuit switch
ing, packet switching and frame relay 

TOM X.25 
Circuit Switching Packet Switching Frame Relay 

Time-slot multiplexing yes no no 

Statistical (virtual circuit) no yes yes 
multiplexing 

Port sharing no yes yes 

High speed (per S) yes no yes 

Delay very low high low 

Table 1: Comparison ofTDM circuit switching, packet switching, and frame relay 

Frame relay uses a variable length framing structure, which, 
depending on user data, ranges from a few to more than a 
thousand characters. This feature, similar to X.25, is essential for 
interoperability with l.ANs and other synchronous data traffic, 
which requires variable frame size. It also means that traffic de
lays (although always lower than X.25) will vary, depending on 
frame size. Some traffic types do not tolerate delay well, espe
cially variable delay. However, frame relay technology has been 
adapted to carry even delay-sensitive traffic, such as voice. 
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Shortcut 
As the 1980's came to a close, several network 
trends combined to create a need for a new 
form of wide area network switching: 

• Grov.i:h in high speed, high throughput applications 
• Proliferation of end-user devices 
• Increased availability of error-free, high-speed 

transmission lines. 
This new wide area switching technology required high speed, 

low delay, port sharing, and bandwidth sharing on a virtual cir
cuit basis. While existing TDM circuit switching and X.25 packet 
switching had some of these characteristics, only frame relay of
fered a full complement. These characteristics make frame relay 
an ideal solution for the bursty traffic sources found in lAN-WAN 
internerworking. 

Frame relay provides a number of benefits over alternative 
technologies: 
• lower cost of ownership 
• well-established and widely-adopted standards that allow open 

architecture and plug-and-play service implementation 
• low overhead , combined with high reliability 
• network scalability, flexibility and disaster recovery 
• interworking with other new services and applications, 

such as ATM 
Frame relay offers users the ability to improve performance 

(response time) and reduce transmission costs dramatically for a 
number of important nerwork applications. In order to be effec
tive, frame relay requires that two conditions be met: 
1. the end devices must be running an intelligent 

higher-layer protocol 
2. the transmission lines must be virtually error-free 

Other wide area network switching technologies, such as X.25 
packet switching and TDM circuit switching, will remain impor
tant where line quality is not as good, when the nerwork itself 
must guarantee error-free deliver, or when the traffic is intoler
ant of delay. 
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CHAPTER 2 
HOW FRAME RELAY WORKS 

Base Camp 
In this chapter, we will discuss in more 
detail how frame relay works. We'll 
concentrate on the basic flow of data 
within a frame relay network. 

Basic Trail: The basic trail will give beginners an overview of 
virtual circuits. Next, we'll show you the frame relay frame, 
how it's constructed and how it moves across the frame relay 
network. Finally, on the Basic Trail, we'll introduce the concept 
of discarding frames. 

Advanced Trail: If you take the advanced trail, you'll find a 
comparison ofX.25 and frame relay processing and a more 
detailed discussion of error recovery by higher layer protocols. 

View Points: 
• Figure 3: Basic frame structure of popular 

synchronous protocols 
• Figure 4: Frame structure and header format of the 

frame relay frame 
• Figure 5: DLCI path through the network 
• Figure 6: X.25 versus frame relay processing flow chart 

Shortcut: The shortcut summarizes the basic flow of data in a 
frame relay network. 
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Basic Trail 
Virtual Circuits in Frame Relay 
Frame relay technology is based on the con-

cept of using virtual circuits (VCs). VCs are two-way, software-de
fined data paths berv.reen tv.ro ports that act as private line re
placements in the nerv.rork. While today there are rv.ro types of 
frame relay connections, switched virtual circuits (SVCs) and 
permanent virtual circuits (PVCs), PVCs were the original service 
offering. As a result, PVCs were more commonly used, but SVC 
products and services are growing in popularity. A more detailed 
discussion of SVCs and their benefits occurs in Chapter 3. For 
now, let's discuss the basic differences between PVCs and SVCs. 

Using PVCs 
PVCs are set up by a nerv.rork operator - whether a private net
work or a service provider - via a netv.rork management system. 
PVCs are initially defined as a connection between rv.ro sites or 
endpoints. New PVCs may be added when there is a demand for 
new sites, additional bandwidth, alternate routing, or when new 
applications require existing ports to talk to one another. 

PVCs are fixed paths, not available on demand or on a call-by
call basis. Although the actual path taken through the network 
may vary from time to time, such as when automatic rerouting 
takes place, the beginning and end of the circuit will not change. 
In this way, the PVC is like a dedicated point-to-point circuit. 

PVCs are popular because they provide a cost-effective alterna
tive to leased lines. Provisioning PVCs requires thorough plan
ning, a knowledge of traffic patterns, and bandwidth utilization. 
There are fixed lead times for installation which limit the flexibil
ity of adding service when required for short usage periods. 

Using SVCs 
Switched virtual circuits are available on a call-by-call basis. 
Establishing a call by using the SVC signaling protocol (Q.933) 
is comparable to normal telephone use. Users specify a 
destination address similar to a phone number. 

Implementing SVCs in the netv.rork is more complex than 
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using PVCs, but is transparent to end users. First, the network 
must dynamically establish connections based on requests by 
many users (as opposed to PVCs where a central network opera
tor configures the network). The network must quickly establish 
the connection and allocate bandwidth based on the user's re
quests. Finally, the network must track the calls and bill accord
ing to the amount of service provided. 

Although SVCs were defined in the initial frame relay specifica
tions, they were not implemented by the first carriers or vendors 
of frame relay. Today, applications well-suited to SVCs are driving 
its deployment. While PVCs offer the statistical bandwidth gain of 
frame relay, SVCs deliver the any-to-any connectivity that can re
sult in network savings and flexibility (See Chapter 3 for a more 
complete discussion of SVC applications and benefits.) 

The Frame Relay Header and DLCI 
Now that we know about virtual circuits, and the fundamental 
differences between PVCs and SVCs, let's take a look at the basic 
structure of a frame relay frame and how it accommodates other 
technologies. 

In the most popular synchronous protocols, data is carried 
across a communications line in frames which are similar in 
structure, as shown in Figure 3. 

Frame 
Header 

Basic 

~ I Flag \ Frame Flag lnformatian Field FCS 
Structure 

lnformatian 
~ ~ I Field with s i Packet Data Trailer 

X.25 packet 

Packer 
Header 

Figure 3: Information IP Dara 
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In a frame relay frame, user data packets are not changed in 
any way. Frame relay simply adds a two-byte header to the 
frame. Figure 4 shows the frame relay frame structure and its 
header in more detail. 

Bit 

Frame 
Relay 

Header 

Byte 1 

DLCI CJR EA 

DCLI = Data Link Connedion Identifier 

Information 
Field 

DLCI FECN ECN DE EA 

C/R = Command/Response field Bit (application specific - not modified by network) 
fECN = forward Explicit Congestion Notification 
BECN = Backward Explicit Congestion Notification 
DE = Discord Eligibility Indicator 
EA = Extension Bit (allows indication of 3 or 4 byte header) 

Figure 4: Frame structure and header format for frame relay. 

For now, let's look at the largest portion of the header, the 
DLCI. The remaining six bits of the frame relay header are 
discussed in the next chapter. 

The frame relay header contains a 10-bit number, called the 
Data Link Connection Identifier (DLCI). The DLCI is the frame 
relay virtual circuit number (with local significance) which 
corresponds to a particular destination. (In the case of LAN-WAN 
internetworking, the DLCI denotes the port to which the desti
nation LAN is attached.) As shown in Figure 5, the routing tables 
at each intervening frame relay switch in the private or carrier 
frame relay network route the frames to the proper destination. 

Note: In the figures illustrating frame relay networks, the user 
devices are often shown as IAN routers, since this is a common 
frame relay application. They could also be IAN bridges, hosts, 
front end processors, FRADs or any other device with a frame re
lay interface. 
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Figure 5: The DlC! denotes the 

port on which the destimition is 

located 

The DLCI allows data coming into a frame relay switch (often 
called a node) to be sent across the network using a simple, 
three-step process, which is shown as a flow chart in Figure 6 in 
this chapter. 
l. Check the integrity of the frame using the Frame Check Se

quence (FCS) - if it indicates an error, discard the frame. 
2. Look up the DLCI in a table - if the DLCI is not defined for 

this link, discard the frame. 
3. Relay the frame toward its destination by sending it out the 

port or trunk specified in the table. 

Simple Rule: If there is a problem, discard the data 
In order to simplify frame relay as much as possible, one simple 
rule exists: if there is any problem with a frame, simply discard 
it. There are two principal reasons why frame relay data might 
be discarded: 
• detection of errors in the data 
• congestion (the network is overloaded) 

But how can the network discard frames without destroying 
the integrity of the communications? The answer lies in the 
existence of intelligence in the endpoint devices, such as PCs, 
workstations, and hosts. These endpoint devices operate with 
multilevel protocols which detect and recover from loss of data 
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in the network. Incidentally, this concept of using intelligent up
per layer protocols to make up for a backbone network is not a 
new idea. The Internet relies on this method to ensure reliable 
communication across the network. 

If you're interested in a more detailed discussion of how the 
upper layer protocols recover from the loss of a frame and the 
causes of discarded frames, continue on to the advanced trail. 

If you prefer to go right to Chapter 3, you'll find a discussion 
of how the frame relay network handles congestion and frame 
discards. 

Advanced Trail 
Processing: Frame Relay Versus X.25 
The frame relay node processes data in a 
relatively simple manner compared to more 

fully-featured protocols like X.25. Figure 6 contrasts the simplic
ity of frame relay with the more complex processing ofX.25. 
(For the sake of simplicity, the diagram reflects the path of a 
valid data packet. Showing the steps for error recovery and 
non-information frame processing for X.25 would make it 
much more complicated.) 

Recovery by Higher Layer Protocol 
A5 you can see in Figure 6, frame relay technology simplifies the 
processing task, and it relies on the endpoint devices to com
pensate for frame loss. 

How does an upper layer protocol recover from the loss of a 
frame? It keeps track of the sequence numbers of the various 
frames it sends and receives. Acknowledgments are sent to let 
the sending end know which frame numbers have been success
fully received. If a sequence number is missing, the receiving end 
will request a retransmittal after waiting for a "time-out" period. 

In this manner, the two end devices ensure that all of the 
frames eventually are received without errors. This function oc
curs at Layer 4, the Transport Layer, in protocols like TCP/JP and 
OSI Transport Class 4. By contrast, X.25 networks perform this 
function at Layers 2 and 3, and the endpoints need not dupli
cate the function in Layer 4. 
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While the higher layers will reliably recover from frame dis
cards, end-to-end recovery is costly. A single lost frame will result 
in retransmitting all unacknowledged frames. Such recovery 
takes extra cycles and memory in the endpoint computers, and it 
uses extra network bandwidth to retransmit multiple frames. 
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Figure 6: Simplified model of X.25 and frame relcly processing 
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1! .:: 

Worst of all - it causes large delays due to the higher layer 
time-outs (the time spent waiting for the frame to arrive before 
declaring it lost) and the time spent retransmitting. 

Even though the higher layers can recover when discards oc
cur, a major factor in the overall performance of a network is the 
ability of the network to minimize frame discards. 

Two causes of frame discards are bit errors and congestion. 
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Frame Discards Caused by Bit Errors 
When an error occurs in a frame, typically caused by noise on 
the line, it is detected upon receipt of the frame using the Frame 
Check Sequence (FCS). (See Figure 4.) 

Unlike X.25, the frame relay node detecting the error does not 
request the sender co correct the error by retransmitting the 
frame. The node simply throws the frame away and moves on to 
rec~ive the next frame. It relies on the intelligence of the PC or 
workstation that originated the data to recognize that an error 
has occurred and to resend the frame. Because the cost of having 
the higher layers recover is great, this approach would have a cii~ 
sastrous effect on network efficiency if the lines are noisy, gener
ating many errors. 

Fortunately, most backbone lines are based on fiber optics and 
experience extremely low error rates. This lowers the frequency 
of error-induced endpoint data recovery on lines and effectively 
eliminates the problem. Thus, frame relay is useful with clean, 
digital lines that have low error rates, while X.25 may be re
quired for good performance on lines with higher error rates. 

Frame Discards Caused by Congestion 
Network congestion occurs for two reasons. First, a network 
node receives more frames than it can process. This is called re
ceiver congestion. Second, a network node needs co send more 
frames across a given line than the speed of the line permits, 
which is called line congestion. 

In either case, the node's buffers (temporary memory for in· 
coming frames awaiting processing or outgoing frames lining up 
to be sent) are filled and the node must discard frames until the 
buffers have room. 

Since LAN traffic is extremely bursty, the probability of conges
tion occurring occasionally is high unless, of course, the user ex
cessively overconfigures both the lines and the switches - and 
thereby overpays on network costs. As a result, it is very impor
tant that the frame relay network have excellent congestion man
agement features both to minimize the occurrence and severity 
of congestion and to minimize the effect of the discards when 
they are required. Congestion management features are dis
cussed in more detail in the following chapter. 
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Shortcut 
The basic flow of data in a frame relay net
work can best be described in a series of 
key points: 

• Data is sent through a frame relay network using a data link 
connection identifier (DLCI), which specifies the frame's 
destination. 

• If the network has a problem handling a frame due to line er
rors or congestion, it simply discards the frame. 

• The frame relay network does no error correction; instead, 
it relies on the higher layer protocols in the intelligent user 
devices to recover by retransmitting the lost frames. 

• Error recovery by the higher layer protocols, although auto
matic and reliable, is costly in terms of delay, processing and 
bandwidth; thus, it is imperative that the network minimize 
the occurrence of discards. 

• Frame relay requires lines with low error rates to achieve good 
performance. 

• On clean lines, congestion is by far the most frequent cause 
of discards; thus, the network's ability to avoid and react to 
congestion is extremely important in determining network 
performance. 
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CHAPTER 3 
FRAME RELAY SIGNALING MECHANISMS 

Base Camp 
In this chapter, we'll discuss how frame relay 
technology handles interface signaling for 
control. If that sounds too complicated, think 

of it this 'vay: interface signaling provides information about 
what is happening on the network so that users can get the re
sponse time they expect and the network will have the greatest 
efficiency possible. Signaling mechanisms can also provide op
tions for building different types of frame relay networks to 
match your applications and the performance they demand. 

Basic Trail: The basic trail will acquaint you with three types of 
signaling mechanisms used in frame relay: 
• congestion notification mechanisms 
• status of the connections 
• SVC signaling 

Advanced Trail: If you take the advanced trail, you'll find more 
information about the Local Management Interface (LMI) specifi
cation, which is a connection status mechanism. 
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View Points: 
• Figure 7: The importance of congestion management 
• Figure 8: Frame relay frame showing the FECN, BECN 

and DE bits 
• Figure 9: The use of FECN and BECN in e..xplicit congestion 

notification Table 2: LMI Specifications 
• Figure 10: PVC Signaling using the LMI specification 
•Table 2: L\11 specification 

Shortcut: The shortcut will quickly cover the three types of 
congestion management. It will also give highlights of the two 
other types of interface signaling discussed in the chapter, PVC 
status and SVC signaling. 
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Basic Trail 
The Need for Signaling Mechanisms 
When frame relay was first proposed, it was 

based on a simple rule: keep the network protocol simple and 
let the higher layer protocols of the end devices worry about the 
other problems. But upon further study, it became apparent to 

the standards organizations that practical implementation of _ 
frame relay in real-world networks would need to specify signal
ing mechanisms to address three important issues: 
• Allowing the network to signal that congestion exists 
• Telling the status of connections (PVCs) 
• Setting up new calls (SVCs) 

Although these mechanisms add complexity to frame relay, the 
standards have an important provision which allows basic frame 
relay to remain simple: the use of signaling mechanisms is op
tional. That is, a vendor is not required to implement these fea
tures. 

Without the signaling mechanisms, the resulting frame relay 
interface would still be compliant with the standard and data 
will still flow. With the signaling mechanisms, however, the 
throughput of the network, the response time to users, and the 
efficiency of line and host usage are improved. 

Let's look at how these frame relay signaling mechanisms work. 

Congestion Notification Mechanisms 
Congestion management mechanisms, like the other signaling 
mechanisms, are optional for compliance, but they will affect 
performance. The importance of congestion management is il
lustrated in Figure 7. 

The traffic entering the network is called the "offered load." As 

the offered load increases, the actual network throughput in
creases linearly. The beginning of congestion is represented by 
Point A, when the network cannot keep up with the entering 
traffic and begins flow control. 

If the entering traffic continues to increase, it reaches a state of 
severe congestion at Point B, where the actual effective through
put of the network starts to decrease due to the number of re-
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No Congestion 

Offered Load 

Figure 7: The importance of congestion management 

Severe 
Congestion 

transmissions. This causes a given frame to be sent into the net
work multiple times before successfully making it through. 

In severe congestion, the overall network throughput can di
minish, and the only way to recover is for the user devices to re
duce their traffic. For that reason, several mechanisms have been 
developed to notify the user devices that congestion is occurring 
and that they should reduce their offered load. 

The network should be able to detect when it is approaching 
congestion (Point A) rather than waiting until Point B is reached 
before notifying the end devices to reduce traffic. Early notifica
tion can avoid severe congestion altogether. 

The Al'\ISI specifications are very clear about the mechanisms 
used to indicate the existence of congestion in the network. There 
are two types of mechanisms to minimize, detect and recover 
from congestion situations, in effect providing flow control: 
• Explicit Congestion Notification 
• Discard Eligibility 

Another mechanism that may be employed by end user devices 
is implicit congestion notification. 

These mechanisms use specific bits contained within the 
header of each frame. The location of these specific bits (FECN, 
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BECN and DE) are shown in Figure 8. 
Let's look at how each of these mechanisms function. 

Bit 

Discard Eligibility (DE) Bit 
Figure 8: Frame relay frame showing the FECN, BECN and DE bits 

Explicit Congestion Notification (ECN) Bits 
The first mechanism uses two Explicit Congestion Notification 
(ECN) bits in the frame relay header. They are called the For
ward Explicit Congestion Notification (FECN) and the Backward 
Explicit Congestion Notification (BECN) bits. Figure 9 depicts 
the use of these bits. 

LAN 
LAN 

WAN 

Figure 9: The use of FECN and BECN in explicit congestion notification 

Let's suppose Node B is approaching a congestion condition. 
This could be caused by a temporary peak in traffic coming into 
the node from various sources or by a peak in the amount of 
traffic on the link between B and C. Here is how forward con
gestion notification would occur: 
• Node B would detect the onset of congestion based on inter

nal measures such as memory buffer usage or queue length. 
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• Node B would signal Node C (the downstream node, toward 
the destination) of the congestion by changing the forward 
ECN (FECN) contained within the frames destined for Node C 
from 0 to 1. 

• All interim downstream nodes, as well as the attached user de
vice, would thus learn that congestion is occurring on the 
DLCI(s) affected. 
Depending upon the protocols used and the capabilities of the 

CPE device and the network switches, it is sometimes more use
ful to notify the source of the traffic that there is congestion, so 
the source can slow down until congestion subsides. (This as
sumes that the source is capable of responding to receipt of the 
congestion notification signals.) This is called Backward Conges
tion notification. 

This is how backward congestion notification occurs: 
• Node B watches for frames coming in the other direction 

on the connection. 
• Node B sets the backward ECN bit within those frames to 

signal the upstream node(s) and the attached user device. 
The FECN and BECN process can take place simultaneously on 

multiple DLCis in response to congestion on a given line or 
node, thus notifying multiple sources and destinations. The ECN 
bits represent an important tool for minimizing serious 
congestion conditions. 

Implicit Congestion Notification 
Some upper layer protocols, such as Transport Control Protocol 
(TCP), operating in the end devices have an implicit form of 
congestion detection. These protocols can infer that congestion 
is occurring by an increase in round trip delay or by detection of 
the loss of a frame, for example. Reliance on network traffic 
characteristics to indicate congestion is known as implicit 
congestion notification. 

These upper layer protocols were developed to run effectively 
over networks whose capacity was undetermined. Such proto
cols limit the rate at which they send traffic onto the network by 
means of a "window," which allows only a limited number of 
frames to be sent before an acknowledgment is received. 

When it appears that congestion is occurring, the protocol can 
reduce its window size, which reduces the load on the network. 
As congestion abates, the window size is gradually increased. 
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The same window-size adjustment is also the normal way for 
the end-user deviCes to respond to explicit congestion notifica
tion - FECN and BECN. The ANSI standards state that implicit 
and explicit congestion notification are complementary and can 
be used together for best results. 

Discard Eligibility 
Frame relay standards state that the user device should reduce 
its traffic in response to congestion notification. Implementation 
of the recommended actions by the user device will result in a: 
decrease in the traffic into the network, thereby reducing con
gestion. If the user device is incapable of responding to the 
signaling mechanisms, it might simply ignore the congestion 
signal and continue to transmit data at the same rate as before. 
This would lead to continued or increased congestion. 

In this case, how does the network protect itself? The answer 
is found in the basic rule of frame relay: if there is a problem, 
discard the data. Therefore, if congestion causes an overload, 
more frames will be discarded. This will lengthen response 
times and reduce overall network throughput, but the network 
will not fail. 

When congestion does occur, the nodes must decide which 
frames to discard. The simplest approach is to select frames at 
random. The drawback of this approach is that it maximizes the 
number of endpoints which must initiate error recovery due to 
missing frames. 

A better method is to predetermine which frames can be dis
carded. This approach is accomplished through the use of the 
Committed Information Rate (CIR). The CIR is the average infor
mation capacity of the virtual circuit. When you subscribe to or 
buy a frame relay service from a carrier, you specify a CIR de
pending on how much information capacity you think your net
work will need. 

In each frame header, there is a bit called the Discard Eligibil
ity (DE) bit (see Figure 8). A DE bit is set to one (1) by the CPE 
device or the network switch when the frame is above the CIR. 
When the DE bit is set to 1, it makes the frame eligible for dis
card in response to situations of congestion. A frame with a DE 
bit of 1 is discarded in advance of non-discard-eligible data 
(those frames with a DE bit set to zero (0)). When the discard of 

32 

Cisco Systems, Inc. 
Exhibit 1002 

Page 190 of 426



DE-eligible data, by itself, is not sufficient to relieve severe con
gestion, additional incoming frames are discarded without re
gard to the setting of the DE bit. 

Status of Connections (PVCs and SVCs) 
The next type of optional signaling mechanism defines how the 
two sides of a frame relay interface (e.g., the network and the 
router) can communicate with each other about the status of the 
interface and the various PVCs on that interface. 

Again, these are optional parameters. It is possible to imple
ment a frame relay interface and pass data without implement
ing these parameters. This signaling mechanism simply enables 
you to retrieve more information about the status of your net
work connection. 

This status information is accomplished through the use of 
special management frames with a unique DLCI address which 
may be passed between the network and the access device. 
These frames monitor the status of the connection and provide 
the following information: 
• Whether the interface is still active - this is called a "keep 

alive" or "heartbeat" signal 
• The valid DLCis defined for that interface 
• The status of each virtual circuit; for example, if it is congested 

or not 
The connection status mechanism is termed the Local Manage

ment Interface (LMI) specification. There are currently three ver
sions of the LMI specification: 

Protocol Specification 

LMI Frame Relay Forum Implementation Agreement (IA) 
FRF.1 superceded by FRF.1.1 

Annex 0 ANSI Tl.617 

Annex A ITU Q.933 referenced in FRF.l.l 

Table 2: LMI Specifications 

While LMI was used colloquially for the FRF.1 IA, it may also 
be used as a generic term to refer to any and all of the protocols. 
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The revised Frame Relay Forum IA FRF.1.1 calls for the 
mandatory implementation of Annex A of ITU Q.933. 

Each version includes a slightly different use of the management 
protocol. Virtually all equipment vendors support LMI and most 
support Annex D, while Annex A is supported by fewer vendors. 
To ensure interoperability when your network consists of 
equipment from different vendors, the same version of manage
ment protocol must be at each end of the frame relay link. 

For a little history of LMI and more detail on the functions of 
the different versions, see the advanced trail later in this chapter. 

Switched Virtual Circuits 
The final signaling mechanism we will discuss is SVC signaling. 
Unlike the previous two signaling mechanisms discussed - con
gestion status and connection status - SVC signaling does not of
fer the network operator information about the network. Rather, 
SVC signaling specifications allow an alternative to permanent 
virtual circuits. In turn, SVC signaling must provide call setup 
and call disconnect. Call setup includes information about the 
call, such as measuring data sent, acceptance, addresses and 
bandwidth parameters. 

SVCs can also provide opportunities for new applications and 
new network usage. This section will discuss those alternatives 
and opportunities. 

SVC Implementation Agreement 
Implementation Agreement FRF.4 defines the needed messages 
and procedures to establish an SVC. Basically, the network alerts 
the requested destination of the incoming call and the destina
tion chooses whether or not to accept it. If the destination ac
cepts, the network builds the SVC across the network switches. 
Once the network establishes the SVC, the two endpoints can 
transfer information. When the endpoints no longer need the 
connection, either one notifies the network to terminate the call. 

SVC Benefits 
While current provisions for PVCs are adequate for the vast ma
jority of near-term applications, SVC capability is beginning to 

gain momentum for use in public frame relay networks and for 
very large private networks. With SVCs, users can request set up 
of virtual connections only when needed and negotiate through-
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put rate and burst size depending on the application. 

SVC Network Applications 
Some of the benefits become clearer as we look at the various 
applications where SVC technology is well-suited. 

Remote Connectivity 
At the fringes of the network or in sites where there is little need 
to contact other locations, SVCs are an excellent way to provide 
basic connectivity cost effectively. The customer pays only for the 
use of the network when needed, without requiring PVCs at the 
user-to-network interface. This application holds a great deal of 
promise for remote locations accessing high-speed frame relay 
implementations. 

Overflow Traffic 
There may be times of the day or night when using the burst ca
pability of the main PVC alone cannot satisfy the need for excess 
capacity. Since SVCs can be set up on an adhoc basis, they can 
fulfill the demands of seasonal, sporadic or finite-use traffic and 
offer true bandwidth on demand. 

I ntranets and Extranets 
These two applications are compelling because they allow frame 
relay (with SVCs) to access the Internet territory. For customers 
uncomfortable with the variations in quality of the Internet, build
ing an intranet or excranet using frame relay may be a good alter
native. This represents a whole new set of services carriers could 
offer. 

Dial Access 
To access a frame relay service from a carrier, a "local loop" con
nects the user premises to the carrier's nearest point-of-presence 
(POP). This local loop can be either a leased line or a dial line. 
Users dialing into the frame relay network can connect to either 
a PVC network or an SVC network. 

Disaster Recovery or Alternate Network Paths 
For networks using back-up or recovery sites and alternate net
work paths, SVCs can provide an economical alternative to 
leased lines, switched services or PVCs. They provide the net-

35 

Cisco Systems, Inc. 
Exhibit 1002 

Page 193 of 426



work flexibility required when leased lines are not available or 
there is no time to provision PVCs. 

Advanced Trail 
The advanced trail will discuss two topics in 
more depth: the LMI specification and the 
SVC Implementation Agreement. 

In this section, we will refer to the two major standards-setting 
organizations, the American National Standards Institute (ANSI) 
and the lncernational 
Telecommunications Union - Telecommunications Services 
Sector (ITU-T). For more information on standards, please 
read Chapter 4. 

LMI Specification 
As you may recall if you went through the basic trail, there are 
three versions of the LMI specification: 

FRF. 1 superceded by FRF.1.1, ANSI Tl.617 and ITU Q.933 ref
erenced in FRF.1.1. 

The first definition for PVC status signaling was in the LMI 
specification. The protocol defined for the LMI provides for a "sta
rus inquiry" message which the user device (e.g., router) can send, 
either simply as a "keep alive" message to inform the network that 
the connection to the router is still up, or as a request for a report 
on the starus of the PVCs on that port. 

The nerwork then responds with a "status" message, either in 
the form of a "keep alive" response or in the form of a full report 
on the PVCs. (See Figure 10.) An additional optional message, 
"status update," is also defined which enables the network to 
provide an unsolicited report of a change in PVC starus. 

Notice that the LMI status query only provides for one-way 
querying and one-way response, meaning that only the user de
vice (e.g., router) can send a "status inquiry" message, and only 
the nerwork can respond with a "status" message. While this ap
proach was simple to implement, it resulted in some limitations in 
functions. Using scams inquiries in this manner, both sides of the 
interface are unable to provide the same commands' and re
sponses. Most notably, it addressed only the User Nerwork Inter-
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face (UNI) and would not work in a Network-to-Network Inter
face (NNI) due to the one-way communications of the interface. 
UNI provides the end device interface to the network. 

NNI provides the ability for networks to query and respond to 
one another. When only UNis.are available, this could lead to 
problems within hybrid private/public networks, where a private 
network node would have a frame relay NNI interface to a pub
lic frame relay service. 

WAN 

Router 

LAN 

Figure I 0: PVC SIC1tus SignC1ling per LMI jpeciflcC1tion 

Therefore, just before final approval of the standard for frame 
relay signaling, ANSI extended the standard to provide a bi-di
rectional mechanism for PVC status signaling that is symmetric. 
The bi-directional mechanism provides the ability for both sides 
of the interface to issue the same queries and responses. This 
mechanism is contained in Annex D of Tl.617, known simply as 
Annex D. Annex D works in both the UNI and NNI interfaces. 

In contrast to the LMI (which uses DLCI 1023), Annex D re
serves DLCI 0 for PVC status signaling. The current requirement 
in FRF.1.1, Annex A signaling, is similar to Annex D and also uses 
DLCI 0. 

To insure interoperability in a multi-vendor network environ
ment, the same version of management protocol must be at each 
end of the frame relay link. 

SVC Implementation Agreement 
The SVC Implementation Agreement is based on existing SVC 

37 

Cisco Systems, Inc. 
Exhibit 1002 

Page 195 of 426



standards in ANSI and ITU-T. The current SVC standards are 
Tl.617 in ANSI and Q.933 in ITU-T. These rwo documents lay 
the basis for Q.2931, rhe standard for access signaling for ATM 
(Asynchronous Transfer Mode), as well as for the PVC 

management procedures for frame relay. 
The SVC Implementation Agreement can enable expanded ser

vice in frame relay networks. Use in internal networks involves 
implementing SVCs that are internal to a public or private 
network. The SVCs would remain transparent to the users who 
maintain their user-to-network interface PVCs, for example, in 
the case of disaster recovery. In wide area nerworks SVCs may be 
used over large geographic areas such as transatlantic applica-. 
tions, which have been traditionally cost-prohibitive. 

ISDN and Switched Access for PVCs and SVCs 
Access on demand for PVCs and SVCs, whether via Integrated 
Services Digital Network (ISDN) or switched access is another 
method to reach the frame relay network. Access on demand 
holds a great deal of promise for remote locations accessing 
high-speed frame relay implementations. 

In switched access, a circuit-switched connection to the frame 
relay switch can be established using the existing voice network. 
An indication is then sent to the switch that a frame relay call is 
being established; the switch makes the connection and bills the 
call appropriately. The customer pays only for the use of the lo
cal loop when needed, without requiring PVCs at the user-to· 
network interface. The same benefits are true for ISDN access 
and E.164 addressing and lead to true, any-to-any connectivity 
through ISDN or switched access. 
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Shortcut 
Interface signaling mechanisms provide infor
mation about the frame relay network so that 
network operators can improve efficiency. 

Signaling mechanisms also provide optional ways of configuring 
your frame relay network to match applications usage. 

There are three types of signaling mechanisms used in 
frame relay: 
• congestion notification mechanisms 
• status of the connections 
• SVC signaling 

The ANSI standard defines a method for the network to signal 
the existence of congestion called the Explicit Congestion Notifi
cation (ECN) bits. 

Frame relay uses FECN (Forward ECN) and BECN (Backward 
ECN) bits to notify end user devices about network congestion. 

Although the frame relay protocol does not respond to 
congestion, some higher layer protocols for end-user devices 
may respond to Implicit Congestion Notification by recognizing 
that end-to-end delays have increased or that frames have 
been dropped. 

The use of the "discard eligibility" (DE) bit can be a powerful 
tool for managing throughput, including the ability to meter traffic 
and to guarantee a level of service. 

The ANSI and ITU standards define a mechanism for commu
nicating the status of PVCs on a frame relay interface based on a 
modification of the method in the LMI specification. 

SVC signaling allows an alternative to permanent virtual 
circuits which can improve the efficiency of the network. SVCs 
can also provide opportunities for new applications and new 
network usage. 
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CHAPTER 4 
FRAME RELAY STANDARDS 
AND INTEROPERABILITY 

Base Camp 
No discussion of frame relay would be 
complete without mentioning standards. 
This chapter will discuss frame relay 

standards - those that currently exist and how they developed. 
We'll also acquaint you with the Frame Relay Forum and the 
Implemencation Agreements the Forum develops to ensure 
frame relay interoperability. 

Basic Trail: The basic trail will discuss the development of 
ANSI and ITU standards for frame relay. This section also gives 
an overview of the Frame Relay Forum and lists the curre{\t 
Implementation Agreements. 

There is no advanced trail in this chapter. 

View Points: 
• Table 3: Frame relay standards 
• Table 4: List of frame relay Implementation Agreements (IAs) 

Shortcut: The shortcut summarizes current frame relay standards 
and the work of the Frame Relay Forum. 

40 

Cisco Systems, Inc. 
Exhibit 1002 

Page 198 of 426



Basic Trail 
How Did Frame Relay Standards Develop? 
The remarkable degree of industry consensus 
about the need for frame relay to supplement 

existing switching technologies resulted in rapid development of 
industry standards. There are two major standards organizations 
which are active in this area: 
• American National Standards Institute (ANSI) 
• International Telecommunications Union - Telecommunica

tions Services Sector (ITU-T), which was formerly called the 
Consultative Committee for International Telephone and Tele
graph known as CCITT 
To understand how frame relay standards developed, we need 

to go back co 1988. That year, ITU-T (then called CCITT) ap
proved Recommendation I.122, "Framework for additional 
packet mode bearer services." 

1.122 was part of a series of ISDN-related specifications. ISDN 
developers had been using a protocol known as Link Access Pro
tocol - D channel (LA.PD) to carry the signaling information on 
the "D channel" of ISDN. (LA.PD is defined in ITU Recommenda
tion Q.921.) 

Developers recognized that LA.PD had characteristics that 
could be very useful in ocher applications. One of these 
characteristics is that it has provisions for multiplexing virtual 
circuits at level 2, the frame level (instead of level 3, the packet 
level as in X.25). Therefore, 1.122 was written to provide a 
general framework outlining how such a protocol might be used 
in applications other than ISDN signaling. 

At that point, rapid progress began, led by an ANSI committee 
known as TlS 1, under the auspices of the Exchange Carrier 
Standards Association (ECSA). This work resulted in a set of 
standards defining frame relay very clearly and completely. The 
principal frame relay standards are shown in Table 3. 
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Description ANSI ITU 
Standard Status Standard Status 

Service Description Tl .606 Standard 1.233 Approved 

Core Aspects Tl.61 B Standard 0.922 Annex A Approved 

{previously known 

as Tl .6ca) 
Access Signaling Tl.617 Standard Q.933 Approved 

(previously known 

as Tl .6fr) 

Table]: Frame relay standards 

Tl.606 was approved early in 1990. Thanks to the hard work 
of the ANSI committee, coupled with a clear mandate from the 
market, the remaining ANSI standards sped through the stages 
of the standards process to receive complete approval in 1991. 

Frame Relay Standards 
The fast pace of frame relay standards work at ANSI was matched 
by an outstanding degree of cooperation and consensus in the 
international arena. As a result, the ITU-T recommendations for 
frame relay are in alignment with the ANSI standards and have 
also moved rapidly through the approval process. (Authors' 
note: although we refer to ANSI standards throughout this 
book, most of the discussion applies equally to the ITU-T 
standards.) 

Interoperability and Standards Compliance 
With the number of options in the standards and the range of 
design choices faced by vendors, what does it mean to a 
customer interested in interoperability? 

Minimum requirements: Basic Data Handling 
In order to achieve interoperability, frame relay network 
equipment must comply with the basic data transport method 
specified in the ANSI standard, which states that frame relay takes 
place using the DLCI in the two-byte frame relay header. This 
subject is covered in Chapter 2. With that relatively simple re-
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quirement met, there is interoperability. The remaining require· 
ments determine how well the network performs and whether it 
can be managed. 

Required for real-world networks: Interface signaling 
The interface control mechanisms described in Chapter 3 are 
optional. Data flows without them, and ignoring them is not a 
violation of the standard. 

In real networks, however, you may find interface signaling es· 
sential to ensure that the network operates with adequate per
formance. Otherwise, there is no way for a network to control 
congestion. This means that as the traffic increases, network 
throughput may decrease. And throughput may continue to de
crease as congestion is further exacerbated by more discards and 
retransmissions. 

The Frame Relay Forum 
The Frame Relay Forum is a non-profit organization dedicated to 
promoting the acceptance and implementation of frame relay 
based on national and international standards. Established in 
1991, the Forum now has more than 300 member companies 
worldwide. 

The Forum develops and approves Implementation Agree· 
ments (IAs) to ensure frame relay interoperability and facilitates 
the development of standard protocol conformance tests for 
various protocols. Since the earliest frame relay IAs, additional 
features, such as multicast, multiprotocol encapsulation and 
switched virtual circuit signaling, have been defined in subse
quent IAs to increase the capabilities of frame relay. 

Work by the Frame Relay Forum has resulted in the comp le· 
tion of several implementation agreements, which are listed in 
Table 4. Work on implementation agreements and standards is 
ongoing to add enhancements and broaden the applications for 
frame relay. 

An updated listing of IAs can be found on the Frame Relay Fo
rum web site at < <www.frforum.com> > and in the Forum's 
quarterly newsletters. 
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FRF.1.1 
FRF.2.1 
FRF.3.1 . 
FRF.4 
FRF.5 
FRF.6 

FRF.7 

FRF.8 
FRF.9 
FRF.10 
FRF.11 
FRF.12 

User-to-Network (UNI) Implementation Agreement 
Frame Relay Network-to-Network (NNI) Implementation Agreement 
Multiprotocol Encapsulation Implementation Agreement (MEI) 
Switched Virtual Circuit Implementation Agreement 
Frame Relay/ATM PVC Network Interworking Implementation Agreement 
Frame Relay Service Customer Network Management Implementation Agreement 
(MIB) 
Frame Relay PVC Multicast Service and Protocol Description Implementation 
Agreement 
Frame Relay/ATM PVC Service Interworking Implementation Agreement 
Doto Compression over Frame Relay Implementation Agreement 
Frame Relay Network-to-Network Interface SVC Implementation Agreement 
Voice over Frame Relay Implementation Agreement 
Frame Relay Fragmentation Implementation Agreement 

Table 4: Frame Relay Forum Implementation Agreements {!As) 

Shortcut 
There are two major standards organizations: 
• American National Standards Institute 
(ANSI) 

• International Telecommunications Union- Telecommunications 
Services Sector (ITU-T) 
The initial frame relay standard was approved in·l990 by ANSI, 

and the remaining standards were approved by 1991. ITU 
recommendations for frame relay are in alignment with the Al'\JSI 
standards. 

In order to achieve interoperability, frame relay network equip
ment must comply with the basic data transport method speci
fied in the ANSI standard, which states that frame relay takes 
place using the DLCI in the two-byte frame relay header. 

Although interface control mechanisms are optional, they are 
essential to ensure that the network operates with adequate 
performance. 

The Frame Relay Forum is a non-profit organization dedicated 
to promoting the acceptance and implementation of frame relay 
based on national and international standards. 

The Forum develops and approves Implementation Agree
ments (IAs) to ensure frame relay interoperability. Since the earli-
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est frame relay IAs, additional features, such as 
multicast, multiprotocol encapsulation and switched virtual 
circuit signaling, have been defined co increase the capabilities 
of frame relay. 
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CHAPTER 5 
WHERE FRAME RELAY IS USED 

Base Camp 
Previous chapters covered the what and how 
of frame relay. By focusing on applications, 
chis chapter provides insight into the praccieal 

benefits of frame relay. We'll discuss frame relay applications chat 
are widely deployed and others that are emerging. 

Basic Trail: The basic trail will give you an overview of four 
popular and growing applications: LAN peer-co-peer networking 
over frame relay, SNA over frame relay, voice over frame relay 
(VoFR) and frame relay-co-ATM interworking. 

Advanced Trail: On the advanced trail, we'll go into more detail 
about three of the applications covered on the basic trail. Spe
cifically, you'll also read how FRF.3.1 provides interoperability in 
SNA networks and how traffic is managed in SNA over frame re
lay applications. We'll also talk about how voice over frame relay 
works and the associated trade-offs. Finally, you'll find a discus
sion of the Interworking Function (IWF) and FUNI or ATM 
frame-based UNI. 

View Points: 
• Figure 11: Traditional Solution for LAN or Client/Server Net

working 
• Figure 12: Frame Relay Solution for IAN or Client/Server Net

working 
• Fig1,1re 13: Parallel bank branch networks 
• Figure 14: Consolidated bank network 
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• Figure 15: Integrated voice and data network 
• Figure 16: Frame/ATM Network Interworking 
• Figure 17: Frame/ATM Service Interworking 
• Figure 18: Typical Multidrop SNA Network 
• Figure 19: SNA Network Migrated to Frame Relay 
• Figure 20: NCP direct FRF.3. i Network 
•Figure 21: FRAD FRF.3.1 Network 
• Figure 22: Normal Speech Components 
• Figure 23: Frame/ATM Network Interworking (Encapsulation) 
• Figure 24: Frame/ATM Service Interworking (Transparent) 
• Figure 25: Frame/ATM Service Interworking (Translation) 
• Figure 26: ATM DXI and ATM FUNI 
• Table 5: Comparison of Frame Relay/ATM Interworking with 

FUN! and ATM DXI 

Shortcut: The shortcut will give the highlights of the four 
applications discussed and the associated benefits. 

47 

Cisco Systems, Inc. 
Exhibit 1002 

Page 205 of 426



Basic Trail 
Initially, frame.relay gained acceptance as a 
means to provide end users with a solution 
for LAN-to-I.AN connections and to meet other 
data connectivity requirements. Frame relay's 

compelling benefit is that it lowers the cost of ownership com
pared to competing technologies: 
• Frame relay supports multiple user applications, such as TCP/ 

IP, NetBIOS, SNA and voice and thus eliminates the need for 
multiple private line facilities supporting different applications 
at a single site. 

• Because it statistically multiplexes, frame relay allows multiple 
users a~ a location to access a single circuit and frame relay 
port, making efficient use of the bandwidth. 

• Since only a single access circuit and port are required for 
each user site, users often realize tremendous savings in the 
cost of transmission facilities. 

• Customers realize a significant reduction in the number of 
router cards and DSU/CSUs required, reducing up-front costs 
as well as ongoing maintenance compared with point-to-point 
technologies. 

Application #1: Meshed LAN Peer-to-Peer Networking 
In a traditional solution for I.AN or client/server networking 
across a WAN, meshed network implementations can be costly. 
Since private line pricing is distance sensitive, the price of the 
network increases as geographic dispersion increases. Changes 
in network design normally require physical reconfigurations in 
addition to software changes, which increases the time to 
administer the changes. (See Figure 11.) 

Frame Relay for LAN or Client/Server 
By moving to frame relay for I.AN or client/server applications, 
additional VCs between locations can be provisioned for mini
mal incremental cost. Most public frame relay pricing is distance 
insensitive. Virtual connections are software configurable. 
Changes to VCs can be done relatively quickly. This makes frame 
relay ideal for meshed configurations. (See figure 12.) 
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Fig11re I I: Traditional Solution for LAN or Client/Server Networking 

Figure I2: Frame Relay Solution for LAN or Client/Server Networking 

Application #2: SNA Over Frame Relay 
Over the past few years there has been a migration of legacy 
traffic, such as BSC (binary synchronous communications) and 
Systems Network Architecture (SNA), from low speed leased 
lines onto frame relay services. Ratified standards from the 
Internet Engineering Task Force (IETF) and the Frame Relay 
Forum enable the encapsulation of multiple protocols, including 
SNA, over frame relay networks. Together, they provide a stan
_dard method of combining SNA and LAN traffic on a single 
frame relay link. This enables FRADs and routers, which provide 
network connectivity, to handle time-sensitive SNA and bursty 
IAN traffic simultaneously. 
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The integration of legacy and LAN-to-LAN traffic provides 
network administrators with a more efficient, flexible and cost
effective network as well as a number of other benefits: 
• Simplify the network 
• Leverage investment in capital equipment 
• Move in SNNs stated direction, with migration strategies to 

distributed and peer-to-peer enterprise networks 
• Dramatically lower line costs - a potential of 30 to 40 percent 

compared to dedicated links 
• Provide up to a 40 percent increase in network utilization 

through frame relay's multiprotocol support 
• Experience no disruption of operations - integrity and 

control of the network are sustained with NetView and SNMP 
management 

• Offer high performance networking for Advanced Peer-to-Peer 
Networking (APPN) 
Let's explore a few of these benefits. SNA installations have ex

panded their use of frame relay because it is a mature, proven 
and stable technology. Moreover, users can leverage existing 
capital equipment and maintain existing network management 
practices. 

Frame relay can be integrated into SNA networks with little or 
no disruption. Users may migrate to frame relay without any 
changes to Front End Processor (FEP) hardware or software, 
SNA naming or network topologies. 

Frame relay allows the familiar NetView tools and practices to 
be maintained, so there is no need to retool network operations 
or retrain operations staff. This allows users to migrate at their 
own pace to multi-vendor enterprise network management such 
as SNMP. 

Because frame relay is consistent with SNA's stated direction, 
end users have the comfort of adopting a migration strategy to 
distributed and peer-to-peer enterprise networks to advance and 
optimize their SNA network. Users benefit from improved re
sponse times and session availability with higher performance 
than the original multidrop network. 

A typical frame relay SNA application will illustrate these 
benefits. 
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Frame Relay in a Banking Application 
In a large bank with many branch locations, SNA and BSC de
vices are co-located with lANs, resulting in parallel branch net
works and high monthly WAN costs. (See Figure 13.) 

Data Center Branch Bank 

~CATM 

Alarm Leased Line 

Figure 13: Parallel SNA. BSC, Alann, and LAN Branch networks 

Consolidating traffic on frame relay customer premise 
equipment (CPE) combines serial protocol networks and IAN 
networks in each branch. The CPE provides an integration of 
legacy devices typically found at a branch with emerging devices 
that support client/server applications. 
·How does it work? The frame relay CPE consolidates SNN 

SDLC (Synchronous Data Link Control) and BSC data and IAN 
data onto the frame relay-based WAl'\l. This eliminates multiple 
single protocol leased lines 
connecting the branch to its host resources. It also exploits the 
advantages of the higher performance IAN internetwork to 
consolidate serial and IAN traffic, compared with low speed 
analog leased-line networks. 

The result is better performance, greater reliability and lower 
costs. Because one frame relay access line can be used to reach 
the same number of sites as multiple leased lines, the amount of 
networking equipment may be reduced. Monthly telecommuni-
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cations charges arc: also reduced and the network is simplified. 
Other benefits irl.cludc: c.:fficic:nt bandwidth utilization. predict
able and consistent response times. enhanced session 
reliability and simplified network topologies and trouble
shooting. 

for example, a l3SC-to-framc: reby conversion can he: 
performed br the: frame: relay CPE for 1:3SC Automated 'll:ller 
Machine.: locations that arc: supported by an SNA host at the 
data center. This leverages the bank's investment in capital 
equipment. (See figure 14.) 

;\J•J[JJJ 
;~.r !b;l 

ll 
Frame 
Relay 

•.m,~ 
~~(;(;\!) 

ill -··· ~ 
BSCATM 

Figure 14: Co11solidt1/ed l1t111k Se/u·ork 

SNA Over Frame Relay Pays 

r 

SDLC Multidrop 

l 
II I 

Alarm 

frame relay enables mission-critical SNA networks to improve 
performance and reduce oper.tting costs. These savings are 
available because frame relay meets the response time, availability 
and management requirc.:mcnts of mission-critical applications. 

If you're.: intc.:rc.:stc:d in the: dctails of how frame relay can be 
used as a replacement for SDLC point-to-point networks and 
how fRf.3. l provides interoperability, take a look at the SNA 
section in the advanced trail. 
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Application #3: Voice Over Frame Relay (VoFR) 
Today, non-traditional uses for frame relay are beginning to 
emerge. One new application, voice over frame relay (VoFR), 
offers telecommunication and n~cwork managers the opportunity 
to consolidate voice and voice-band data (e.g., fax and analog 
modems) with data services over the frame relay network. 
(See Figure 15.) 

Figure 15: Integrated Voice tmd Data Network 

In migrating leased line networks to frame relay, many net
work administrators found a cost-effective solution for their data 
needs. However, since many leased-line networks also carried 
voice, a solution was needed to address corporate voice 
requirements. 

With the ratification of FRF.11, a standard was established for 
frame relay voice transport. Among other things, FRF.11 defines 
standards for how vendor equipment interoperates for the 
transport of voice across a carrier's public frame relay nerv.rork. 

Maximizing Frame Relay Networks 
FRF.11 enables vendors to develop standards-based equipment 
and services that interoperate. It also enables network managers 
seeking to reduce communications costs and maximize their 
frame relay netv.rork to consider VoFR as an option to standard 
voice services. 

In some cases, users may find they have excess bandwidth in 
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their frame relay network that could efficiently support voice 
traffic. Other telecommunications managers may find that the in
cremental cost of additional frame relay bandwidth for voice traf
fic may be more cost-effective than standard voice services of
fered by local or long distance carriers. 

VoFR can provide end users with a cost effective option for 
voice traffic transport needs between company locations. For in
stance, the network manager may integrate some voice 
channels and serial data over a frame relay connection between 
a branch office and corporate headquarters. By combining the 
voice and data traffic on a frame relay connection already in _ 
place, the user has the potential to obtain cost-effective intrac
ompany calling and efficient use of the network bandwidth. 

Because it does not significantly increase network architecture, 
link speeds or CIR, the integration of voice, fax and data traffic 
over a single access link provides a viable option for network 
managers and adds to the growing list of new and non-tradi
tional applications for frame relay. 

For a discussion of how VoFR works, refer to the advanced 
trail in this chapter. 

Users are finding that frame relay offers another significant 
advantage: the ability to interwork with other advanced services, 
such as ATM. 

Application #4: Frame Relay-to-ATM Interworking 
Frame Relay/ATM Interworking is a viable solution that provides 
users with low cost access to high speed networks. Ratified by 
both the ATM and Frame Relay Forums, the Frame Relay/ATM 
PVC Interworking Implementation Agreements (IAs) provide a 
standards-based solution for interworking between existing or 
new frame relay networks and ATM networks without any 
changes to end user or network devices. 

Why do users want to interwork frame relay and ATM? While 
frame relay is well suited for many applications including IAN 
internetworking, SNA migration and remote access, other 
applications, such as broadcast video and server farm support, 
may be better suited for ATM networks. 

Users are also interested in interworking frame relay and ATM 
networks to protect their capital investment in existing frame 
relay networks and to support planned migrations from frame 
relay to ATM. 
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Frame Relay/ATM SVC Interworking IAs are currently being 
developed. 

Frame Relay~to-ATM Interworking Standards 
There are two Frame Relay/ATM Interworking IAs for PVCs, each 
encompassing two different types of interworking. The first one, 
Frame Relay/ATM Network Interworking for PVCs (FRF.5) allows 
network administrators to scale the backbone beyond the 45 
Mbps trunks supported by frame relay. In other words, it 
provides the standards for ATM to become a high speed back
bone for frame relay PVC users. The second one, Frame Relay/ 
ATM Service Interworking for PVCs (FRF.8) defines the standard 
for frame relay PVC and ATM PVC end users or systems to com
municate seamlessly. 

Frame Relay/ATM Network Interworking for PVCs can be 
thought of as encapsulation while Frame Relay/ATM Service 
Interworking for PVCs is translational between the two protocols. 
Let's take a closer look at each standard. 

Frame Relay/ ATM Network Interworking for PVCs 
Frame Relay/ATM Network Interworking allows Frame Relay 
end-user or networking devices such as FRADs or routers to 
communicate with each other via an ATM network employed 
as the backbone. 

For example, SNA terminal users connected to FRADs in 
branch offices communicate with frame relay-attached IBM 3745 
Communications Controllers located in corporate headquarters 
locations using a high speed ATM network as the backbone. 

Frame Relay 

Alli\ Nol'#ork 

Frame Relay ATM Frame Relay 

Figure 16: Frame Relay/ATJI Network Interworking 

The frame relay devices interact as if they are using frame relay 
for the entire connection without knowing that an ATM network 
is in the middle. An ATM backbone connecting multiple frame 
relay networks can provide scalability and high speed support 
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for a large number of locations and end-user devices, without re
quiring changes to the devices themselves. 

Frame Relay/ ATM Service Interworking for PVCs 
Frame Relay/ATM Servi.ce Interworking enables communication 
between an ATM and frame relay network or end user devices. 
Frame Relay/ATM Service Interworking allows existing frame relay 
devices in the remote branch offices to communicate with end 
users at headquarters who are using ATM-based applications. 

By enabling existing devices to access new ATM-based 
applications, Frame Relay/ATM Service Interworking protects tile 
investment in existing equipment. This promotes the decoupling 
of client and server sides of the network, allowing each to use 
the resources that best meet bandwidth requirements and bud
get constraints. 

Frame Relay ATM Network 

Frame Relay 

Figure 17: Frame Relay/ATM Service Interworking 

A Quick Look at IWF and FUNI 
Before we leave frame relay to ATM interworking, there are two 
more topics we need to touch upon briefly. Then, if you're inter
ested in more details on these topics, you can proceed to the ad
vanced trail. The topics are Interworking Function (IWF) and 
Frame-based User-to-Network Interface (FUNI). 

An important advantage of Frame Relay/ATM Interworking is 
that it provides solutions to support communications between 
frame relay and ATM environments without modifications to 
end- user devices. However, successful support of end-to-end 
communications in a Frame I{.elay/ATM Interworking environ
ment requires performing technical functions to compensate for 
the differences between frame relay and ATM. These functions 
are defined within the Frame Relay/ATM Service and Network 
Interworking lAs and are provided by the IWF generally located 
on the switch at the boundaries of the frame relay and ATM 

56 

Cisco Systems, Inc. 
Exhibit 1002 

Page 214 of 426



services. The advanced trail will discuss the responsibilities of 
the l\VF and how it works. 

FUNI was defined by the ATM Forum to provide frame-based 
access to ATM networks. It is an.alternative to Frame Relay/ATM 
Service Interworking and it is most viable where the wide area 
infrastructure uses ATM. FUNI enables ATM quality of service 
levels for network throughput and delay to be maintained end
to-end, despite the fact that the access method is frame-based, 
rather than native or cell-based ATM. 

Approved by the ATM Forum in 1995, the FUN! specification 
provides improved efficiency of access line bandwidth. FUNI en
ables users to transmit variable length (low overhead) frames 
rather than fixed length cells to the ATM network. The advanced 
trail will discuss how FUNI differs from ATM DXI (Data Exchange 
Interface) and the benefits of FUN!. 

Advanced Trail 
On the advanced trail, we'll go into more de
tail about three of the applications covered on 
the basic trail: SNA over frame relay, Voice 

over Frame Relay and Frame Relay/ATM Interworking. 

Frame Relay as an SNA SDLC Point-to-Point Line Replacement 
Traditional SNA networks are based on leased lines which 
connect multiple controllers to the Front End Processor (FEP). 
These are typically low-speed analog lines, which represent a 
single point of failure between user and host, as in Figure 18. 

SDLC Multidrop 
I I 

111 111 I II 

111 111 111 
Cluster Controllers 

Figure 18: T'ypiccli multidrop SNA network 
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Multidrop leased-line networks arc a familiar evil, subjecting 
network managers to chc complexities of a multitude of lc;1scd 
lines. Despite advances in networking tcchnolo1:,ry, many organi
z:ttions continue to base their SNA mission-critical applications 
on mulcidrop private lines. 

SNA networks using point-to-point, non-switched lines can be 
migrated from SDl.C to frame relay without any changes to the 
existing applications or hardware. frequently, all that is needed 
is an upgradc co thc communications softwarc in the controllers. 

Controllers that cannot he upgraded to support frame 
relay may be conncctcd to a FRAD or router for frame relay 
conncctivity. framc relay uses the same hardware framing as 
SDLC, so all SDLC line interface couplers, modems and DSU/ 
C:SUs c;rn be used with fr:1me relay nerworks. 

Another item to he considcred when connecting controllers to 

a frame relay nerv.rork is how the fHADs or routers connect to 
the remote and host sites on the SNA network. SNA has a form 
of maintcnance communications called polling. An SNA dcvicc 
rcsponsible for a sub-area network regularly polls cach dO\vn
strcam controller for status, inquiring if it has data to send. At 
thc remote sitc, cach local controllcr responds. 

frame relay acccss devices can provide local polling or a 
decoupll:d polling capability in order to provide optimal 
nct'.vorking conditions. A frame relay access device can poll 
its downstream devices or respond on their behalf. This process, 
called spoofing, eliminates polb on tht.: network because only 
data is passcd end-to-encl. Extracting polls increases usable 
ncrv.rork bandwidth, directly impacting ncrwork performance. 

frame relay, as a virtual private lint.: replacement, offers 
straightforward migration from the complexities of multidrop 
!cased lincs to a higher performance and more cost effectivc 
ncrwork. 

As shown in figure 19, migrating SNA net\vork..'i to framc relay 
can occur without any change to fEP hardware or soth.,·an:. Us
ers can realize significantly lower monthly WAN costs, which can 
pay for a frame relay migration within months. 

Frame 
Relay - (;(;\!! SDLC Muilidrop 

I I I 

Fig11rl' /'):SS.I .Vl'ltmrk .\11~~mil'd to Frt1111e Rl'lt1y 
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L; pgrading ro frame.: relay allows fully mc.:sbc.:d topologies for 
redundancy and backup without managing a large.: number of 
dc.:dicatc.:d linc.:s. Adding and ddc.:ting virtual connc.:crions is done.: 
via nc.:l:'-vork m<magc.:mc.:nr and service subscription versus adding 
and dc.:kting hardware. for high traffic volumes at a data cc.:nrer, 
frame.: rc.:lay supports access spc.:c.:ds up ro 45 Mbps (c.:.g., T3/E3). 

Frame.: rc.:lay supports "one-to-many" and "many-to-many" con
ncctions over a single.: line, whcre SDLC: rcquires a multidrop 
line for a "one-ro-many" configuration. SNA multipoint hardware 
configurations must be.: changcd to point-to-point hardware con
figurations to use.: fr.1mc rc.:lay. The.: changes can be chosen to pro
vide.: the.: bc.:st cconomic solution by combining the.: positioning of 
frame.: rc.:lay switches and fr.i.me rc.:lay terminal c.:quipmc.:nr. For C...'C

amplc.:, frame.: rday switches may be.: usc.:d to provide.: the.: bc.:st use 
of point-ro-poinr line tariffs, and FRADs may bc used ro 
provide.: frame.: rclay to SDLC intcrworking, where.: SDLC 
multipoint linc.:s are less cxpensivc.:. 

If usc.:rs want additional cost savings, othcr migration paths 
are possible. for example, the FEP can be upgraded wallow di
n.:ct conncctions to NCP (Network Control Program) from an 
fll.F.3. !-compatible FHAD, as shmirn in Figure.: 20. This eliminates 
a FRAD or routc.:r at the.: host, which rcduccs hardware.: costs and 
complexity. 

Frame 
Relay 

Figure 20: NCP-direct FRJ:"j. I Neltrnrk 

- ( ;t;\!J SDLC Multidrcp 

Ill Ill Ill 

••• • •• 
Cluster Ccntrollers 

Altc.:rnativdy, the.: FEP may be.: upgradc<l to a tokcn ring connec
tion from an SDLC line, and a FRAD provides connectivity to the 
host, as shown in Figure.: 21, eliminating hardware on the host. 

F(~urfJ 2 f · FR.:l/J FRl:j. J Ne!1mrk 

Frame 
Relay - (;{;.'.! SDLC Multidrop 

I I I 

Cluster (onlrollen 
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With the additional bandwidth available from frame relay, over
all performance including session availability and user response 
time is improved as users migrate from multidrop lines which 
are typically 4.8/9.6 Kbps to frame relay connections of 56/64 
Kbps to Tl/E 1. 

How FRF.3.1 Provides Interoperability 
Recognizing the ability of frame relay networks to carry multiple 
protocols, members of the Internet Engineering Task Force 
(IETF) developed a standardized method to encapsulate various 
protocols in frame relay. This multiprotocol encapsulation tech
nique is called RFC 1490 after its IETF designation. ANSI and th~ 
Frame Relay Forum enhanced the multiprotocol encapsulation 
method to include support of the SNA protocols (FRF.3.1). 
FRF. 3 .1 was adopted and implemented by numerous vendors 
and is invaluable in multi-vendor environments. FRF.3.1 is used 
to carry SNA traffic across a frame relay network and may also be 
used to transport IP 

Protocol Encapsulation and Practical Implementation 
Typically, SNA controllers, routers and FRADs encapsulate SNA 
as multiprotocol data as described in the Frame Relay Forum 
FRF.3.1 IA. SNA topologies supported across a frame relay 
network include: 
• Intermediate Network Node (INN) 
• Boundary Network Node (BNN) 
• SNA Network Interconnect (SNI) 
•Advanced Peer-to-Peer Networking (APPN), including High 

Performance Routing (HPR) 
• Boundary Access Node (BAN) 

FRF.3.1 specifies how to encapsulate SNA Subarea, SNNAPPN 
wich and without HPR within the RFC 1490 multiprotocol frame
work. Because daca is transparent to the frame relay network, it 
allows multiple distinct protocols to be multiplexed across a 
single frame relay interface. Frame relay network access nodes 
are responsible for converting the user data into an appropriate 
FRF.3.1 format for SNA and LAN traffic. 

There are other alternatives to FRF.3.1 for transporting SNA 
over frame relay. One method uses routers to encapsulate SNA 
data within TCP/IP using a standard such as Data Link Switching 
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(DLSw) for link layer transport. The transport method a user 
selects depends on the application involved and the type of 
network equipment used. 

Traffic Management Considerations 
The mission-critical nature of SNA applications requires 
prioritization and bandwidth allocation mechanisms to avoid 
poor response times and SNA session failures caused by large 
bursts of other data traffic. One solution is to assign a higher pri
ority to SNA data than LAN IP/IPX data if both are multiplexed 
over the same virtual connection. Another alternative is to send 
the data streams over two separate virtual connections and use 
the frame relay CIR mechanism to allocate bandwidth dynami
cally to each virtual connection. 

Bandwidth allocation by percentage of CIR is a feature 
supported by some FRADs and routers, and it may nor require 
separate PVCs. A smaller amount of bandwidth may be allocated 
(e.g., 20 percent) to the LAN traffic connection, giving the SNA 
traffic more frequent transmission opportunity. Further, it is 
recommended that both the frame relay service provider and the 
frame relay equipment support explicit congestion management 
indicators such as FECN/BECN and Discard Eligibility (DE). If 
these mechanisms are supported, SNA traffic flow is adjusted 
properly and packet discards are minimized. As with other 
applications carried over frame relay, congestion management 
plays an important role in supporting SNA applications. 

Please visit the Frame Relay Forum's Web site 
(www.frforum.com) for a white paper on SNA over Frame Relay. 
This paper goes into mme detail on the many options available 
for SNA over Frame Relay. 

Voice over Frame Relay (VoFR) 
Unlike most data which can tolerate delay, voice must be handled 
in near real time. This means that transmission and network de
lays must be kept small enough to remain imperceptible to the 
user. Until recently, packetized voice transmission was 
unattainable due to the voice bandwidth requirements and 
transmission delays associated with packet based networks. 

Human speech is burdened with a tremendous amount of re
dundant information that is necessary for communications to oc
cur in the natural environment, but which is not needed for a 
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conversation to occur. Analysis of a representative voice sample 
shows that only 22 percent of a typical dialog contains essential 
speech components that must be transmitted for complete voice 
clarity (see Figure 22). The balance is made up of pauses, back
ground noise, and repetitive patterns. 

Packetized voice is possible and low-bit rates are attained by 
analyzing and processing only the essential components of the 
voice sample, rather than attempting to digitize the entire voice 

22% Essential Com onents 

22% Re etitive Patterns 

56% Pauses 

Figure 22: Nonna/ ;peech components 

sample with all its associated pauses and repetitive patterns. 
Current speech processing technology takes the voice digitizing 
process several steps further than conventional encoding 
methods. 

VoFR Trade-offs 
There are pocential trade-offs when implementing VoFR. These 
include: 
• loss of the quality commonly associated with toll traffic due to 

VoFR's use of voice compression 
• loss of management and administrative benefits associated 

with carrier voice services (i.e., the loss of consolidated voice 
billing and invoice itemization, end user charge back capabili
ties, and other advanced features such as ID and accounting 
codes) 

• lack of equipment interoperability between customer premise 
equipment vendors 

• lack of standards defining the acceptable levels of quality for 
voice transport over a carrier's frame relay network 
These trade-offs do not necessarily negate the value and prom

ise of VoFR. Significant advances in digital signal processors and 
compression algorithms often provide voice at a level approaching 
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toll quality, for a fraction of the cost of public service. VoFR ven
dors continue to add advanced capabilities in management and 
administration capabilities. In addition, future industry work will 
also seek to develop standards which define acceptable levels of 
quality and performance metrics for voice 
transport through carriers' frame relay networks. 

Please visit the Frame Relay Forum's Web site 
(www.frforum.com) for a white paper on Voice over Frame Relay. 
This paper goes into more detail on how VoFR works and the 
mechanics of voice compression. 

More on the IWF 
As we discussed on the basic trail, support of end-to-end com
munications in a Frame Relay/ATM network requires performing 
techni:::al functions to compensate for the differences between 
frame relay and ATM. These functions are provided by the fWF 
generally located on the switch at the boundaries of the frame 
relay and ATM services. 

Primary responsibilities for services provided by the fWF in
clude mapping various parameters or functions between frame 
relay and ATM networks. These include: 
• Frames or cells are formatted and delimited as appropriate. 
• Discard eligibility and cell loss priority are mapped. 
• Congestion indications are sent or received appropriately 

(frame relay's FECN is mapped to ATM's EFCI (Explicit For
ward Congestion Indicator). 

• DLCI to VPI;VCI (Virtual Path Identifier/Virtual Circuit Identi
fier) mapping is performed. 
The fWF also supports traffic management by converting ATM 

and frame relay traffic conformance parameters, supporting PVC 
management interworking via status indicators and providing 
upper layer user protocol encapsulation. 

Frame Relay to ATM Network Interworking for PVCs may be 
thought of as encapsulating frame relay in ATM, since the ATM 
transport is transparent to the two frame relay users. The end 
user protocol suite remains intact. The IWF provides all mapping 
and encapsulation functions necessary to ensure that the service 
provided to the frame relay CPE is unchanged by the presence of 
an ATM transport. This is also sometimes referred to as frame re
lay transport over ATM. (See figure 23.) 

Figure 24 and 25 illustrate the Interworking Function in a 
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ATM Network 

fi·SSCl Fi SSCS 

Q.922 Q.922 CPCS CPCS Q.922 Q.922 
c. .. c.,, 

SAR 
c. .. c.,. 

ATM 
PHYSICAL PHY 

~ ~ 
Framt Relay ATM Frame Relay 

Figure 23: Frar11e/ATM Network Interworking (Encapmlation) 

Frame Relay/ATM Service Interworking environment. To enable 
communications between a frame relay desktop device and the 
ATM based application, the IWF performs all tasks associated 
with mapping the frame relay User-to-Network Interface (UNI) 
Q.922 core-based message in the frame relay network to the 
ATM UNI adaptation layer in the ATM network. 

Figure 24 shows Transpare_nt Protocol Support. For encapsula
tion methods other than FRF.3.1 (RFC 1490) and 1483 or when 
a single protocol is used, the IWF forwards the data unaltered. 

AIM Hetwork 
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(011 
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Figure 24: Frame/AT!'vl Seroice Interworking (Transparent) 
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Transparent mode can be used when the terminal equipment on 
one side of the fWF uses the encapsulation method of the termi· 
nal equipment on the other side. For example, an ATM CPE may 
use the RFC 1490 encapsulatioq. method which is directly com· 
patible with the frame relay equipment and no translation is re
quired by the fWF. 

Figure 25 shows Protocol Translation Mode. Encapsulation 
methods for carrying multiple upper layer user protocols (e.g. 
lAN-to-lAN) over a frame relay PVC and an ATM PVC conform to 
the standard FRF.3.1 and RFC 1483, respectively. The fWF per· 
forms mapping between the two encapsulation methods. Trans
lation Mode supports the interworking of routed and/or bridged 
protocols (e.g., ARP translation). For more details, please refer 
to the Frame Relay and Frame-Based ATM white paper on the 
Frame Relay Forum web site (www.frforum.com). 

RFC 1490/FR- Protocol Trondolion- RFC 1483/ATM 

Q.9'!2 
Care 

Q.9'!2 
Care 

Frome Reloy 

CPCS 

ATM 
PHYSICAL 

ATM 

Figure 25: Frame/ATM Service Interworking (Translation) 

How Does FUNI Work? 

Upper 
Loyen 

NullllCS 

CPCS 

SAR 

FUNI requires FUNI-compatible software in the user equipment 
and a complementary frame-based interface, as well as FUNI 
software in the switch to which user equipment connects. Within 
the switch interface, the frames are segmented into cells and 
sent into the network. Cells coming from the network are reas
sembled into frames and sent co the user. Thus, hardware costs 
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of segmentation and reassembly are moved from the user equip· 
ment to the switch where it can be shared across a large number 
of users. 

How Does FUNI Differ from ATM DXI? 
Both the ATM ma (Data Exchange Interface) and the ATM FUNI 
specifications translate frames of up to 2000 bytes into 53-byte 
ATM cells, but they differ as to where the translation takes place. 
The DXI standard requires a DXI-enhanced DSU to convert 
frames sent over an access line into cells and DXI software in the 
user equipment as well. 

In contrast, the FUNI specification allows frames to be sent 
directly to the ATM switch where they are divided into cells, an 
approach which reduces processing and memory overhead in 
the remote server or workstation and makes more efficient use 
of the access line bandwidth. Figure 26 illustrates the two 
approaches. 

Frames 

Frames 

Figure 26: ATM DX/ and ATM FUN! 

Cells 

ATM 
NETWORK 

Cells 

The major benefit of ATM FUNI is that it is "ATM ready." 
Although limited to VBR (variable bit rate) services, it uses the 
same schemes as cell-based ATM UNI in the following areas: 
• upper layer multiprotocol encapsulation and address resolution 
• traffic parameters 
• ILMI (Interim Length Management Interface) 
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• OAM (Operations, Administration and Maintenance) cells (fu
ture requirement) 

• ATM SVC signaling (future requirement) 
By contrast, frame relay require.s Frame Relay/ATM 

Interworking functionality to achieve the same interoperability. 
The current FUNI specifications address Tl/El and Fractional 

Tl/El (2;6 VCs per interface), whereas DX! supports full Tl/El, 
but not fractional Tl/El. Like frame relay and DXI, FUNI support 
for CPE routers consists of a software option. 

Comparing Frame Relay/ ATM Interworking 
with FUNI and ATM DXI 
The following table helps to compare frame relay/ATM 
interworking with frame-based ATM. 

Frame Relay 
ATM Service Interworking FUNI 

Access Transport Frame based Frame based 

Software IWF in frame relay FUNI software in 
Requirements or cell relay switch user device and ATM 

network switch 
Hardware None None 
Requirements 

ATM DXI 
Cells 

DXI software 
in user device 

and DSU 
May require 

enhanced DSU 

Table 5: Comparison of Frame Relay/ATM Interworking with FUN! and ATM DX.I 

When should you consider FUN! over Frame Relay-ATM service 
interworking? Clearly, one technology is not superior to the 
other. Rather, it amounts to selecting the solution which best ad
dresses the network requirements, current topology and future 
network needs. 

Since frame relay dominates the wide area architecture and re
mote site connectivity, Frame Relay/ATM Service Interworking is 
usually the most logical solution for most applications today. As 
the deployment of ATM approaches ;o percent of the wide area 
infrastructure, the case for deploying FUNI-based access be
comes more compelling. 

67 

Cisco Systems, Inc. 
Exhibit 1002 

Page 225 of 426



Shortcut 
This chapter discussed four popular applica
tions for frame relay: meshed LANs over 
frame relay, SNA over frame relay, voice over 

frame relay (VoFR) and Frame Relay/ATM Incerworking. 
• Frame relay enables necworks to improve performance and 

provide cost reductions. These savings are available because 
frame relay meets the response time, availabilicy and manage
menc requiremencs of business applications. 

• Frame relay enables peer-to-peer, meshed LAN incernecworking 
without the expense of a fully meshed leased line networking. 

• Frame relay enables mission-critical SNA networks to improve 
performance and reduce coses. These savings are available be
cause frame relay meets the response time, availabilicy and 
management requiremencs of mission-critical applications. 

• With compatible frame relay network access devices, most 
branch office equipmenc can connect to frame relay without 
hardware or software changes. With configuration changes or 
upgrades, additional savings are possible. 

• The hidden costs of operation and maincenance are reduced 
by allowing network management staff to use the tools they 
are familiar with while providing a migration path to enter
prise network management using SNMP. 

• Voice over frame relay (VoFR) technology consolidates voice 
and voice-band data (e.g., fax and analog modems) with data 
services over the frame relay network. It has the potential co 
provide end users with greater efficiencies in the use of access 
bandwidth and cost-effective voice traffic transport for 
intra-company communications. 

• Wide area necwork savings are possible because of the 
interworking of LAN, ATM, SNA and other legacy protocol, and 
voice traffic over frame-relay using industry standards. This may 
reduce branch office CIRs and port access speeds while always 
lowering CIRs and port access speeds at the data center. This 
improves user response times and reduces WAN costs. 
Frame Relay/ATM Nerv.rork Interworking allows frame relay 
end-user or networking devices such as FRADs or routers to 
communicate with each other via an ATM necwork. Thus, 
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frame relay devices interact as if they are using frame relay for 
the entire connection without knowing that an ATM network is 
in the middle. 

• Frame Relay/ATM Service lnter:working enables communication 
'between ATM and frame relay network or end user devices. 
Enabling existing devices to access new ATM based applica
tions allows low cost access to high speed networks while pro
tecting the investment in existing equipment. 
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CHAPTER 6 
PLANNING YOUR FRAME RELAY NETWORK 

Base Camp 
In this chapter, we will discuss the steps you 
need to take and the questions you should 
consider if you're planning a new frame relay 

network or planning to deploy new 
applications over an existing frame relay network. 

Basic Trail: The basic trail will discuss four steps and several 
considerations to help you plan your frame relay network. 

Advanced Trail: The advanced trail presents more detailed in
formation to consider in planning a frame relay network. 
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Basic Trail 
It doesn't matter where in the world you're lo
cated or how large your telecommunications 
network is - you're probably trying to do 
more with less and leverage your telecommu

nications devices and services to extend your reach. 
Frame relay offers compelling advantages over today's leased 

line networks, including flexibility, reduced WAN costs and 
scalability. Migrating your leased-line network, however, requires 
careful planning to assess network requirements because ~AN 
savings at the cost of network performance and reliability is not 
a savings at all. 

Let's look at four steps and several considerations to help you 
plan your frame relay network. 

Assess Your Network Requirements 
Before you migrate your leased-line applications to a frame relay 
network or add new applications to your existing frame relay 
network, consider these questions: 
1. What is the average and peak bandwidth required by your 

target applications? 
2. What is the maximum network latency your applications can 

tolerate before having an impact on users? 
3. What are your objectives for application and network 

availability? 
Addressing these questions can help you assess the proper ac

cess trunk speed, Committed Information Rate (CIR), Excess In
formation Rate (EIR) or burst capabilities, and the optimal Ser
vice Level Agreement (SLA) from your carrier or service provider. 

There are many service level management products available 
to enable your network to gather this type of information. These 
systems help you to establish your current network baselines, 
and they also report on ongoing network performance which 
can be compared against your SI.As. 
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Assess the Impact on Your Management Procedures 
Because you are "outsourcing" a large part of your network, your 
network management procedures will change. Understanding 
these changes and how they affect application availability is critical 
to the success of your frame relay.network. Consider these 
questions: 
1. How will problem identification, tracking and resolution 

procedures change? 
2. What are the responsibilities of your organization and your 

carrier or service provider? 
3. Do you or your service provider have tools to isolate and 

diagnose frame relay related problems? 

Examine Your Service Level Agreement 
The Service Level Agreement (SLA) between you and your service 
provider states network performance and availability commit
ments. These are some guidelines: 
1. Maximum network transit latency (delay): influences 

application response times. 
2. Network availability: defining measurement of service 

reliability. 
3. Mean time to restoral: how fast service is restored after 

an outage. 
4. Measurement intervals: how often the service provider mea

sures these metrics. 
5. Reporting: in what form the SLA metrics are reported and 

how often. 
6. Data delivery rate (throughput): what percentage of your 

data actually is delivered at the destination side. 

Conduct Ongoing Capacity and Performance Planning (Service 
Level Management) 
Launching your frame relay network is only the beginning. 
Changes in the organization, applications and user population 
necessitate a continual assessment of your networking needs. 
Plan ahead for network changes. Consider how these factors can 
impact your network: 
l. Enhancements to existing applications 
2. Deployment of new applications 
3. Increase in user populations 
4. Acquisitions or reorganization 
5. Service provider and switch loading factors 
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Advanced Trail 
Designing a Frame Relay Network 
When designing a frame relay network, you 
should ask yourself: 

Is Frame Relay Service Right for this Network? 
Here are some general rules that help identify applications that 
are suited for frame relay service. 

• Connecting Multiple Sites: frame relay service will most likely 
be beneficial when multiple sites must be connected, not just 
a pair of sites. 

• High Speed: if a network is using X.25 or a large number of 
analog private lines and is approaching the limits of existing 
bandwidth, frame relay may prove to be a cost-effective way to 
gain speed and efficiency. 

• Multi-Vendor, Multi-Protocol Environment: If the network has 
a multi-vendor, multi-protocol environment, frame relay service 
may be a good choice because of its network transparency. 

• A Goal to Reduce Networking Costs: If a network has been 
over-engineered to meet connectivity requirements, frame re
lay may offer a cost-effective solution. 

• Interactive or Bursty Traffic: frame relay is a better choice 
when the traffic pattern between sites is interactive or bursty. 

• Widely Separated Locations: frame relay is a better choice to 
link fairly widely separated locations, because its pricing struc
ture is usually insensitive to distance; that is, it does not have 
the "mileage rates" usually attached to the private line tariffs. 
If the network passes the preliminary qualification audit, the 

next step is to diagram the proposed frame relay network. This 
should include your diagraming current configuration, labeling 
the locations, listing the CPE, and noting the WAN connections. 
This will give you a better sense of the benefits of frame relay. 
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Specific Network Design 
Frame relay network design consists of two steps: 
• Diagram your existing network. For example, is it hubbed or 

meshed? What are the speeds of existing connections? 
• Identify traffic patterns and flow characteristics. This will help 

determine the bandwidth and logical port connectivity re
quirements. 
When you have completed a first draft frame relay network de

sign, consult with your technical support team to ensure that the 
diagram and applications are well matched. Keep in mind that 
frame relay is an interface, not an architecture, and the applica-
tions to be run on interconnected LA.Ns or via legacy -
protocols must conform to a distributable architecture. 

Shortcut 
The major challenge in migrating your 
leased-line network to a frame relay service 
is achieving the reliability, performance and 

network availability your users and applications require 
while maximizing your WAN networking budget. With careful 
planning, you can achieve these goals. Four steps are helpful in 
planning a frame relay network: 
• Assess your network requirements 
• Assess the impact on your management procedures 
• Examine your Service Level Agreement 
• Conduct ongoing capacity and performance planning 

To help identify applications that are and are not well suited 
for frame relay service are, examine your network for these 
characteristics: 
• Connecting multiple sites 
• High speed 
• Multi-vendor, multi-protocol environment 
• A goal to reduce networking costs 
• Interactive or bursty traffic 
• Widely separated locations 
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FRAME RELAY GLOSSARY 
Access Line A communications line (e.g. circuit) interconnect
ing a frame-relay-compatible device (DTE) to a frame-relay switch 
(DCE). See also Trunk Line. 

Access Rate (AR) The data rate of the user access channel. The 
speed of the access channel determines how rapidly (maximum 
rate) the end user can inject data into a frame relay network. 

American National Standards Institute (ANSI) Devises and 
proposes recommendations for international communications 
standards. See also Comite Consultatif International 
Telegraphique et Telephonique (CCITT) and International Tele
communications Union-the Telecommunications Services Sector 
(ITU-T). 

Asynchronous Transfer Mode (ATM) A high-bandwidth, low-de
lay, connection-oriented packet-like switching and multiplexing 
technique. Usable capacity is segmented into ;3-byte fixed-size 
cells, consisting of header and information fields, allocated to 

services on demand. Also referred to as cell relay. 

ATM Forum An industry organization which focuses on speeding 
the development, standardization and deployment of Asynchro
nous Transfer Mode (ATM). 

Backward Explicit Congestion Notification (BECN) A bit set 
by a frame relay network to notify an interface device (DTE) that 
congestion avoidance procedures should be initiated by the 
sending device. 

Bandwidth The range of frequencies, expressed in Kilobits per 
second, that can pass over a given data transmission channel 
within a frame relay network. The bandwidth determines the 
rate at which information can be sent through a channel - the 
greater the bandwidth, the more information that can be sent in 
a given amount of time. 
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Bridge A device that supports IAN-to-I.AN communications. 
Bridges may be equipped to provide frame relay support to the 
I.AN devices they serve. A frame-relay-capable bridge encapsu
lates LAN frames in frame relay frames and feeds those frame re
lay frames to a frame relay switch for transmission across the 
network. A frame-relay-capable bridge also receives frame relay 
frames from the network, strips the frame relay frame off each 
I.AN frame, and passes the LAN frame on to the end device. 
Bridges are generally used to connect focal area network (LAN) 
segments to other LAN segments or to a wide area network 
(WAN). They route traffic on the Level 2 LAN protocol (e.g., th~ . 
Media Access Control address), which occupies the lower sub 
layer of the LAN OSI data link layer. See also Router. 

Burstiness In the context of a frame relay network, data that 
uses bandwidth only sporadically; that is, information that does 
not use the total bandwidth of a circuit 100 percent of the time. 
During pauses, channels are idle; and no traffic flows across 
them in either direction. Interactive and LAN-to-LAN data is 
bursty in nature, because it is sent intermittently, and in between 
data transmissions the channel experiences idle time waiting for 
the DTEs to respond to the transmitted data user's input of 
waiting for the user to send more data. 

Channel Generically refers to the user access channel across 
which frame relay data travels. Within a given Tl or El physical 
line, a channel can be one of the following, depending on how 
the line is configured. 
Unchannelized: 
The entire Tl/El line is considered a channel, where: 
• The Tl line operates at speeds of 1.536 Mbps and is a single 

channel consisting of 24 Tl time slots. 
• The El line operates at speeds of 1.984 Mbps and is a single 

channel consisting of 20 E 1 time slots. 
Channelized: 
The channel is any one of N time slots within a given line, 

where: 
• The Tl line consists of any one or more channels. Each chan

nel is any one of 24 time slots. The Tl line operates at speeds 
in multiples of 56/64 Kbps to 1.536 Mbps, with aggregate 
speed not exceeding 1.536 Mbps. 
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• The El line consists of one or more channels. Each channel is 
any one of 31 time slots. The El line operates at speeds in 
multiples of 64 Kbps to 1.984 Mbps, with aggregate speed not 
exceeding 1.984 Mbps. 

Fractional: 
The Tl/El channel is one of the following groupings of consecu
tively or nonconsecutively assigned time slots: 
• N T/l time slots (NX;6/64Kbps where N = 1 t0 23 Tl time 

slots per FTl channel). 
• + N El time slots (NX64Kbps, where N = 1 to 30 time slots 

per E 1 channel). 

Channel Service Unit (CSU) 
An ancillary device needed to adapt the V35 interface on a frame 
relay DTE to the Tl (or El) interface on a frame relay switch. 
The Tl (or El) signal format on the frame relay switch is not 
compatible with the V35 interface on the DTE: therefore, a CSU 
or similar device, placed berween the DTE and the frame relay 
switch, is needed to perform the required conversion. 

Conunitted Burst Size (Be) The maximum amount of data (in 
bits) that the nerwork agrees tO transfer, under normal conditions, 
during a time interval Tc. See also Excess Burst Size (Be). 

Comite Consultatif International Telegraphique et 
Telephonique (CCITT) International Consultative Committee 
for Telegraphy and Telephony, a standards organization that de
vises and proposes recommendations for international 
communications. The CCITT is now known as the ITU-T, the In
ternational Telecommunications Union-the Tele
communications Services Sector. See also American National 
Standards Institute (ANSI) and the International Tele
communications Union (ITU-T). 

Committed Information Rate (CIR) The committed rate (in 
bits per second) at which the ingress access interface trunk 
interfaces, and egress access interface of a frame relay network 
transfer information to the destination frame relay end system 
under normal conditions. The rate is averaged over a minimum 
time interval Tc. 
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Committed Rate Measurement Interval (Tc) The time interval 
during which the user can send only Be-committed amount of 
data and Be excess amount- of data. In general, the duration of 
Tc is proportional to the "burstiness" of the traffic. Tc is com
puted (from the subscription parameters of CIR and Be) as Tc = 
Be/CIR. Tc is not a periodic time interval. Instead, it is used only 
to measure incoming data, during which it acts like a sliding 
window. Incoming data triggers the Tc interval, which continues 
until it completes its commuted duration. See also 
Committed Information Rate (CIR) and committed 
Burst Size (Be). 

Cyclic Redundancy Check (CRC) A computational means to 
ensure the accuracy of frames transmitted between devices in a 
frame relay network. The mathematical function is computed, 
before the frame is transmitted, at the originating device. Its nu
merical value is computed based on the content of the frame. 
This value is compared with a recomputed value of the function 
at the destination device. See also Frame Check Sequence (FCS). 

Data Communications Equipment (DCE) Term defined by 
both frame relay and X.25 committees, that applies to switching 
equipment and is distinguished from the devices that attach to 
the network (DTE). Also see DTE. 

Data Link Connection Identifier (DLCI) A unique number 
assigned to a PVC end point in a frame relay network. Identifies 
a particular PVC endpoint within a user's access channel in a 
frame relay network and has local significance only to that 
port. 

Discard Eligibility (DE) A bit indicating that a frame may be 
discarded in preference to other frames if congestion occurs to 
maintain the committed information rate. See also Excess burst 
Size (Be) and CIR. 

Egress Frame relay frames leaving a frame relay network in the 
direction toward the destination device. Contrast with Ingress. 
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End Device The ultimate source or destination of data flowing 
through a frame relay network sometime referred to as a Data 
Terminal Equipment (DTE). A5 a source device, it sends data to 
an interface device for encapsulation in a frame relay frame. As a 
destination device, it receives· de-encapsulated data (i.e., the 
frame relay frame is stripped off, leaving only the user's data) 
from the interface device. Also see DCE. 
NOTE: An end device can be an application program or some 
operaror-controlled device (e.g., workstation). In a LAN environ
ment, the end device could be a file server or host. 

Encapsulation A process by which an interface device places an 
end device's protocol-specific frames inside a frame relay frame. 
The network accepts only frames formatted specifically for frame 
relay; hence, interface devices acting as interfaces to an frame re
lay neLWork must perform encapsulation. See also Interface de
vice or Frame-Relay-Capable Interface Device. 

Excess Burst Size (Be) The ma..'<imum amount of uncommitted 
data (in bits) in excess of Be that a frame relay network can at
tempt to deliver during a time interval Tc. This data (Be) 
generally is delivered with a lower probability than Be. The net
work treats Be data as discard eligible. See also Committed burst 
Size (Be). 

El Transmission rate of 2.048 Mbps on El communications 
lines. An El facility carriers a 2.048 Mbps digital signal. See also 
Tl and channel. 

File Server In the context of frame relay network supporting 
LAN-to-LAN communications, a device servicing a series of work
stations within a given LAN. 

Forward Explicit Congestion Notification (FECN) A bit set 
by a frame relay network to notify an interface device (DTE) 
that congestion avoidance procedures should be initiated by 
the receiving device. See also BECN. 
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Frame Check Sequence (FCS) The standard 16-bit cyclic re
dundancy check used for HDLC and frame relay frames. The FCS 
detects bit errors occurring in the bits of the frame between the 
opening flag and the FCS, and is only effective in detecting er
rors in frames no larger than 4096·octets. See also Cyclic Redun
dancy Check (CRC). 

Frame Relay Access Device (FRAD) A device that is respon
sible for framing data with header and trailer information (con
trol information) prior to presentation of the frame to the frame 
relay switch. On the receiving end, the FRAD strips away the 
frame relay control information so that the target device is 
presented with the data in its original form. A FRAD may be a 
standalone device or it may be embedded in a router, switch, 
multiplexer or similar device. 

Frame-Relay-Capable Interface Device A communications de
vice that performs encapsulation or a device with an integral 
FRAD. Frame-relay-capable routers and bridges are examples of 
interface devices used to interface the customer's equipment to a 
frame relay network. See also Interface Device and Encapsula
tion. 

Frame Relay Forum Worldwide organization of frame relay 
equipment vendors, service providers, end users and consultants 
working to speed the development and deployment of frame re
lay. Web site address: www.frforum.com. 

Frame Relay Frame A variable-length unit of data, in frame-re
lay format that is transmitted through a frame relay network as 
pure data. Contrast with Packet. See also Q.922A. 

Frame Relay Network A telecommunications network based 
on frame relay technology. Data is multiplexed. Contrast with 
Packet-Switching Network. 

High Level Data Link control (HDLC) A generic link-level 
communications protocol developed by the International Orga
nization for Standardization (ISO). HDLC manages 
synchronous, code-transparent, serial information transfer over a 
link connection. See also Synchronous Data Link Control (SDLC). 
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Hop A single trunk line between two switches in a frame relay 
network. An established PVC consists of a certain number of 
hops, spanning the distance from the ingress access interface to 
the egress access interface within the network. 

Host Computer A communications device that enables users to 
run applications programs to perform such functions as text ed· 
iting, program execution, access to data bases, etc. 

Ingress Frame relay frames from an access device toward the 
frame relay network. Contrast with Egress. 

Interface Device Provides the interface between the end 
device(s) and a frame relay network by encapsulating the user's 
native protocol in frame relay frames and sending the frames 
across the frame relay backbone. See also Encapsulation and 
Frame-Relay-Capable Interface Device. 

International Telecommunications Union-the 
Telecommunications Services Sector {ITU-T) Formerly 
known as the Comite Consultatif International Telegraphique 
et Telephonique (CCITT), the ITU-Tis a standards organization 
that devises and proposes recommendations for international 
communications. See also Camire Consultatif International 
Telegraphique et Telephonique (CCITT). 

Latency Then time it takes for information to get through a net· 
work, sometimes referred to as delay. 

Link Access Procedure Balanced (LAPB) The balanced-mode, 
enhanced, version of HDLC. Used in X.25 packet-switching net· 
works. Contrast with LAPD. 

Link Access Procedure on the D-channel (LAPD) A protocol 
that operates at the data link layer (layer 2) of the OSI architec
ture. IAPD is used to convey information between layer 3 enti· 
ties across the' frame relay network. The D-channel carries 
signaling information for circuit switching. Contrast with LAPB. 
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Local Area Network (IAN) A privately owned network that 
offers high-speed communications channels to connect informa
tion processing equipment in a limited geographic area. 

LAN Protocols A range of lAN protocols supported by a frame 
relay network, including Transmission Control Protocol/Internet 
Protocol (TCP/IP), Apple Talk, Xerox Network System (XNS), 
Internetwork Packet Exchange (IPX), and Common Operating 
System used by DOS-based PCs. 

LAN Segment In the context of a frame relay network support~ 
ing LAN-to-LAN communications, a LAN linked to another lAN 
by a bridge. Bridges enable two lANs to function like a single, 
large lAN by passing data from one LAN segment to another. To 
communicate with each other, the bridged lAN segments must 
use the same native protocol. See also Bridge. 

Local Loop The physical wires that run from the subscriber's 
telephone set or PBX to the telephone company central office. 

Open Systems Interconnection (OSI) Model The only 
internationally accepted framework of standards for communica
tion between different systems made by different vendors. 
Developed by the International Standards Organization (ISO). 

Packet A group of fixed-length binary digits, including the data 
and call control signals, that are transmitted through an X.25 
packet-switching network as a composite whole. The data, call 
control signals, and possible error control information are ar
ranged in a predetermined format. Packets do not always travel 
the same pathway but are arranged in proper sequence at the 
destination side before forwarding the complete message to an 
addressee. Contrast with Frame Relay Frame. 

Packet-Switching Network A telecommunications network 
based on packet-switching technology, wherein a transmission 
channel is occupied only for the duration of the transmission of 
the packet. Contrast with Frame Relay Network. Typically refers 
to an X.25 packet network. 
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Parameter A numerical code that controls an aspect of terminal 
and/or network operation. Parameters control such aspects as 
packet size, data transmission speed, and timing options. 

Permanent Virtual Circuit (PVC) A frame relay logical link, 
whose endpoints and class of service are defined by network 
management. Analogous to an X.25 permanent virtual circuit, 
a PVC consists of the originating frame relay network element 
address, originating data link control identifier, terminating 
frame relay network element address, and termination data link 
control identifier. Originating refers to the access interfacefrom 
which the PVC is initiated. Terminating refers to the access 
interface at which the PVC stops. Many data network customers 
require a PVC between two points. Data terminating equipment 
with a need for continuous communication use PVCs. See also 
Data Link Connection Identifier (DLCI). 

Point-of-Presence (POP) Physical place where a long distance 
carrier interfaces with the network of the local exchange carrier 
(LEC). 

Q.922 Annex A (Q.922A) The international draft standard that 
defines the structure of frame relay frames. Based on the Q.922A 
frame format developed by the CCITI. All frame relay frames 
entering a frame relay network automatically conform to this 
structure. Contrast with Link Access Procedure Balanced (LAPB). 

Q.922A. Frame A variable-length unit of data, formatted in 
frame-relay (Q.922A) format, that is transmitted through a frame 
relay network as pure data (i.e., it contains no flow control infor
mation). Contrast with Packet. See also Frame Relay Frame. 

Router A device that supports LAN-to-LAN communications by 
connecting multiple L'\N segments to each other or to a WAN. 
Routers route traffic on the Level 3 LAN protocol (e.g., the 
Internet Protocol (IP) address). Routers may be equipped to 
provide frame relay support to the LAN devices they serve. A 
frame-relay-capable router encapsulates LAN frames in frame 
relay frames and feeds the frame relay frames to a frame relay 
switch for transmission across the network. See also Bridge. 
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Statistical Multiplexing Interleaving the data input of two or 
more devices on. a single channel or access line for transmission 
through a frame relay network. Interleaving of data is 
accomplished using the DLCI. 

Synchronous Data Link Control (SDLC) A link-level commu
nications protocol used in an International Business Machines 
(IBM) Systems Network Architecture (SNA) network that 
manages synchronous, code-transparent, serial information 
transfer over a link connection. SDLC is a subset of the more ge
neric High-Level Data Link Control (HDLC) protocol developed 
by the International Organization for Standardization (ISO). 

Switched Virtual Circuit (SVC) A virtual circuit connection es
tablished across a netw'ork on an as-needed basis and lasting 
only for the duration of che transfer. 

Tl Transmission rate of 1544 Mbps on Tl communications lines. 
A Tl facility carriers a 1.544 Mbps digital signal. Also referred to 
as digital signal level 1 (DS-1). See also El and channel. 

Time Division Multiplexing (TDM) A method of transmission 
which relies on providing bandwidth based on fixed time slots 
or channels, also called circuit switching. See also channel. 

Trunk Line A communications line connecting two frame relay 
switches co each other. 

Virtual Circuit A communications link - voice or data - that 
appears co che user to be a dedicated point-to-point circuit. A 
virtual circuit is referred to as a logical, rather than a physical 
path, for a call. 
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APPENDIX 
RELEVANT DOCUMENTS 
• IBM Frame Relay Guide (IBM GG24-4463-00)x 
• Systems Network Architecture - Format and Protocol Reference 

Manual: Architectural Logic (IBM SC30-3112-2) 
• System Network Architecture - Advanced Peer to Peer Network

ing: Architecture Reference (IBM SC30-3422-03) 
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Disaster Recovery for Frame Relay 
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1. The Case for Frame Relay 
Disaster Recovery 

Everyday, more and more mission critical data is being carried over 
public Frame Relay networks. Even though Frame Relay is a virtual 
network with integrated redundancy, the network is still subject to 
outages from events such as switch failures, network mishaps, or 
simply backhoe fade (cable breakage) . Any outage translates into 
lost revenue and productivity, which is why Wide Area Networks 
(WAN) downtime has become such an important issue. According to a 
recent GartnerGroup report* on WAN total cost of ownership, backup 
ch~rges are only seven percent of annual costs a wise investment 
for most companies. 
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1.1. Potential losses 

According to a study from Infonetics Research**, the average 
corporation (1,000 employees with revenues between $150 million to 
$2.8 billion) has the potential to lose up to $7.8 million to WAN 
downtime each year. The study also states that the major reasons 
for the downtime are providers' equipment, enterprise hardware 
problems (mainly routers), bandwidth c·onsumption (certain segments 
at certain times) and cabling problems. 

Unknown 

Othe~ 

Problms 

Figure l: Major Reasons for Downtime 

*GartnerGroup Data, WAN Total Cost of Ownership: NSP Costs for a 
Typical U.S. Enterprise, 31 July 1998. 
**Infonetics Research, WAN Downtime and SLAs, December 1998. 

1.2. Notable Frame Relay failures 

One of the most memorable Frame Relay failures in recent history 
occurred on April 13, 1998 on the AT&T network. Even though the 
outage lasted less than two days, Wal-Mart lost millions of dollars 
in revenue because they were unable to process credit card 
transactions. Another notable Frame Relay failure occurred on 
November 8, 1998 involving UUnet Technologies. Routing problems on 
UUnet's backbone interrupted Internet access for 70,000 customers 
over. several hours. While these occurrences do not happen 
everyday, the fact is that they do happen. 

1.3. Steps to successful disaster recovery planning 

- 2 -
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Good disaster planning doesn't have to cost a fortune. A properly 
thought-out and executed plan could end up being the cheapest 
insurance your company has ever bought. Here are some general 
guidelines. 

I) Understand the network architecture. 
site evaluation to differentiate between 
100 percent uptime and sites that do not 

Perform a full 
sites that require 
require backup. 

2) Determine the type of backup service needed. This is a 
function of site requirements. For example, sites that 
require full-time connection with no reduction in throughput 
will require a completely redundant network, while others 
with reduced throughput requirements may temporarily utilize 
a lower bandwidth. 

3) Analyze the numbers. How much does the dial backup 
solution actually cost? What productivity losses would be 
incurred in the event of significant downtime? What is the 
trade-off between the price of various services and 
throughput? 

1.4. Disaster Recovery Options 

There are two basic approaches to Frame Relay backup: Carrier-based 
and enterprise-based (build-your-own) . 

Carrier Options 
• Dual carriers 
• Back-up PVCs 
• Back-up sites 
• Dial back-up into the Frame Relay network (or cloud) 

Enterprise-based Options 
• Dial around the cloud from a router 
• Dial around the cloud from a Frame Relay-aware DSU/CSU 

Each of these options will be discussed, with pros and cons listed 
for each. But first, here is a brief explanation of why the 
traditional leased line dial-around-the-cloud method will not work 
for Frame Relay networks. 

2. How Leased Line Backup Differs 

When recovery is performed on the enterprise side, the Data Service 
Unit (DSU) at the customer premises is equipped with the ability to 
perform a "smart" switching function when the pri~ary leased 
circuit goes down. This same method will not work on a Frame Relay 
line. Here's why. 

- 3 -
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Figure 2: Point-to-Point Example 
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In the typical point-to-point network (see Figure 2), traffic flows 
directly from one location to the other. If the point-to-point 
network should experience a failure, the DSU will go into alarm and 
init.iate a dial backup call through the switched network; allowing 
traffic to flow around the failure through an alternate path. This 
example illustrates an Integrated Switched Digital Network (ISDN) 
backup network, but. t.he Public Swit.ched Telephone Net.work (PSTN) or 
a Switched56 network would work as well. This methodology will not. 
work for Frame Relay net.works because it cannot accommodate the 
signaling embedded in the Frame Relay protocol. 

In Frame Relay networks, the cust.omer node device, typically a 
router or Frame Relay Access Device(FRAD), communicates with the 
swit.ch via LMI (Local Management. Int.erface) signaling. If t.he 
FRAD/router no longer senses LMI, it determines that the Frame 
Relay network is inaccessible and that the path is no longer valid, 
and shut.s down the interface. 

In order to properly route Frame Relay frames, data is tagged with 
a DLCI (Dat.a Link Control Identifier) number or address to be read 
by the local switch. Once the data enters the network, DLCI numbers 
change depending on the route the data traffic takes. Therefore, 
any attempt by a DSU to dial around the Frame Relay network will 
fail because Frame Relay traffic will be delivered to the 
FRAD/router with unrecognized DLCis, and the dat.a cannot. be routed. 

So, t.he t.wo major reasons why the leased line dial backup method 
will not work for Frame Relay are 1) DLCI rout.ing and 2) the need 
to maint.ain LMI signaling. There are, however, numerous disast.er 
recovery solut.ions designed specifically for Frame Relay networks, 
including carrier-based and enterprise-based opt.ions. 

3 . Disaster Recovery Options 
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3.1. Carrier-Based Dial Backup Options 

Today, there are a number of options available from Frame Relay 
carriers to provide a disaster recovery solution. These include 
duplicate networks, alternate PVC (Permanent Virtual Circuit), 
alternate site, or switched access into th~ Frame Relay network. 

3.1.1. Multiple Frame Carriers (Duplicate Networks) 

This first approach requires the customer either 1) completely 
construct two identical Frame Relay networks using two different 
carriers or, 2) mix two carriers in a singl~ network. This method 
reduces the·risk of a single-carrier failure bringing down the 
entire network. Options to consider when using the multiple carrier 
approach for network redundancy include: 

• Complete redundancy requires separate local loops for the 
different carriers. 

• Multiple carriers may require Network-to-Network 
Interfaces (NNI) to support complete network connectivity. 
(Can be difficult to manage.) 

• Duplicate networks may require router reconfiguration to 
switch over when the primary network fails. 

• Mixed networks may require an additional form of dial 
backup to provide complete redundancy. 

Real-World Example 

In designing a disaster recovery solution, Pierl Imports selected 
the multiple frame carrier strategy. The company used AT&T's Frame 
Relay network to connect one distribution center, three zone 
offices, and 35 regional offices; and used Sprint to link all 
retail outlets. During the AT&T outage (see Figure 3), Pierl was 
able to continue accessing applications on the Sprint network which 
included processing credit card transactions, generating inventory 
reports, and accessing bridal registry data. The company had 
implemented ISDN dial backup for their distribution center and zone 
offices, but the 35 regional offices on the AT&T network were 
unprotected, and therefore "cut-off" for the duration of the 
outage. 
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Very resilient Expensive, multiple lines, 
duplicate PVC and CPE equipment 

Spreads risk across multiple 
carriers 

Lost multi-service discount 
onnortunities 

A single failure won't disrupt 
the entire network 

Must deal with multiple 
·carriers and multiple bills 

3. l. 2. 

Opportunities for finger 
pointing "It's not our network" 

Alternate PVC Solution 

A second choice for network redundancy from a carrier is to provide 
an alternate or secondary PVC. Some carriers refer to this method 
as Growable PVCs or Backup PVCs. This method ensures redundancy in 
your Frame Relay network by defining multiple, diverse logical 
circuits to each site. 

As shown Figure 4, the customer's primary and backup traffic travel 
along the same local loop at both the host and remote sites. The 
redundancy is within the Frame Relay network itself. When the 
primary PVC is lost, a second PVC is defined through an alternate 
route through the network. 

Primary PJC 
Back-up 

-· •••••• 

Figure 4: Alternate PVC Example 

There are a number of options to consider when using the alternate 
PVC method: 

• The size of the backup PVC may be less than or equal to 
the size of the primary PVC, depending on application 
bandwidth demands and circuit costs. 

• The backup PVC may be used for load sharing even when the 
primary PVC is healthy; or, it may be inactive until the 
primary PVC fails. 
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• If the alternate PVC is inactive until required, the cut
over may not occur automatically. It may require user 
intervention (e.g. customer must call carrier). 

This method can be implemented using a single carrier or multiple 
carriers. If multiple carriers are used, the opportunity for multi
service discounts is lost, and multiple local loops may be required 
(requiring more equipment) . 

If a single carrier is used, the subscriber becomes vulnerable to a 
carrier network failure. In developing their disaster recovery 
solution AAA Travel implemented this type of structure throughout 
their network. When AT&T's network failed last year, AAA's single 
carrier backup solution left their several hundred travel agencies 
incapacitated for nearly an entire day. 

No additional equipment 

No monthly costs for switched 
services (ISDN) 
Takes advantage of inherent 
redundancy of Frame Relay network 

Potential points of failure: 
network, switch, port, local 
loo 
Additional monthly PVC charge 

Customer must ensure a separate 
path is used for redundant PVC, 
possibly requiring additional 
CPE e uipment 
Requires additional router 
confi uration 
May require user intervehtion 
to activate PVC or to allocate 
enough CIR (Committed 
Information Rate) to be 
effective 

3. 1. 3. Alternate Site Solution 

Another carrier provided backup scheme is to provide secondary PVCs 
to a backup sit~. This method ensures redundancy in your Frame 
Relay network by redirecting traffic to a backup location if the 
primary location goes down as seen in Figure 5. This method is 
using a secondary PVC just like the previous example, but the 
second PVC is mapped to a completely different local loop at a 
different location. 
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Figure 5: Alternate Site Example 

There are a number of options to consider when using this approach: 

• 

• 

• 

Redundant equipment is obviously required at the backup 
site. 
Depending on the application, redundant equipment may have 
to be updated frequently so that it contains the same 
information as the primary site. 
This will probably require dedicated circuits between the 
main site and backup site for things like disk 
mirroring/replication. , 

This method can be implemented using a single carrier or multiple 
carriers. If multiple carriers are used, multi-service discounts 
are unavailable. If a single carrier is used, the network becomes 
vulnerable to a carrier network failure. A multiple carrier 
approach would probably require multiple local loops at each site. 

Eliminates monthly switched line 
costs 
Takes advantage of inherent 
redundancy of Frame Relav network 

Network subject to a single 
noint of failure 
Additional monthly PVC charge 

Customer must ensure a separate 
path is used for redundant PVC 
Equipment cost 

3. 1. 4. Carrier Dial Backup Into the Cloud 

A final carrier approach for end-to-end network redundancy is to 
provide dial-up access into the Frame Relay network. This method is 
only available if the carrier offers switched access into the Frame 
Relay network in addition to dedicated access. 
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If the subscriber has a dedicated connection to the Frame Relay 
network (either DDS, FTl, or Tl), and if the local loop, the Frame 
Relay switch, or the switch port fails, the equipment at the 
customer's premises initiates a dial-up call into the carrier's 
Frame Relay switch. Figure 6 shows ISDN as the dial backup service, 
but Switched 56 or PSTN (analog modem) would work as well. 
Typically, the router or the DSU will monitor the local loop while 
in dial backup mode, so that the dial-up call can be terminated 
when the dedicated service is restored . 

r-----.. • ••• .. . .. • ......... . 
• , 1- JSDN 'lA 

. . . . .. ..... 
., 1 

.; I -=e.___--1 
Prrb. aryPVC - . 

Figure 6: Carrier Dial Back Example 

Can provide 100% coverage 

Does not affect remote sites 

Potential points of failure: 
network 
Monthl switched service char e 
Normally requires additional 
router configuration for second 
PVC ma 

3.2. Enterprise-Based Dial Backup Options 

All carrier-based options are viable, but extremely expensive and 
still subject to a single point of failure. As an alternative to 
carrier-based solutions, the enterprise can elect to implement a 
build-your-own solution for disaster recovery. The most commonly 
implemented options are dial around the cloud through the router or 
DSU. 

3. 2. 1. Router-Based 

Router-based dial backup scenarios operate independently of the 
network. Figure 7 shows a simple Frame Relay network with routers 
at each site linked using a single PVC provided by the carrier. If 
the local loop or the Frame Relay network experiences a failure, 
the router must detect the failure on its Frame Relay port, and 
initiate a call from a second port interface. 
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Figure 7: Router-Based Example 

- DSU Route:-

Depending on the routing protocol used, it could take some time for 
the newly established routes to be discovered. The rediscovery time 
is also a function of the protocol used. Legacy protocols, such as 
SNA, are prone to timeouts, so most routers feature a programmed 
delay that prevents lapse into backup during a protocol timeout. 
This would further delay the rediscovery of a new route. If the 
Frame Relay network is no longer in use, Frame Relay encapsulation 
also has no meaning. Therefore, the router's backup interface must 
use a protocol other than Frame Relay, such as point-to-point 
protocol (PPP) . 

This solution requires a very intelligent router/FRAD with multiple 
interfaces, along with an experienced user to program it correctly. 
Most of today's popular routers have this capability; but older 
legacy networks typically do not. 

One advantage of the router-based approach is that the backup 
network is completely separate from the primary network. So, in the 
case of a network outage (like AT&T's), this is a good solution. 
ABN-AMRO Services Co. of Chicago, a global banking services 
company, was able to continue doing business during the AT&T outage 
because of a successful ISDN dial backup plan at each of 50 
offices. Each remote office had a basic rate ISDN line, while 
headquarters had multiple primary rate ISDN lines to accept calls 
from the remote offices. 

When dealing with Frame Relay networks, the issue of Service Level 
metrics arises. Service Level Agreements (SLAs) are a series of 
metrics that define the quality of service for the Frame Relay 
network by measuring parameters such as delay, availability, and 
throughout. These metrics can be monitored by the customer or the 
carrier to guarantee Quality of Service {QoS), troubleshoot the 
network, or provide valuable network trend information. 
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In router-based applications, metrics collection is limited. The 
router typically has no ability to capture interval information and 
other statistics. When the router switches to dial backup 
functionality, the Frame Relay network is marked "unavailablen. 
This leaves the carrier and customer with no information except 
that the network is down. 

Frame Relay network independent 

Normally an inteqrated solution 

3. 2. 2. DSU/CSU-Based 

Complex FRAD/Router 
confiqur!ll:tion 
Secondary interface not 
available on all FRADs 
Limited swit~hed digital 
service availability_only ISDN 
backup 
Minimal performance monitorinq 

Lack of carrier insight into 
customer's network status 

The issues of router complexity, router upgradability, and the fact 
that the router can only collect minimal Frame Relay statistics 
help make the case for a DSU/CSU-based dial backup solution. This 
DSU/CSU can be either a FRAD or a frame-aware DSU/CSU. 

A frame-aware DSU/CSU is able to monitor the performance of the 
Frame Relay network. These devices combine the monitoring 
capability of a network probe and the functionality of a DSU/CSU in 
a single unit. Aware of LMI and of the PVCs (or DLCis) traveling 
through it, the frame aware DSU/CSU adds great value to a dial 
backup solution. 

In the network shown in Figure 8, each site is equipped with a 
Frame Relay-aware DSU/CSU with integral dial backup capability. If 
a failure occurs either in the Frame Relay network or on the local 
loop, the DSU detects the failure and initiates the backup call 
through the public switched network. The network failure is never 

Router 

Primary PVC -
- 12 -

Cisco Systems, Inc. 
Exhibit 1002 

Page 258 of 426



apparent to the router/FRAD. Therefore, the router is unaware that 
a different route is being used during dial backup conditions. 

Figure B: DSU-Based Example 

Since the solution is transparent to the router, the Frame Relay
aware DSU handles the LMI and DLCI number corrections required to 
bypass the original PVC. These devices recognize a failure at 
either the physical layer or the Frame Relay layer. Some Frame 
Relay-aware DSU/CSUs are available with optional dial backup 
interfaces, allowing the DSU to make the decision to initiate the 
backup call upon failure and to hang up the call upon service 
restoral. These features are vendor dependent thus require the 
customer to relay on a single vendor solution. 

Frame Relav network independent 
Router/FRAD independent 
Easilv confiqured 
Supports ISDN, SW56, or analog 
backuo 
Complete SLA monitorinq 
Providers have link to DSU for 
network evaluation 

4 . Summary 

Vendor dependent solution 
Monthly switched service charae 

In summary, no network is 100 percent failure proof, and no carrier 
is immune from disaster. A disaster recovery plan, when well 
thought-out, can be inexpensive insurance to protect from potential 
disaster. As this paper has tried to address, there are many 
choices available for implementation of a Frame Relay disaster 
recovery solution. Whether a carrier-based or enterprise-based 
solution is chosen, it should be carefully determined what is 
expected and required. When making this determination, a user 
should consider every possible failure point in the network, and 
how to recover from it. To completely satisfy a particular need, it 
may be necessary to implement one or more of the disaster recovery 
methods presented in this paper. 

5. ADTRAN Options for Frame Relay 

A customer needs a Disaster Recovery solution which can recover 
from both physical and virtual network failures, keep down time 
needs to be minimized, is independent of the router and the Frame 
Relay network, and is cost effective. This is exactly what Safe-T
Net does. Safe-T-Net is a customer-deployed solution to dial 
around the frame relay network. This feature provides a complete 
host to remote solution for disaster recovery over Frame Relay 
while still providing complete network statistics, SLA 
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verification, and voice/data integration. Safe-T-Net is featured 
in ATLAS 800~~. and the IQ Family. 

ADTRAN's ATLAS integrated access system and IQ performance 
monitoring devices provide a complete host-to-remote solution for 
disaster recovery over Frame Relay, while providing complete 
network statistics and SLA verification. These products provide a 
system for automatic dial backup upon interruption of Frame Relay 
services. 

ADTRAN IQ units monitor both the physical link and the Frame Relay 
signal to determine if an interruption has occurred. Once detected, 
the IQ unit automatically initiates a dial-up call around the Frame 
Relay network (see Figure 9). The host ATLAS device accepts calls 
from the remote IQ unit. Once connected, ATLAS merges backup 
traffic with the primary traffic still being received from 
unaffected remote sites. The router connected to the IQ unit still 
receives all data as Frame Relay traffic over the primary 
connection, allowing a virtually transparent transition. Once the 
failed condition has been cleared, and the Frame Relay interruption 
is over, the IQ ~nit automatically restores traffic to the primary 
link. 

I R ou er f .__A_T_L_A_S=--8-ID_P_L_u_s ___.·--~ ... 
... 

• .. • .. ·. • ... 
•• •• •• 

•• • 
• • 

1-----__ T_s_u_I_Q_ ..... I~ R ouer 

• . .. 
• • .· 

• • • •• • • 

.. • •• 

Figure 9: Example of an ADTRAN-based disaster recovery 
solution for monitored Frame Relay networks. 

For more information about ADTRAN's Frame Relay disaster recovery 
solutions, call 800 615-1176 to speak to an ADTRAN applications 
engineer. 
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Watching Your Back 

Affordable frame relay backups can keep you covered during an outage. 

by Tom Nolle Utflltfes 
rQi prinLth_ is artii:J~ 

Network Magazine l2l e-1nail thi~-~rtL«k 

11/01/99, 3:00 a.m. ET 

In the past year, both MCI WorldCom and AT&T experienced 
major frame relay network outages. The causes were similar: a 
new switch software update was installed under conditions the 
network hardware vendor didn't anticipate. Maybe the software 
should have been more tolerant of operational conditions. Maybe 
the operators should have been more prudent. Either stance 
would have prevented both problems, butnevertheless the 
problems occurred. Now we have to learn from them. 

These network failures were significant because they were 
systemwide. With leased-line private networks, either a line fails 
or a node fails. Users of leased-line private networks apply 
backup on a resource basis to solve the problem. With frame 
relay networks, or with any public data service network, we have 
learned a terrible lesson: while public data networks fix their 
own resource problems-their own line or node failures-you, 
the user, have to fix the total network failures. 

How do you back up an entire frame relay or IP network? Bypass 
it. The key to effective public data network backup is to assume 
that the entire network will fail-and to route traffic around it 
altogether. That means careful selection of equipment and 
backup architecture. 

All public data networks fit into an application protocol's 
network architecture. Frame relay may support an SNA network 
or an IP network, for example. A bypass-backup strategy relies 

http://www.networkmagazine.com/article/NMG200005l7SO179 
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on the fact that most of these protocol-based architectures will 
recognize multiple options for network connection. You can 
create a backup strategy by using this connection multiplicity to 
support both a primary and an alternate network connection. 

The most obvious, but not necessarily easiest, way to create an 
alternate network connection is to employ multiple frame relay 
carriers. Ifcritical sites have enough traffic to justify it, connect 
each site via two carriers and share the load among them. For 
most users, however, the best option will be ISDN, and ISDN 
backup must be tuned to the type of protocol your network uses. 

ISDN TO THE RESCUE 

The easiest type of network for most users to back up is a routed 
IP network. Nearly all routers will support a dial-up ISDN port. 
Give each branch or secondary-site router an ISDN basic rate 
dial-up line with a Terminal Adapter (TA) and equip branch 
routers with an ISDN port connected to the TA. At the main site, 
you can provide either multiple ISDN basic rate connections or 
one or more of the faster ISDN primary rate connections. One or 
two 64Kbit/sec digital channels are provided by basic rate ISDN, 
and 23 channels are provided by primary rate. You may want or 
need to have inverse multiplexing capabilities in the TA or router 
to use more than one 64Kbit/sec digital channel per site for 
backup. 

When your data network fails, the ISDN connections can be 
manually dialed. When the connections are made, the routers will 
"discover" the new paths, and network service will be restored. 
There may be a delay during the discovery process, and the new 
ISDN lines may be slower than the original frame relay or IP 
service, but with luck you will only use the facility for a short 
time. 

This strategy works well for IP, for Novell SPX/IPX, and for 
networks built on LAN bridges. It may or may not work with 
IBM's SNA, because the SNA devices may not recognize an 
alternate ISDN route. If that's the case, you may have to rethink 
the way you build your primary network so that you can use 
ISDN backup. However, most LAN-attached SNA devices can 
be routed via source-route bridging, so this approach should 
work, except for native SNA terminals like 3270s. 

EPISODIC BACKUP 

Technical challenges aren't the only reason users often don't 
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provide backup; it's also expensive. But the recent public frame 
relay failures may point toward a cost-containing solution: 
episodic backup. 

To date, frame relay failures tend to be system-wide events 
associated with major network hardware or software upgrades. 
Therefore, it follows that if you can predict those upgrades and 
prepare a backup strategy, you can address your highest risk at a 
fraction of the cost of a year-round approach. To do this, you 
need the cooperation of your carrier. 

Episodic backup requires your frame relay carrier to provide you 
with 60 to 90 days' notice of major software upgrades or 
hardware changes. The notice should be sufficient for you to 
"turn on" ISDN or other backup services that will protect you 
during the carrier's changeover. If you maintain the backup for 
30 d::i.ys beyond the change, you will probably manage the 
longest period of risk. 

It's important not to overreact to the frame relay network failures 
this year. Users still rate their frame relay networks as the most 
"suitable to mission" of all the public data services-far higher 
than they rate the Internet. Frame relay outages are rare, which is 
why they get so much attention. Many network applications can 
tolerate outages of several days! Yes, it's inconvenient, but it's 
often possible to route paper transactions or defer tasks. 

When choosing your backup strategy, weigh its cost against the 
real harm the failure could produce. That must be done 
objectively, not in the heat of publicity. Overreaction often 
makes good press but bad backup policy. 

Tom Nolle ispresidentofCIMI (www.cimicorp.com), a 
consultingjirmfor strategic technology planning. He also 
lectures internationally on advanced information networking and 
infrastructure issues. He can be reached at 
tno!le@!:_irnil'.orp,c:_om. 
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Muiiti-Horning ,'m.r· connection is to c::rnnect to 111ore than one 
serv1c:<:: provicle:-, s;; n"'lat your net':JOrk is insulaced against a fault in 
one oF the service providers' netv:orks. 

Multi-Attaching your connection is to connect to a single service provider 
more than once, so that your network is protected against a fault in a single 
access network. 

This document discusses the relative merits of both approaches, and 
highlights some of the issues surrounding redundancy and fault-tolerance in 
your Dedicated Access connection. 

• Where are the possible points of failure? 
• Prerequisites for multi-attaching or multi-homing 
• Multi-attaching to CLIX 
• Multi-homing with CLIX and a second independent service 

provider 
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C L..E/\ F, ,-J ~~ e r·c. t ~5 o i: i Cl h l ·/ < e.:;~ Ii enc :-. c._: c··.-\ :~= 1· ~~:i .:;=~ n ;J :·h: j tl-1 ~ r c i .. L h ~~se 
rTH2235Lnes are r.2aliv :-;::q:;ire·~J unl•:::ss you have esoeciallv high uptime 
r· .. ~:>Jui:·::~1·i"iC!, ~-= ·::~r, ·'.:' pc~1 ... Jc1_::1:-.;· ~-~::r:-:ct,2 -::·2r·vic·~~ ~c;· Ci loi:=.ai sc:f"v;c~~ \.rv111ch 

yrni pi·J\11:.ie :c: oci!e:s en t:he 'c11ternet1. If you fit: into t!1is category, 
you may der~1de thct one or these measures 1s worthwhile for you. 
H:.:;vv>=.:'.1 21, !:>.::for~ resortinc~ to these ;-neasures, there are several 
questions '/C·U sh·::>Ll!d a::k yourself to gauge exactiy what you are 
~~ r1 .'tP '~ ~ i r·!.::1 ,,.tr·:J 1-~~;_:..! ;= ,:_Ja i r:..;t. 

Consider the business-critical application you are trying to protect. Perhaps 
you operate a service accessible via the web for which downtime represents 
lost revenue; users of this service may connect from anywhere in the world. 
The following is a list of elements between the client and your server which 
might represent points of failure, leaving your service down. 

• the database which serves your web server or application 
• the web or application server 
• the LAN which connects the web server to your router 

These are all areas in which you have direct control. You may decide to 
introduce mirrored disk arrays, server clusters, redundant ethernet switches 
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and physical diversity into your hardware to reduce the impact of a critical 
fault. Your software processes may include multi-tiered testing phases, with 
automatic roll-back in the event of so~ware failures. 

• the router which connects to your LAN and to CLIX 
• the CLIX access network (e.g. CLEAR Frame, Citylink/WIX) 
• the CLIX access router to which your access network connects 

These areas may be protected by connecting to CLIX multiple times, 
especially using multiple customer-side routers and different access network 
types. For example, you might use two different routers, one of which 
connects to one CLIX access router via CLEAR Frame, the other being 
connected to a different CLIX access router via Citylink/WIX. 

• the CLIX backbone 
• connections between CLIX and external networks 

CLEAR's IP backbone has been built from scratch with reliability in mind, 
with multiple highly-available routers deployed at every network access 
point, connected by a redundant mesh of ATM circuits carried over CLEAR's 
protected SDH/fibre-optic national infrastructure. While access routers 
occasionally experience scheduled downtime for maintenance reasons, the 
integrity of the backbone should never be compromised by planned outages 
or single-point equipment failures. 

CLEAR also maintains multiple connections to national and international 
networks, configured in such a way that if a single connecting circuit is lost, 
connectivity is not jeopardised. 

Nevertheless, if these areas are of concern, they may be protected by 
connecting to multiple providers, since any internal problems within a single 
providers' network should be transparent to the others. The added 
administrative and operational cost of using multiple providers is discussed 
below. 

• external transit networks' backbones 
• connections between different external transit networks 
• the remote clients' service providers, network connections and 

computers 

These are largely beyond your control to protect against. However, if your 
application involves many simultaneous transactions with many clients all 
over the world, it may be that the failure of a single client is not of 
particular concern to you - while the loss of all clients will hurt your 
business. Major transit networks have usually been built with a high degree 
of reliability, and so the chance of a single- or double-point failure in a large 
transit network preventing large numbers of clients from accessing your 
service shou Id be low. 

,~--~- I'"'"~, ·•·; '~ } ~,. ~: i,:; 
""· 

Th,,; :;,.;:ectic·ri oi a:t<:m<:ite routing paths to or fr•:in-·1 a customer 
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Independently-operated networks which need to use BGP4 are each 
assigned a globally-unique "autonomous system" number (ASN) by IAN~, 
or by a regional authority acting on behalf of IANA. The regional authority 
for the Asia-Pacific region (including New Zealand) is APNIC. Customers are 
required to obtain such an ASN directly from the regional authority. 

CLEAR maintains a strict policy of route filtering, based on the routing policy 
stored in the Internet Routing Registry (IRR). This is conformant with 
current best practice in the network operators' community. 

In summary, the following are all prerequisites for multi-attaching or multi
homing with CLIX. 

• A "border" router capable of running BGP4, which will interoperate 
with the Cisco 7500 series border routers used by CLIX 

• A globally unique ASN, obtained from an appropriate regional 
authority 

• All customer-operated route objects should be stored in a routing 
registry which is part of the IRR 

fd1 LJ ~-:.~ -2tta c ~~·~} ng to ·~~; ~-j)( 
LJ·:;i1-1g '.:vvc ~:1.-~r·aPe! ci:~cuits be·~\:··Jeer a custi:-J:···r1e:~·.:; :;e(.,,,_10rk and 
different CUX routers will satisfy most customer:: nigli-.:iv3i!abiiity 
r·eoui:ement:s. Fo:· optimun1 resilience, vou sho1_:i~~ 2;.:~ 1_1r·e that the 
twc CU>< access circuits de· not share any comITon el~;f',12nts (e.g. a 
single c.Jnprctec~ed tail circuit, a single CLEAK F1a 111e fa.XIS shelf, or a 
single mux card), and use separate routers fm each access circuit, 
po\"Je:·ed frDr-;' separate protected pov:er sources ,;= Dossible. 

- ···----(:~ -- '-., .,...,, ~ ,, CLIX border router \._ . .1o.. __ / CLI}~ border rn1.1ter · " 
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{P,'4 6). Ac1t 1· k'·••xj' 'B,G\P4 

1 
Freme/.!1..TM Yin lv·11 f 

L I 
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Customer b•Jrder 
ro1.1ter 

Your border routers will advertise routes for your networks to both CLIX 
border routers using BGP4; these advertisements will be carried through the 
CLIX backbone and will be advertised to all external IP networks, national 
and international, to which CLEAR maintains connectivity. 

The two IP-layer circuits between your routers and CLIX can be arranged in 
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a live/backup configuration, or in a load-sharing mode - either scenario is 
arranged with your routers' BGP configuration, and you should be able to 
change between them at any time without involving CLEAR. 

When multi-attached to CLIX using two routers and protected access 
circuits, your applications and service are insulated from planned or 
unplanned outages in the following elements: 

• your routers 
• access circuits 
• frame-relay or ATM switching elements 
• CLIX access routers 

~Jl uiti-horrdng ~Nith CL!X and a second 
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The arrangements described Clll9\f~ can be 1Ticc1e with different 
access circuits to CLiX and to a border rnuter ope1·ated by a second, 
independent se:rvice provider. 
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This provides additional protection against a major fault in the CLIX 
backbone, or between CLIX and external networks, which may be required 
to meet very high service uptime requirements. 

Although an arrangement such as this can be made very effectively, it is 
important to understand the provisioning and operational overheads which 
can o~en become more than twice as large when dealing with two 
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independent service providers. Load-balancing traffic over circuits to 
different service providers is often challenging, since both providers will 
often have very different connectivity to the global network. You must be 
confident of your in-house skills in global IP routing before deciding to 
multi-home. 

Business I Technology I Shopping I Entertainment I Jobs I Motoring I News I Sport I Education I What's New I Trav1 
Join I Search I Products & Services \ Help I Webmail \ Remote Access I Manage Account I Preferences I Cont< 

Home I Copyright 
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Internetwork Link 

An internetwork link serves to connect two or 
more networks. The networks may be identi
cal, similar, or dissimilar. They may be located 
near each other or far apart. The figure "Con
text of internetwork links" summarizes these 
types of connections. 

Identical networks use the same PC and net
work architectures and the same or compara
ble cabling. For example, a bridge may link 
two token-ring networks or a thin (10Base2) 
Ethernet network to a twisted-pair (lOBaseT) 
network. These types of networks are often cre
ated for convenience. For example, an in
ternetwork may be created to turn a large 
network into two smaller ones, in order to re
duce network traffic. 

Similar networks use the same PC architec
ture (for example, Intel-based) but may use dif
ferent network architectures, such as Ethernet 
and Token Ring. Dissimilar networks use differ
ent hardware and software, such as Ethernet 
and an IBM mainframe. 

Internetwork links differ in the level at 
which they operate. This difference also af
fects the kinds of networks they can link. The 
following links may be used: 

• A bridge provides connections at the data
link layer, and it is often used to connect 
networks that use the same architecture. 
A bridge serves both as a link and as a 

filter: passing messages from one net
work to the other, but discarding mes
sages that are intended only for the local 
network. This filtering helps reduce traf
fic in each network. 

• A router determines a path to a destina
tion for a packet, and then starts the 
packet on its way. The destination may 
be in a network removed from the 
router by one or more intermediate net
works. To determine a path, a router 
communicates with other routers in the 
larger (inter)network. Routers operate at 
the network layer, and most are protocol~ 
dependent; that is, each router generally 
can handle only a single network-layer 
protocol. Special multiprotocol routers, 
such as Novell's Multiprotocol Router, 
are available. Because they need to do 
much more work to get a packet to its 
destination, routers tend to be slower 
than bridges. 

• A brouter combines the features of a 
bridge and a router. It has the forward
ing capabilities of a router, and the pro
tocol independence of a bridge. Brouters 
can process packets at either the data
link or network level. 

• A gateway moves packets between two 
different computer environments, such as 
between a local-area network and a main
frame environment or between Macintosh 
and PC networks. Gateways operate at the 
session layer and above. Because they con
nect dissimilar networks, gateways may 

need to do data translation (for example, 
between ASCII and EBCDIC), compression 
or expansion, encryption or decryption, 
and so on. 
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Hardware 
Connection Elements 

Connect identical, 
similar, or dissimilar networks 
Connect two or more networks 

ntext of internetwork links 

• A switch (in this context) is a multiport 
bridge or gateway. Whereas a gateway 
connects two environments (for ex
ample, two electronic-mail systems), a 
mail switch can connect several such sys-

terns. Similarly, an Ethernet switch can 
direct packets to any of several Ethernet 
subnetworks to which the switch is at
tached. 

!'i I 
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5.4. INTERNETWORKING 

Up until now, we have implicitly assumed that there is a single homogeneous 
network, with each machine using the same protocol in each layer. Unfortunately, 
this assumption is wildly optimistic. Many different networks exist, including 
LANs, MANs, and WANs. Numerous protocols are in widespread use in every 
layer. In the following sections we will take a careful look at the issues that arise 
when two or more networks are together to form an internet. 

Considerable controversy exists about the question of whether today's abun
dance of network types is a temporary condition that will go away as soon as 
everyone realizes how wonderful [fill in your favorite network] is, or whether it is 
an inevitable, but permanent feature of the world that is here to stay. Having dif
ferent networks invariably means having different protocols. 

We believe that a variety of different networks (and thus protocols) will 
always be around, for the following reasons. First of all, the installed base of dif
ferent networks is large and growing. Nearly all UNIX shops run TCP/IP. Many 
large businesses still have mainframes running SNA. DEC is still developing 
DECnet. Personal computer LANs often use Novell NCP/IPX or AppleTalk. 
ATM systems are starting to be widespread. Finally, specialized protocols are 
often used on satellite, cellular, and infrared networks. This trend will continue 
for years due to the large number of existing networks and because not all vendors 
perceive it in their interest for their customers to be able to easily migrate to 
another vendor's system. 

Second, as computers and networks get cheaper, the place where decisions get 
made moves downward. Many companies have a policy to the effect that pur
chases costing over a million dollars have to be approved by top management, 
purchases costing over 100,000 dollars have to be approved by middle manage
ment, but purchases under 100,000 dollars can be made by department heads 
without any higher approval. This can easily lead to the accounting department 
installing an Ethernet, the engineering department installing a token bus, and the 
personnel department installing a token ring. . 

Third, different networks (e.g., ATM and wireless) have radically different 
technology, so it should not be surprising that as new hardware developments 
occur, new software will be created to fit the new hardware. For example, the 
average home now is like the average office ten years ago: it is full of computers 
that do not talk to one another. In the future, it may be commonplace for the tele
phone, the television set, and other appliances all to be networked together, so 
they can be controlled remotely. This new technology will undoubtedly bring 
new protocols. 

As an example of how different networks interact, consider the following 
example. At most universities, the computer science and electrical engineering 
departments have their own LANs, often different. In addition, the university 
computer center often has a mainframe and supercomputer, the former for faculty 

:; 
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SEC. 5.4 INTERNETWORKING 397 

members in the humanities who do not wish to get into the computer maintenance 
business, and the latter for physicists who want to crunch numbers. As a conse
quence of these various networks and facilities, the following scenarios are easy 
to imagine: 

1. LAN-LAN: A computer scientist downloading a file to engineering. 

2. LAN-WAN: A computer scientist sending mail to a distant physicist. 

3. WAN-WAN: Two poets exchanging sonnets. 

4. LAN-WAN-LAN: Engineers at different universities communicating. 

Figure 5-33 illustrates these four types of connections as dotted lines. In each 
case, it is necessary to insert a "black box" at the junction between two networks, 
to handle the necessary conversions as packets move from one network to the 
other. 

SNA WAN 

Bridge 

802.3 \ 802.4 
LAN B LAN 802.3 LAN 

f"\~······· ·······i 
LAN-LAN LAN-WAN 

Fig. 5-33. Network interconnection. 

The naine used for the black box connecting two networks depends on the 
layer that does the work. Some common names are given below (although there_ 
is not much agreement on terminology in this area). 

Layer 1: Repeaters copy individual bits between cable segments. 

Layer 2: Bridges store and forward data link frames between LANs. 

Layer 3: Multiprotocol routers forward packets between dissimilar networks. 

Layer 4: Transport gateways connect byte streams in the transport layer. 

Above 4: Application gateways allow interworking above layer 4. 

For convenience, we will sqmetimes use the term "gateway" to mean any device 
that connects two or more dissimilar networks. 
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Repeaters are low-level devices that just amplify or regenerate weak signals. 
They are needed to provide current to drive long cables. In 802.3, for example, 
the timing properties of the MAC protocol (the value of 't chosen) allow cables up 
to 2.5 km, but the transceiver chips can only provide enough power to drive 500 
meters. The solution is to use repeaters to extend the cable length where that is 
desired. 

Unlike repeaters, which copy the bits as they arrive, bridges are store-and
forward devices. A bridge accepts an entire frame and passes it up to the data link 
layer where the checksum is verified. Then the frame is sent down to the physical 
layer for forwarding on a different network. Bridges can make minor changes to 
the frame before forwarding it, such as adding or deleting some fields from the 
frame header. Since they are data link layer devices, they do not deal with 
headers at layer 3 and above and cannot make changes or decisions that depend 
on them. 

Multiprotocol routers are conceptually similar to bridges, except that they 
are found in the network layer. They just take incoming packets from one line 
and forward them on another, just as all routers do, but the lines may belong to 
different networks and use different protocols (e.g., IP, IPX, and the OSI connec
tionless packet protocol, CLNP). Like all routers, multiprotocol routers operate at 
the level of the network layer. 

Transport gateways make a connection between two networks at the trans
port layer. We will discuss this possibility later when we come to concatenated 
virtual circuits. 

Finally, application gateways connect two parts of an application in the 
application layer. For example, to send mail from an Internet machine using the 
Internet mail format to an ISO MOTIS mailbox, one could send the message to a 
mail gateway. The mail gateway would unpack the message, convert it to MOTIS 
format, and then forward it on the second network using the network and transport 
protocols used there. 

When a gateway is between two WANs run by different organizations, possi
bly in different countries, the joint operation of one workstation-class machine can 
lead to a lot of finger pointing. To eliminate these problems, a slightly different 
approach can be taken. The gateway is effectively ripped apart in the middle and 
the two parts are connected with a wire. Each of the halves is called a half
gateway and each one is owned and operated by one of the network operators. 
The whole problem of gatewaying then reduces to agreeing to a common protocol 
to use on the wire, one that is neutral and does not favor either party. Figure 5-34 
shows both full and half-gateways. Either kind can be used in any layer (e.g., 
half-bridges also exist). 

That all said, the situation is murkier in practice than it is in theory. Many 
devices on the market combine bridge and router functionality. The key property 
of a pure bridge is that it examines data link layer frame headers and does not 
inspect or modify the network layer packets inside the frames. A bridge cannot 
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Network 1 

INTERNETWORKING 

Network 2 
packets here 

Full 
gateway 

Network 2 
packets here 

399 

Ir Network 2 

I Network 2 

.......__.....___ _ _..~ Network 1 
Network 1 packets here 

(a) (b) 

Half-gateway Neutral packets here 

E:arn 1 CB---/--CQ Nemo3 

(c) 

Fig. 5-34. (a) A full gateway between two WANs. (b) A full gateway between a 
LAN and a WAN. (c) Two half-gateways. 

tell and does not care whether the frame it is forwarding from an 802.x LAN to an 
802.y contains an IP, IPX, or CLNP packet in the payload field. 

A router, in contrast, knows very well whether it is an IP router, an IPX 
router, a CLNP router, or all three combined. It examines these headers and 
makes decisions. based on the addresses found there. On the other hand, when a 
pure router hands off a packet to the data link layer, it does not know or care 
whether it will be carried in an Ethernet frame or a token ring frame. That is the 
data link layer's responsibility. 

The confusion in the industry comes from two sources. First, functionally, 
bridges and routers are not all that different. They each accept incoming PDU s 
(Protocol Data Units), examine some header fields, and make decisions about 
where to send the PDUs based on header information and internal tables. 

Second, many commercial products are sold under the wrong label or com
bine the functionality of both bridges and routers. For example, source routing 
bridges are not really bridges at all, since they involve a protocol layer above the 
data link layer to do their job. For an illuminating discussion of bridges versus 
routers, see Chap. 12 of (Perlman, 1992). 

5.4.1. How Networks Differ 

Networks can differ in many ways. In Fig. 5-35 we list some of the differ
ences that can occur in the network layer. It is papering over these differences 
that make internetworking more difficult than operating within a single network. 
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Item Some Possibilities 

Service ottered Connection-oriented versus connectionless 

Protocols IP, IPX, CLNP, AppleTalk, DECnet, etc. 

Addressing Flat (802) versus hierarchical (IP) 

Multicasting Present or absent (also broadcasting) 

Packet size Every network has its own maximum 

Quality of service May be present or absent; many different kinds 

Error handling Reliable, ordered, and unordered delivery 

Flow control Sliding window, rate control, other, or none 

Congestion control Leaky bucket, choke packets, etc. 

Security Privacy rules, encryption; etc. 

Parameters Different timeouts, flow specifications, etc. 

Accounting By connect time, by packet, by byte, or not at all 

Fig. 5-35. Some of the many ways networks can differ. 

When packets sent by a source on one network must transit one or more 
foreign networks before reaching the destination network (which also may be dif
ferent from the source network), many problems can occur at the interfaces 
between networks. To start with, when packets from a connection-oriented net
work must transit a connectionless one, they may be reordered, something the 
sender does not expect and the receiver is not prepared to deal with. Protocol 
conversions will often be needed, which can be difficult if the required functional
ity cannot be expressed. Address conversions will also be needed, which may 
require some kind of directory system. Passing multicast packets through a net
work that does not support multicasting requires generating separate packets for 
each destination. 

The differing maximum packet sizes used by different networks is a major 
headache. How do you pass an 8000-byte packet through a network whose max
imum size is 1500 bytes? Differing qualities of service is an issue when a packet 
that has real-time delivery constraints passes through a network that does offer 
any real-time guarantees. 

Error, flow, and congestion control frequently differ among different net
works. If the source and destination both expect all packets to be delivered in 
sequence without error, yet an intermediate network just discards packets when
ever it smells congestion on the horizon, or packets can wander around aimlessly 
for a while and then suddenly emerge and be delivered, many applications will 
break. Different security mechanisms, parameter settings, and accounting rules, 
and even national privacy laws also can cause problems. 
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5.4.2. Concatenated Virtual Circuits 

Two styles of intemetworking are common: a connection-oriented concatena
tion of virtual circuit subnets, and a datagram internet style. We will now exam
ine these in tum. In the concatenated virtual circuit model, shown in Fig. 5-36, a 
connection to a host in a distant network is s~t up in a way similar to the way con
nections are normally established. The subnet sees that the destination is remote 

. and builds a virtual circuit to the router nearest the destination network. Then it 
constructs a virtual circuit from that router to an external "gateway" (multiproto
col router). This gateway records the existence of the virtual circuit in its tables 
and proceeds to build another virtual circuit to a router irf the next subnet. This 
process continues until the destination host has been reached. 

SNA 

Multiprotocol 
/router 

ATM Router 

Fig. 5-36. Internetworking using concatenated virtual circuits. 

Once data packets begin flowing along the path, each gateway relays incom
ing packets, converting between packet formats and virtual circuit numbers as 
needed. Clearly, all data packets must traverse the same sequence of gateways, 
and thus arrive in order. 

The essential feature of this approach is that a sequence of virtual circuits is 
set up from the source through one or more gateways to the destination. Each 
gateway maintains tables telling which virtual circuits pass through it, where they 
are to be routed, and what the new virtual circuit number is. 

Although Fig. 5-36 shows the connection made with a full gateway, it could 
equally well be done with half-gateways. 

This scheme works best when all the networks have roughly the same proper
ties. For example, if all of them guarantee reliable delivery of network layer 
packets, then barring a crash somewhere along the route, the flow from source to 
destination will also be reliable. Similarly, if none of them guarantee reliable 
deli very, then the concatenation of the virtual circuits is not reliable either. On 
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the other hand, if the source machine is on a network that does guarantee reliable 
delivery, but one of the intermediate networks can lose packets, the concatenation 
has fundamentally changed the nature of the service. 

Concatenated virtual circuits are also common in the transport layer. In par
ticular, it is possible to build a bit pipe using, say, OSI, which terminates in a 
gateway, and have a TCP connection go from the gateway to the next gateway. In 
this manner, an end-to-end virtual circuit can be built spanning different networks 
and protocols. 

5.4.3. Connectionless Internetworking 

, The alternative internetwork model is the datagram model, shown in Fig. 5-
37. In this model, the only service the network layer offers to the transport layer 
is the ability to inject datagrams into the subnet and hope for the best. There is no 
notion of a virtual circuit at all in the network layer, let alone a concatenation of 
them. This model does not require all packets belonging to one connection to 
traverse the same sequence of gateways. In Fig. 5-37 datagrams from host 1 to 
host 2 are shown taking different routes through the internetwork. A routing deci
sion is made separately for each packet, possibly depending on the traffic at the 
moment the packet is sent. This strategy can use multiple routes and thus achieve 
a higher bandwidth than the concatenated virtual circuit model. On the other 
hand, there is no ·guarantee that the packets arrive at the destination in order, 
assuming that they arrive at all. 

Router 

router 

Fig. 5-37. A connectionless internet. 

The model of Fig. 5-37 is not quite as simple as it looks. For one thing, if 
each network has its own network layer protocol, it is not possible for a packet 
from one network to transit another one. One could imagine the multiprotocol 
routers actually trying to translate from one format to another, but unless the two 
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formats are close relatives with the same information fields, such conversions will 
always be incomplete and often doomed to failure. For this reason, conversion is 
rarely attempted. 

A second, and more serious problem, is addressing. Imagine a simple case: a 
host on the Internet is trying to send an IP packet to a host on an adjoining OSI 
host. The OSI datagram protocol, CLNP, was based on IP and is close enough to 
it that a conversion might well work. The trouble is that IP packets all carry the 
32-bit Internet address of the destination host in a header field. OSI hosts do not 
have 32-bit Internet addresses. They use decimal addresses similar to telephone 
numbers. 

To make it possible for the multiprotocol router to co.nvert between formats, 
someone would have to assign a 32-bit Internet address to each OSI host. Taken 
to the limit, this approach would mean assigning an Internet address to every 
machine in the world that an Internet host might want to talk to. It would also 
mean assigning an OSI address to every machine in the world that an OSI host 
might want to talk to. The same problem occurs with every other address space 
(SNA, AppleTalk, etc.). The problems here are insurmountable. In addition, 
someone would have to maintain a database mapping everything to everything. 

Another idea is to design a universal "internet" packet and have all routers 
recognize it. This approach is, in fact, what IP is-a packet designed to be carried 
through many networks. The only problem is that IPX, CLNP, and other "univer
sal" packets exist too, making all of them less than universal. Getting everybody 
to agree to a single format is just not possible. 

Let us now briefly recap the two ways internetworking can be attacked. The 
concatenated virtual circuit model has essentially the same advantages as using 
virtual circuits within a single subnet: buffer~ can be reserved in advance, 
sequencing can be guaranteed, short headers can be used, and the troubles caused 
by delayed duplicate packets can be avoided. 

It also has the same disadvantages: table space required in the routers for each 
open connection, no alternate routing to avoid congested areas, and vulnerability 
to router failures along the path. It also has the disadvantage of being difficult, if 
not impossible, to implement if one of the networks involved is an unreliable 
datagram network. 

The properties of the datagram approach to internetworking are the same as 
those of datagram subnets: more potential for congestion, but also more potential 
for adapting to it, robustness in the face of router failures, and longer headers 
needed. Various adaptive routing algorithms are possible in an internet, just as 
they are within a single datagram network. 

A major advantage of the datagram approach to internetworking is that it can 
be used over subnets that do not use virtual circuits inside. Many LAN s, mobile 
networks (e.g., aircraft and naval fleets), and even some WANs fall into this 
category. When an internet includes one of these, serious problems occur if the 
internetworking strategy is based on virtual circuits. 
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5.4.4. Tunneling 

Handling the general case of making two different networks interwork is 
exceedingly difficult. However, there is a common special case that is manage
able. This case is where the source and destination hosts are on the same type of 
network, but there is a different network in between. As an example, think of an 
international bank with a TCP/IP based Ethernet in Paris, a TCP/IP based Ether
net in London, and a PTT WAN in between, as shown in Fig. 5-38. 

Ethernet in Paris 

1 

~ .................... . 

Acts like a serial line 

Multiprotocol 
router 

Header 
~ 

WAN 

~ ------1 l~p 11 
Ethernet frame 

IP packet inside payload 
field of the WAN packet 

Ethernet in London 

2 

. . . ..................... . 

Ethernet frame 

Fig. 5-38. Tunneling a packet from Paris to London. 

The solution to this problem is a technique called tunneling. To send an IP 
packet to host 2, host 1 constructs the packet containing the IP address of host 2, 
inserts it into an Ethernet frame addressed to the Paris multiprotocol router, and 
puts it on the Ethernet. When the multiprotocol router gets the frame, it removes 
the IP packet, inserts it in the payload field of the WAN network layer packet, and 
addresses the latter to the WAN address of the London multiprotocol router. 
When it gets there, the London router removes the IP packet and sends it to host 2 
inside an Ethernet frame. 

The WAN can be seen as a big tunnel extending from one multiprotocol 
router to the other. The IP packet just travels from one end of the tunnel to the 
other, snug in its nice box. It does not have to worry about dealing with the WAN 
at all. Neither do the hosts on either Ethernet. Only the multiprotocol router has 
to understand IP and WAN packets. In effect, the entire distance from the middle 
of one multiprotocol router to the middle of the other acts like a serial line. 

An analogy may make tunneling clearer. Consider a person driving her car 
from Paris to London. Within France, the car moves under its own power, but 
when it hits the English Channel, it is loaded into a high-speed train and trans
ported to England through the Chunnel (cars are not permitted to drive through the 
Chunnel). Effectively, the car is being carried as freight, as depicted in Fig. 5-39. 
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At the far end, the car is let loose on the English roads and once again continues 
to move under its own power. Tunneling of packets through a foreign network 
works the same way. 

English channel 

\ 

Fig. 5-39. Tunneling a car from France to England. 

5.4.5. Internetwork Routing 

Routing through an internetwork is similar to routing within a single subnet, 
but with some added complications. Consider, for example, the internetwork of 
Fig. 5-40(a) in which five networks are connected by six multiprotocol routers. 
Making a graph model of this situation is complicated by the fact that every mul
tiprotocol router can directly access (i.e., send packets to) every other router con
nected to any network to which it is connected. For example, B in Fig. 5-40(a) 
can directly access A and C via network 2 and also D via network 3. This leads to 
the graph of Fig. 5-40(b). 

A B 

Network 
E F 

(a) (b) 

Fig. 5-40. (a) An internetwork. (b) A graph of the internetwork. 

Once the graph has been constructed, known routing algorithms, such as the 
distance vector and link state algorithms, can be applied to the set of multiproto
col routers. This gives a two-level routing algorithm: within each network an 
interior gateway protocol is used, but between the networks, an exterior gate
way protocol is used ("gateway" is an older term for "router"). In fact, since 
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each network is independent, they may all use different algorithms. Because each 
network in an internetwork is independent of all the others, it is often referred to 
as an Autonomous System (AS). 

A typical internet packet starts out on its LAN addressed to the local multipro
tocol router (in the MAC layer header). After it gets there, the network layer code 
decides which multiprotocol router to forward the packet to, using its own routing 
tables. If that router can be reached using the packet's native network protocol, it 
is forwarded there directly. Otherwise it is tunneled there, encapsulated in the 
protocol required by the intervening network. This process is repeated until the 
packet reaches the destination network. 

One of the differences between internetwork routing and intranetwork routing 
is that internetwork routing often requires crossing international boundaries. 
Various laws suddenly come into play, such as Sweden's strict privacy laws about 
exporting personal data about Swedish citizens from Sweden. Another.example is 
the Canadian law saying that data traffic originating in Canada and ending in 
Canada may not leave the country. This law means that traffic from Windsor, 
Ontario to Vancouver may not be routed via nearby Detroit. 

Another difference between interior and exterior routing is the cost. Within a 
single network, a single charging algorithm normally applies. However, different 
networks may be under different managements, and one route may be less expen
sive than another. Similarly, the quality of service offered by different networks 
may be different, and this may be a reason to choose one route over another. 

In a large internetwork, choosing the best route may be a time-consuming 
operation. Estrin et al. ( 1992) have proposed dealing with this problem by 
precomputing routes for popular (source, destination) pairs and storing them in a 
database to be consulted at route selection time. 

5.4.6. Fragmentation 

Eash network imposes some maximum size on its packets. These limits have 
various causes, among them: 

1. Hardware (e.g., the width of a TDM transmission slot). 

2. Operating system (e.g., all buffers are 512 bytes). 

3. Protocols (e.g., the number of bits in the packet length field). 

4. Compliance with some (inter)national standard. 

5. Desire to reduce error induced retransmissions to some level. 

6. Desire to prevent one packet from occupying the channel too long. 

The result .of all these factors is that the network designers are not free to choose 
any maximum packet size they wish. Maximum payloads range from 48 bytes 
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As an access service, frame relay continues to flourish. In the core of many 
public data networks, though, alternatives to pure frame switching are being 
put in place to support the trend toward IP virtual private networks (VPNs). 
Because of these changes, enterprise users may soon find themselve~ buying 
hybrid services that look and feel like frame relay at the customer premises 
site, but offer broader, less expensive connectivity across the carrier 
backbone-albeit with potentially inferior service guarantees. 

Frame relay services grew by a healthy 46 percent from 1998 to 1999, 
according to Distributed Networking Associates, Inc., a network consulting firm 
in Greensboro, NC, that surveys the market each year on behalf of the Frame 
Relay Forum and a consortium of e'quipment makers and service providers. 
Users have long been satisfied with the cost benefits and networking stability 
frame relay provides, particularly for LAN-to-LAN traffic, and the market shows 
no signs of slowing down. 

In addition, new capabilities continue to be specified. An Implementation 
Agreement (IA) currently under development for Multilink Frame Relay, for 
example, will soon help bridge the bandwidth gaps between 56/64 kbps and Tl 
access speeds and between Tl and T3 access speeds. The IA is intended to 
bring a standard for inverse multiplexing implementations to the frame relay 
industry. 

However, in carrier backbones, frame switching is starting to give way to other 
technologies. Many carriers already convert frames to ATM cells for more 
efficient transport over higher-speed ATM networks, though this does not 
change the look and feel of the frame relay service. Now, Layer 3 switching, 
based on the emerging Multiprotocol Label Switching (MPLS) standard, is also 
beginning to crop up in network cores to improve the scalability of both frame 
relay- and ATM-based IP networks. The result, depending on a particular 
carrier's marketing plans, might be an alternative to frame relay or, as is the 
case with a service being turned up by AT&T this month, a hybrid that offers 
frame relay access to an IP VPN backbone. 

MPLS is a leading contender as a base platform for IP VPNs, which carry a 
slightly different set of components than frame relay service. For example, as 
with frame relay, users can specify the access and port rate at which traffic is 
pumped into and out of the WAN cloud. But the idea of a committed 
information rate (CIR) disappears for IP VPNs, because it is very difficult for a 
carrier to guarantee a specific rate across a network cloud when no permanent 
virtual circuits (PVCs) exist in that portion of the network. 

Mock-Mesh Networking 
So why go to all this trouble? Why not simply continue to run IP encapsulated 
in frame relay packets? 

The main reason to consider an IP VPN over "vanilla" frame-relay service is to 
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achieve broader connectivity at a lower cost and with fewer management 
headaches. A growing number of enterprises are seeking to move away from 
star network topologies, and have direct "any-to-any" connectivity among their 
frame relay sites. However, they would like to achieve this connectivity without 
having to purchase a full n-squared mesh of PVCs and manage the associated 
data link connection identifiers (DLCis). One way carriers are looking to deliver 
these capabilities is via connectionless, MPLS-based IP VPN architectures that 
are more scalable than criss-crosses of frame relay PVCs. 

"A single DLCI can be used to represent the entire user group; one DLCI can 
communicate. with multiple sites," explained Bill Flanagan, program director at 
NetReference, Inc., a network architecture consulting firm in Sterling, VA. 

This cuts down on administrative work. "In an MPLS network, 'soft PVCs' are 
created by routing updates, rather than setting DLCis by hand," said Fred 
Sammartino, director of IP marketing at Ascend Communications, which is 
being acquired by Lucent Technologies. Ascend equipment powers the lion's 
share of public frame relay networks, and its IP Navigator switches enable 
MPLS networking based on either ATM or frame relay technology. 

In addition, IP VPNs are a boon to mobile workers, who have found it 
challenging to access the corporate frame relay network. With an IP VPN, they 
simply use their TCP/IP software to access the network, rather than having to 
run spe::ial frame relay software, Sammartino notes. 

Finally, in an MPLS-enabled VPN, the Border Gateway Protocol (BGP) wide-area 
routing algorithm distributes information about VPNs only to members of the 
same VPN. This traffic separation provides base-level, native security. 

The first version of the MPLS standard-which addresses packet forwarding-is 
still being finalized by the IETF. However, prestandard versions are available 
from Ascend, as well as from Cisco Systems, which pioneered the concept of 
MPLS with its Tag Switching technology several years ago. Switching gear from 
Nortel ~~etwo1·1<s will support prestandard MPLS by September, according to the 
company. 

MPLS blends the intelligence of routing-the ability to choose the optimal path 
through the network to a destination-with the speed of switching. In an MPLS 
network, a routing decision is made based on the IP destination address. MPLS 
maps IP addressing and routing information directly into ATM or frame-relay 
switching tables. Traffic is then switched across the backbone with no more IP 
address lookups or processing required in the backbone at Layer 3 (Figure 1). 

FIGURE 1 Th& Besics of an MPl..S Netwark 
In traditional frame 
relay using end-to-end 
PVCs, on the other 
hand, traffic tends to 
be switched between 
two customer sites 
across a fixed Layer 2 
path across the 
network backbone and 
access links. This 
approach works well, 
but, from a 
performance point of 
view, does not take 
into account 
congestion or failed 
interim switches to 
optimize the delivery 
path. 
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Though the use of MPLS is far from widespread, many carriers' provisioning 
plans call for MPLS to blend IP with ATM (rather than frame) in the backbone, 
so as to piggyback on ATM's strong class-of-service (COS) capabilities. It is 
possible to use MPLS with frame relay switches as well, a strategy likely to be 
more common in local-exchange provider networks, which tend to use pure 
frame switching in their backbones more often than long-haul networks do. 

AT&T's IPFR: Frame Relay or IP VPN? 
Sometimes it seems that frame relay and IP VPN services are becoming 
indistinguishable, depending on the marketing approach taken by the 
provisioning carrier. Regardless of the backbone technology used to provision 
IP VPNs, customers can still use frame relay to access the cloud. 

Consider, for example, 1\TfH's IP-Enabled Frame Relay (IPFR) service, 
announced in January and scheduled for general availability this month. The 
service represents frame-relay access to an IP VPN service based on a 
prestandard version of MPLS running in Cisco's MGX 8800 ATM switches. 

"I believe AT&T is using frame relay access because their target customers 
already have frame relay and thus can simply allocate a PVC on an existing 
interface to the VPN access mission," said Tom Nolle, president of CIM[ Corp., 
a network consulting firm in Voorhees, NJ. "However, any other interface, such 
as ATM or a leased line, would also work." Others point out, though, that at 
Tl-and-below speeds, ATM's overhead often makes it an uneconomical access 
alternative. 

"IPFR enables existing frame relay customers to set up IPFR PVCs across the 
same access link as traditional frame relay PVCs," said Keith Falter, AT&T 
frame relay marketing manager. The port and access link components of IPFR 
remain the same as with traditional frame relay service. 

"The benefit of the IPFR service is that it reduces complexity for users seeking 
a high degree of connectivity inside the network cloud, breaking down the 
performance barriers of hub-and-spoke configurations," said Falter. 

By enabling sites to cost-effectively communicate directly instead of going 
through a hub site first, users can realize some performance improvements, 
although exactly how much will depend on the application, number of sites and 
IP parameters. A 25-site IPFR network is likely to see a 25-30 percent 
performance improvement by eliminating the latency introduced by a stop-off 
at the hub site, said Tim Halpin, AT&T product manager, frame relay and ATM 
services. 

AT&T claims that the 
IPFR service also can 
sharply reduce the 
number of PVCs 
required by a 
customer to achieve 
full mesh connectivity. 
This is because only 
on~ PVC is required to 
run from the customer 

FIGURE 2 Si:'.al.abiUty B-11nofits of AT&T's IPFR VPN 
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communicate with any other site within the user group (Figure 2). By contrast, 
in a traditional frame relay network, users would have to purchase PVCs 
among all sites to achieve the same level of meshed connectivity-or, where 
available, they'd have to purchase switched virtual circuit (SVC) services. 

In a 25-site IPFR network, 25 PVCs are required-one from each site to the 
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WAN cloud, according to Halpin. With IPFR, two priority classes are available, 
so having both a high- and low-priority PVC at each location brings the PVC 
count to 50. The same configuration using meshed, direct, frame-relay 
connections would require 300 PVCs for a single-priority network and 600 PVCs 
for a two-priority network. 

QOS Considerations 
From a QOS perspective, however, IPFR has a drawback: There is no PVC or 
CIR across the backbone. Instead, the service uses a concept called committed 
delivery rate (CDR), meaning that each site receives a minimum, committed 
amount of traffic as an aggregate from all sites connected to it. There is no 
commitment of bandwidth between any particular two sites and there are 
currently no SLAs available for this service, Halpin acknowledged. 

"Since PVCs with CIRs don't exist [in IPFR], CIRs aren't available for traffic 
engineering," said Halpin. "Therefore, a new traffic engineering variable called 
CDR defines the minimum amount of IP traff[c that can be guaranteed for 
delivery across the network." 

To determine the proper CDR at a given site (which is equal to or less than the 
speed of the access link), users must analyze their IP traffic flows and 
configure their links accordingly, Halpin explained. Customers choose the size 
of the CDR (as they once chose CIR) based on the volume of incoming traffic; 
they sigri up with the carrier for that amount and tune their equipment to 
support it. 

For now, the lack of an SLA could prove to be a deterrent to such services. 
"When you throw in IP, SLAs get much more complex," said Liza Henderson, 
director of consulting at TeleC110ice, Inc., a telecommunications consultancy 
headquartered in Boston. "There is not enough technology in place today to 
guarantee complete SLAs with IP VPNs." 

Eventually, MPLS will bring higher levels of QOS to frame relay networks by 
specifying priority information in the MPL.S label that is attached to each 
packet. The priority information will be derived from IP Precedence information 
that is contained in the IP packet header. However, QOS capabilities are not 
being addressed in version 1 of the MPLS standard. 

Pre-standard MPLS QOS capabilities will be available soon, however. Cisco's 
IOS switch/ router software will support MPLS QOS this summer, according to 
the company, and Ascend and Nortel Networks said they expect their switching 
equipment to support MPLS QOS capabilities by the end of the year. "MPLS, 
because it brings circuit-mode properties to an IP network, [will be] as QOS
capable as a virtual circuit," said analyst Tom Nolle. 

ffRF.14: A Boon to Frame Relay in the Carrier Backbone? 
Other developments in frame relay may affect IP VPNs indirectly, as well as 
changing the landscape for native frame-relay services. For example, while 
most MPLS work is happening in conjunction with ATM backbones, the recent 
ratification of FRF.14, the Forum's Physical Layer IA, could rejuvenate frame 
switching as an MPLS adjunct. 

FRF .14 specifies a common way to support various physical interface types in 
frame relay switches, and it includes a specification for SONET/SDH. This will 
enable frame relay to scale to higher speeds-OC-3 (155 Mbps) and OC-12 
(622 Mbps)-than today's limit of T3 (45 Mbps). This could pose some fresh 
competition to frame-to-ATM interworking services, as well as render frame 
switches a more viable platform for MPLS software. 

Three key infrastructure providers-Ascend, Cisco and Nortel Networks-have 
indicated plans to provide the capabilities in their switches to enable such high-
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speed frame relay services, which would extend the scalability of carriers' 
frame relay networks. 

MPLS versus SVCs 
As mentioned, Layer 3 switching enabled by pre-standard MPLS 
implementations in carrier switches enables dynamic connectivity among all 
sites within a user group running connectionless IP traffic. No special pre
provisioning is necessary. This renders it an attractive alternative to frame 
relay switched virtual circuits (SVCs), which, while scarce in the marketplace, 
are available today. 

SVCs have the advantage of switching any Layer 3 protocol. Technically, MPLS 
could do the same, however to date, it is only being developed for blending IP 
with Layer 2 switched networks. In addition, SVCs retain CIRs, so customers 
know exactly how much minimum bandwidth, end to end, will be available for 
their traffic. 

SVC services are available from MCI Wor·ldCom and Qwest Communications 
rnt:ernat1onal. As voice and other interactive applications join the network, 
either SVCs or MPLS will be needed to deliver the dynamic and widespread 
connectivity required for collaborative sessions. 

Whether it makes sense for a user to purchase these services depends on the 
carrier's pricing model and associated fees, considered along with the 
enterprise's connectivity needs. For example, Qwest's SVC service is based 
solely on usage; a customer who does not transmit any SVC traffic in a given 
month pays nothing. In contrast, MCI WorldCom's SVC services, as of press 
time, were still flat-rated. Enterprise customers must do the calculations, 
based on their traffic patterns, to determine if these services match their any
to-any needs. 

Frame relay s·vcs are not available from AT&T because "SVCs entail setup time 
and tend to be usage-based [in pricing], which is not attractive to some 
budget-conscious users," Halpin said. The carrier, however, has long offered 
SVCs for ATM services. 

Frame Relay SLAs Get Stronger 
While the industry awaits stronger QOS capabilities for IP VPNs, the carriers 
have begun bringing more comprehensive QOS offerings to their frame relay 
services. Frame relay has long been a successful Layer 2 VPN that maintained 
the privacy of communications among sites within a user group. It also has 
always been capable of delivering a degree of QOS via the user-specified CIR. 

Not until recently, however, have the latency and packet-loss components of 
the QOS package been available to frame-relay customers. Part of the reason 
for the holdup is that, unlike ATM classes of service and MPLS, "there is no 
standard QOS for frame relay," noted Henderson of TeleChoice. "The various 
priority-queuing techniques in use are vendor-specific implementations." 

Delay and throughput metrics become important as low-latency applications 
such as voice and video join the traffic mix, because network congestion could 
degrade the quality of a session if traffic is not delivered within a set of strict 
parameters. Advances in switching equipment that make it possible to 
prioritize frame relay PVCs and to map frame relay PVCs to ATM COS PVCs, 
enable most carriers to now offer SLAs (Table 1). In addition, Sprint and Qwest 
each offer three classes of frame-relay service with different SLAs, based on 
application. The highest class is recommended for voice over frame relay, the 
middle for LAN and SNA traffic, and the lowest for Internet access or other 
lower-priority applications. 
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TABLE 1 Standard Frame Relay Guarantees 

Availability Maximum Delay 

AT&T 99.99% 

MCI 99.99% (core only) 
Worldcom 99.9% (with access 

link included) 

Sprint 100% if Sprint 
provides access link; 
99.9% if alternative 
access is used 

Sources: AT&T, MCI Worldcom, Sprint 

Conclusion 

60 msec (one way) 

60 msec (one way) 

55-130 msec one 
way, end to end, 
depending on CIR 
and service class 

Data Delivery 
Ratio 

99.99% at or 
below CIR 

99.99% at or 
below CIR 

99% (with no 
CIR); 99.9% 
(with CIR 
specified) 

Frame relay continues to hold its own in popularity, and is continually getting 
important new enhancements, such as higher-speed physical interface 
standards and the emerging multilink capabilities. As customers expand their 
connectivity and grow their use of the IP protocol, however, IP VPNs based on 
MPLS in the backbone will emerge as an alternative to frame-relay SVCs. IP 
VPNs will enable this scalability at affordable costs to customers and carriers 
with a minimum of operational overhead. 

As time marches on, frame relay will not only serve as an access technology to 
frame- and ATM-switched networks, but, depending on carrier implementation, 
also to MPLS-switched networks based on ATM or frame-relay technology and 
optimized for IP traffic. Ultimately, users must factor in the degree of 
connectivity they require, pricing models, SLA availability and the Layer 3 
protocols they run to determine which service-or blend of services-makes 
sense in their specific environments. 
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1.0 Introduction 

This document describes a framework for Virtual Private Networks 
(VPNs) running across IP backbones. It discusses the various 
different types of VPNs, their respective requirements, and proposes 
specific mechanisms that could be used to implement each•type of VPN 
using existing or proposed specifications. The objective· of this 
document is to serve as a framework for related protocol development 
in order to develop the full set of specifications required for 
widespread deployment of interoperable VPN solutions. 

There is currently significant interest in the deployment of virtual 
private networks across IP backbone facilities. The widespread 
deployment of VPNs has been hampered, however, by the lack of 
interoperable implementations, which, in turn, derives from the lack 
of general agreement on the definition and scope of VPNs and 
confusion over the wide variety of solutions that are all described 
by the term VPN. In the context of this document, a VPN is simply 
defined as the 'emulation of a private Wide Area Network (WAN) 
facility using IP facilities' (including the public Internet, or 
private IP backbones) . As such, there are as many types of VPNs as 
there are types of WANs, hence the confusion over what exactly 
constitutes a VPN. · 

In this document a VPN is modeled as a connectivity object. Hosts 
may be attached to a VPN, and VPNs may be interconnected together, in 
the same manner as hosts today attach to physical networks, and 
physical networks are interconnected together (e.g., via bridges or 
routers). Many aspects of networking, such as addres-s1ng, forwarding 
mechanism, learning and advertising reachability, quality of service 
(QoS), security, a~d firewalling, have common solutions across both 
physical and virtual networks, and many issues that arise in the 
discussion of VPNs have direct analogues with those issues as 
implemented in physical networks. The introduction of VPNs does not 
create the need to reinvent networking, or to introduce entirely new 
paradigms that have no direct analogue with existing physical 
networks. Instead it is often useful to first examine how a 
particular issue is handled in a physical network environment, and 
then apply the same principle to an environment which contains 
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virtual as well as physical networks, and to develop appropriate 
extensions and enhancements when necessary. Clearly having 
mechanisms that are common acro,ss both physical and virtual networks 
facilitates the introduction of VPNs into existing networks, and also 
reduces the effort needed for both standards and product development, 
since existing solutions can be leveraged. 

This framework document proposes a taxonomy of a specific set of VPN 
types, showing the specific applications of each, their specific 
requirements, and the specific .types O·f mechanisms that may be most 
appropriate for their implementation. The intent of this document is 
to serve as a framework to guide a coherent discussion of the 
specific modifications that may be needed to existing IP mechanisms 
in order to develop a full range of interoperable VPN solutions. 

The document first discusses the likely expectations cust'orriers have 
of any type of VPN, and the implications of these for the ways in 
which VPNs can be implemented. It also discusses the distinctions 
between Customer Premises Equipment (CPE) based solutions, and 
network based $Olutions. Thereafter it presents a taxonomy of the 
various VPN types and their respective requirements. It also 
outlines suggested approaches to their implementation, hence also 
pointing to areas for future standardization. 

Note also that this document only discusses implementations of VPNs 
across IP backbones, be they private IP networks, or the public 
Internet. The models and mechanisms described here are intended to 
apply to both IPV4 and IPV6 backbones. This document specifically 
does not discuss means of constructing VPNs using native mappings 
onto switched backbones - e.g., VPNs constructed using the LAN 
Emulation over ATM (LANE) [l] or Multiprotocol over ATM (MPOA) (2] 
protocols operating over ATM backbones. Where IP backbones are 
constructed using such protocols, by interconnecting routers over the 
switched backbone, the VPNs discussed operate on top of this IP 
network, and hence do not directly utilize the native mechanisms of 
the underlying backbone. Native VPNs are restricted to the scope of 
the underlying backbone, whereas IP based VPNs can extend to the 
extent of IP reachability. Native VPN protocols are c'learly outside 
the scope of the IETF, and may be tackled by such bodies as the ATM 
Porum. 

2.0 VPN Application and Implementation Requirements 

2.1 General VPN Requirements 

There is growing interest in the use of IP VPNs as a more cost 
effective means of building and deploying private communication 
networks for multi-site communication than with existing approaches. 
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Existing private networks can be generally categorized into two types 
- dedicated WANs that permanently connect together multiple sites, 
and dial networks, that allow on-demand connections through the 
Public Switched Telephone Network (PSTN) to one or more sites in the 
private network. 

WANs are typically implemented using leased lines or dedicated 
circuits - for instance, Frame Relay or ATM connections - between the 
multiple sites. CPE routers or switches at the various sites connect 
these dedicated facilities together and allow for connectivity across 
the network. Given the cost and complexity of such dedicated 
facilities and the complexity of CPE device configuration, such 
networks are generally not fully meshed, but instead have some form 
of hierarchical topology. For example remote offices could be 
connected directly to the nearest regional office, with Ehe regional 
offices connected together in some form of full or partial mesh: 

Private dial networks are used to allow remote users to connect into 
an enterprise network using PSTN or Integrated Services Digital 
Network (ISON) links. Typically, this is done through the deployment 
of Network Access Servers (NASs) at one or more central sites. Users 
dial into such NASs, which interact with Authentication, 
Authorization, and Accounting (AAA) servers to verify the identity of 
the user, and the set of services that the user is authorized to 
receive. 

In recent times, as more businesses have found the need for high 
speed Internet connections to their private corporate networks, there 
has been significant interest in the deployment of CPE based VPNs 
running across the Internet. This has been driven typically by the 
ubiquity and distance insensitive pricing of current ~nternet 
services, that can result in significantly lower costs than typical 
dedicated or leased line services. 

The notion of using the Internet for private communications is not 
new, and many techniques, such as controlled route leaking, have been 
used for this purpose [3]. Only in recent times, however, have the 
appropriate IP mechanisms needed to meet customer re~~lrements for 
VPNs all come together. These requirements include the following: 

2.1.l Opaque Packet Transport: 

The traffic carried within a VPN may have no relation to the traffic 
on the IP backbone, either because the traffic is multiprotocol, or 
because the customer's IP network may use IP addressing unrelated to 
that of the IP backbone on which the traffic is transported. In 
particular, the customer's IP network may use non-unique, private IP 
addressing [4] . 
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2.1.2 Data Security 

In general customers using VPNs require some form of data security. 
There are different trust models applicable to the use of VPNs. One 
such model is where the customer does not trust the service provider 
to provide any form of security, and instead implements a VPN using 
CPE devices that implement firewall functionality and that are 
connected together using secure tunnels. In this case the service 
provider is used solely for IP packet transport. 

An alternative model is where the customer trusts the service 
provider to provide a secure managed VPN service. This is similar to 
the trust involved when a customer utilizes a public switched Frame 
Relay or ATM service, in that the customer trusts that packets will 
not be misdirected, injected into the network in an unauthorized 
manner, snooped on, modified in transit, or subjected to traffic 
analysis by unauthorized parties. 

With this model providing firewall functionality and secure packet 
transport servi~es is the responsibility of the service provider. 
Different levels of security may be needed within the provider 
backbone, depending on the deployment scenario used. If the VPN 
traffic is contained within a single provider's IP backbone then 
strong security mechanisms, such as those provided by the IP Security 
protocol suite (IPSec) [5], may not be necessary for tunnels between 
backbone nodes. If the VPN traffic traverses networks or equipment 
owned by multiple administrations then strong security mechanisms may 
be appropriate. Also a strong level of security may be applied by a 
provider to customer traffic to address a customer perception that IP 
networks, and particularly the Internet, are insecure. Whether or 
not this perception is correct it is one that must be addressed by 
the VPN implementation. 

2.1.3 Quality of Service Guarantees 

In addition to ensuring communication privacy, existing private 
networking techniques, building upon physical or link layer 
mechanisms, also offer various types of quality of s.ervice 
guarantees. In particular, leased and dial up lines offer both 
bandwidth and latency guarantees, while dedicated connection 
technologies like ATM and Frame Relay have extensive mechanisms for 
similar guarantees. As IP based VPNs become more widely deployed, 
there will be market demand for similar guarantees, in order to 
ensure end to end application transparency. While the ability of IP 
based VPNs to offer such guarantees will depend greatly upon the 
commensurate capabilities of the underlying IP backbones, a VPN 
framework must also address the means by which VPN systems can 
utilize such capabilities, as they evolve. 
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2.1.4 Tunneling Mechanism 

Together, the first two of the requirements listed above imply that 
VPNs must be implemented through some form of IP tunneling mechanism, 
where the packet formats and/or the addressing used within the VPN 
can be unrelated to that used to route the tunneled packets across 
the IP backbone. Such tunnels, depending upon their form, can 
provide some level of intrinsic data security, or this can also be 
enhanced using other mechanisms (e.g., IPSec). 

Furthermore, as discussed later; such tunneling mechanisms can also 
be mapped into evolving IP traffic management mechanisms. There are 
already defined a large number of IP tunneling mechanisms. Some of 
these are well suited to VPN applications, as discussed in section 
3.0. 

2.2 CPE and Network Based VPNs 

Most current VPN implementations are based on CPE equipment. VPN 
capabilities are being integrated into a wide variety of CPE devices, 
ranging from firewalls to WAN edge routers and specialized VPN 
termination devices. Such equipment may be bought and deployed by 
customers, or may be deployed (and often remotely managed) by service 
providers in an outsourcing service. 

There is also significant interest in 'network based VPNs', where the 
operation of the VPN is outsourced to an Internet Service Provider 
(ISP), and is implell)ented on network as opposed to CPE equipment. 
There is significant interest in such solutions both by customers 
seeking to reduce support costs and by ISPs seeking new revenue 
sources. Supporting VPNs in the network allows the use of particular 
mechanisms which may lead to highly efficient and cost effective VPN 
solutions, with common equipment and operations support amortized 
across large numbers of customers. 

Most of the mechanisms discussed below can apply to either CPE based 
or network based VPNs. However particular mechanisms are likely to 
prove applicable only to the latter, since they leve·rage tools (e.g., 
piggybacking on routing protocols) which are accessible only to ISPs 
and which are unlikely to be made available to any customer, or even 
hosted on ISP owned and operated CPE, due to the problems of 
coordinating joint management of the CPE gear by both the ISP and the 
customer. This document will indicate which techniques are likely to 
apply only to network based VPNs. 
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2.3 VPNs and Extranets 

The term 'extranet' is commonly used to refer to a scenario whereby 
two or more companies have networked access to a limited amount of 
each other's corporate data. For example a manufacturing company 
might use an extranet for its suppliers to allow it to query 
databases for the pricing and availability of components, and then to 
order and track the status of outstanding orders. Another example is 
joint software development, for instance, company A allows one 
development group within company B to access its operating system 
source code, and company B allows one development group in company A 
to access its security software. Note that the access policies can 
get arbitrarily complex. For example company B may internally 
restrict access to its security software to groups in certain 
geographic locations to comply with export control laws, for example. 

A key feature of an extranet is thus the control of who can access 
what data, and this is essentially a policy decision. Policy 
decisions are typically enforced today at the interconnection points 
between different domains, for example between a private network and 
the Internet, or between a software test lab and the rest of the 
company network. The enforcement may be done via a firewall, router 
with access list functionality, application gateway, or any similar 
device capable of applying policy to transit traffic. Policy 
controls may be implemented within a corporate network, in addition 
to between corporate networks. Also the interconnections between 
networks could be a set of bilateral links, or could be a separate 
network, perhaps maintained by an industry consortium. This separate 
network could itself be a VPN or a physical network. 

Introducing VPNs into a network does not require any change to this 
model. Policy can be enforced between two VPNs, or-between a VPN and 
the Internet, in exactly the same manner as is done today without 
VPNs. For example two VPNs could be interconnected, which each 
administration locally imposing its own policy controls, via a 
firewall, on all traffic that enters its VPN from the outside, 
whether from another VPN or from the Internet. 

This model of a VPN provides for a separation of policy from the 
underlying mode of packet transport used. For example, a router may 
direct voice traffic to ATM Virtual Channel Connections (VCCs) for 
guaranteed QoS, non-local internal company traffic to secure tunnels, 
and other traffic to a link to the Internet. In the past the secure 
tunnels may have been frame relay circuits, now they may also be 
secure IP tunnels or MPLS Label Switched Paths (LSPs) 
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Other models of a VPN are also possible. For example there is a 
model whereby a set of application flows is mapped into a VPN. As 
the policy rules imposed by a network administrator can get quite 
complex, the number of distinct sets of application flows that are 
used in the policy rulebase, and hence the number of VPNs, can thus 
grow quite large, and there can be multiple overlapping VPNs. 
However there is little to be gained by introducing such new 
complexity into a network. Instead a VPN should be viewed as a 
direct analogue to a physical network, as this allows the leveraging 
of existing protocols and procedures, and the current expertise and 
skill sets of network administrators and customers. 

3.0 VPN Tunneling 

As noted above in section 2 .1, VPNs must be implemented u·sing some 
form of tunneling mechanism. This section looks at the generic· 
requirements for such VPN tunneling mechanisms. A number of 
characteristics and aspects common to any link layer protocol are 
taken and compared with the features offered by existing tunneling 
protocols. This provides a basis for comparing different protocols 
and fs also useful to highlight areas where existing tunneling 
protocols could benefit from extensions to better support their 
operation in a VPN environment. 

An IP tunnel connecting two VPN endpoints is a basic building block 
from which a variety of different VPN services can be constructed. 
An IP tunnel operates as an overlay across the IP backbone, and the 
traffic sent through the tunnel is opaque to the underlying IP 
backbone. In effect the IP backbone is being used as a link layer 
technology; and the tunnel forms a point-to-point link. 

A VPN device may terminate multiple IP tunnels and forward packets 
between these tunnels and other network interfaces in different ways. 
In the discussion of different types of VPNs, in later sections of 
this document, the primary distinguishing characteristic of these 
different types is the manner in which packets are forwarded between 
interfaces (e.g., bridged or routed). There is a direct analogy with 
how existing networking devices are characterized today. A two-port 
repeater just forwards packets between its ports, and does not 
examine the contents of the packet. A bridge forwards packets using 
Media Access Control (MAC) layer information contained in the packet, 
while a router forwards packets using layer 3 addressing information 
contained in the packet. Each of these three scenarios has a direct 
VPN analogue, as discussed later. Note that an IP tunnel is viewed 
as just another sort of link, which can be concatenated with another 
link, bound to a bridge forwarding table, or bound to an IP 
forwarding table, depending on the type of VPN. 
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The following sections look at the requirements for a generic IP 
tunneling protocol that can be used as a basic building block to 
construct different types of VPNs. 

3.1 Tunneling Protocol Requirements for VPNs 

There are numerous IP tunneling mechanisms, including IP/IP [6], 
Generic Routing Encapsulation (GRE) tunnels [7], Layer 2 Tunneling 
Protocol (L2TP) [8], IPSec [5], and Multiprotocol Label Switching 
(MPLS) [9] . Note that while some of these protocols are not often 
thought of as tunneling protocols, they do each allow for opaque 
transport of frames as packet payload across an IP network, with 
forwarding disjoint from the address fields of the encapsulated 
packets. 

Note, however, that there is one significant distinction between each 
of the IP tunneling protocols mentioned above, and MPLS. MPI,S can be 
viewed as a specific link layer for IP, insofar as MPLS specific 
mechanisms apply only within the scope of an MPLS network, whereas IP 
based mechanisms extend to the extent of IP reachability. As such, 
VPN mechanisms built directly upon MPLS tunneling mechanisms cannot, 
by definition, extend outside the scope of MPLS networks, any more so 
than, for instance, ATM based mechanisms such as LANE can extend 
outside of ATM networks. Note however, that an MPLS network can span 
many different link layer technologies, and so, like an IP network, 
its scope is not limited by the specific link layers used. A number 
of proposals for defining a set of mechanisms to allow for 
interoperable VPNs specifically over MPLS networks have also been 
produced ( [10] (11] [12] [13], [14] and [15]). 

I 

There are a number of desirable requirements for a VPN tunneling 
mechanism, however, that are not all met by the existing tunneling 
mechanisms. These requirements include: 

3.1.l Multiplexing 

There are cases where multiple VPN tunnels may be needed between the 
same two IP endpoints. This may be needed, for instance, in cases 
where the VPNs are network based, and each end point supports 
multiple customers. Traffic for different customers travels over 
separate tunnels between the same two physical devices. A 
multiplexing field is needed to distinguish which packets belong to 
which tunnel. Sharing a tunnel in this manner may also reduce the 
latency and processing burden of tunnel set up. Of the existing IP 
tunneling mechanisms, L2TP (via the tunnel-id and session-id fields), 
MPLS (via the label) and IPSec (via the Security Parameter Index 
(SPI) field) have a multiplexing mechanism. Strictly speaking GRE 
does not have a multiplexing field. However the key field, which was 
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intended to be used for authenticating the source of a packet, has 
sometimes been used as a multiplexing field. IP/IP does not have a 
multiplexing field. 

The IETF (16] and the ATM Forum (17] have standardized on a single 
format for a globally unique identifier used to identify a VPN (a 
VPN-ID). A VPN-ID can be used in the control plane, to bind a tunnel 
to a VPN at tunnel establishment time, or in the data plane, to 
identify the VPN associated with a packet, on a per-packet basis. In 
the data plane a VPN encapsulation header can be used by MPLS, MPOA 
and other tunneling mechanisms to aggregate packets for different 
VPNs over a single tunnel. In this case an explicit indication of 
VPN-ID is included with every packet, and no use is made of any 
tunnel specific multiplexing field. In the control plane a VPN-ID 
field can be included in any tunnel establishment signall•ing protocol 
to allow for the association of a tunnel (e.g., as identified by the 
SPI field) with a VPN. In this case there is no need for a VPN-ID to 
be included with every data packet. This is discussed further in 
section 5.3.l. 

3.1.2 Signalling Protocol 

There is some configuration information that must be known by an end 
point in advance of tunnel establishment, such as the IP address of 
the remote end point, and any relevant tunnel attributes required, 
such as the level of security needed. Once this information is 
available, the actual tunnel establishment can be completed in one of 
two ways - via a management operation, or via a signalling protocoi 
that allows tunnels to be established dynamically. 

I . 

An example of a management operation would be to use an SNMP 
Management Information Base (MIB) to configure various tunneling 
parameters, e.g., MPLS labels, source addresses to use for IP/IP or 
GRE tunnels, L2TP tunnel-ids and session-ids, or security association 
parameters for IPSec. 

Using a signalling protocol can significantly reduce the management 
burden however, and as such, is essential in many deployment 
scenarios. It reduces the amount of configuration needed, and also 
reduces the management co-ordination needed if a VPN spans multiple 
administrative domains. For example, the value of the multiplexing 
field, described above, is local to the node assigning the value, and 
can be kept local if distributed via a signalling protocol, rather 
than being first configured into a management station and then 
distributed to the relevant nodes. A signalling protocol also allows 
nodes that are mobile or are only intermittently connected to 
establish tunnels on demand. 
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When used in a VPN environment a signalling protocol should allow for 
the transport of a VPN-ID to allow the resulting tunnel to be 
associated with a particular VPN. It should also allow tunnel 
attributes to be exchanged or negotiated, for example the use of 
frame sequencing or the use of multiprotocol transport. Note that 
the role of the signalling protocol need only be to negotiate tunnel 
attributes, not to carry information about how the tunnel is used, 
for example whether the frames carried in the tunnel are to be 
forwarded at layer 2 or layer 3. (This is similar to Q.2931 ATM 
signalling - the same signalling protocol is used to set up Classical 
IP logical subnetworks as well as for LANE emulated LANs. 

Of the various IP tunneling protocols, the following ones support a 
signalling protocol that could be adapted for this purpose: L2TP (the 
L2TP control protocol), IPSec (the Internet Key Exchange ''(IKE) 
protocol (18]), and GRE (as used with mobile-ip tunneling (19]), Also 
there are two MPLS signalling protocols that can be used to establish 
LSP tunnels. One uses extensions to the MPLS Label Distribution 
Protocol (LDP) protocol (20], called Constraint-Based Routing LDP 
(CR-LDP) (21] , and the other uses extensions to the Resource 
Reservation Protocol (RSVP) for LSP tunnels (22] . 

3.1.3 Data Secu~ity 

A VPN tunneling protocol must support mechanisms to allow for 
whatever level of security may be desired by customers, including 
authentication and/or encryption of various strengths. None of the 
tunneling mechanisms discussed, other than IPSec, have intrinsic 
security mechanisms, but rely.upon the security characteristics of 
the underlying IP backbone. In particular, MPLS relies upon the 
explicit labeling of label switched paths to ensure that packets 
cannot be misdirected, while the other tunneling mechanisms can all 
be secured through the use of IPSec. For VPNs implemented over non
IP backbones (e.g., MPOA, Frame Relay or ATM virtual circuits), data 
security is implicitly provided by the layer two switch 
infrastructure. 

Overall VPN security is not just a capability of the- tunnels alone, 
but has to be viewed in the broader context of how packets are 
forwarded onto those tunnels. For example with VPRNs implemented 
with virtual routers, the use of separate routing and forwarding 
table instances ensures the isolation of traffic between VPNs. 
Packets on one VPN cannot be misrouted to a tunnel on a second VPN 
since those tunnels are not visible to the forwarding table of the 
first VPN. 
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If some form of signalling mechanism is used by one VPN end point to 
dynamically establish a tunnel with another endpoint, then there is a 
requirement to be able to authenticate the party attempting the 
tunnel establishment. IPSec has an array of schemes for this 
purpose, allowing, for example, authentication to be based on pre
shared keys, or to use digital signatures and certificates. Other 
tunneling schemes have weaker forms of authentication. In some cases 
no authentication may be needed, for example if the tunnels are 
provisioned, rather than dynamically established, or if the trust 
model in use does not require it. 

Currently the IPSec Encapsulating Security Payload (ESP) protocol 
(23] can be used to establish SAs that support either encryption or 
authentication or both. However the protocol specification precludes 
the use of an SA where neither encryption or authenticatron is used. 
In a VPN environment this "null/null" option is useful, since other 
aspects of the protocol (e.g., that it supports tunneling and 
multiplexing) may be all that is required. In effect the "null/null" 
option can be viewed as just another level of data security. 

3.1.4 Multiprotocol Transport 

In many applications of VPNs, the VPN may carry opaque, multiprotocol 
traffic. As such, the tunneling protocol used must also support 
multiprotocol transport. L2TP is designed to transport Point-to
Point Protocol (PPP) [24] packets, and thus can be used to carry 
multiprotocol traffic since PPP itself is multiprotocol. GRE also 
provides for the identification of the protocol being tunneled. 
IP/IP and IPSec tunnels have no such protocol identification field, 
since the traffic being tunneled is assumed to be IP. 

It is possible to extend the IPSec protocol suite to-allow for the 
transport of multiprotocol packets. This can be achieved, for 
example, by extending the signalling component of IPSec - IKE, to 
indicate the protocol type of the traffic being tunneled, or to carry 
a packet multiplexing header (e.g,, an LLC/SNAP header or GRE header) 
with each tunneled packet. This approach is similar to that used for 
the same purpose in ATM networks, where signalling is-used to 
indicate the encapsulation used on the VCC, and where packets sent on 
the VCC can use either an LLC/SNAP header or be placed directly into 
the AAL5 payload, the latter being known as VC-multiplexing (see 
[25] ) . 

3.1.5 Frame Sequencing 

One quality of service attribute required by customers of a VPN may 
be frame sequencing, matching the equivalent characteristic of 
physical leased lines or dedicated connections. Sequencing may be 
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required for the efficient operation of particular end to end 
protocois or applications. In order to implement frame sequencing, 
the tunneling mechanism must support a sequencing field. Both L2TP 
and GRE have such a field. IPSec has a sequence number field, but it 
is used by a receiver to perform an anti-replay check, not to 
guarantee in-order delivery of packets. 

It is possible to extend IPSec to allow the use of the existing 
sequence field to guarantee in-order delivery of packets. This can 
be achieved, for example, by using IKE to negotiate whether or not 
sequencing is to be used, and to define an end point behaviour which 
preserves packet sequencing. 

3.1.6 Tunnel Maintenance 

The VPN end points must monitor the operation of the VPN tunnels to 
ensure that connectivity has not been lost, and to take appropriate 
action (such as route recalculation) if there has been a failure. 

There are two approaches possible. One is for the tunneling protocol 
itself to periodically check in-band for loss of connectivity, and to 
provide an explicit indication of failure. For example L2TP has an 
optional keep-alive mechanism to detect non-operational tunnels. 

The other approach does not require the tunneling protocol itself to 
perform this function, but relies on the operation of some out-of
band mechanism to determine loss of connectivity. For example if a 
routing protocol such as Routing Information Protocol (RIP) (26] or 
Open Shortest Path First (OSPF) (27] is run over a tunnel mesh, a 
failure to'hear from a neighbor within a certain period of time will 
result in the routing protocol declaring the tunnel to be down. 
Another out-of-band approach is to perform regular ICMP pings with a 
peer. This is generally sufficient assurance that the tunnel is 
operational, due to the fact the tunnel also runs across the same IP 
backbone. 

When tunnels are established dynamically a distinction needs to be 
drawn between the static and dynamic tunnel information needed. 
Before a tunnel can be established some static information is needed 
by a node, such as the identify of the remote end point and the 
attributes of the tunnel to propose and accept. This is typically 
put in place as a result of a configuration operation. As a result 
of the signalling exchange to establish a tunnel, some dynamic state 
is established in each end point, such as the value of the 
multiplexing field or keys to be used. For example with IPSec, the 
establishment of a Security Association (SA) puts in place the keys 
to be used for the lifetime of that SA. 
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Different policies may be used as to when to trigger the 
establishment of a dynamic tunnel. One approach is to use a data
driven approach and to trigger tunnel establishment whenever there is 
data tq be transferred, and to timeout the tunnel due to inactivity. 
This approach is particularly useful if resources for the tunnel are 
being allocated in the network for QoS purposes. Another approach is 
to trigger tunnel establishment whenever the static tunnel 
configuration information is installed, and to attempt to keep the 
tunnel up all the time. 

3.1.7 Large MTUs 

An IP tunnel has an associated Maximum Transmission Unit (MTU), just 
like a regular link. It is conceivable that this MTU may be larger 
than the MTU of one or more individual hops along the pabh between 
tunnel endpoints. If so, some form of frame fragmentation will be 
required within the tunnel. 

If the frame to be transferred is mapped into one IP datagram, normal 
IP fragmentation will occur when the IP datagram reaches a hop with 
an MTU smaller than the IP tunnel's MTU. This can have undesirable 
performance implications at the router performing such mid-tunnel 
fragmentation. 

An alternative approach is for the tunneling protocol itself to 
incorporate a segmentation and reassembly capability that operates at 
the tunnel level, perhaps using the tunnel sequence number and an 
end-of-message marker of some sort. (Note that multilink PPP uses a 
mechanism similar to this to fragment packets) . This avoids IP level 
fragmentatton within the tunnel itself. None of the existing 
tunneling protocols support such a mechanism. 

3.1.8 Minimization of Tunnel Overhead 

There is clearly benefit in minimizing the overhead of any tunneling 
mechanisms. This is particularly important for the transport of 
jitter and latency sensitive traffic such as packetized voice and 
video. On the other hand, the use of security mechanisms, such as 
IPSec, do impose their own overhead, hence the objective should be to 
minimize overhead over and above that needed for security, and to not 
burden those tunnels in which security is not mandatory with 
unnecessary overhead. 

One area where the amount of overhead may be significant is when 
voluntary tunneling is used for dial-up remote clients connecting to 
a VPN, due to the typically low bandwidth of dial-up links. This is 
discussed further in section 6.3. 
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3.1.9 Flow and congestion control 

During the development of the L2TP protocol procedures were developed 
for flow and congestion control. These were necessitated primarily 
because of the need to provide adequate performance over lossy 
networks when PPP compression is used, which, unlike IP Payload 
Compression Protocol (IPComp) [28], is stateful across packets. 
Another motivation was to accommodate devices with very little 
buffering, used for example to terminate low speed dial-up lines. 
However the flow and congestion. control mechanisms defined in the 
final version of the L2TP specification are used only for the control 
channels, and not for data traffic. 

In general the interactions between multiple layers of flow and 
congestion control schemes can be very complex. Given ttte 
predominance of TCP traffic in today's networks and the fact that TCP 
has its own end-to-end flow and congestion control mechanisms, it is 
not clear that there is much benefit to implementing similar 
mechanisms within tunneling protocols. Good flow and congestion 
control schemes, that can adapt to a wide variety of network 
conditions and deployment scenarios are complex to develop and test, 
both in themselves and in understanding the interaction with other 
schemes that may be running in parallel. There may be some benefit, 
however, in having the capability whereby a sender can shape traffic 
to the capacity of a receiver in some manner, and in providing the 
protocol mechanisms to allow a receiver to signal its capabilities to 
a sender. This is an area that may benefit from further study. 

Note also the work of the Performance Implications of Link 
Characteristics (PILC) working group of the IETF, which is examining 
how the properties of different network links can have an impact on 
the performance of Internet protocols operating over ~hose links. 

3.1.10 QoS I Traffic Management 

As noted above, customers may require that VPNs yield similar 
behaviour to physical leased lines or dedicated connections with 
respect to such QoS parameters as loss rates, jitter~-latency and 
bandwidth guarantees. How such guarantees could be delivered will, 
in general, be a function of the traffic management characteristics 
of the VPN nodes themselves, and the access and backbone networks 
across which they are connected. 

A full discussion of QoS and VPNs is outside the scope of this 
document, however by modeling a VPN tunnel as just another type of 
link layer, many of the existing mechanisms developed for ensuring 
QoS over physical links can also be applied. For example at a VPN 
node, the mechanisms of policing, marking, queuing, shaping and 
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scheduling can all be applied to VPN traffic with VPN-specific 
parameters, queues and interfaces, just as for non-VPN traffic. The 
techniques developed for Diffserv, Intserv and for traffic 
engineering in MPLS are also applicable. See also (29) for a 
discussion of QoS and VPNs. 

It should be noted, however, that this model of tunnel operation is 
not necessarily consistent with the way in which specific tunneling 
protocols are currently modeled. While a model is an aid to 
comprehension, and not part of a protocol specification, having 
differing models can complicate discussions, particularly if a model 
is misinterpreted as being part of a protocol specification or as 
constraining choice of implementation method. For example, IPSec 
tunnel processing can be modeled both as an interface and as an 
attribute of a particular packet flow. 

3.2 Recommendations 

IPSec is needed whenever there is a requirement for strong encryption 
or strong authentication. It also supports multiplexing and a 
signalling protocol - IKE. However extending the IPSec protocol 
suite to also cover the following areas would be beneficial, in order 
to_better support the tunneling requirements of a VPN environment. 

the transport of a VPN-ID when establishing an SA (3.1.2) 

a null encryption and null authentication option (3.1.3) 

multfprotocol operation (3.1.4) 

frame sequencing (3.1.5) 

L2TP provides no data security by itself, and any PPP security 
mechanisms used do not apply to the L2TP protocol itself, so that in 
order for strong security to be provided L2TP must run over IPSec. 
Defining specific modes of operation for IPSec when it is used to 
support L2TP traffic will aid interoperability. This is currently a 
work item for the proposed L2TP working group. 

4.0 VPN Types: Virtual Leased Lines 

The simplest form of a VPN is a 'Virtual Leased Line' (VLL) service. 
In this case a point-to-point link is provided to a customer, 
connecting two CPE devices, as illustrated below. The link layer 
type used to connect the CPE devices to the ISP nodes can be any link 
layer type, for example an ATM VCC or a Frame Relay circuit. The CPE 
devices can be either routers bridges or hosts. 
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The two ISP nodes are both connected to an IP network, and an IP 
tunnel is set up between them. Each ISP node is configured to bind 
the stub link and the IP tunnel together at layer 2 (e.g., an ATM VCC 
and the IP tunnel). Frames are relayed between the two links. For 
example the ATM Adaptation Layer 5 (AALS) payload is taken and 
encapsulated in an IPSec tunnel, and vice versa. The contents of the 
AALS payload are opaque to the ISP node, and are not examined there. 

+--------+ 
+---+ I ISP I ( IP. 
ICPEl-------1 edge 1-----( backbone 
+---+ ATM I node I ( 

vcc +--------+ 

<--------- IP Tunnel 

+--------+ 

I ISP 
-----1 edge 

I node 

I +---+ 
1------jCPEj 
I ATM +---+ 

+--------+ vcc 

--------> 

10.1.1.5 subnet ~ 10.1.1.4/30 10.1.1.6 
Addressing used by customer (transparent to provider) 

Figure 4.1: VLL Example 

To a customer it looks the same as if a single ATM VCC or Frame Relay 
circuit were used to interconnect the CPE devices, and the customer 
could be unaware that part of the circuit was in fact implemented 
over an IP backbone. This may be useful, for example, if a provider 
wishes to provide a -LAN interconnect service using ATM as the network 
interface, but does not have an ATM network that directly 
intercon.nects all possible customer sites. 

It is not necessary that the two links used to connect the CPE 
devices to the ISP nodes be of the same media type,-b~t in this case 
the ISP nodes cannot treat the traffic in an opaque manner, as 
described above. Instead the ISP nodes must perform the functions of 
an interworking device between the two media types (e.g., ATM and 
Frame Relay) , and perform functions such as LLC/SNAP to NLPID 
conversion, mapping between ARP protocol variants and performing any 
media specific processing that may be expected by the CPE devices 
(e.g., ATM OAM cell handling or Frame Relay XID exchanges). 

The IP tunneling protocol used must support multiprotocol operation 
and may need to support sequencing, if that characteristic is 
important to the customer traffic. If the tunnels are established 
using a signalling protocol, they may be set up in a data driven 
manner, when a frame is received from a customer link and no tunnel 
~xists, or the tunnels may be established at provisioning time and 
kept up permanently. 
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Note that the use of the term 'VLL' in this document is different to 
that used in the definition of the Diffserv Expedited Forwarding Per 
Hop Behaviour (EF-PHB) (30) . In that document a VLL is used to mean 
a low latency, low jitter, assured bandwidth path, which can be 
provided using the described PHB. Thus the focus there is primarily 
on link characteristics that are temporal in nature. In this document 
the term VLL does not imply the use of any specific QoS mechanism, 
Diffserv or otherwise. Instead the focus is primarily on link 
characteristics that are more topological in nature, (e.g., such as 
constructing a link which includes an IP tunnel as one segment of the 
link) . For a truly complete emulation of a link layer both the 
temporal and topological aspects need to be taken into account. 

5.0 VPN Types: Virtual Private Routed Networks 

5.1 VPRN Characteristics 

A Virtual Private Routed Network (VPRN) is defined to be the 
emulation of a multi-site wide area routed network using IP 
facilities. This section looks at how a network-based VPRN service 
can be provided. CPE-based VPRNs are also possible, but are not 
specifically discussed here. With network-based VPRNs many of the 
issues that need to be addressed are concerned with configuration and 
operational issues, which must take into account the split in 
administrative responsibility between the service provider and the 
service user. 

The .. distinguishing characteristic of a VPRN, in comparison to other 
types of VPNs, is that packet forwarding is carried out at the 
network layer. A VPRN consists of a mesh of IP tunnels between ISP 
routers, together with the routing capabilities neede9 to forward 
traffic received at each VPRN node to the appropriat~ destination 
site. Attached to the ISP routers are CPE routers connected via one 
or more links, termed 'stub' links. There is a VPRN specific 
forwarding table at each ISP router to which members of the VPRN are 
connected. Traffic is forwarded between ISP routers, and between ISP 
routers and customer sites, using these forwarding tables, which 
contain network layer reachability information (in contrast to a 
Virtual Private LAN Segment type of VPN (VPLS) where the forwarding 
tables contain MAC layer reachability information - see section 7.0) 

An example VPRN is illustrated in the following diagram, which shows 
3 ISP edge routers connected via a full mesh of IP tunnels, used to 
interconnect 4 CPE routers. One of the CPE routers is multihomed to 
the ISP network. In the multihomed case, all stub links may be 
active, or, as shown, there may be one primary and one or more backup 
links to be used in case of failure of the primary. The term ' 
backdoor' link is used to refer to a link between two customer sites 
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that does not traverse the ISP network. 

10.1.1.0/30 +--------+ +--------+ 10.2.2.0/30 
+---+ I ISP I IP tunnel I ISP I +---+ 
ICPEl-------1 edge lc--------------------->I edge 1-------ICPEI 
+---+ stub I router I 10.9.9.4/30 I router I stub+---+ 

link +--------+ +--------+ link 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

backup I 
link I 

I 
I 

I I 
I I --------------- I I 
I +---- ( l ----+ I 
I ( IP BACKBONE ) I 
I ( l I 
I --------------- I 
I I 
IIP tunnel +--------+ IP tunnel! 
I I ISP I I 
+---------->! edge jc----------+ 
10.9.9.8/30 I router I 10.9.9.12/30 

+--------+ 

I 
stub link I stub link 

I 
+---+ 

backdoor: 
link 

I +---+ 
+-------------ICPEj 
10.3.3.0/30 +---+ 

jCPEI ....................... : 
+---+ 10.4.4.0/30 

Figure 5.1: VPRN Example 

The principal benefit of a VPRN is that the complexity and the 
configuration of the CPE routers is minimized. To a ~PE router, the 
ISP edge router appears as a neighbor router in th& customer's 
netwoik, to which it sends all traffic, using a default route. The 
tunnel mesh that is set up to transfer traffic extends between the 
ISP edge routers, not the CPE routers. In effect tha burden of 
tunnel establishment and maintenance and routing configuration is 
outsourced to the ISP. In addition other services needed for the 
operation of a VPN such as the provision of a firewalr and QoS 
processing can be handled by a small number of ISP edge routers, 
rather than a large number of potentially heterogeneous CPE devices. 
The introduction and management of new services can also be more 
easily handled, as this can be achieved without the need to upgrade 
any CPE equipment. This latter benefit is particularly important 
when there may be large numbers of residential subscribers using VPN 
services to access private corporate networks. In this respect the 
model is somewhat akin to that used for telephony services, whereby 
new services (e.g., call waiting) can be introduced with no change in 
subscriber equipment. 
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The VPRN type of VPN is in contrast to one where the tunnel mesh 
extends to the CPE routers, and where the ISP network provides layer 
2 connectivity alone. The latter case can be implemented either as a 
set of VLLs between CPE routers (see section 4.0), in which case the 
ISP network provides a set of layer 2 point-to-point links, or as a 
VPLS {see section 7.0), in which case the ISP network is used to 
emulate a multiaccess LAN segment. With these scenarios a customer 
may have more flexibility {e.g., any IGP or any protocol can be run 
across all customer sites) but this usually comes at the expense of a 
more complex configuration for the customer. Thus, depending on 
customer requirements, a VPRN or a VPLS may be the more appropriate 
solution. 

Because a VPRN carries out forwarding at the network layer, a 
VPRN only directly supports a single network layer protoc'ol. 
multiprotocol support, a separate VPRN for each network layer 
protocol could be used, or one protocol could be tunneled over 
another {e.g., non-IP protocols tunneled over an IP VPRN) or 
alternatively the ISP network could be used to provide layer 2 
connectivity only, such as with a VPLS as mentioned above. 

single 
For 

The issues to be addressed for VPRNs include initial configuration, 
determination by an ISP edge router of the set of links that are in 
each VPRN, the set of other routers that have members in the VPRN, 
and the set of IP address prefixes reachable via each stub link, 
determination by a CPE router of the set of IP address prefixes to be 
forwarded to an ISP edge router, the mechanism used to disseminate 
stub reachability information to the correct set of ISP routers, and 
the establishment and use of the tunnels used to carry the data 
traffic. Note also that, although discussed first for VPRNs, many of 
these issues also apply to the VPLS scenario describe? later, with 
the network layer addresses being replaced by link layer addresses. 

Note that VPRN operation is decoupled from the mechanisms used by the 
customer sites to access the Internet. A typical scenario would be 
for the ISP edge router to be used to provide both VPRN and Internet 
connectivity to a customer site. In this case the CPE router just 
has a default route pointing to the ISP edge router; w1-th the latter 
being responsible for steering private traffic to the VPRN and other 
traffic to the Internet, and providing firewall functionality between 
the two domains. Alternatively a customer site could have Internet 
connectivity via an ISP router not involved in the VPRN, or even via 
a different ISP. In this case the CPE device is responsible for 
splitting the traffic into the two domains and providing firewall 
functionality. 
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5.1.1 Topology 

The topology of a VPRN may consist of a full mesh of tunnels between 
each VPRN node, or may be an arbitrary topology, such as a set of 
remote offices connected to the nearest regional site, with these 
regional sites connected together via a full or partial mesh. With 
VPRNs using IP tunnels there is much less cost assumed with full 
meshing than in cases where physical resources (e.g., a leased line) 
must be allocated for each connected pair of sites, or where the 
tunneling method requires resources to be allocated in the devices 
used to interconnect the edge routers (e.g., Frame Relay DLCis). A 
full mesh topology yields optimal routing, since it precludes the 
need for traffic between two sites to traverse a third. Another 
attraction of a full mesh is that there is no need to configure 
topology information for the VPRN. Instead, given the m~mber routers 
of a VPRN, the topology is implicit. If the number of ISP edge· 
routers in a VPRN is very large, however, a full mesh topology may 
not be appropriate, due to the scaling issues involved, for example, 
the growth in the number of tunnels needed between sites, (which for 
n sites is n(n-1)/2), or the number of routing peers per router. 
Network policy may also lead to non full mesh topologies, for example 
an administrator may wish to set up the topology so that traffic 
between two r2mote sites passes through a central site, rather than 
go directly between the remote sites. It is also necessary to deal 
with the scenario where there is only partial connectivity across the 
IP backbone under certain error conditions (e.g. A can reach B, and B 
can reach C, but A cannot reach C directly) , which can occur if 
policy routing is being used. 

For a network-based VPRN, it is assumed that each customer site CPE 
router connects to an ISP edge router through one or ~ore point-to
point stub links (e.g. leased lines, ATM or Frame Relay connections) 
The ISP routers are responsible for learning and disseminating 
reachability information amongst themselves. The CPE routers must 
learn the set of destinations reachable via each stub link, though 
this may be as simple as a default route. 

The stub links may either be dedicated links, set up v'"ia 
provisioning, or may be dynamic links set up on demand, for example 
using PPP, voluntary tunneling (see section 6.3), or ATM signalling. 
With dynamic links it is necessary to authenticate the subscriber, 
and determine the authorized resources that the subscriber can access 
(e.g. which VPRNs the subscriber may join). Other than the way the 
subscriber is initially bound to the VPRN, (and this process may 
involve extra considerations such as dynamic IP address assignment) , 
the subsequent VPRN mechanisms and services can be used for both 
types of subscribers in the same way. 
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5.1.2 Addressing 

The addressing used within a VPRN may have no relation to the 
addressing used on the IP backbone over which the VPRN is 
instantiated. In particular non-unique private IP addressing may be 
used (4) . Multiple VPRNs may be instantiated over the same set of 
physical devices, and they may use the same or overlapping address 
spaces. 

5.1.3 Forwarding 

For a VPRN the tunnel mesh forms an overlay network operating over an 
IP backbone. Within each of the ISP edge routers there must be VPN 
specific forwarding state to forward packets received from stub links 
('ingress traffic') to the appropriate next hop router, a:nd to 
forward packets received from the core ('egress traffic') to the 
appropriate stub link. For cases where an ISP edge router supports 
multiple stub links belonging to the same VPRN, the tunnels can, as a 
local matter, either terminate on the edge router, or on a stub link. 
In the former case a VPN specific forwarding table is needed for 
egress traffic, in the latter case it is not. A VPN specific 
forwarding table is generally needed in the ingress direction, in 
order to dire~t traffic received on a stub link onto the correct IP 
tunnel towards the core. 

Also since a VPRN operates at the internetwork layer, the IP packets 
sent over a tunnel will have their Time to Live {TTL) field 
decremented in the normal manner, preventing packets circulating 
indefinitely in the event of a routing loop within the VPRN. 

5.1.4 Multiple concurrent VPRN connectivity 

Note also that a single customer site may belong concurrently to 
multiple VPRNs and may want to transmit traffic both onto one or more 
VPRNs and to the default Internet, over the same stub link. There 
are a number of possible approaches to this problem, but these are 
outside the scope of this document. 

5.2 VPRN Related Work 

VPRN requirements and mechanisms have been discussed previously in a 
number of different documents. One of the first was [10), which 
showed how the same VPN functionality can be implemented over both 
MPLS and non-MPLS networks. Some others are briefly discussed below. 

There are two main variants as regards the mechanisms used to provide 
VPRN membership and reachability functionality, - overlay and 
piggybacking. These are discussed in greater detail in sections 
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5.3.2, 5.3.3 and 5.3.4 below. An example of the overlay model is 
described in [14] , which discusses the provision of VPRN 
functionality by means of a separate per-VPN routing protocol 
instance and route and forwarding table instantiation, otherwise 
known as virtual routing. Each VPN routing instance is isolated from 
any other VPN routing instance, and from the routing used across the 
backbone. As a result any routing protocol (e.g. OSPF, RIP2, IS-IS) 
can be run with any VPRN, independently of the routing protocols used 
in other VPRNs, or in the backbone itself. The VPN model described 
in [12] is also an overlay VPRN.model using virtual routing. That 
document is specifically geared towards the provision of VPRN 
functionality over MPLS backbones, and it describes how VPRN 
membership dissemination can be automated over an MPLS backbone, by 
performing VPN neighbor discovery over the base MPLS tunnel mesh. 
[31] extends the virtual routing model to include VPN areas, and VPN 
border routers which route between VPN areas. VPN areas may be· 
defined for administrative or technical reasons, such as different 
underlying network infrastructures (e.g. ATM, MPLS, IP). 

In contrast (15] describes the provision of VPN functionality using a 
piggybacking approach for membership and reachability dissemination, 
with this information being piggybacked in Border Gateway Protocol 4 
(BGP) [32] pa~kets. VPNs are constructed using BGP policies, which 
are used to control which sites can communicate with each other. [13] 
also uses BGP for piggybacking membership information, and piggybacks 
reachability information on the protocol used to establish MPLS LSPs 
(CR-LOP or extended RSVP). Unlike the other proposals, however, this 
proposal requires the participation on the CPE router to implement 
the VPN functionality. 

5.3 VPRN Generic Requirements 

There are a number of common requirements which any network-based 
VPRN solution must address, and there are a number of different 
mechanisms that can be used to meet these requirements. These 
generic issues are 

1) The use of a globally unique VPN identifier in order to be able to 
refer to a particular VPN. 

2) VPRN membership determination. An edge router must learn of the 
local stub links that are in each VPRN, and must learn of the set 
of other routers that have members in that VPRN. 

3) Stub link reachability information. An edge router must learn the 
set of addresses and address prefixes reachable via each stub 
link. 
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4) Intra-VPRN reachability information. Once an edge router has 
determined the set of address prefixes associated with each of its 
stub links, then this information must be disseminated to each 
other edge router in the VPRN. 

5) Tunneling mechanism. An edge router must construct the necessary 
tunnels to other routers that have members in the VPRN, and must 
perform the encapsulation and decapsulation necessary to send and 
receive packets over the tunnels. 

5.3.1 VPN Identifier 

The IETF (16] and the ATM Forum (17] have standardized on a single 
format for a globally unique identifier used to identify a VPN - a 
VPN-ID. Only the format of the VPN-ID has been defined, 'not its 
semantics or usage. The aim is to allow its use for a wide variety 
of purposes, and to allow the same identifier to used with different 
technologies and mechanisms. For example a VPN-ID can be included in 
a MIS to identify a VPN for management purposes. A VPN-ID can be 
used in a control plane protocol, for example to bind a tunnel to a 
VPN at tunnel establishment time. All packets that traverse the 
tunnel are then implicitly associated with the identifi'ed VPN. A 
VPN-ID can be used in a data plane encapsulation, to allow for an 
explicit per-packet identification of the VPN associated with the 
packet. If a VPN is implemented using different technologies (e.g., 
IP and ATM) in a network, the same identifier can be used to identify 
the VPN across the different technologies. Also if a VPN spans 
multiple administrative domains the same identifier can be used 
everywhere. 

Most of the VPN schemes developed (e.g. (11], (12], (13], (14]) 
require the use of a VPN-ID that is carried in control and/or data 
packets, which is used to associate the packet with a particular VPN. 
Although the use of a VPN-ID in this manner is very common, it is not 
universal. [15] describes a scheme where there is no protocol field 
used to identify a VPN in this manner. In this scheme the VPNs as 
understood by a user, are administrative constructs, built using BGP 
policies. There are a number of attributes associated'with VPN 
routes, such as a route distinguisher, and origin and target "VPN", 
that are used by the underlying protocol mechanisms for 
disambiguation and scoping, and these are also used by the BGP policy 
mechanism in the construction of VPNs, but there is nothing 
corresponding with the VPN-ID as used in the other documents. 

Note also that (33) defines a multiprotocol encapsulation for use 
over ATM AAL5 that uses the standard VPN-ID format. 
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5.3.2 VPN Membership Information Configuration and Dissemination 

In order to establish a VPRN, or to insert new customer sites into an 
established VPRN, an ISP edge router must determine which stub links 
are associated with which VPRN. For static links (e.g. an ATM VCC) 
this information must be configured into the edge router, since the 
edge router cannot infer such bindings by itself. An SNMP MIB 
allowing for bindings between local stub links and VPN identities is 
one solution. 

For subscribers that attach to the network dynamically (e.g. using 
PPP or voluntary tunneling) it is possible to make the association 
between stub link and VPRN as part of the end user authentication 
processing that must occur with such dynamic links. For example the 
VPRN to which a user is to be bound may be derived from t'he domain 
name the used as part of PPP authentication. If the user is 
successfully authenticated (e.g. using a Radius server), then the 
newly created dynamic link can be bound to the correct VPRN. Note 
that static configuration information is still needed, for example to 
maintain the list of authorized subscribers for each VPRN, but the 
location of this static information could be an external 
authentication server rather than on an ISP edge router. Whether the 
link was statically or dynamically created, a VPN-ID can be 
associated with that link to signify to which VPRN it is bound. 

After learning which stub links are bound to which VPRN, each edge 
router must learn either the identity of, or, at least, the route to, 
each other edge router supporting other stub links in that particular 
VPRN. Implicit in the latter is the notion that there exists some 
mechanism by which the configured edge routers can then use this edge 
router and/or stub link identity information to subsequently set up 
the appropriate tunnels between them. The problem of

0

VPRN member 
dissemination between participating edge routers, can be solved in a 
variety of ways, discussed below. 

5.3.2.1 Directory Lookup 

The members of a particular VPRN, that is, the ident'ity of the edge 
routers supporting stub links in the VPRN, and the set of static stub 
links bound to the VPRN per edge router, could be configured into a 
directory, which edge routers could query, using some defined 
mechanism (e.g. Lightweight Directory Access Protocol (LDAP) (34]), 
upon startup. 

Using a directory allows either a full mesh topology or an arbitrary 
topology to be configured. For a full mesh, the full list of member 
routers in a VPRN is distributed everywhere. For an arbitrary 
topology, different routers may receive different member lists. 
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Using a directory allows for authorization checking prior to 
disseminating VPRN membership information, which may be desirable 
where VPRNs span multiple administrative domains. In such a case, 
directory to directory protocol mechanisms could also be used to 
propagate authorized VPRN membership information between the 
directory systems of the multiple administrative domains. 

There also needs to be some form of database synchronization 
mechanism (e.g. triggered or regular polling of the directory by edge 
routers, or active pushing of update information to the edge routers 
by the directory) in order for all edge routers to learn the identity 
of newly configured sites inserted into an active VPRN, and also to 
learn of sites removed from a VPRN. 

5.3.2.2 Explicit Management Configuration 

A VPRN MIB could be defined which would allow a central management 
system to configure each edge router with the identities of each 
other participating edge router and the identity of each of the 
static stub links bound to the VPRN. Like the use of a directory, 
this mechanism allows both full mesh and arbitrary topologies to be 
configured. Another mechanism using a centralized management system 
is to use a policy server and use the Common Open Policy Service 
(COPS) protocol [35] to distribute VPRN membership and policy 
information, such as the tunnel attributes to use when establishing a 
tunnel, as described in [36]. 

Note that this mechanism allows the management station to impose 
strict authorization control; on the other hand, it may be more 
difficult to configure edge routers outside the scope of the 
management system. The management configuration model can also be 
considered a subset of the directory method, in that~the management 
directories could use MIBs to push VPRN membership information to the 
participating edge routers, either subsequent to, or as part of, the 
local stub link configuration process. 

5.3.2.3 Piggybacking in Routing Protocols 

VPRN membership information could be piggybacked into the routing 
protocols run by each edge router across the IP backbone, since this 
is an efficient means of automatically propagating information 
throughout the network to other participating edge routers. 
Specifically, each route advertisement by each edge router could 
include, at a minimum, the set of VPN identifiers associated with 
each edge router, and adequate information to allow other edge 
routers to determine the identity of, and/or, the route to, the 
particular edge router. Other edge routers would examine received 
route advertisements to determine if any contained information was 
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relevant to a supported (i.e., configured) VPRN; this determination 
could be done by looking for a VPN identifier matching a locally 
configured VPN. The nature of the piggybacked information, and 
related issues, such as scoping, and the means by which the nodes 
advertising particular VPN memberships will be identified, will 
generally be a function both of the routing protocol and of the 
nature of the underlying transport. 

Using this method all the routers in the network will have the same 
view of the VPRN membership information, and so a full mesh topology 
is easily supported. Supporting an arbitrary topology is more 
difficult, however, since some form of pruning would seem to be 
needed. 

The advantage of the piggybacking scheme is that it allows for 
efficient information dissemination, but it does require that all 
nodes in the path, and not just the participating edge routers, be 
able to accept such modified route advertisements. A disadvantage is 
that signific~nt administrative complexity may be required to 
configure scoping mechanisms so as to both permit and constrain the 
dissemination of the piggybacked advertisements, and in itself this 
may be quite a configuration burden, particularly if the VPRN spans 
multiple routi11g domains (e.g. different autonomous systems I ISPs). 

Furthermore, unless some security mechanism is used for routing 
updates so as to permit only all relevant edge routers to read the 
piggybacked advertisements, this scheme generally implies a trust 
model where all routers in the path must perforce be authorized to 
know this information. Depending upon the nature of the routing 
protocol, piggybacking may also require intermediate routers, 
particularly autonomous system (AS) border routers, t? cache such 
advertisements and potentially also re-distribute them between 
multiple routing protocols. 

Each of the schemes described above have merit in particular 
situations. Note that, in practice, there will almost always be some 
centralized directory or management system which will maintain VPRN 
membership information, such as the set of edge rout.ers that are 
allowed to support a certain VPRN, the bindings of static stub links 
to VPRNs, or authentication and authorization information for users 
that access the network via dynamics links. This information needs 
to be configured and stored in some form of database, so that the 
additional steps needed to facilitate the configuration of such 
information into edge routers, and/or, facilitate edge router access 
to such information, may not be excessively onerous. 
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5.3.3 Stub Link Reachability Information 

There are two aspects to stub site reachability - the means by which 
VPRN edge routers determine the set of VPRN addresses and address 
prefixes reachable at each stub site, and the means by which the CPE 
routers learn the destinations reachable via each stub link. A 
number of common scenarios are outlined below. In each case the 
information needed by the ISP edge router is the same - the set of 
VPRN addresses reachable at the customer site, but the information 
needed by the CPE router differ.s. 

5.3.3.l Stub Link Connectivity Scenarios 

5.3.3.1.1 Dual VPRN and Internet Connectivity 

The CPE router is connected via one link to an ISP edge router,-which 
provides both VPRN and Internet connectivity. 

This is the simplest case for the CPE router, as it just needs a 
default route pointing to the ISP edge router. 

5.3.3.1.2 VPRN Connectivity Only 

The CPE router is connected via one link to an ISP edge router, which 
provides VPRN, but not Internet, connectivity. 

The CPE router must know the set of non-local VPRN destinations 
reachable via that link. This may be a single prefix, or may be a 
number of disjoint prefixes. The CPE router may be either statically 
configured with this information, or may learn it dynamically by 
running an instance of an Interior Gateway Protocol (IGP) . For 
simplicity it is assumed that the IGP used for this- purpose is RIP, 
though it could be any IGP. The ISP edge router will inject into 
this instance of RIP the VRPN routes which it learns by means of one 
of the intra-VPRN reachability mechanisms described in section 5.3.4. 
Note that the instance of RIP run to the CPE, and any instance of a 
routing protocol used to learn intra-VPRN reachability (even if also 
RIP) are separate, with the ISP edge router redistribucing the routes 
from one instance to another. 
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5.3.3.1.3 Multihomed Connectivity 

The CPE router is multihomed to the ISP network, which provides VPRN 
connectivity. 

In this case all the ISP edge routers could advertise the same VPRN 
routes to the CPE router, which then sees all VPRN prefixes equally 
reachable via all links. More specific route redistribution is also 
possible, whereby each ISP edge router advertises a different set of 
prefixes to the CPE router. 

5.3.3.1.4 Backdoor Links 

The CPE router is connected to the ISP network, which provides VPRN 
connectivity, but also has a backdoor link to another customer site 

In this case the ISP edge router will advertise VPRN routes as in 
case 2 to the CPE device. However now the same destination is 
reachable via both the ISP edge router and via the backdoor link. If 
the CPE routers connected to the backdoor link are running the 
customer's IGP, then the backdoor link may always be the favored link 
as it will appear an an 'internal' path, whereas the destination as 
injected via the ISP edge router will appear as an 'external' path 
(to the customer's IGP). To avoid this problem, assuming that the 
customer wants the traffic to traverse the ISP network, then a 
separate instance of RIP should be run between the CPE routers at 
both ends of the backdoor link, in the same manner as an instance of 
RIP is run on a stub or backup link between a CPE router and an ISP 
edge router. This will then also make the backdoor link appear as an 
external path, and by adjusting the link costs appropriately, the ISP 
path can always be favored, unless it goes down, when the backdoor 
link is then used. 

The description of the above scenarios covers what reachability 
information is needed by the ISP edge routers and the CPE routers, 
and discusses some of the mechanisms used to convey this information. 
The sections below look at these mechanisms in more detail. 

5.3.3.1 Routing Protocol Instance 

A routing protocol can be run between the CPE edge router and the ISP 
edge router to exchange reachability information. This allows an ISP 
edge router to learn the VPRN prefixes reachable at a customer site, 
and also allows a CPE router to learn the destinations reachable via 
the provider network. 
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The extent of the routing domain for this protocol instance is 
generally just the ISP edge router and the CPE router although if the 
customer site is also running the same protocol as its IGP, then the 
domain may extend into customer site. If the customer site is 
running a different routing protocol then the CPE router 
redistributes the routes between the instance running to the ISP edge 
router, and the instance running into the customer site. 

Given the typically restricted scope of this routing instance, a 
simple protocol will generally ~uf fic~. RIP is likely to be the most 
common protocol used, though any routing protocol, such as OSPF, or 
BGP run in internal mode (IBGP), could also be used. 

Note that the instance of the stub link routing protocol is different 
from any instance of a routing protocol used for intra-VPRN 
reachability. For example, if the ISP edge router uses routing
protocol piggybacking to disseminate VPRN membership and reachability 
information across the core, then it may redistribute suitably 
labeled routes from the CPE routing instance to the core routing 
instance. The routing protocols used for each instance are 
decoupled, and any suitable protocol can be used in each case. There 
is no requirement that the same protocol, or even the same stub link 
reachability information gathering mechanism, be run between each CPE 
router and associated ISP edge router in a particular VPRN, since 
this is a purely local matter. 

This decoupling allows ISPs to deploy a common (across all VPRNs) 
intra-VPRN reachability mechanism, and a common stub link 
reachability mechanism, with these mechanisms isolated both from each 
other, and from the particular IGP used in a customer network. In 
the first case, due to the IGP-IGP boundary implemented on the ISP 
edge router, the ISP can insulate the intra-VPRN reachability 
mechanism from misbehaving stub link protocol instances. In the 
second case the ISP is not required to be aware of the particular IGP 
running in a customer site. Other scenarios are possible, where the 
ISP edge routers are running a routing protocol in the same instance 
as the customer's IGP, but are unlikely to be practical, since it 
defeats the purpose of a VPRN simplifying CPE router configuration. 
In cases where a customer wishes to run an IGP across multiple sites, 
a VPLS solution is more suitable. 

Note that if a particular customer site concurrently belongs to 
multiple VPRNs (or wishes to concurrently communicate with both a 
VPRN and the Internet), then the ISP edge router must have some means 
of unambiguously mapping stub link address prefixes to particular 
VPRNs. A simple way is to have multiple stub links, one per VPRN. 
It is also possible to run multiple VPRNs over one stub link. This 
could be done either by ensuring (and appropriately configuring the 
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ISP edge router to know) that particular disjoint address prefixes 
are mapped into separate VPRNs, or by tagging the routing 
advertisements from the CPE router with the appropriate VPN 
identifier. For example if MPLS was being used to convey stub link 
reachability information, different MPLS labels would be used to 
differentiate the disjoint prefixes assigned to particular VPRNs. In 
any case, some administrative procedure would be required for this 
coordination. 

5.3.3.2 Configuration 

The reachability information across each stub link could be manually 
configured, which may be appropriate if the set of addresses or 
prefixes is small and static. 

5.3.3.3 ISP Administered Addresses 

The set of addresses used by each stub site could be administered and 
allocated via the VPRN edge router, which may be appropriate for 
small customer sites, typically containing either a single host, or a 
single subnet. Address allocation can be carried out using protocols 
such as PPP or DHCP [37], with, for example, the edge router acting 
as a Radius client and retrieving the customer's IP address to use 
from a Radius server, or acting as a DHCP relay and examining the 
DHCP reply message as it is relayed to the customer site. In this 
manner the edge router can build up a table of stub link reachability 
information. Although these address assignment mechanisms are 
typically used to assign an address to a single host, some vendors 
have added extensions whereby an address prefix can be assigned, 
with, in some cases, the CPE device acting as a "mini-DHCP" server 
and assigning addresses for the hosts in the customer site. 

Note that with these schemes it is the responsibility of the address 
allocation server to ensure that each site in the VPN received a 
disjoint address space. Note also that an ISP would typically only 
use this mechanism for small stub sites, which are unlikely to have 
backdoor links. 

5.3.3.4 MPLS Label Distribution Protocol 

In cases where the CPE router runs MPLS, LOP can be used to convey 
the set of prefixes at a stub site to a VPRN edge router. Using the 
downstream unsolicited mode of label distribution the CPE router can 
distribute a label for each route in the stub site. Note however 
that the processing carried out by the edge router in this case is 
more than just the normal LOP processing, since it is learning new 
routes via LOP, rather than the usual case of learning labels for 
existing routes that it has learned via standard routing mechanisms. 
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5.3.4 Intra-VPN Reachability Information 

Once an edge router has determined the set of prefixes associated 
with each of its stub links, then this information must be 
disseminated to each other edge router in the VPRN. Note also that 
there is an implicit requirement that the set of reachable addresses 
within the VPRN be locally unique that is, each VPRN stub link (not 
performing load sharing) maintain an address space disjoint from any 
other, so as to permit unambiguous routing. In practical terms, it 
is also generally desirable, though not required, that this address 
space be well partitioned i.e., specific, disjoint address prefixes 
per edge router, so as to preclude the need to maintain and 
disseminate large numbers of host routes. 

The problem of intra-VPN reachability information dissemination can 
be solved in a number of ways, some of which include the following: 

5.3.4.1 Directory Lookup 

Along with VPRN membership information, a central directory could 
maintain a listing of the address prefixes associated with each 
customer site. Such information could be obtained by the server 
through protocol interactions with each edge router. Note that the 
same directory synchronization issues discussed above in section 
5.3.2 also apply in this case. 

5.3.4.2 Explicit Configuration 

The address spaces associated with each edge router could be 
explicitly configured into each other router. This is clearly a 
non-scalable solution, particularly when arbitrary topologies are 
used, and also raises the question of how the management system 
learns such information in the first place. 

5.3.4.3 Local Intra-VPRN Routing Instantiations 

In this approach, each edge router runs an instance of a routing 
protocol (a 'virtual router') per VPRN, running acros1f the VPRN 
tunnels to each peer edge router, to disseminate intra-VPRN 
reachability information. Both full-mesh and arbitrary VPRN 
topologies can be easily supported, since the routing protocol itself 
can run over any topology. The intra-VPRN routing advertisements 
could be distinguished from normal tunnel data packets either by 
being addressed directly to the peer edge router, or by a tunnel 
specific mechanism. 
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Note that this intra-VPRN routing protocol need have no relationship 
either with the IGP of any customer site or with the routing 
protocols operated by the ISPs in the IP backbone. Depending on the 
size and scale of the VPRNs to be supported either a simple protocol 
like RIP or a more sophisticated protocol like OSPF could be used. 
Because the intra-VPRN routing protocol operates as an overlay over 
the IP backbone it is wholly transparent to any intermediate routers, 
and to any edge routers not within the VPRN. This also implies that 
such routing information can remain opaque to such routers, which may 
be a necessary security requirements in some cases. Also note that 
if the routing protocol runs directly over the same tunnels as the 
data traffic, then it will inherit the same level of security as that 
afforded the data traffic, for example strong encryption and 
authentication. 

If the tunnels over which an intra-VPRN routing protocol runs are 
dedicated to a specific VPN (e.g. a different multiplexing field is 
used for each VPN) then no changes are needed to the routing protocol 
itself. On the other hand if shared tunnels are used, then it is 
necessary to extend the routing protocol to allow a VPN-ID field to 
be included in routing update packets, to allow sets of prefixes to 
be associated with a particular VPN. 

5.3.4.4 Link Reachability Protocol 

By link reachability protocol is meant a protocol that allows two 
nodes, connected via a point-to-point link, to exchange reachability 
information. Given a full mesh topology, each edge router could run 
a link reachability protocol, for instance some variation of MPLS 
CR-LOP, across the tunnel to each peer edge router in the VPRN, 
carrying the VPN-ID and the reachability information of each VPRN 
running across the tunnel between the two edge routers. If VPRN 
membership information has already been distributed to an edge 
router, then the neighbor discovery aspects of a traditional routing 
protocol are not needed, as the set of neighbors is already known. 
TCP connections can be used to interconnect the neighbors, to provide 
reliability. This approach may reduce the processing burden of 
running routing protocol instances per VPRN, and may be of particular 
benefit where a shared tunnel mechanism is used to connect a set of 
edge routers supporting multiple VPRNs. 

Another approach to developing a link reachability protocol would be 
to base it on IBGP. The problem that needs to be solved by a link 
reachability protocol is very similar to that solved by IBGP -
conveying address prefixes reliably between edge routers. 
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Using a link reachability protocol it is straightforward to support a 
full mesh topology - each edge router conveys its own local 
reachability information to all other routers, but does not 
redistribute information received from any other router. However 
once an arbitrary topology needs to be supported, the link 
reachability protocol needs to develop into a full routing protocol, 
due to the need to implement mechanisms to avoid loops, and there 
would seem little benefit in reinventing another routing protocol to 
deal with this. Some reasons why partially connected meshes may be 
needed even in a tunneled environment are discussed in section 5.1.1. 

5.3.4.5 Piggybacking in IP Backbone Routing Protocols 

As with VPRN membership, the set of address prefixes associated with 
each stub interface could also be piggybacked into the routing 
advertisements from each edge router and propagated through the. 
network. Other edge routers extract this information from received 
route advertisements in the same way as they obtain the VPRN 
membership information (which, in this case, is implicit in the 
identification of the source of each route advertisement) . Note that 
this scheme may require, depending upon the nature of the routing 
protocols involved, that intermediate routers, e.g. border routers, 
cache intra-VPRN routing information in order to propagate it 
further. This also has implications for the trust model, and for the 
level of security possible for intra-VPRN routing information. 

Note that in any of the cases discussed above, an edge router has the 
option of disseminating its stub link prefixes in a manner so as to 
permit tunneling from remote edge routers directly to the egress stub 
links. Alternatively, it could disseminate the information so as to 
associate all such prefixes with the edge router, rather than with 
specific stub links. In this case, the edge router w~uld need to 
implement a VPN specific forwarding mechanism for egress traffic, to 
determine the correct egress stub link. The advantage of this is 
that it may significantly reduce the number of distinct tunnels or 
tunnel label information which need to be constructed and maintained. 
Note that this choice is purely a local manner and is not visible to 
remote edge routers. 

5.3.5 Tunneling Mechanisms 

Once VPRN membership information has been disseminated, the tunnels 
comprising the VPRN core can be constructed. 

One approach to setting up the tunnel mesh is to use point-to-point 
IP tunnels, and the requirements and issues for such tunnels have 
been discussed in section 3.0. For example while tunnel 
establishment can be done through manual configuration, this is 
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clearly not likely to be a scalable solution, given the O(nA2) 
problem of meshed links. As such, tunnel set up should use some form 
of signalling protocol to allow two nodes to construct a tunnel to 
each other knowing only each other's identity. 

Another approach is to use the multipoint to point 'tunnels' provided 
by MPLS. As noted in [38], MPLS can be considered to be a form of IP 
tunneling, since the labels of MPLS packets allow for routing 
decisions to be decoupled from the addressing information of the 
packets themselves. MPLS label distribution mechanisms can be used 
to associate specific sets of MPLS labels with particular VPRN 
address prefixes supported on particular egress points (i.e., stub 
links of edge routers) and hence allow other edge routers to 
explicitly label and route traffic to particular VPRN stub links. 

One attraction of MPLS as a tunneling mechanism is that it may -
require less processing within each edge router than alternative 
tunneling mechanisms. This is a function of the fact that data 
security within a MPLS network is implicit in the explicit label 
binding, much as with a connection oriented network, such as Frame 
Relay. This may hence lessen customer concerns about data security 
and hence require less processor intensive security mechanisms (e.g., 
IPSec) . However there are other potential security concerns with 
MPLS. There is no direct support for security features such as 
authentication, confidentiality, and non-repudiation and the trust 
model for MPLS means that intermediate routers, (which may belong to 
different administrative domains), through which membership and 
prefix reachability information is conveyed, must be trusted, not 
just the edge routers themselves. 

5.4 Multihomed Stub Routers 

The discussion thus far has implicitly assumed that stub routers are 
connected to one and only one VPRN edge router. In general, this 
restriction should be capable of being relaxed without any change to 
VPRN operation, given general market interest in multihoming for 
reliability and other reasons. In particular, in cases where the 
stub router supports multiple redundant links, with only one 
operational at any given time, with the links connected either to the 
same VPRN edge router, or to two or more different VPRN edge routers, 
then the stub link reachability mechanisms will both discover the 
loss of an active link, and the activation of a backup link. In the 
former situation, the previously connected VPRN edge router will 
cease advertising reachability to the stub node, while the VPRN edge 
router with the now active link will begin advertising reachability, 
hence restoring connectivity. 
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An alternative scenario is where the stub node supports multiple 
active links, using some form of load sharing algorithm. In such a 
case, multiple VPRN edge routers may have active paths to the stub 
node, and may so advertise across the VPRN. This scenario should not 
cause any problem with reachability across the VPRN providing that 
the intra-VPRN reachability mechanism can accommodate multiple paths 
to the same prefix, and has the appropriate mechanisms to preclude 
looping - for instance, distance vector metrics associated with each 
advertised prefix. 

5.5 Multicast Support 

Multicast and broadcast traffic can be supported across VPRNs either 
by edge replication or by native multicast support in the backbone. 
These two cases are discussed below. 

5.5.1 Edge Replication 

This is where each VPRN edge router replicates multicast traffic for 
transmission across each link in the VPRN. Note that this is the 
same operation that would be performed by CPE routers terminating 
actual physical links or dedicated connections. As with CPE routers, 
multicast routing protocols could also be run on each VPRN edge 
router to determine the distribution tree for multicast traffic and 
hence reduce unnecessary flood traffic. This could be done by 
running instances of standard multicast routing protocols, e.g. 
Protocol Independent Multicast (PIM) [39) or Distance Vector 
Multicast Routing Protocol (DVMRP) (40) , on and between each VPRN 
edge router, through the VPRN tunnels, in the same way that unicast 
routing protocols might be run at each VPRN edge router to determine 
intra-VPN unicast reachability, as discussed in section 5.3.4. 
Alternatively, if a link reachability protocol was run across the 
VPRN tunnels for intra-VPRN reachability, then this could also be 
augmented to allow VPRN edge routers to indicate both the particular 
multicast groups requested for reception at each edge node, and also 
the multicast sources at each edge site. 

In either case, there would need to be some mechanism to allow for 
the VPRN edge routers to determine which particular multicast groups 
were requested at each site and which sources were present at each 
site. How this could be done would, in general, be a function of the 
capabilities of the CPE stub routers at each site. If these run 
multicast routing protocols, then they can interact directly with the 
equivalent protocols at each VPRN edge router. If the CPE device 
does not run a multicast routing protocol, then in the absence of 
Internet Group Management Protocol (IGMP) proxying [41] the customer 
site would be limited to a single subnet connected to the VPRN edge 
router via a bridging device, as the scope of an IGMP message is 
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limited to a single subnet. However using IGMP-proxying the CPE 
router can engage in multicast forwarding without running a multicast 
routing protocol, in constrained topologies. On its interfaces into 
the customer site the CPE router performs the router functions of 
IGMP, and on its interface to the VPRN edge router it performs the 
host functions of IGMP. 

5.5.2 Native Multicast Support 

This is where VPRN edge routers map intra-VPRN multicast traffic onto 
a native IP multicast distribut~on mechanism across the backbone. 
Note that intra-VPRN multicast has the same requirements for 
isolation from general backbone traffic as intra-VPRN unicast 
traffic. Currently the only IP tunneling mechanism that has native 
support for multicast is MPLS. On the other hand, while ·MPLS 
supports native transport of IP multicast packets, additional 
mechanisms would be needed to leverage these mechanisms for the 
support of intra-VPRN multicast. 

For instance, each VPRN router could prefix multicast group addresses 
within each VPRN with the VPN-ID of that VPRN and then redistribute 
these, essentially treating this VPN-ID/intra-VPRN multicast address 
tuple as a normal multicast address, within the backbone multicast 
routing protocols, as with the case of unicast reachability, as 
discussed previously. The MPLS multicast label distribution 
mechanisms could then be used to set up the appropriate multicast 
LSPs to interconnect those sites within each VPRN supporting 
particular multicast group addresses. Note, however, that this would 
require each of the intermediate LSRs to not only be aware of each 
intra-VPRN multicast group, but also to have the capability of 
interpreting these modified advertisements. Alternatively, 
mechanisms could be defined to map intra-VPRN multica~t groups into 
backbone multicast groups. 

Other IP tunneling mechanisms do not have native multicast support. 
It may prove feasible to extend such tunneling mechanisms by 
allocating IP multicast group addresses to the VPRN as a whole and 
hence distributing intra-VPRN multicast traffic encapsulated within 
backbone multicast packets. Edge VPRN routers could filter out 
unwanted multicast groups. Alternatively, mechanisms could also be 
defined to allow for allocation of backbone multicast group addresses 
for particular intra-VPRN multicast groups, and to then utilize 
these, through backbone multicast protocols, as discussed above, to 
limit forwarding of intra-VPRN multicast traffic only to those nodes 
within the group. 
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A particular issue with the use of native multicast support is the 
provision of security for such multicast traffic. Unlike the case of 
edge replication, which inherits the security characteristics of the 
underlying tunnel, native multicast mechanisms will need to use some 
form of secure multicast mechanism. The development of architectures 
and solutions for secure multicast is an active research area, for 
example see (42) and (43) . The Secure Multicast Group (SMuG) of the 
IRTF has been set up to develop prototype solutions, which would then 
be passed to the IETF IPSec working group for standardization. 

However considerably more development is needed before scalable 
secure native multicast mechanisms can be generally deployed. 

5.6 Recommendations 

The various proposals that have been developed to support some form 
of VPRN functionality can be broadly classified into two groups -
those that utilize the router piggybacking approach for distributing 
VPN membership and/or reachability information ((13), (15)) and those 
that use the virtual routing approach ((12), (14)). In some cases the 
mechanisms described rely on the characteristics of a particular 
infrastructure (e.g. MPLS) rather than just IP. 

Within the context of the virtual routing approach it may be useful 
to develop a membership distribution protocol based on a directory or 
MIB. When combined with the protocol extensions for IP tunneling 
protocols outlined in section 3.2, this would then provide the basis 
for a complete set of protocols and mechanisms that support 
interoperable VPRNs that span multiple administrations over an IP 
backbone. Note that the other major pieces of functionality needed 
the learning and distribution of customer reachability information, 
can be performed by instances of standard routing protocols, without 
the need for any protocol extensions. 

Also for the constrained case of a full mesh topology, the usefulness 
of developing a link reachability protocol could be examined, however 
the limitations and scalability issues associated with this topology 
may not make it worthwhile to develop something spec·ieic for this 
case, as standard routing will just work. 

Extending routing protocols to allow a VPN-ID to carried in routing 
update packets could also be examined, but is not necessary if VPN 
specific tunnels are used. 
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6.0 VPN Types: Virtual Private Dial Networks 

A Virtual Private Dial Network (VPDN) allows for a remote user to 
connect on demand through an ad hoc tunnel into another site. The 
user is connected to a public IP network via a dial-up PSTN or ISON 
link, and user packets are tunneled across the public network to the 
desired site, giving the impression to the user of being 'directly' 
connected into that site. A key characteristic of such ad hoc 
connections is the need for user authentication as a prime 
requirement, since anyone coulq potent.ially attempt to gain access to 
such a site using a switched dial network. 

Today many corporate networks allow access to remote users through 
dial connections made through the PSTN, with users setting up PPP 
connections across an access network to a network access,.server, at 
which point the PPP sessions are authenticated using AAA systems 
running such standard protocols as Radius (44] . Given the pervasive 
deployment of such systems, any VPDN system must in practice allow 
for the near transparent re-use of such existing systems. 

The IETF have developed the Layer 2 Tunneling Protocol (L2TP) [8] 

which allows for the extension of of user PPP sessions from an L2TP 
Access Concentrator (LAC) to a remote L2TP Network Server (LNS) . The 
L2TP protocol itself was based on two earlier protocols, the Layer 2 
Forwarding protocol (L2F) [45], and the Point-to-Point Tunneling 
Protocol (PPTP) [46], and this is reflected in the two quite 
different scenarios for which L2TP can be used - compulsory tunneling 
and voluntary tunneling, discussed further below in sections 6.2 and 
6.3. 

This document focuses on the use of L2TP over an IP network (using 
UDP) , but L2TP may also be run directly over other protocols such as 
ATM or Frame Relay. Issues specifically related to running L2TP over 
non-IP networks, such as how to secure such tunnels, are not 
addressed here. 

6.1 L2TP protocol characteristics 

This section looks at the characteristics of the L2TP tunneling 
protocol using the categories outlined in section 3.0. 

6.1.1 Multiplexing 

L2TP has inherent support for the multiplexing of multiple calls from 
different users over a single link. Between the same two IP 
endpoints, there can be multiple L2TP tunnels, as identified by a 
tunnel-id, and multiple sessions within a tunnel, as identified by a 
session-id. 
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6.1.2 Signalling 

This is supported via the inbuilt control connection protocol, 
allowing both tunnels and sessions to be established dynamically. 

6.1.3 Data Security 

By allowing for the transparent extension of PPP from the user, 
through the LAC to the LNS, L2TP allows for the use of whatever 
security mechanisms, with respect to both connection set up, and data 
transfer, may be used with normal PPP connections. However this does 
not provide security for the L2TP control protocol itself. In this 
case L2TP could be further secured by running it in combination with 
IPSec through IP backbones (47], [48), or related mechanisms on non
IP backbones (49) . 

The interaction of L2TP with AAA systems for user authentication and 
authorization is a function of the specific means by which L2TP is 
used, and the nature of the devices supporting the LAC and the LNS. 
These issues are discussed in depth in [50] . 

The means by which the host determines the correct LAC to connect to, 
and the means by which the LAC determines which users to further 
tunnel, and the LNS parameters associated with each user, are outside 
the scope of the operation of a VPDN, but may be addressed, for 
instance, by evolving Internet roaming specifications (51]. 

6.1.4 Multiprotocol Transport 

L2TP transports PPP packets (and only PPP packets) and thus can be 
used to carry multiprotocol traffic since PPP itself is 
multiprotocol. 

6.1.5 Sequencing 

L2TP supports sequenced delivery of packets. This is a capability 
that can be negotiated at session establishment, and that can be 
turned on and off by an LNS during a session. The seql.lence number 
field in L2TP can also be used to provide an indication of dropped 
packets, which is needed by various PPP compression algorithms to 
operate correctly. If no compression is in use, and the LNS 
determines that the protocols in use (as evidenced by the PPP NCP 
negotiations) can deal with out of sequence packets (e.g. IP), then 
it may disable the use of sequencing. 

Gleeson, et al. Informational (Page 42] 

Cisco Systems, Inc. 
Exhibit 1002 

Page 339 of 426



RFC 2764 IP Based Virtual Private Networks February 2000 

6.1.6 Tunnel Maintenance 

A keepalive protocol is used by L2TP in order to allow it to 
distinguish between a tunnel outage and prolonged periods of tunnel 
inactivity. 

6.1.7 Large MTUs 

L2TP itself has no inbuilt support for a segmentation and reassembly 
capability, but when run over UDP/IP IP fragmentation will take place 
if necessary. Note that a LAC ·or LNS may adjust the Maximum Receive 
Unit (MRU) negotiated via PPP in order to preclude fragmentation, if 
it has knowledge of the MTU used on the path between LAC and LNS. To 
this end, there is a proposal to allow the use of MTU discovery for 
cases where the L2TP tunnel transports IP frames (52] . 

6.1.8 Tunnel Overhead 

L2TP as used over IP networks runs over UDP and must be used to carry 
PPP traffic. This results in a significant amount of overhead, both 
in the data plane with UDP, L2TP and PPP headers, and also in the 
control plane, with the L2TP and PPP control protocols. This is 
discussed further in section 6.3 

6.1.9 Flow and Congestion Control 

L2TP supports flow and congestion control mechanisms for the control 
protocol, but not for data traffic. See section 3.1.9 for more 
details. 

6.1.10 QoS I Traffic Management 

An L2TP header contains a 1-bit priority field, which can be set for 
packets that may need preferential treatment (e.g. keepalives) during 
local queuing and transmission. Also by transparently extending PPP, 
L2TP has inherent support for such PPP mechanisms as multi-link PPP 
(53) and its associated control protocols (54), which allow for 
bandwidth on demand to meet user requirements. 

In addition L2TP calls can be mapped into whatever underlying traffic 
management mechanisms may exist in the network, and there are 
proposals to allow for requests through L2TP signalling for specific 
differentiated services behaviors (55] . 
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6.1.11 Miscellaneous 

Since L2TP is designed to transparently extend PPP, it does not 
attempt to supplant the normal address assignment mechanisms 
associated with PPP. Hence, in general terms the host initiating the 
PPP session will be assigned an address by the LNS using PPP 
procedures. This addressing may have no relation to the addressing 
used for communication between the LAC and LNS. The LNS will also 
need to support whatever forwarding mechanisms are needed to route 
traffic to and from the remote host. 

6.2 Compulsory Tunneling 

Compulsory tunneling refers to the scenario in which a network node 
a dial or network access server, for instance - acting as a LAC, 
extends a PPP session across a backbone using L2TP to a remote LNS, 
as illustrated below. This operation is transparent to the user 
initiating the PPP session to the LAC. This allows for the 
decoupling of the location and/or ownership of the modem pools used 
to terminate dial calls, from the site to which users are provided 
access. Support for this scenario was the original intent of the L2F 
specification, upon which the L2TP specification was based. 

There are a number of different deployment scenarios possible. One 
example, shown in the diagram below, is where a subscriber host dials 
into a NAS acting as a LAC, and is tunneled across an IP network 
(e.g. the Internet) to a gateway acting as an LNS. The gateway 
provides access to a corporate network, and could either be a device 
in the corporate network itself, or could be an ISP edge router, in 
the case where a customer has outsourced the maintenance of LNS 
functionality to an ISP. Another scenario is where an ISP uses L2TP 
to provide a subscriber with access to the Internet.-~he subscriber 
host dials into a NAS acting as a LAC, and is tunneled across an 
access network to an ISP edge router acting as an LNS. This ISP edge 
router then feeds the subscriber traffic into the Internet. Yet 
other scenarios are where an ISP uses L2TP to provide a subscriber 
with access to a VPRN, or with concurrent access to both a VPRN and 
the Internet. 

A VPDN, whether using compulsory or voluntary tunneling, can be 
viewed as just another type of access method for subscriber traffic, 
and as such can be used to provide connectivity to different types of 
networks, e.g. a corporate network, the Internet, or a VPRN. The last 
scenario is also an example of how a VPN service as provided to a 
customer may be implemented using a combination of different types of 
VPN. 
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10.0.0.1 
+----+ 

IHostl----- LAC ------------- LNS 10.0.0.0/8 
+----+ I +-----+ < J +-----+ ---------

1----1 NAS 1---( IP Backbone )---1 GW 1----( Corp. 
dial +-----+ ( ) +-----+ ( Network ) 
connection ------------- ---------

<------- L2TP Tunnel -------> 

<--------------------- PPP Session -------> 

Figure 6.1: Compulsory Tunneling Example 

Compulsory tunneling was originally intended for deployment on 
network access servers supporting wholesale dial services, allowing 
for remote dial access through common facilities to an enterprise 
site, while precluding the need for the enterprise to deploy its own 
dial servers. Another example of this is where an ISP outsources its 
own dial connectivity to an access network provider (such as a Local 
Exchange Carrier (LEC) in the USA) removing the need for an ISP to 
maintain its own dial servers and allowing the LEC to serve multiple 
ISPs. More recently, compulsory tunneling mechanisms have also been 
proposed for evolving Digital Subscriber Line (DSL) services (56), 
[57), which also seek to leverage the existing AAA infrastructure. 

Call routing for compulsory tunnels requires that some aspect of the 
initial PPP call set up can be used to allow the LAC to determine the 
identity of the LNS. As noted in [50), these aspects can include the 
user identity, as determined through some aspect of the access 
network, including calling party number, or some attribute of the 
called party, such as the Fully Qualified Domain Name. (FQDN) of the 
identity claimed during PPP authentication. 

It is also possible to chain two L2TP tunnels together, whereby a LAC 
initiates a tunnel to an intermediate relay device, which acts as an 
LNS to this first LAC, and acts as a LAC to the final LNS. This may 
be needed in some cases due to administrative, organi~~tional or 
regulatory issues pertaining to the split between access network 
provider, IP backbone provider and enterprise customer. 

Gleeson, et al. Informational [Page 45] 

Cisco Systems, Inc. 
Exhibit 1002 

Page 342 of 426



RFC 2764 IP Based Virtual Private Networks February 2000 

6.3 Voluntary Tunnels 

Voluntary tunneling refers to the case where an individual host 
connects to a remote site using a tunnel originating on the host, 
with no involvement from intermediate network nodes, as illustrated 
below. The PPTP specification, parts of which have been incorporated 
into L2TP, was based upon a voluntary tunneling model. 

As with compulsory tunneling there are different deployment scenarios 
possible. The diagram below shows a subscriber host accessing a 
corporate network with either L2TP or IPSec being used as the 
voluntary tunneling mechanism. Another scenario is where voluntary 
tunneling is used to provide a subscriber with access to a VPRN. 

6.3.1 Issues with Use of L2TP for Voluntary Tunnels 

The L2TP specification has support for voluntary tunneling, insofar 
as the LAC can be located on a host, not only on a network node. 
Note that such a host has two IP addresses - one for the LAC-LNS IP 
tunnel, and another, typically allocated via PPP, for the network to 
which the host is connecting. The benefits of using L2TP for 
voluntary tunneling are that the existing authentication and address 
assignment mechanisms used by PPP can be reused without modification. 
For example an LNS could also include a Radius client, and 
communicate with a Radius server to authenticate a PPP PAP or CHAP 
exchange, and to retrieve configuration information for the host such 
as its IP address and a list of DNS servers to use. This information 
can then be passed to the host via the PPP IPCP protocol. 

10.0.0.1 
+----+ 

IHostl----- ------------- -io.o.o.O/B 
+----+ I +-----+ ( l +-----+ ---------

1----1 NAS 1---( IP Backbone )---1 GW 1----( Corp. 
dial +-----+ ( ) +-----+ ( Network ) 
connection 

<-------------- L2TP Tunnel --------------> 
with 

<-------------- PPP Session --------------> 

or 

<-------------- IPSEC Tunnel --------------> 

LAC on host 
LNS on gateway 

Figure 6.2: Voluntary Tunneling Example 
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The above procedure is not without its costs, however. There is 
considerable overhead with such a protocol stack, particularly when 
IPSec is also needed for security purposes, and given that the host 
may be connected via a low-bandwidth dial up link. The overhead 
consists of both extra headers in the data plane and extra control 
protocols needed in the control plane. Using L2TP for voluntary 
tunneling, secured with IPSec, means a web application, for example, 
would run over the following stack 

HTTP/TCP/IP/PPP/L2TP/UDP/ESP/IP/PPP/AHDLC 

It is proposed in [58) that IPSec alone be used for voluntary tunnels 
reducing overhead, using the following stack. 

HTTP/TCP/IP/ESP/IP/PPP/AHDLC 

In this case IPSec is used in tunnel mode, with the tunnel 
terminating either on an IPSec edge device at the enterprise site, or 
on the provider edge router connected to the enterprise site. There 
are two possibilities for the IP addressing of the host. Two IP 
addresses could be used, in a similar manner to the L2TP case. 
Alternatively the host can use a single public IP address as the 
source IP add~ess in both inner and outer IP headers, with the 
gateway performing Network Address Translation (NAT) before 
forwarding the traffic to the enterprise network. To other hosts in 
the enterprise network the host appears to have an 'internal' IP 
address. Using NAT has some limitations and restrictions, also 
pointed out in [58) . 

Another area of potential problems with PPP is due to the fact that 
the characteristics of a link layer implemented via an L2TP tunnel 
over an IP backbone are quite different to a link layer run over a 
serial line, as discussed in the L2TP specification itself. For 
example, poorly chosen PPP parameters may lead to frequent resets and 
timeouts, particularly if compression is in use. This is because an 
L2TP tunnel may misorder packets, and may silently drop packets, 
neither of which normally occurs on serial lines. The general packet 
loss rate could also be significantly higher due to necwork 
congestion. Using the sequence number field in an L2TP header 
addresses the misordering issue, and for cases where the LAC and LNS 
are coincident with the PPP endpoints, as in voluntary tunneling, the 
sequence number field can also be used to detect a dropped packet, 
and to pass a suitable indication to any compression entity in use, 
which typically requires such knowledge in order to keep the 
compression histories in synchronization at both ends. (In fact this 
is more of an issue with compulsory tunneling since the LAC may have 
to deliberately issue a corrupted frame to the PPP host, to give an 
indication of packet loss, and some hardware may not allow this). 
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6.3.2 Issues with Use of IPSec for Voluntary Tunnels 

If IPSec is used for voluntary tunneling, the functions of user 
authentication and host configuration, achieved by means of PPP when 
using L2TP, still need to be carried out. A distinction needs to be 
drawn here between machine authentication and user authentication. 
Two factor' authentication is carried out on the basis of both 
something the user has, such as a machine or smartcard with a digital 
certificate, and something the user knows, such as a password. 
(Another example is getting mon~y from an bank ATM machine - you need 
a card and a PIN number) . Many of the existing legacy schemes 
currently in use to perform user authentication are asymmetric in 
nature, and are not supported by IKE. For remote access the most 
common existing user authentication mechanism is to use PPP between 
the user and access server, and Radius between the accesw server and 
authentication server. The authentication exchanges that occur in 
this case, e.g. a PAP or CHAP exchange, are asymmetric. Also CHAP 
supports the ability for the network to reauthenticate the user at 
any time after the initial session has been established, to ensure 
that the current user is the same person that initiated the session. 

While IKE provides strong support for machine authentication, it has 
only limited support for any form of user authentication and has no 
support for asymmetric user authentication. While a user password 
can be used to derive a key used as a preshared key, this cannot be 
used with IKE Main Mode in a remote access environment, as the user 
will not have a fixed IP address, and while Aggressive Mode can be 
used instead, this affords no identity protection. To this end there 
have been a number of proposals to allow for support of legacy 
asymmetric user level authentication schemes with IPSec. (59) 
defines a new IKE message exchange - the transaction exchange - which 
allows for both Request/Reply and Set/Acknowledge message sequences, 
and it also defines attributes that can be used for client IP stack 
configuration. (60) and (61) describe mechanisms that use the 
transaction message exchange, or a series of such exchanges, carried 
out between the IKE Phase 1 and Phase 2 exchanges, to perform user 
authentication. A different approach, that does not extend the IKE 
protocol itself, is described in [62]. With this approach a user 
establishes a Phase 1 SA with a security gateway and then sets up a 
Phase 2 SA to the gateway, over which an existing authentication 
protocol is run. The gateway acts as a proxy and relays the protocol 
messages to an authentication server. 

In addition there have also been proposals to allow the remote host 
to be configured with an IP address and other configuration 
information over IPSec. For example (63) describes a method whereby 
a remote host first establishes a Phase 1 SA with a security gateway 
and then sets up a Phase 2 SA to the gateway, over which the DHCP 
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protocol is run. The gateway acts as a proxy and relays the protocol 
messages to the DHCP server. Again, like [62], this proposal does 
not involve extensions to the IKE protocol itself. 

Another aspect of PPP functionality that may need to supported is 
multiprotocol operation, as there may be a need to carry network 
layer protocols other than IP, and even to carry link layer protocols 
(e.g. ethernet) as would be needed to support bridging over IPSec. 
This is discussed in section 3.1.4. 

The methods of supporting legacy user authentication and host 
configuration capabilities in a remote access environment are 
currently being discussed in the IPSec working group. 

6.4 Networked Host Support 

The current PPP based dial model assumes a host directly connected to 
a connection oriented dial access network. Recent work on new access 
technologies such as DSL have attempted to replicate this model (57], 
so as to allow for the re-use of existing AAA systems. The 
proliferation of personal computers, printers and other network 
appliances in homes and small businesses, and the ever lowering costs 
of networks, however, are increasingly challenging the directly 
connected host model. Increasingly, most hosts will access the 
Internet through small, typically Ethernet, local area networks. 

There is hence interest in means of accommodating the existing AAA 
infrastructure within service providers, whilst also supporting 
multiple networked hosts at each customer site. The principal 
complication with this scenario is the need to support the login 
dialogue, through which the appropriate AAA information is exchanged. 
A number of proposals have been made to address this-scenario: 

6.4.1 Extension of PPP to Hosts Through L2TP 

A number of proposals (e.g. (56]) have been made to extend L2TP over 
Ethernet so that PPP sessions can run from networked hosts out to the 
network, in much the same manner as a directly attachea host. 

6.4.2 Extension of PPP Directly to Hosts: 

There is also a specification for mapping PPP directly onto Ethernet 
(PPPOE) (64] which uses a broadcast mechanism to allow hosts to find 
appropriate access servers with which to connect. Such servers could 
then further tunnel, if needed, the PPP sessions using L2TP or a 
similar mechanism. 
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6.4.3 Use of IPSec 

The IPSec based voluntary tunneling mechanisms discussed above can be 
used either with networked or directly connected hosts. 

Note that all of these methods require additional host software to be 
used, which implements either LAC, PPPOE client or IPSec client 
functionality. 

6.5 Recommendations 

The L2TP specification 
compulsory tunneling. 
modes of operation for 
beneficial. 

has been finalized and will be widely used for 
As discussed in section 3.2, defining specific 
IPSec when used to secure L2TP would be 

Also, for voluntary tunneling using IPSec, completing the work needed 
to provide support for the following areas would be useful 

asymmetric / legacy user authentication (6.3) 

host address assignment and configuration (6.3) 

along with any other issues specifically related to the support of 
remote hosts. Currently as there are many different non-interoperable 
proprietary solutions in this area. 

7.0 VPN Types: Virtual Private LAN Segment 

A Virtual Private LAN Segment (VPLS) is the emulation of a LAN 
segment using Internet facilities. A VPLS can be used to provide 
what is sometimes known also as a Transparent LAN Service (TLS), 
which can be used to interconnect multiple stub CPE nodes, either 
bridges or routers, in a protocol transparent manner. A VPLS 
emulates a LAN segment over IP, in the same way as protocols such as 
LANE emulate a LAN segment over ATM. The primary benefits of a VPLS 
are complete protocol transparency, which may be important both for 
multiprotocol transport and for regulatory reasons in.particular 
service provider contexts. 
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10.1.1.1 +--------+ +--------+ 10.1.1.2 
+---+ I ISP I IP tunnel I ISP I +---+ 
jCPEj-------1 edge !-----------------------! edge 1-------jCPEj 
+ - - - + stub I node I I node I stub + - - - + 

link+--------+ +--------+link 
A I I 
I I --------------- I I 
I I I I 
I +----(IP BACKBONE )----+ I 
I < l I 
I --------------- I 
I I 
jIP tunnel +--------+ IP tunnel! 
I I ISP I I 
+-----------1 edge !-----------+ 

I node I 
+--------+ subnet = 10.1.1.0/24 

7.1 VPLS Requirements 

I 
stub link I 

I 
+---+ 
I CPE I 10 . 1. 1. 3 
+---+ 

Figure 7.1: VPLS Example 

Topologically and operationally a VPLS can be most easily modeled as 
being essentially equivalent to a VPRN, except that each VPLS edge 
node implements link layer bridging rather than network layer 
forwarding. As such, most of the VPRN tunneling and configuration 
mechanisms discussed previously can also be used for a VPLS, with the 
appropriate changes to accommodate link layer, rather than network 
layer, packets and addressing information. The following sections 
discuss the primary changes needed in VPRN operation to support 
VPLSs. 

7.1.l Tunneling Protocols 

The tunneling protocols employed within a VPLS can be exactly the 
same as those used within a VPRN, if the tunneling protocol permits 
the transport of multiprotocol traffic, and this is assumed below. 
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7.1.2 Multicast and Broadcast Support 

A VPLS needs to have a broadcast capability. This is needed both for 
broadcast frames, and for link layer packet flooding, where a unicast 
frame is flooded because the path to the destination link layer 
address is unknown. The address resolution protocols that run over a 
bridged network typically use broadcast frames (e.g. ARP). The same 
set of possible multicast tunneling mechanisms discussed earlier for 
VPRNs apply also to a VPLS, though the generally more frequent use of 
broadcast in VPLSs may increase the pressure for native multicast 
support that reduces, for instance, the burden of replication on VPLS 
edge nodes. 

7.1.3 VPLS Membership Configuration and Topology 

The configuration of VPLS membership is analogous to that of VPRNs 
since this generally requires only knowledge of the local VPN link 
assignments at any given VPLS edge node, and the identity of, or 
route to, the other edge nodes in the VPLS; in particular, such 
configuration is independent of the nature of the forwarding at each 
VPN edge node. As such, any of the mechanisms for VPN member 
configuration and dissemination discussed for VPRN configuration can 
also be applied to VPLS configuration. Also as with VPRNs, the 
topology of the VPLS could be easily manipulated by controlling the 
configuration of peer nodes at each VPLS edge node, assuming that the 
membership dissemination mechanism was such as to permit this. It is 
likely that typical VPLSs will be fully meshed, however, in order to 
preclude the need for traffic between two VPLS nodes to transit 
through another VPLS node, which would then require the use of the 
Spanning Tree protocol [65] for loop prevention. 

7.1.4 CPE Stub Node Types 

A VPLS can support either bridges or routers as a CPE device. 

CPE routers would peer transparently across a VPLS with each other 
without requiring any router peering with any nodes within the VPLS. 
The same scalability issues that apply to a full mesh LOpology for 
VPRNs, apply also in this case, only that now the number of peering 
routers is potentially greater, since the ISP edge device is no 
longer acting as an aggregation point. 

With CPE bridge devices the broadcast domain encompasses all the CPE 
sites as well as the VPLS itself. There are significant scalability 
constraints in this case, due to the need for packet flooding, and 
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the fact that any topology change in the bridged 
localized, but is visible throughout the domain. 
scenario is generally only suited for support of 
protocols. 

February 2000 

domain is not 
As such this 

non-routable 

The nature of the CPE impacts the nature of the encapsulation, 
addressing, forwarding and reachability protocols within the VPLS, 
and are discussed separately below. 

7.1.5 Stub Link Packet Encapsulation 

7.1.5.1 Bridge CPE 

In this case, packets sent to and from the VPLS across stub links are 
link layer frames, with a suitable access link encapsula~ion. The 
most common case is likely to be ethernet frames, using an 
encapsulation appropriate to the particular access technology, such 
as ATM, connecting the CPE bridges to the VPLS edge nodes. Such 
frames are then forwarded at layer 2 onto a tunnel used in the VPLS. 
As noted previously, this does mandate the use of an IP tunneling 
protocol which can transport such link layer frames. Note that this 
does not necessarily mandate, however, the use of a protocol 
identification field in each tunnel packet, since the nature of the 
encapsulated traffic (e.g. ethernet frames) could be indicated at 
tunnel setup. 

7.1.5.2 Router CPE 

In this case, typically, CPE routers send link layer packets to and 
from the VPLS across stub links, destined to the link layer addresses 
of their peer CPE routers. Other types of encapsulat~ons may also 
prove feasible in such a case, however, since the relatively 
constrained addressing space needed for a VPLS to which only router 
CPE are connected, could allow for alternative encapsulations, as 
discussed further below. 

7.1.6 CPE Addressing and Address Resolution 

7.1.6.1 Bridge CPE 

Since a VPLS operates at the link layer, all hosts within all stub 
sites, in the case of bridge CPE, will typically be in the same 
network layer subnet. (Multinetting, whereby multiple subnets 
operate over the same LAN segment, is possible, but much less 
common) . Frames are forwarded across and within the VPLS based upon 
the link layer addresses - e.g. IEEE MAC addresses - associated with 
the individual hosts. The VPLS needs to support broadcast traffic, 
such as that typically used for the address resolution mechanism used 
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to map the host network addresses to their respective link addresses. 
The VPLS forwarding and reachability algorithms also need to be able 
to accommodate flooded traffic. 

7.1.6.2 Router CPE 

A single network layer subnet is generally used to interconnect 
router CPE devices, across a VPLS. Behind each CPE router are hosts 
in different network layer subnets. CPE routers transfer packets 
across the VPLS by mapping next. hop network layer addresses to the 
link layer addresses of a router peer. A link layer encapsulation is 
used, most commonly ethernet, as for the bridge case. 

As noted above, however, in cases where all of the CPE nodes 
connected to the VPLS are routers, then it may be possibte, due to 
the constrained addressing space of the VPLS, to use encapsulations 
that use a different address space than normal MAC addressing. See, 
for instance, [11], for a proposed mechanism for VPLSs over MPLS 
networks, leveraging earlier work on VPRN support over MPLS (38], 
which proposes MPLS as the tunneling mechanism, and locally assigned 
MPLS labels as the link layer addressing scheme to identify the CPE 
LSR routers connected to the VPLS. 

7.1.7 VPLS Edge Node Forwarding and Reachability Mechanisms 

7.1.7.1 Bridge CPE 

The only practical VPLS edge node forwarding mechanism in this case 
is likely to be standard link layer packet flooding and MAC address 
learning, as per (65). As such, no explicit intra-VPLS reachability 
protocol will be needed, though there will be a need for broadcast 
mechanisms to flood traffic, as discussed above. In-general, it may 
not prove necessary to also implement the Spanning Tree protocol 
between VPLS edge nodes, if the VPLS topology is such that no VPLS 
edge node is used for transit traffic between any other VPLS edge 
nodes - in other words, where there is both full mesh connectivity 
and transit is explicitly precluded. On the other hand, the CPE 
bridges may well implement the spanning tree protocol in order to 
safeguard against 'backdoor' paths that bypass connectivity through 
the VPLS. 

7.1.7.2 Router CPE 

Standard bridging techniques can also be used in this case. In 
addition, the smaller link layer address space of such a VPLS may 
also permit other techniques, with explicit link layer routes between 
CPE routers. (11), for instance, proposes that MPLS LSPs be set up, 
at the insertion of any new CPE router into the VPLS, between all CPE 
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LSRs. This then precludes the need for packet flooding. In the more 
general case, if stub link reachability mechanisms were used to 
configure VPLS edge nodes with the link layer addresses of the CPE 
routers connected to them, then modifications of any of the intra-VPN 
reachability mechanisms discussed for VPRNs could be used to 
propagate this information to each other VPLS edge node. This would 
then allow for packet forwarding across the VPI.S without flooding. 

Mechanisms could also be developed to further propagate the link 
layer addresses of peer CPE routers and their corresponding network 
layer addresses across the stub links to the CPE routers, where such 
information could be inserted into the CPE router's address 
resolution tables. This would then also preclude the need for 
broadcast address resolution protocols across the VPLS. 

Clearly there would be no need for the support of spanning tree 
protocols if explicit link layer routes were determined across the 
VPLS. If normal flooding mechanisms were used then spanning tree 
would only be required if full mesh connectivity was not available 
and hence VPLS nodes had to carry transit traffic. 

7.2 Recommendations 

There is significant commonality between VPRNs and VPLSs, and, where 
possible, this similarity should be exploited in order to reduce 
development and configuration complexity. In particular, VPLSs 
should utilize the same tunneling and membership configuration 
mechanisms, with changes only to reflect the specific characteristics 
of VPLSs. 

8.0 Summary of Recommendations 

In this document different types of VPNs have been discussed 
individually, but there are many common requirements and mechanisms 
that apply to all types of VPNs, and many networks will contain a mix 
of different types of VPNs. It is useful to have as much commonality 
as possible across these different VPN- types. In particular, by 
standardizing a relatively small number of mechanisms, -it is possible 
to allow a wide variety of VPNs to be implemented. 

The benefits of adding support for the following mechanisms should be 
carefully examined. 

For IKE/IPSec: 

the transport of a VPN-ID when establishing an SA (3.1.2) 

a null encryption and null authentication option (3.1.3) 
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multiprotocol operation (3.1.4) 

frame sequencing (3.1.5) 

asymmetric/ legacy user authentication (6.3) 

host address assignment and configuration (6.3) 

For L2TP: 

defining modes of operation of IPSec when used to support L2TP 
(3. 2) 

For VPNs generally: 

defining a VPN membership information configuration and 
dissemination mechanism, that uses some form of directory or MIB 
(5.3.2) 

ensure that solutions developed, as far as possible, are 
applicable to different types of VPNs, rather than being specific 
to a single type of VPN. 

9.0 Security Considerations 

Security considerations are an integral part of any VPN mechanisms, 
and these are discussed in the sections describing those mechanisms. 
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PA TENT APPLICATION 
Docket No.: 3003.2.11 A 

RECEIVED 
fN THE UNITED ST A TES PA TENT AND TRADEMARK OFFICE CENTRAL FAX CENTER 

In re application of: Sanchaita Datta and Ragula Bhaskar 
10/361837 Serial No.: 

Filed: 
For: 

February 7, 2003 
TOOLS AND TECHNIQUES FOR DIRECTING PACKETS 
OVER DlSPARATE NETWORKS 

PETITION FOR SPECIAL EXAMINING PROCEDURE 
(Accelerat~d Examination Of New Application) 

The Honorable Commissioner of 
Patents & Trademarks 

Washington, D.C. 20231 

Commissioner: 

Pursuant to M.P.EP. § 708.02 VIII, Applicants and Assignee respectfully petition 

the Office for accelerated examination of the above-identified patent application. 

As required, a statement regarding pre-examination search for this application and a 

detailed discussion of references ore submitted below. Copies of the referetices identified 

in the search and deemed most closely related to the subject matter encompassed by the 

claims were filed in a First Information Disclosure Statement on t2 March 2003. Other 

references, including those made ofl"ecord in the parent application, are not discussed here, 

but they are of record and they may be cited by the Examiner as the Examiner sees fit. A 

petition for accelerated examination has also been filed in the parent application. 

If the Office determines that the claims should be made subject to a restriction . 
requirement, ·an oral election of claims to be initially examined will be made without 

traverse. 

Pre-examination Search 

A pre-examination senrch was made both for relevant patents end for relevant non

patent references, comprising a search of references from the parent application 10/361,83 7 
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of which this current application is a continuatlon-inMpart. References discussed below are 

also discussed in a petition to accelerate examination of that parent application. 

With respect to U.S. patents, the classes and subclasses of patents identified in the 

search are as follows: 

Class 

340 

370 

395 

709 

Sub-class( e~) 

825.03 

16,85.13,218,392,409 

200.06 

237, 240 

Detailed Discussion of the References 

Several points should be noted in connection with the references. First, some of the 

claimed subject matter was used to guide the search. It does not follow from the mere fact 

that certain references are listed here that one of ordinary skiU in the art would have 

combined these or similar references without lhe benefit of seeing the claims. In the event 

it makes a rejection under § I 03 using these or any other references, the Office must 

identify a suggestion or motivation in lhe art for combining the references. 

Second, the discussion below tries to be both complete and concise. By necessity, 

however, the discussion rests on a good-faith prediction as to which topics the Office will 

find of interest in examining this application. All participanls in the examination process 

are free to decide later that other aspects of these references and/or other references also 

merit attention. Of course, the Office will also notify Applicant:s if examination indicates 

that the claims and/or references should be interpreted or characterized in some way 

different from that now presented. 

Third, the pi·e-examination search is not a substitute for the Examiner's search. 

Likewise, the information provided here is meant to be an aid co the Examiner; it is not 

meant to be a substitute for the Examiner's own independent review and analysis of the 

references. Jn particular, the fact that some of the references discussed below are 

2 
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emphasized more than the other references does not imply that the Examiner's review of 

the other references will be cursory or non·existent. Although the information given here is 

believed lo be accurate, errors may nonetheless be present. Also, points whose significance 

is not currently understood may be discussed here inadequately or not at all. 

Fourth, to promote conciseness this initial discussion of the patentability of the 

claims focuses on certain features of the independent claims. Howeveri other features and 

combinations of features in lx>th the independent claims and the dependent claims also 

provide proper grounds for allowing the claims. A lack of patenlability will not automatic

ally follow from some later determination (either before or after issuance) that the claim 

features discussed expressly below are insufficient. Each claim must be viewed as a whole. 

Fifth, the technical background of the invention is also discussed in the Technical 

Background of the [nvention portion of the application, and that discussion is incorporated 

herein by this reference. 

Sixth, chation of a reference does not imply adoption of all definitions given in the 

reference, or agreement with all assertions made in (or implied from) the reference. Jn 

particular and without limitation, terms may be used differently in a reference than in the 

present application; in the event of a conflict, the meaning given to a term (expressly or 

implicitly) in the applicntion and/or in other statements by Assignee should govern. 

Seventh, the dates in reference citations are merely presumptions based on 

copyright notices, retrieval dates, and/or similar indicia. A document's actua1 publication 

date, for instance, may be different than the date printed on the document. Indicia in a 

single document may specify multiple dates, or a range of dates, with only some of the 

dates qualifying t~e document as prior art. A document may also be submitted, even though 

submission is not required because the document's stated date makes it presumptively not 

prior mt, if the document contains information that might be helpful, such as technical 

background or a discussion of work that may have been done earlier than the document's 

stated date. 
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Finally, a failure to expressly state here that a given reference does not teach a 

certain claim element does not mean that the reference teaches the claim element. Ifche 

Office takes the position that a claim element is taught by reference, then the Office must 

identify to Assignee the locacion(s) in the reference which support that position. 

Datta '197: U.S. Patent Application No. 10/0)4,197 filed December 28, 2001 

The present application is a continuation-in-part of the '197 application. The Datta 

'197 application may be of interest to the Examiner as background information and/or for 

other reasons. For instance, although the undersigned does not believe this reference would 

support an obviousness-type double patenting rejection of the currenl application, or vice 

versa, the Office will make its own independent initial decision regarding that possibility. 

If this reference is not cited after this specific invitation to consider the Datta' 197 

reference, it will be understood that the Examiner has determined the reference is not a 

basis for rejection. 

Casey: U.S. Patent No. 6,493,349 to Casey 

This reference discusses a virtual privale network infrastructure and a method of 

configuring such an infrastructure. Separate VPN areas are discussed, for instance, at 

column 3 line 27 through column 4 line 26. Claims 7-9, for instance, also indicate that 

different areas may use different network protocols. However, it appears to the undersigned 

that the areas are in series, not in parallel. Parallel networks are expressly required by ea.ch 

of the present application's independent claims (claims 1, I 0, 11, t 2, 26, 30, 31, 32, 33). 

Note that "private network" as used in the present application refers to frame relay 

and point-to~point networks (see the application at page 3 lines 13-20), whereas "private 

network" as used in Cnsey appnrently refers to customer sites (column 1 lines 22-24). 

Applicants are entitled to be their own lexicographers, and any confusion over this (or 

other) terminology used In the application should be resolved in favor of the meaning 

intended by Applicants even if that meaning conflicts with other possible meanings. 
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DattR '341: U.S. Patent No. 6,493,341 to Datta et al. 

The inventors of this patent are the same as in the present application. This 

reference claims priority to provisional application no. 60/l 74, 114 filed on December 31, 

1999. This patent may be of interest to the Exarniner as background information and/or for 

other reasons. For instance, although the undersigned does not believe this reference would 

support an obviousness-type do1.1ble patenting rejection of the current application, or vice 

versa, the Office will make its own independent initial decision regarding that possibility. 

If this reference ls not cited after this specific invitation to consider the Datta '341 

reference, it will be understood that the Examiner has determined the reference is not a 

basis for rejection. 

Halpern: U.S. Patent No. 6,438,100 to Halpern et al. 

This reference apparently deals mainly with routing inside a Carrier Scale 

Internetworking system. Frame relay is mentioned in column 2 lines l 0-29, 47, and at 

column 6 line JO. This reference has some discussion of VPNs, e.g., in column 6 lines 14-

40, so Lhe remarks made above about the meaning of"private network" in discussing the 

Casey reference may also be noted here. A keyword search of this reference failed to 

disclose any use of "parallel" and the reference accordingly does not appear to 1he 

undersigned to teach the claimed access to parallel networks. 

Rekhter: U.S. Patent No. 6,339,595 to Rekhter et al. 

This refer~nce deals with virtual private networks (VPNs), so the remarks made 

above about the meaning of "private network" in discussing the Casey reference may also 

be noted here. Note also that the present application defines "disparate11 (see page 2 lines 

15- l 8), so the ordinary dictionary definition does not govern in the pending claims. A 

keyword search of this reference failed to disclose any use of ••frame relay" but there are 

several instances of "point-lo-point". Only a single instance of"parnllel" was found, at 
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column 4 line 3. This reference discusses addresses at length, nnd "address" is used in 

severnl independent claims of the current application, namely, claims ) 2, 26, 30, 3), 32, 

33. This reference does not appear to the undersigned to teach the claimed access to 

parallel networks using a packet pach selector to select between parallel disparate networks, 

or to teach using addresses to combine connections for access to parallel networks as 

claimed. However, annlysis by the Examiner is called for at this point to detennine whether 

the Office agrees with that conclusion. The Examiner is specifically requested to perform 

a detailed comparison of Rekhter with the pending clairns. and to then take such action 

as the Examiner deems appropriate. 

Datta '276: U.S. Patent No. 6,295,276 to Datta et al. 

The inventors or this patent are the same as in the present applicalion. As indicated 

in the Abstract, this patent describes methods, configured storage media, and systems for 

increasing bandwidth between a local area network ("LAN") and other networks by using 

multiple routers on the given LAN; Figures 2 and 3 each show a configuration with 

multiple routers in parallel. Data packets are multiplexed between the routers using a novel 

-variation on the standard address resolution protocol, and other components. On receiving 

data destined for an external network, a controller or gateway computer will direct the data 

to the appropriate router. In addition to providing higher speed connections, the ilwention 

described in the '276 patent provides better fault tolerance in the form of redundant 

connections from the originating LAN to a wide area network such as the Internet. 

The invention described in the present npplication is directed to configurations 

involving parallel networks; every independent claim calls expressly for parallel networks. 

Although the '276 invention might be usable in a parallel network configuration, that 

particular type of use is not required by, nor discussed in, the '276 patent. 
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Bhnslutr: U.S. Patent No. 6,253,247 to Bhaskar et al. 

The inventors of this patenl are the same as in the present application. As indicated 

in the Abstract, this patent describes methods and systems for transmitting a user's data 

between two computer networks over physically separate telephone line connections which 

are allocated exclusively to the user. The user's data is placed in data packets, which are 

multiplexed onto the separate connections and sent concurrently to a demultiplexer. The 

data packets contain a computer network address such as an Internet protocol address. A 

dynamic address and sequence table allows the demultiplexer operation to restore the 

original order of the data after receiving the packets. The set of connections constitutes a 

virtual "fat pipe" connection through which the user's data is transmiued more rapidly. 

Additional llsers may be given their own dedicated "fat pipe" connections. 

As noted above, each independent claim of the present application assumes parallel 

networks are involved; the invention is not those networks themselves, but it does provide 

tools and techniques for controlling access to parallel disparate networks. Although the 

'247 itlVention might be usable in a parallel network configuration, that particular type of 

use is not required by, nor discussed, in the '247 patent. 

KUai: U.S. Patent No. 5,948,069 to Kitai et al. 

As indicated in the Abstract, this reference discusses a networking method and 

system for performing data communication to a client computer from a server computer 

having a plurality of network interfaces through a network. A LAN switch is provided 

between the network and the server computer. The LAN switch includes a plurality of 

communication p~ths correspondingly connected to the network interfaces of the server 

computer. Any one of the communication paths are usable to connect the client computer 

with the server computer. A selector is provided for selecting one of the communication 

paths in accordance with a quality of service (QOS) requested by the client computer. The 

selector selects the communication path using information contained in a routing table in 

the server computer based on a network address of the network connected to the client 
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computer. The routing table includes the address of the network connected to the client 

computer and addresses of network interfaces of the server computer correspondingly 

connected to the communication path. 

However, a keyword search of this reference disclosed no instances of"frame 

relay", "point-to-point", "Tl", or "T3", which are private networks according to the present 

application. Although Kitai appears to the undersigned to be one of the references that is 

closest to the present invention, analysis by the Examiner is called for at this point to 

determine whether these or other differences or similarities merit further attention. Figure 3 

may be of particular interest, since it shows two public networks 3070 and 3080 on what 

are apparently parallel communication paths between a client 310 I and a server 3000. It 

may also be impo11ant that the choice between network in1erfaces in Kitai is apparently 

made at the server (see, e.g., col~tmn I 0 lines 13"65) rather than elsewhere; in the present 

application independent claims l, I 0, 11, 26 each refer to a "site interface". Claim J 2 

involves ''address ranges", a term not found in Kitai. Claims I 0 and 26 involve "session", a 

term nol found in Kitai. Although Kitai makes repeated references to 1'destination address" 

they do not appear to the undersigned to involve modifying the destination address as 

called for in claims 30, 31, 3 3 of the present application. In view of all this, the Examiner 

is specifically requested to perform a detailed comparison of Kitai with the pending 

daims, and to then take such action as the Examiner deems appropriate. 

Perlasamy: U.S. Patent No. 5,737,526 to Periasa.rny et al. 

This reference discloses a hierarchical wide area network architecture in which 

multiple routers having a logical connection to one another are designated as a peer group. 

Column 3 states that more than one border peer can be included in each group, to share the 

transmission workload and act as a backup. In another statement (column 3 lines 16-23), 

two or more routers are connected to a network in parallel to provide back-up facilities. 

When both of the routers are operating, conditional filters cause one of the routers to drop 

selected network frames, which are handled by the other router to avoid duplicate frames. 
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A keyword search revealed no instance of 11frame relay", no instance of "point-to~ 

point", one instance of "TI" (column 5 line 55), and no instances of "T3". The parallelism 

taught is apparently parallelism of routers, not of networks. 

Perlman: U.S. Patent No. 5.420,862 to Perlman 

This reference discloses a "bridge router (brox)" which functions as a bridge under 

some conditions and as a router under other conditions. As illustrated in Figure 8, for 

instance, the broxes connect LANs. However, keyword searches of this reference failed to 

find any instances of-'parallel", "frame relay", "Tl'', or "T3". 

Derby: U.S. Patent No. 5,398,012 to Derby et al. 

This reference discloses n process for determining the best communication route 

froin a source end station to a destination end station, using network nodes al the inlerface 

between a wide area network and each sub-network. The network nodes contain access 

agents which control communication flow between the wide area network and an end 

station in the sub-network. 

This reference discusses "parallel links'' and "parallel transmission groups", e.g., at 

column I line 43, column 2 lines 48-55. Keyword searching revealed no instance of 

"frame relay", but "point-to-point" occurs al column 5 line 31, column 7 line 49, column 8 

lines 18·20, and column 9 line 43. IL also discusses a route selection apparatus, see, e.g., 

claim l, for use with subnetworks, which the Examiner may consider different from the 

claimed invention's selection between parallel networks. Analysis by the Examiner is 

called for at this r_oint to determine whether these or other differences or similarities merit 

further attention. The Examiner is specifically requested to perforn• o detailed 

comparison of Derby with the pending claims, and to then take such action as the 

Examiner deems appropriate. 
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Liao: T. Liao et aL, "Using multiple links to interconnect LANs ~nd public circ\iit 

switched dHta networks." Proc. /nl. Conference on C<)mmunications Sy.'ilems: Towtirds 

Global Integration, Vol. I, Singapore, 59 November 1990, pp. 289-293 

This reference discusses design of a gateway that interco1mects a TCP/IP-based 

LAN and a public circuit switched data network using multilinks. Although it discusses use 

of multiple data links, the parallelism taught is apparently parallelism of mulliple physical 

links to a single network, not parallelism of networks as claimed in the pi-esent application. 

Coyotepoint: Press release from www.coyotepoint,com, September 81 l 997 

This reference discusses a form of load-balancing, and the present application also 

refers ro "load-balancing", see, e.g., claims 3, 18~20, 26. 34. However, this reference does 

not appear to the undersigned to teach the claimed access to parallel networks. 

NAT: Network Address Translation Technical Discussion, from safety.net; no later than 

05/0711999 

This reference discusses parallelism in servers and a form of load-balancing, see 1 

e.g .• the paragraph on "Mux Server Mapping Mode" on page 4. But it does not appenr to 

the undersigned co tench the claimed access to parallel networks. 

Higginson: Higginson et al. 1 "Development of Router Clusters to Provide Fast Pailo~er in 

IP Networks," from www.asia-pacific.digital.com~ no later than 9/29/98 

This reference discusses failover, which is related to a form of reliability, and the 

present application also refers to "reliability", see, e.g., claims 4 and 21. However, this 

reference does not appear to the undersigned to teach the claimed access to parallel 

networks. 

JO 
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Na"Vpoint: Pages fro111 www.navpoint.com; no later than 12/24/2001 

This reference discusses frame relay and point-to-point connections. However, it 

does not appear to the undersigned to teach the claimed access to paro.llel networks. 

Guide: ''The Basic Guide to Frame Relay Networking", pp. 1-85, copyright date 1998 

This reference discusses frame relay networks in depth. PoinHo-point and other 

network technologies are also discussed. However, this reference does not appear to the 

undersigned to teach selection between parallel networks as called for by the present 

invention. A keyword search reveals that the word "parallel,. is used only in connection 

with the example shown in Figure 13 on page 51 of the reference. That figure shows 

.. Parallel SNA, BSC, Alam1 and LAN Branch networks'', as opposed to parallel frame relay 

and Internet-based networks. Figure 13 also fail$ to show a packet path selector. Moreover, 

the parallel nature of the SNA. BSC, and LAN networks is characterized as undesirable; 

one obtains "better performance, greater reliability and lower costs" by consolidating the 

data from these networks onto one frame relay-based WAN. By teaching away from 

parallelism, this reference teaches away from the present invention. 

NNI & UNI: "NNI & UNI", pp. 1-2, Nov 16, 2001 

This reference gives a definition for a network-to9 network interface (NNI) and a 

definition for a user-to·network interface (UNI). It does not appear to the undersigned to 

teach parallel networks. 

Disaster Recovery: "Disaster Recovery fol' Frarne Relay Networks", pp. 1~14, no later 

than 1217/2001 

This reference discusses various options for increasing reliability in networking 

configurations that include a frame relay network. In particular, page 3 identifies .. disaster 

recovery options" that each add something to a frame relay network; these options are 

discussed later in the reference, including without limitation on page 1 I. Keyword searches 
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found no instances of "parallel'' in this reference. The reference ~lso does not nppear to the 

undersigned to teach the present invention's packet path selector. However, the llxamincr 

is specifically requested to perform a dctRiled corn1>arison of this reference with the 

pending daims, and to then take such action as the Examiner deems appropriate. 

Nolle: T. Nolle, "Watching Your Dack", pp. 1-3, 11/01/99 

This reference discusses frame relay network outages. The first full paragraph on 

page 2 presents "multiple frame relay carriers'' as an option. However, this refei-ence does 

not appear to the undersigned to teach the present invention's packet path selector. 

Multi: "Multi-Attached and Multi-Homed Dedicated Access'', pp. l-5, no later than 

12/8/2001 

This reference discusses multi-attached and multi-homed access for increased 

reliability. Frame relay is discussed. Lond"balancing is mentioned on page 5; load

balancing is expressly called for in claims 3, 18-20, 26, and ]4 of the present application. A 

keyword search found one use of the word "parallel", on page 3: "Using two parallel 

circuits between a customer's network and different CLIX routers will satisfy most 

customers high~availability requirements. For optimum resilience, you should ensure that 

the two CLIX access circuits do not share any common elements (e.g. a single unprotected 

tail circuit, a single CLEAR Frame AXIS shelf, or a single mux card), and use separate 

routers for each access circuit, powered from separate protected power sources if possible." 

The accompanying diagram on page 3 of the reference is reminiscent of Figure 1 of the 

present application; a similar but more general diagran\ shown on page 4 of the reference 

also resembles Figure I. However, the Examiner is specifically requested to perform a 

detailed comparison or this rderence with the pending claims, and to then take such 

action as the Examiner deems appropriate. 

12 
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Feibel: Feibel, "Internetwork Link.'' Novell's® Complete Encyclopedia of Networking, 

copyright date 1995 

This reference discusses connections between networks. However, it does not 

appear to the undersigned to teach the claimed access to parallel networks. 

Tnnenbaum: Tanenbaum, Computer Networks (3rd Ed.), pp. 396-406; copyright date 

1996 

This reference discusses connections between networks, and ways in which 

networks differ from one another. Figures 5-36 and 5-37 may also be of interest. However, 

this reference does not appear to the undersigned to teach the claimed access to parallel 

networks using a packet path selector. 

Weder: Wexler, ''Frame Relay and IP VPNs: Compete Or CoeKist?", from www.bcr.com; 

July 1999 

This reference discusses frame relay and VPNs. In particular, an apparent blurring 

of the line between the two technologies is discussed, see, e.g., page 3. Jt does not appear to 

the undersigned to teach the claimed access to parallel networks. 

Conclusion 

In view of the above. Assignee respectfully petilions the Office for accelerated 

examination of the claims. In the event of any questions, the undersigned invites a 

telephone call fro1n the Office. 

Dated May 17, 2003. 
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~ UNITED STATES PAT~NT AND TRADEMARK OFFICE 
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JOHN W. L. OGILVIE 
1320 EAST LAIRD AVENUE 
SALT LAKE CITY UT 84105 

In re Application of 
Sanchaita DATT A, et al. 
Application No. 10/361,837 
Filed: February 7, 2003 
For: TOOLS AND TECHNIQUES FOR DIRECTING 
PACKETS OVER DISPARATE NETWORKS 

COMMISSIONER FOR PATENTS 

UNITED STATES PATENT AND TRADEMARK OFFICE 

P.O. Box 1450 

ALEXANDRIA, VA 223 I 3· I 450 

MAIL 

JAN 2 6 2004. 
DIRECTOR OFFICE 

Tf:CHNOLOGY CENTER 2600 

Paper No. 6 

DECISION ON PETITION 
TO MAKE SPECIAL 

www.uspto.gov 

This is a decision on the petition filed December 10, 2003 under Manual of Patent Examination Procedure 
§708.02, VIII requesting accelerated examination. 

The petition under Manual of Patent Examination Procedure §708.02, VIII, must: 
(1) be filed prior to receiving any examination by the examiner, 
(2) be accompanied by the required fee- $130, 
(3) the claims should be directed to a single invention (if it is determined that the claims pertain to more 

than one invention, then applicant will have to make an election without traverse or forfeit accelerated 
examination status), 

( 4) state that a pre-examination search was made, and fully discuss the search method employed, such as 
classes and subclasses searched, publications, Chemical abstracts, patents, etc. A search made by a 
foreign patent office satisfies this requirement, 

(5) be accompanied by a copy of each of the references most closely related to the subject matter 
encompassed by the claims if said references are not already of record, 

( 6) fully discuss the references, pointing out with the particularity required by 3 7 C.F .R. § 1.111 (b) and 
(c), how the claimed subject matter is patentable over the references. 

The petitioner meets all the above-listed requirements. Accordingly, the petition is GRANTED. 

The application will retain its special status throughout its entire prosecution, including any appeal to the 
Board of Patent Appeals and Interferences, subject only to diligent prosecution by the applicant. The 
application file is being forwarded to the examiner for appropriate action in due course. 

L./' -. A vd 
Kenneth A. Wieder 
Special Program Examiner 
Technology Center 2600 
Communications 
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Application No. 

10/361,837 

Office Action Summary Examiner 

Melvin Marcelo 

Applicant(s) 

DATTA ET AL. 

Art Unit 

2663 
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply 

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE .J. MONTH(S) FROM 
THE MAILING DATE OF THIS COMMUNICATION. 
- Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed 

after SIX (6) MONTHS from the mailing date of this communication. 
- If the period for reply specified above is less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be considered timely. 
- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication. 
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133). 

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any 
earned patent term adjustment. See 37 CFR 1.704(b). 

Status 

1 )~ Responsive to communication(s) filed on 07 Februarv 2003. 

2a)0 This action is FINAL. 2b)~ This action is non-final. 

3)0 Since this application is in condition for allowance except for formal matters, prosecution as to the merits is 

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213. 

Disposition of Claims 

4)~ Claim(s) 1-35 is/are pending in the application. 

4a) Of the above claim(s) __ is/are withdrawn from consideration. 

5)~ Claim(s) 11-22,30.31 and 33-35 is/are allowed. 

6)~ Claim(s) 1-4,8-10.23-26,28,29 and 32 is/are rejected. 

7)~ Claim(s) 5-7 and 27 is/are objected to. 

8)0 Claim(s) __ are subject to restriction and/or election requirement. 

Application Papers 

9)0 The specification is objected to by the Examiner. 

1 O)~ The drawing(s) filed on 07 February 2003 is/are: a)~ accepted or b)O objected to by the Examiner. 

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a). 

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 {d). 

11 )0 The oath or declaration is objected to by the Examiner. Note the attached Office Action or form PT0-152. 

Priority under 35 U.5.C. § 119 

12)0 Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a)O All b)O Some* c)O None of: 

1.0 Certified copies of the priority documents have been received. 

2.0 Certified copies of the priority documents have been received in Application No. __ . 

3.0 Copies of the certified copies of the priority documents have been received in this National Stage 

application from the International Bureau (PCT Rule 17.2(a)). 

*See the attached detailed Office action for a list of the certified copies not received. 

Attachment(s) 

1) ~ Notice of References Cited (PT0-892) 

2) 0 Notice of Draftsperson's Patent Drawing Review (PT0-948) 

3) ~ Information Disclosure Statement(s) (PT0-1449 or PTO/SB/08) 
Paper No(s)/Mail Date 2. 

4) 0 Interview Summary (PT0-413) 
Paper No(s)/Mail Date. __ . 

5) 0 Notice of Informal Patent Application (PT0-152) 

6) 0 Other: __ . 

U.S. Patent and Trademark Office 

PTOL-326 (Rev. 1-04) Office Action Summary Part of Paper No./Mail Date 7 
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Application/Control Number: 10/361,837 

Art Unit: 2663 

DETAILED ACTION 

Claim Rejections - 35 USC § 112 

Page 2 

1. Claims 23-26 are rejected under 35 U.S.C. 112, second paragraph, as being 

indefinite for failing to particularly point out and distinctly claim the subject matter which 

applicant regards as the invention. 

Claim 23 lacks a proper antecedent basis to claim 12 since "the modifying step" 

first appears in claim 13. 

Claim 24 lacks a proper antecedent basis to claim 12 since "the modifying step" 

first appears in claim 13. 

Claim 25 lacks a proper antecedent basis to claim 12 since "the modifying step" 

first appears in claim 13. 

Claim 26, line 7, "possibly with a modified destination address" is indefinite since 

no clear guidelines are recited for defining the conditions to determine the different 

possibilities. 

Claim Rejections - 35 USC§ 102 

2. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that 

form the basis for the rejections under this section made in this Office action: 

A person shall be entitled to a patent unless -

(b) the invention was patented or described in a printed publication in this or a foreign country or in public 
use or on sale in this country, more than one year prior to the date of application for patent in the United 
States. 

3. Claims 1, 3, 4, 9, 10, 26, 29 and 32 are rejected under 35 U.S.C. 102(b) as being 

anticipated by Kaplan et al. (6,016,307). 
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Kaplan teaches the subject matter of the following claims, wherein references to 

Kaplan appear in parenthesis. 

1. A controller (Kaplan, switching system 10 in Figure 1) which controls access to 

multiple independent disparate networks in a parallel network configuration (T1 12, LAN 

14, WAN 16, POTS 18, WIRELESS 20), the disparate networks comprising at least one 

private network (T1 is a private network) and at least one network based on the 

Internet (WAN is a collection of computer networks based on the Internet; see also 

column 1, lines 22-26), the controller comprising: a site interface connecting the 

controller to a site (User Interface 34 in Figure 1 ); at least two network interfaces 

which send packets toward the disparate networks (T1 12 and WAN 16); and a packet 

path selector (Routing Optimization 26) which selects between network interfaces 

according to at least: a destination of the packet, an optional presence of alternate 

paths to that destination (Column 3, line 55 to column 4, line 11 ), and at least one 

specified criterion for selecting between alternate paths when such alternate paths are 

present (Column 4, lines 12-64); wherein the controller receives a packet through the 

site interface and sends the packet through the network interface that was selected by 

the packet path selector (Column 7, lines 39-44). 

3. The controller of claim 1, wherein the packet path selector selects between network 

interfaces according to a load-balancing criterion, thereby promoting balanced loads on 

devices that carry packets on the selected path after the packets leave the selected 

network interfaces (Latency is a load-balancing criterion, since it is a measure of 

the amount of traffic on the particular networks; see column 6, lines 1-9). 

4. The controller of claim 1, wherein the packet path selector selects between network 

interfaces according to a reliability criterion, thereby promoting use of devices that will 

still carry packets on the selected path after the packets leave the selected network 

interfaces, when other devices on a path not selected are not functioning (Kaplan's 

criteria include reliability in Table A and presentstate (operational state) in Table 

B, both on column 4). 
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9. The controller of claim 1, wherein the controller sends packets from a selected 

network interface to a point-to-point private network connection (T1 is a point-to-point 

private network). 

10. A controller which controls access to multiple networks in a parallel network 

configuration (Kaplan, switching system 10 in Figure 1), suitable networks 

comprising Internet-based networks (WAN 16) and private networks from at least one 

more provider (T1 12), in combination, the controller comprising: a site interface 

connecting the controller to a site (User interface 34); at least two network interfaces 

which send packets toward the networks (T1 12 and WAN 16); and a packet path 

selector (Routing Optimization 26) which selects between network interfaces on 

granularity which is at least as fine as session-by-session (Kaplan's granularity is 

session-by-session since path selection occurs in order to transfer a single data 

file during the user session; see column 6, lines 54-65) according to at least: a 

destination of the packet, an optional presence of alternate paths to that destination, 

and at least one specified criterion for selecting between alternate paths when such 

alternate paths are present (Column 3, line 55 to column 64); wherein the controller 

receives a packet through the site interface and sends the packet through the network 

interface that was selected by the packet path selector (Column 7, lines 39-44). 

26. A method for combining connections for access to parallel networks (Kaplan, 

column 3, line 55 to column 4, line 11 ), the method comprising the steps of: sending a 

packet to a site interface of a controller (In Figure 1, Data File 30 is entered via the 

User Interface 34), the controller (Switching system 10) comprising the site interface 

(User Interface 34) which receives packets, at least two network interfaces to parallel 

networks (T112 and WAN 16), and a packet path selector(Routing Optimization 26) 

which selects between the network interfaces on a per-session basis (Selection occurs 

during an user session; see column 6, lines 54-65) to promote load-balancing 

(Selection criteria includes latency which is a measure of load in the networks; 

see column 6, lines 1-9); and forwarding the packet, possibly with a modified 

destination address, through the network interface selected by the packet path selector 

(column 7, lines 39-44, wherein destination address formats for the various 
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network interfaces 12-20 may differ from the destination address of the data file 

(column 1, lines 11-26) such that the address is modified prior to transmission 

over the network). 

29. The method of claim 26, further comprising the step of sensing failure of one of 

parallel disparate networks and automatically sending traffic through at least one other 

parallel disparate network (Kaplan's criteria includes presentstate (Table 8 on 

column 4) which indicates the not operational/failure of the particular network). 

32. A method for combining connections for access to disparate parallel networks 

(Column 3, line 55 to column 4, line 11 ), the method comprising the steps of: 

receiving at a controller (Switching system 10 in Figure 1) a packet which has a first 

site IP address as source address and a second site IP address as destination address 

(LAN 14 and WAN 16 transmit packets using the IP (Internet) protocol, wherein 

the source address is the IP address of the source site which is the switching 

system 10 and the destination address is the IP address of a corresponding 

destination switching system 1 O); selecting, within the controller (Routing 

Optimization 26), between a path through an Internet-based network (WAN 16) and a 

path through a private network that is not Internet-based (T1 ); and forwarding the 

packet along the selected path toward the second site (Column 7, lines 39-44). 

Claim Rejections - 35 USC§ 103 

4. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all 

obviousness rejections set forth in this Office action: 

(a) A patent may not be obtained though the invention is not identically disclosed or described as set 
forth in section 102 of this title, if the differences between the subject matter sought to be patented and 
the prior art are such that the subject matter as a whole would have been obvious at the time the 
invention was made to a person having ordinary skill in the art to which said subject matter pertains. 
Patentability shall not be negatived by the manner in which the invention was made. 

5. Claims 2, 8 and 28 are rejected under 35 U.S.C. 103(a) as being unpatentable 

over Kaplan et al. as applied to the above claims and further in view of applicants' 

admitted prior art. 

Cisco Systems, Inc. 
Exhibit 1002 

Page 382 of 426



Application/Control Number: 10/361,837 

Art Unit: 2663 

Page 6 

Kaplan does not mention the frame relay private network or a VPN network 

interface. However, Kaplan teaches that a great variety of networks exist (column 1, 

lines 19-26) and that a user should use the networks that are available to them (column 

1, lines 40-50). Kaplan explicitly teaches to incorporate networks provided by common 

carriers such as MCI and AT&T (column 4, lines 4-9). Applicants have admitted that 

Frame relay and /or point-to-point network services are provided by carriers such as 

AT&T and MCI (specification, page 2, lines 13-14). Therefore, it would have been 

obvious to one of ordinary skill in the art at the time the invention was made to 

incorporate a frame relay network in Kaplan, since a skilled artisan would have been 

motivated by Kaplan's explicit teaching to incorporate the admitted prior art networks 

provided by AT&T and MCI. 

Similarly, applicants admit that the VPN network is prior art (see Figure 5). 

Therefore, it would have been obvious to incorporate a VPN network in Kaplan, since a 

skilled artisan would have been motivated to use any prior art network that is available 

to them as suggested by Kaplan. 

With respect to the claims, references to the prior art appear in parenthesis. 

2. The controller of claim 1, wherein the controller {Kaplan, switching system 10 in 

Figure 1) controls access to a frame relay private network {Frame relay networks are 

admitted prior art) through a first network interface of the controller, and the controller 

controls access to the Internet through a second network interface {WAN 16) of the 

controller. 

8. The controller of claim 1, wherein the controller sends packets from a selected 

network interface to a VPN {VPN is admitted prior art). 
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28. The method of claim 26, wherein the step of sending a packet to the controller site 

interface is repeated as multiple packets are sent (In Kaplan, the data entering the 

site interface (User Interface 34) can be formatted as packets (column 1, lines 16-

19), wherein multiple packets correspond to multiple data), the network interfaces 

include at least two VPN line interfaces (VPN is admitted prior art) and a private 

network interface (Kaplan, T1 16 in Figure 1 ), and the packet path selector selects 

between at least those three interfaces (It would have been obvious to provide any 

known combinations of the prior art network interfaces since Kaplan suggests 

that "any number of the aforementioned interfaces may be used alone or in any 

combination as required by the user" (column 4, lines 2-4) and that an user may 

have more than one of a particular interface (column 1, lines 40-45)). 

Allowable Subject Matter 

6. Claims 5-7 and 27 are objected to as being dependent upon a rejected base 

claim, but would be allowable if rewritten in independent form including all of the 

limitations of the base claim and any intervening claims. 

7. Claims 11-22, 30, 31 and 34-35 are allowed. 

8. Claims 23-25 would be allowable if rewritten or amended to overcome the 

rejection(s) under 35 U.S.C. 112, second paragraph, set forth in this Office action. 

9. The following is a statement of reasons for the indication of allowable subject 

matter: the prior art of record fails to anticipate or make obvious the additional features 

of the claimed invention. With respect to claim 11, the additional feature of the per-

packet selection is not taught. With respect to claims 12 and 33, the feature of the 

accessing the multiple parallel disparate networks using at least two known location 

address ranges is not taught. With respect to claims 30 and 31, the modification of the 

packet to both the source and destination controller IP addresses is not taught, wherein 
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controller is interpreted as a device which functions as a source or destination on either 

ends of the combined connections for access to parallel networks from which a path is 

selected. 

5. The controller of claim 1, wherein the packet path selector selects between network 

interfaces according to a security criterion, thereby promoting use of multiple disparate 

networks to carry different pieces of a given message so that unauthorized interception 

of packets on fewer than all of the disparate networks used to carry the message will 

not provide the total content of the message. 

6. The controller of claim 1, wherein the controller sends packets out of sequence over 

the parallel disparate networks. 

7. The controller of claim 6, wherein the controller places an encrypted sequence 

number in at least some of the packets which are sent out of sequence. 

11. A controller which controls access to multiple networks in a parallel network 

configuration, suitable networks comprising Internet-based networks and private 

networks from at least one more provider, in combination, the controller comprising: a 

site interface connecting the controller to a site; at least two network interfaces which 

send packets toward the networks; and a packet path selector which selects between 

network interfaces on a per-packet basis according to at least: a destination of the 

packet, an optional presence of alternate paths to that destination, and at least one 

specified criterion for selecting between alternate paths when such alternate paths are 

present; wherein the controller receives a packet through the site interface and sends 

the packet through the network interface that was selected by the packet path selector. 

12. A method for combining connections for access to multiple parallel disparate 

networks, the method comprising the steps of: obtaining at least two known location 

address ranges which have associated networks; obtaining topology information which 

specifies associated networks that provide, when working, connectivity between a 

current location and at least one destination location; receiving at the current location a 

packet which identifies a particular destination location by specifying a destination 

address for the destination location; determining whether the destination address lies 
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within a known location address range; selecting a network path from among paths to 

disparate associated networks, said networks being in parallel at the current location, 

each of said networks specified in the topology information as capable of providing 

connectivity between the current location and the destination location; forwarding the 

packet on the selected network path. 

13. The method of claim 12, further comprising the step of modifying the packet 

destination address to lie within a known location address range associated with the 

selected network before the forwarding step. 

14. The method of claim 12, wherein the forwarding step forwards the packet toward the 

Internet when the packet's destination address does not lie within any known location 

address range. 

15. The method of claim 12, wherein the destination address identifies a destination 

location to which only a single associated network provides connectivity from the current 

location, and the forwarding step forwards the packet to that single associated network. 

16. The method of claim 12, wherein repeated instances of the selecting step make 

network path selections on a packet-by-packet basis. 

17. The method of claim 12, wherein repeated instances of the selecting step make 

network path selections on a per session basis. 

18. The method of claim 12, wherein the selecting step selects the network path at least 

in part on the basis of a dynamic load-balancing criterion. 

19. The method of claim 18, wherein repeated instances of the selecting step select 

between network paths at least in part on the basis of a dynamic load-balancing 

criterion which tends to balance line loads by distributing packets between lines. 

20. The method of claim 18, wherein repeated instances of the selecting step select 

between network paths at least in part on the basis of a dynamic load-balancing 

criterion which tends to balance network loads by distributing packets between 

disparate networks. 

21. The method of claim 12, wherein the selecting step selects the network path at least 

in part on the basis of a reliability criterion. 
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22. The method of claim 12, wherein the selecting step selects the network path at least 

in part on the basis of a security criterion. 

23. The method of claim 12, wherein the modifying step modifies a packet destination 

address which was in a known location address range associated with a private network 

such that the modified packet destination address lies instead in a known location 

address range associated with a VPN. 

24. The method of claim 12, wherein the modifying step modifies a packet destination 

address which was in a known location address range associated with a VPN such that 

the modified packet destination address lies instead in a known location address range 

associated with a private network. 

25. The method of claim 12, wherein the modifying step modifies a packet destination 

address corresponding to one of: the Internet, a private network, thereby making the 

modified packet destination address correspond to the other of: the Internet, a private 

network. 

27. The method of claim 26, wherein the step of sending a packet to the controller site 

intetface is repeated as multiple packets are sent, and the controller sends different 

packets of a given message to different parallel networks. 

30. A method for combining connections for access to parallel networks, the method 

comprising the steps of: receiving at a first controller a packet which has a first site IP 

address as source address and a second site IP address as destination address; 

modifying the packet to have an IP address of the first controller as the source address 

and an IP address of a second controller as the destination address; and forwarding the 

modified packet along a selected path toward the second site. 

31. A method for combining connections for access to parallel networks, the method 

comprising the steps of: receiving at a first controller a packet which has a first VPN IP 

address as source address and a second VPN IP address as destination address; 

modifying the packet to have an IP address of the first controller as the source address 

and an IP address of a second controller as the destination address; and forwarding the 

modified packet along a selected path toward the second VPN. 
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33. A computer storage medium having a configuration that represents data and 

instructions which will cause performance of a method for combining connections for 

access to multiple parallel disparate networks, the method comprising the steps of: 

obtaining at least two known location address ranges which have associated networks; 

obtaining topology information which specifies associated networks that provide, when 

working, connectivity between a current location and at least one destination location; 

receiving at the current location a packet which identifies a particular destination 

location by specifying a destination address for the destination location; determining 

whether the destination address lies within a known location address range; selecting a 

network path from among paths to disparate associated networks, said networks being 

in parallel at the current iocation, each of said networks specified in the topology 

information as capable of providing connectivity between the current location and the 

destination location; modifying the packet destination address to lie within a known 

location address range associated with the selected network if it does not already do so; 

and forwarding the packet on the selected network path. 

34. The configured storage medium of claim 33, wherein the selecting step selects the 

network path at least in part on the basis of a dynamic load-balancing criterion. 

35. The configured storage medium of claim 33, wherein repeated instances of the 

selecting step make network path selections on a packet-by-packet basis. 

Conclusion 

10. The prior art made of record and not relied upon is considered pertinent to 

applicant's disclosure. Schoffelman et al. (US 6119170 A) teach a multi-homed system 

which provides connections over parallel networks. Wootten et al. (US 6128298 A) 

teach address modification using address translation between private and public 

networks. 
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11. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to Melvin Marcelo whose telephone number is 703-305-

4373. The examiner can normally be reached on Monday-Friday, 8:30 to 5:00. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Chau Nguyen can be reached on 703-308-5340. The fax phone number for 

the organization where this application or proceeding is assigned is 703-872-9306. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). 

Mm 
February 23, 2004 

Melvin Marcelo 
Primary Examiner 
Art Unit 2663 
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Claim Listing 

Please cancel claims without prejudice, and amend clain1s, as shown below. 

1-4. (canceled) 

(currently amended) A controller which contrnls access to multiple independen! 

filsparate networks in a parallel network con!lguration, the disparate networks comprising at least 

one private network and at least one network based on the Internet. the controlJcr comprising: 

a site interface connecting the controller to a site; 

at least two network interfaces which ~end packets toward the disparate networks; and 

a packet path selector which selects between network interfaces according to at Jea!it: a 

~cstination of the packet, an optional presence of alternate paths to that 

destination, and at least one specified criterion for selecting between altemat~ 

Itaths when such alternate paths are present; 

wherein the controller receives a packet through the site interface and sends the packet 

through the network interface that was selected by the packet path selector; and 

~wherein the packet path selector selects between network 

interfaces according to a security cri tcrion, thereby promoting use of ni u l ti ple 

disparate networks to carry different pieces of a given message so that 

unauthorii:eu interception of packets on fewer than all of the disparate networks 

used to carry the message will not provide the total content of the message. 

r 
(c11rrently amended) The controller ofclaim [l]Zwherein the controller sends 

packets out of sequence over the parallel disparate networks. 

3 ~ 7 (original) The controller of claim)r," wherdn the controller places an encrypted 

sequence number in at least some of the packets which are sent out of sequence. 

8-1 0. (canceled) 

2 

PAGE 3110 * RCVD AT 5/1812004 5:47:03 PM [Eastern Daylight Time!* SVR:USPTO.fFXRF-114 * DNIS:8729306 * CSID: *DURATION (mm-ss):02-46 

Cisco Systems, Inc. 
Exhibit 1002 

Page 395 of 426



MAY-18-04 TUE 02:46 PM FAX NO. 

(original) A controller which controls access to multiple networks in a parallel 

network configuration, suitable networks comprising Internet-based networks and private 

networks from at least one more provider, in combination, the controller comprisii1g: 

a site interface connecting the controller to a site; 

at least two network interfaces which send packets toward the networks; and 

P. 04 

a packet path selector which selects between network interfaces on a per-packet basis 

according to at least: a destination of the packet, an optional presence of alternate 

paths to that destination, and at least one specified criterion for selecting bot ween 

alternate paths when such alternate paths arc present; 

wherein the controller receives a packet through the site inte1face and sends the packet 

through the network interface that was selected by the packet path selector. 

5 Y, (original) A method for combining connections for access to multiple parallel 

disparate networks, the method comprising the steps of: 

obtaining at least two known location address ranges which have associated networks; 

obtaining topology infonnation which specifies associated networks that provide, when 

working, connectivity between a current location and at least one destination 

location; 

receiving at the current location a packet which identifies a particular destination location 

by specifying a destination address for the destination location; 

determining whether the destination address lies within a known Jocation address range; 

selecting a network path from among paths to disparate associated networks1 said 

networks being in parallel at the current location, each of said networks specified 

in the topology infom1ation as capable of providing connectivity between the 

current location and the destination location; 

forwarding the packet on the selected network path. 

3 
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~. (original) The method of claim£. further comprising the step of modifying the 

packet destination address to lie within a known location address range associated with the 

selected network before the forwarding step. 

7 :5 
)4· (original) The method ofclaim:id,' wherein the forwarding step forwards the 

packet toward the Internet when the packet's destination address docs not lie within any known 

location address range. 

/ 
!J 

(original) The method of claim )Z. wherein the destination address identifies a 

destination location to which only a single associated network provides connectivity from the 

current location, and the forwarding step f01watds the packet to that sing1e associated network. 

q 5 
}6. (original) The method of claim jt. wherein repeated instances of the selecting 

step make network path selections on a packet-by-packet basis. 

10 
)7f. 

/ 

b 
(original) The method of claim.~. wherein repeated instances of the selecting 

step make network path selections on a per session basis. 

/ 

Jl (original) The method of claim fr, wherein the selecting step selects the network 

path at least in part on the basis of a dynamic load-balancing criterion. 

II 
(original) The method of claim~ wherein repeated instances of the selecting 

step select between network paths at least in part on the basis of a dynamic load-balancing 

criterion which tends to balance line loads by distributing packets between lines. 

~. (orig1nal) TI1c method of claim .J!... wherein repeated instances of the selecting 

step select between nelwork paths at least in part on the basis of a dynamic load-balancing 

criterion which tends to balance net work loads by distributing packets between disparate 

networks. 

4 
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J (original) Th• method of claim~, whe,-e;n tho selecHng slep selects the netwmk 

path at least in part on the basis of a reliability criterion. 

3 
(original) The method of claim)1, wherein the selecting step selects the network 

path at least in part on the basis of a security criterion. 

\b b 
_}.(. (currently amended) The method of claim [12JKwhercin the modifying step 

modifies a packet destination address which was in a known location address range associated 

with a private network such that the modified packet destination address lies instead in a known 

location address range ass;:icialed with a VPN. 

'r\ ~ 
~- (currently amended) The method of claim [12] .J!. wherein the modifying step 

modifies a packet destination address which was in a known location address range associated 

with a VPN such that the modi fled packet destination address lies instead in a known location 

address range associated with a private network. 

(p 
(currently amended) The method of claim [12lJ:i' wherein the modifying step 

modifies a packet destination address corresponding to one of: the Internet, a private network, 

thereby making the modified packet destination address correspond to the other of: the Internet, 

n private nelwork. 

26. (canceled) 

(currently amended) A method for combining connections for access to parallel 

networks, the method comprising the steps of: 

sending a packet to a site interface of a controller, the controller comprising the site 

interface which receives packets, at least two network intcrtaces to parallel 

5 
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networks, and a packet path selector which selects between the network inter races 

on a per-session basis to promote load-balancing; and 

forwarding the packet-through the network interface selected by the packet path selector; 

Tho metfied ofelai~whcrein the step of sending a packet to the controller site 

interface is repeated as multiple packets arc scnl, and the controJJer sends different 

packets of a given message to different parallel networks. 

28-29. (canceled) 

(original) A method for combining connections for access to parallel networks, 

the method comprising tbe sleps of: 

receiving at a first controller a packet which has a first site IP address as source address 

and a second site JP address as destination address; 

modifying the packet lo have an IP address of the first contmllcr as the source address 

and an IP address of a second controller as the destination address; and 

forwarding the modified packet along a selected path toward the second site. 

:;J 
_,)1. (original) A method for combining connections for access to parallel networks, 

the method comprising the steps of: 

receiving at a first controller a packet which has a first VPN IP address as source address 

and a second VPN IP address as destination address; 

modifying the packet to have an IP address of the first conlroller as lhe source address 

and an lP address of a second controller as the destination address; and 

forwarding the modified packet along a selected path toward the second VPN. 

32. (canceled) 

6 
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(original) A computer storage medium having u configuration that represents data 

and instn1ctions which will cause performance of a method for combining connections for access 

to multiple parallel disparate networks, the method comprising the steps of: 

obtaining at least two known location address ranges which have associated networks; 

obtaining topology information which specifies associated networks that provide, when 

working, connectivity between a current location and at least one destination 

location; 

receiving at the current location a packet which identifies a particular destination location 

by specifying a destination address for the destination location; 

determining whether the destination address lies whhin a known location address range; 

selecting a network path rrom among paths to disparate associated networks, said 

networks being in parallel at the current location, each of said networks specified 

in the topology infonnation as capable of providing connectivity between the 

current location and the destination location; 

modifying the packet destination address to lie within a known location address range 

associated with the selected network if ii does not already do so; and 

forwarding the packet on the selected network path. 

~ (original) The configured storage medium of clai£herein the selecting step 

selects the network path at least in part on the basis of a dynamic load-balancing criterion. 

:# 
(original) The configured storage medium of clai~ wherein repeated 

instances of the selectin ste make network path selections on a packet-by-packet basis, 

Remarks 

The Office Action stated that claims 11-22, 30, 31, and 33-35 were allowed, Those 

claims arc repeated above in the original form allowed. 

The Office Action also stated that claims 1-4, 8-10, 23-26, 28, 29 and 32 were rejected. 

7 
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Of these, claims 1-4, 8-10, 26, 28, 29 and 32 are each canceled, although the right to 

pursue some or all of them in a subsequent application is reserved. 

P. 09 

The remaining rejected claims (claims 23-25) were rejected merely as lacking antecedent 

basis, which was due to a typographical error, The correction suggested by the Office Action has 

been adopted above - these claims now depend from claim 13 instead of claim 12. The 

undersigned respectfully submits that the intended meaning in each of these claims was clear 

(mere objection would have sufficed), and that this correction should accordingly have no 

estoppel effect under Festo. The undersigned also thanks the Examiner for identifying this error 

in the recitation of dependency, since a certificate of correction may otherwise have been needed. 

Conclusion 

In light of the above, Applicants and Assignee respectfully submit that all pending claims 

are allowable. They request that the rejections be withdrawn, and that the claims be allowed and 

passed to issue. Their silence here docs not signi ry agreement or acquiescence in the Office 

Action's assertions, and they reserve all arguments. 

No claims wore added, Claims 5 and 27 were amended to independent form. Claims 1-4, 

8-10, 26, 28, 29, 32 were canceled, including independent cJaims l, 10, 26, 32. Therefore, no 

additional fee is due. However, the Commissioner is authorized lo charge any additional fee or 

to credit any overpayrnent in connection with this Amendment to Deposit Account No. 20-0100. 

If any impediment to the allowance of these claims remains after entry of this Response, 

the Examiner is strongly encouraged to call John Ogilvie at 801-566"6633 so that such matters 

may be resolved as expeditiously as possible. 
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DATED this 18111 day of May, 2004. 
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THORPE NORTH & WESTERN, LLP 
Customer No. 20,551 
P.O. Box 1219 
Sandy, Utah 84091-1219 
801-566-6633 (voice) 
801-566-0750 (fax) 
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Application No. Applicant(s) 

Notice of Allowability 
10/361,837 DATTA ET AL. 
Examiner Art Unit 

Melvin Marcelo 2663 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. [8] This communication is responsive to amendment filed 05-18-2004. 

2. [8] The allowed claim(s) is/are 5-7. 11-25.27.30.31and33-35. renumbered as 1-24. respectively. 

3. [8] The drawings filed on 07 February 2003 are accepted by the Examiner. 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f). 

a) D All b) D Some* c) D None of the: 

1. D Certified copies of the priority documents have been received. 

2. D Certified copies of the priority documents have been received in Application No. __ . 

3. D Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

* Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. 0 A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER'S AMENDMENT or NOTICE OF 
INFORMAL PATENT APPLICATION (PT0-152) which gives reason(s) why the oath or declaration is deficient. 

6. D CORRECTED DRAWINGS (as "replacement sheets") must be submitted. 

(a) D including changes required by the Notice of Draftsperson's Patent Drawing Review ( PT0-948) attached 

1) D hereto or 2) D to Paper No./Mail Date __ . 

(b) D including changes required by the attached Examiner's Amendment I Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of 
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121 (d). 

7. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. IZI Notice of References Cited (PT0-892) 

2. D Notice of Draftperson's Patent Drawing Review (PT0-948) 

3. IZI Information Disclosure Statements (PT0-1449 or PTO/SB/08), 
Paper No./Mail Date 06-05-03 

4. D Examiner's Comment Regarding Requirement for Deposit 

of Biological Material 

5. 0 Notice of Informal Patent Application (PT0-152) 

6. D Interview Summary (PT0-413), 
Paper No./Mail Date __ . 

7. D Examiner's Amendment/Comment 

8. D Examiner's Statement of Reasons for Allowance 

9. D other __ . 

Melvin Marcelo 
Primary Examiner 
Art Unit: 2663 

U.S. Patent and Trademark Office 

PTOL-37 (Rev. 1-04) Notice of Allowability Part of Paper No./Mail Date 10 Cisco Systems, Inc. 
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* x 'Radware Seeks Solutions to Easy-Access Problems', South China Morning Post, published Dec. 7, 1999. 

'A copy of this reference 1s not being furnished with this Office action. (See MPEP § 707.05(a).) 
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radware : Company : Press : Prr - Releases 

Radware announces LinkProof: The first IP Load 
Balancing Solution for networks with multiple ISP 
connection 

Mahwah, NJ; October 7, 1999. To ensure 7x24 availability many enterprises, e
commerce sites and regional ISPs are utilizing multiple Internet router connections. The 
UnkProof by Radware (Nasdaq: RDWR) is the first technology designed to intelligently 
load balance IP traffic between these "multi-homed" sites, creating redundancy and 
eliminating single points of failure. 

Deploying independent router connections to two or more ISPs creates these multi-homed 
sites. This diversity ensures 7x24 availability and an uninterrupted packet delivery to and 
from the enterprise in the event one or more ISP connection fails. While this adds 
redundancy, it also creates configuration complexity that may necessitate intricate routing 
protocols such as BGP (Border Gateway Protocol) and/or coordination between the 
contracted ISPs. 

LinkProof removes this complexity by taking responsibility for the packet delivery through 
a healthy ISP connection. Sitting logically between the enterprise network and a farm of 
Internet routers, the LinkProof verifies ISP health and intelligently load balances all 
inbound and outbound traffic. In addition, it performs Smart NAT to ensure the 
uninterrupted packet delivery to and from the enterprise network. Smart NAT allows the 
LinkProof to perform network address translation according to the ISP connection selected 
to carry the session to the Internet. For example, if the LinkProof chooses ISP_ 1 for 
outbound session delivery, then the translated source address will belong to the ISP_ 1 IP 
address pool for the inbound response. 

Internet traffic is optimized by the LinkProof through intelligent load balancing based on 
the current session and/or load per verified ISP connection. Additionally, network proximity 
is measured to determine the closest and fastest route. Network proximity is calculated in 
both router hops and round trip latency. This allows multi-homed sites to transmit 
information through a fast, healthy route. 

LinkProof also uses proximity detection to perform inbound traffic management. For 
Internet users attempting to access a resource on the enterprise network (such as a Web 
server), the LinkProof uses DNS to assure the most optimal ISP connection. This feature 
allows the LinkProof to consistently use the best and quickest path to satisfy user requests 
for information. 

The LinkProof continuously monitors the health of all routers in the farm, and periodically 
checks each router path and the health of user defined nodes beyond the router. This 
monitoring allows the LinkProof to continually send sessions through healthy routers on a 
healthy Internet path. 

About Radware 

Radware develops, manufacturers and markets products that manage and direct Internet 
traffic among network resources to enable continuous access to Web sites and other 
services, applications and content based on the Internet protocol. Radware offers a broad 
range of Internet traffic management solutions to service providers, e-commerce 
businesses and corporate enterprises that require uninterrupted availability and optimal 

Page 1 of 2 
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radware : Company : Press : Prr ' Releases 

performance of IP-based applications that are critical to their business. Radware's Internet 
traffic management solutions enable its customers to manage their network infrastructure 
to bypass system failures and to scale their network infrastructure to accommodate 
increasing IP traffic. Radware's products improve the productivity of network infrastructure 

by distributing traffic within a network to optimize the use of available network resources. 
Radware's products can be deployed either as independent solutions to address specific 
application needs at a particular location within a network or as an end-to-end integrated 

solution to manage traffic throughout a network. 

This press release contains forward-looking statements that are subject to risks and 
uncertainties. Factors that could cause actual results to differ materially from these 
forward-looking statements include, but are not limited to, general business conditions in 
the Internet traffic management industry, changes in demand for Internet traffic 

management products, the timing and amount or cancellation of orders and other risks 
detailed from time to time in Radware's filings with the Securities and Exchange 
Commission, including Radware's Form F-1. 

Page 2 of2 
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313-1450 
www.usplo.gov 

NOTICE OF ALLOWANCE AND FEE(S) DUE 

23484 7590 

JOHN W. L. OGILVIE 
1320 EAST LAIRD A VENUE 
SALT LAKE CITY, UT 84105 

05/26/2004 EXAMINER 

MARCELO, MEL VIN C 

ART UNIT PAPER NUMBER 

2663 /'d 
DATE MAILED: 0512612004 

AP PUCA TION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO. 

10/361,837 02/07/2003 Sanchaita Datta 3003.2.1 IA 3645 

TITLE OF INVENTION: TOOLS AND TECHNIQUES FOR DIRECTING PACKETS OVER DISPARATE NETWORKS 

APPLN. TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOT AL FEE(S) DUE DATE DUE 

nonprovisional YES $665 $300 $965 08/26/2004 

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT. 
PROSECUTION .QN IH.E MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS. 
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON 
PETITION BY THE APPLICANT. SEE 37CFR1.313 AND MPEP 1308. 

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE 
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. IWS 
STATUTORY PERIOD CANNOT .llE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE 
REFLECTS A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR 
AN EQUIV ALE NT) MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLICATION WILL 
BE REGARDED AS ABANDONED. 

HOW TO REPLY TO THIS NOTICE: 

I. Review the SMALL ENTITY status shown above. 

If the SMALL ENTITY is shown as YES, verify your current 
SMALL ENTITY status: 
A. If the status is the same, pay the TOT AL FEE(S) DUE shown 
above. 

B. If the status is changed, pay the PUBLICATION FEE (if 
required) and twice the amount of the ISSUE FEE shown above 
and notify the United States Patent and Trademark Office of the 
change in status, or 

If the SMALL ENTITY is shown as NO: 

A. Pay TOT AL FEE(S) DUE shown above, or 

B. If applicant claimed SMALL ENTITY status before, or is now 
claiming SMALL ENTITY status, check the box below and enclose 
the PUBLICATION FEE and 1/2 the ISSUE FEE shown above. 

Q Applicant claims SMALL ENTITY status. 
See 37 CFR 1.27. 

II. PART B - FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with 
your ISSUE FEE and PUBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be 
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be 
completed and an extra copy of the fonn should be submitted. 

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to 
Mail Stop ISSUE FEE unless advised to the contrary. 

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of 
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due. 
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PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004. 
Cisco Systems, Inc. 

Exhibit 1002 
Page 415 of 426



PART B- FEE(S) TRANSMITTAL 

Complete and send this form, together with applicable fee(s), to: Mail 

or Fax 

Mail Stop ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Virginia 22313-1450 
(703) 746-4000 

INSTRUCTIONS: This form should be_ used _for transmitting the ISSUE FEE and _PUB!-JCATION FEE (if requfred). Blo~ks 1 through 4 should be completed where 
appropriate. All further correspondence mcludmg the Patent, advance orders and not1ficat10n of maintenance fees will be maile_d t!l t~e current corr~.spondence addre~s as 
indicated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) mdicatmg a separate FEE ADDRESS for 
maintenance fee notifications. 

CURRENT CORRESPONDENCE ADDRESS (Note: Legibly mark·up with any corrections or use Block I) 

23484 7590 0512612004 

Note: A certificate of mailing can only be used for domestic mailings of the 
Fee(s) Transmittal. This certificate cannot be used for any other accompanying 
papers. Each additional paper, such as an assignment or formal drawing, must 
have its own certificate of mailing or transmiss10n. 

JOHN W. L. OGILVIE Certificate of Mailing or Transmission 

1320 EAST LAIRD A VENUE 
SALT LAKE CITY, UT 84105 

I hereby certify that this Fee(s) Transmittal is being deposited with the United 
States Postal Service with sufficient postage for first class mail in an enveloP.e 
addressed to the Mail Stop ISSUE FEE address above, or being facsimile 
transmitted to the USPTO, on the date indicated below. 

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. 

10/361,837 02/07/2003 Sanchaita Datta 3003.2.1 lA 

TITLE OF INVENTION: TOOLS AND TECHNIQUES FOR DIRECTING PACKETS OVER DISPARATE NETWORKS 

APPLN. TYPE SMALL ENTITY ISSUE FEE 

non provisional YES $665 

EXAMINER ART UNIT 

MARCELO, MELVIN C 2663 

I. Change of correspondence address or indication of"Fee Address" (37 
CFR I.363). 

PUBLICATION FEE TOTAL FEE(S) DUE 

$300 

CLASS-SUBCLASS 

370-401000 

2. For printing on the patent front page, list (1) the 
names of up to 3 registered patent attorneys or 
agents OR, alternatively, (2) the name of a single 

$965 

(Depositor's name) 

(Signature) 

(Date) 

CONFIRMATION NO. 

3645 

DATE DUE 

08/26/2004 

0 Change of correspondence address (or Change of Correspondence 
Address form PTO/SB/122) attached. 

0 "Fee Address" indication (or "Fee Address" Indication form 
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer 
Number is required. 

firm (having as a member a registered attorney or 2 
agent) and the names of up to 2 registered patent ·--------------
attorneys or agents. If no name is listed, no name 3 will be printed. --------------

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type) 

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. Inclusion of assignee data is only appropriate when an assignment has 
been previously submitted to the USPTO or is being submitted under separate cover. Completion of this form is NOT a substitute for filing an assignment. 
(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STA TE OR COUNTRY) 

Please check the appropriate assignee category or categories (will not be printed on the patent); 0 individual 0 corporation or other private group entity 0 government 

4a. The following fee(s) are enclosed: 4b. Payment ofFee(s): 

0 Issue Fee 0 A check in the amount of the fee(s) is enclosed. 

0 Publication Fee 0 Payment by credit card. Form PT0-2038 is attached. 

0 Advance Order - #of Copies---------- 0 The Director is hereby authorized by charge the required fee(s), or credit any overpayment, to 
Deposit Account Number (enclose an extra copy of this form). 

Director for Patents is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above. 

(Authorized Signature) (Date) 

NOTE; The Issue Fee and Publication Fee (if required) will not be accepted from anyone 
other than the applicant; a registered attorney or agent; or the assignee or other party in 
interest as shown by the records of the United States Patent and Trademark Office. 

This collection of information is required by 3 7 CFR 1.311. The information is required to 
obtain or retain a benefit by the public which is to file (and by the USPTO to process) an 
application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is 
estimated to take 12 minutes to complete, including &athering, preparing, and submitting the 
completed application form to the USPTO. Time will vary depending upon the individual 
case. Any comments on the amount of time you require to complete this form and/or 
suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. 
Patent and Trademark: Office, U.S. Department of Commerce, Alexandria, Virginia 
22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. 
SEND TO: Commissioner for Patents, Alexandria, Virginia 22313-1450. 

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a 
collection of information unless it displays a valid OMB control number. 

TRANSMIT THIS FORM WITH FEE(S) 

PTOL-85 (Rev. 11/03) Approved for use through 04/30/2004. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE 
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UNITED ST ATES PATENT AND TRADEMARK OFFICE 

APPLICATION NO. FILING DATE 

10/361,837 02/07/2003 

23484 7590 

JOHN W. L. OGILVIE 
I 320 EAST LAIRD A VENUE 
SALT LAKE CITY, UT 84105 

0512612004 

FIRST NAMED INVENTOR 

Sanchaita Datta 

UNITED STATES DEPARTMENT OF COMMERCE 
United States Patent and Trademark Office 
Address: COMMISSIONER FOR PATENTS 

P.O. Box 1450 
Alexandria, Virginia 22313~1450 
www.uspto.gov 

ATTORNEY DOCKET NO. CONFIRMA TJON NO. 

3003.2.1 lA 3645 

EXAM.INER 

MARCELO, MEL VIN C 

ART UNIT PAPER NUMBER 

2663 

DATE MAILED: 05/26/2004 

Determination of Patent Term Adjustment under 35 U.S.C.154 (b) 
(application filed on or after May 29, 2000) 

The Patent Term Adjustment to date is 0 day(s). If the issue fee is paid on the date that is three months after the 
mailing date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half 
months) after the mailing date of this notice, the Patent Term Adjustment will be 0 day(s). 

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that 
determines Patent Term Adjustment is the filing date of the most recent CPA. 

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval 
(PAIR) system (http://pair.uspto.gov). 

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of 
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be 
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283. 
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JIJN-07-04 MON 09:48 AM FAX NO. 

l: 
:J 
Cl 
z 
<( 
0:: 
0 
~ w 
2 

w 
_J -
~ -CJ) 
u 
~ 

THORPE 
NORTH & 

WESTERN 

SINCE 1979 

L.L.P. 
TH~ TEA.M APPROACH TO PREMIER Pt!:RFORMAMCE ® 

P.O. Box I 2. 19 
S.4.HDV, UTAH 8409 I - I 2 I 9 

USA 
TEl..EPHONE I .eo I .568.663.3 

FACSIMILE I .80 l .566.6673 

FACSIMILE I .80 I .566.0750 

DAT~: JUN~ 7, 2004 . PAO~ I 01"':. 4 OfFiC~~g ~ 
To: COMMl55IONER FOR PATENTS FACSIMILE NUMElER: (703>672·9306 ~ ~ 
FROM: JOHN W. L. OGILVIE TRANSMITTl::D BY: SHE:ILA lJ 0 

DOCKET NUMPER: MULTIPLE DOCKET Nos. FOR FATPIPE SY$TEMS .Al<A. RAOUU SYSTEMS 8
111 
a 

DEVELOPMENT COMPANY iii ~ 

~ fl 
SUBJECT: 111 

SUBSTITUiE POWt:l't 01"' AiiOFtMl!.Y AND CHANGE OF' At>DR!:SS FOR CORRESP'"ONDENCE ~ 

REMARKS: 

PLEASE ACKNOWLEDGE RECEIPI" 

-4 
:x: 
fTl 

8 

~ 
" 0 
0 c 
J: 

~ 
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JUN-07-04 MON 09:49 AM FAX NO. P. 02 

~~C~VIEID) 
c~~Alti~® 

JUN 0 7 20M 
IN THE UNITED ST ATES PATENT AND TRADEMARK Of:FICE 

REVOCATION OF POWER OF ATTORNEY 
WITH NEW POWRR OF ATTORNKV AND 

CHANGE OF CORRESPONDENCE ADDRESS 

DArt:OF DEPOSn-;. ., 17jt; '1 
. , I , 

I hereby certify 111.i di.is 1>IJ)a' or fcu (1lnng' 
wRh.1n,y papa- or ll:e n:tm-cd lo as beina 
attached or cndosed) b helng sent via tliCsimllc · 
No. (703)87l-!ll06 to the Commissioner for 

p~.~4ate~.· ·. a ............ . 
SUDSTJTOJJ!( fQWM O[ATIQRNEYAND 

CHANGE OF AQPRESS FOR COJlRF..sPQNPENCE 

Fat Pipe System~ aka Raguln Systems Development Company, a corporation of the Stale of 

Utah, whose address is 44.SS South 700 Ea.~t, Suite 100, Salt Lake City, Utah, 84107, hereby appoints 

as its attorneys and/or patent agents the law finn of1HORPE NOR1H & WESTERN, LLP, having a 

business address of 8l110 South 700 Ea.~t, Suite 200, Sandy, Utah K4070, and VAUGHN W. 

NORTH, Registration No. 27,930; M. WA YNB WES'fI!RN,RcgistrationNo. 22,788; CLIPTONW. 

THOMPSON, Registration No. 36,947; GARRON M. HOBSON, Registration No. 41 ,073~ PETRR 

M. DE JONOE, Registration No. 47,521; WEILI CHENG, Registration No. 44t609; DAVID R. 

MCKINNEY, Registratfon No. 42,868; STEVR M. PERRY, Reg{stratfon No. 45,357; GARY P. 

OAKESON, Registrntfou No. 44,266; DA V1D W. OSBORNE, Registration No. 44,989; JASON R. 

JONES, Registration No. Sl,008; ERIK. S. ERICKSEN, Registration No. 48,954; JOHN W.L. 

OOILVIE, Registration No. 37,9&7: and CHRISTOPHER 1,,. JOHNSON, Reglstrallon No. 46,809; 

all with full power of substitution and revocation, to prosocutc applications and to transact all 

business in the Patent and Trademark Office connected with regard to the following: 

PAGE 214 • RCYO AT 6171200412:49:39 PM !Eastern Dayllght Time]' SVR:USPTO-EFXRF·110 1 DNIS:8729306* CSID: *DURATION (mm·ss):01·24 
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JUN-07-04 MON 09:49 AM FAX NO. 

Revocation Of Power Of Attorney 
With New Power Of Attorney And 
Change Of Correspondence Address 
Pago2 

DOCl\ETNO. 
22807.NP 

(fonnerly 3003.2.lA) 

22809 
(formerly 3003.2.3) 

22814.NP 
(formerly 3003.2.SA) 

22814.CIP 
(fonnerly 30032.88) 

22913.NP 
(formerly 3003.2.1 lA} 

22972.NP 
(formerly 3003.2.lOR) 

22971.NP 
(fbnnerly 3003.2.9A) 

TITLE 
System and Mcthcd for 
Transmitting a User's 

Data Packets 
Concurrently Over 

Different Telephone 
Lines Between Two 
Computer Networks 

Combining Routers to 
Increase Concurrency and 
Redundancy in External 

Network Access 

Combining Routers to 
Increase Concurrency and 
Redundancy in External 

Network Access 

Combining Routers to 
Im .. -rea.'18 Concurrency and · 
Redundancy in Extenial 

Network Access 

Tools and Teclutiqucs for 
Directing Packets Over 

Disparate Networks 

Domain Naune 
Resolution Making IP 
Addres.9 Selections in 

Response to Connection 
Status When Multiple 

Connoctions E1Te Present 
Combining CoMections 

for Parallel Access to 
Multiple Frame Relay 

and Other Private 
Networks. 

SERIAL/PATENT NO. 
Pot. No. 6,253,247 

Pat. No. 6,295,276 

Pat. No. 6.493,341 

Serial No. 101263,497 

Scriw No. 10/361 l837 

Serial No. 10/034,190 

Serial No. 10/034,197 

PACE 3/4 1 RCYD AT 6171200412:49:39 PM !Eastern Daylight Time) 1 SVR:USPTo.EFXRF·110 1 DNIS:8729306 1 CSID: • DURATION (mm·ss):01·24 
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JUN-07-04 MON 09:49 AM FAX NO. 

Revocation Of Power Of Attorney 
With New Power Of Attorney And 
Change Of Correspondence Address 
Pago 3 

All coJTespondence concerning this application should be directed to: 

John W. L. Ogilvie 
THORPE NORTH & WESTF..RN, LLP 

Customer No. 20,551 
P.O. Box l2l9 

Sandy, UtU 84091-1219 
Telephone: (801) 566-6'.33 
FacslmUe: (801) 566-0750 

AU previous powers of attorney with regard to these matters arc hereby rc:volc.cd. 

Doted thP ___LL day of~ 2004 at .SJi bl. t.'~., Wcc;iy. S1atc). 

By: 
Name. 
Title: 

FatPipc Systems 

; Ragula Syst;m' D~ Company 

~--
.:!>AN a.HA\ TA D.4TrA 
v.f'. 

PAGE 414' RCVD AT 6/1/200412:49:39 PM jEastem Da~ht TlmeJ 1 SVR:USPTO-EFXRF·110 • DNIS:8729306' CSA;: 1 DURATION (m-ss):01·24 

P. 04 

Cisco Systems, Inc. 
Exhibit 1002 

Page 421 of 426



~\YC 
0 

.. 

rk Reduction Ad of 1995. no arsons arw 

PTO/SB/1 Z1 (09-03) 
Appmveclror use lhmugh 11 /30l2005. OMS 0651-0035 

U.S. Paletlt and Trademark Ollice; U.S. DEPARTMENT OF COMMERCE 
ncl to a collection d lnfomiatlon uni- ii dis a a valid OMB control number. 

CHANGE OF 
CORRESPONDENCE ADDRESS 

Application 

Address to: 
Convnissioner for Patents 
P.O. Box 1450 

Alexandria, VA 22313-1450. 

lication Number 

Fllin Date 

First Named Inventor 

Art Unit 

Examiner Name 

Please change Iha Correspondence Address for the above-identified patent application to: 

0 Customer Number : 20,551 

OR 

D Finn or 
Individual Name 

Address 

Address 

Cl State 

Count 

Tele one Fax 

This fomi cannot be used to change tile data aS&oclated with a Customer Number. To change the 
dllla BSsoclated with an exl&Ung Customer Number use "Request lor Customer Number Data 
Change" (PTO/SB/124). 

I em the: 

D AppllcanUlnvenlor 

0 Assignee of rvcon:I of the entire lnterv•t. 
Statement under 37 CFR 3.73(b) Is endosad. (Form PTO/SB/96). 

1()1361,837 

February 7, 2003 

Sanchalta Datta 

2663 

Marcelo, Melvin C. 

22973.NP 

ZI 

0 Attorney or Agent of iecord. Registration Number-'3'"""7""'9"""8_7 ______________ . 

D Registered pradlUoner named In the application transmittal !altar In an appUcaUon without an 
executed oath or declaration. See 37 CFR 1.33(a)(1~ Reglslratlan Number ________ _ 

Typed or Printed 
Name 

Telephone (801)566-8633 

Thia collecllon of lnfonnaUon Is required by 37 .CFR 1.33. The lnfotmaUon Is required to obtain or retain a benefit by Iha public which Is lo file (and by Iha USPTO 
to proeeu) 1n application. ConfidentiaJily la governed lly 35 U.S.C. 122 and 37 CFR 1.14. Thia oollec:tion la eatimated lo laJca 3 minul• lD complele, Including 
gathenng, preparing, and submitting the completed appilcallon form lo the USPTO. Time wlll vary depending upon the lncllvlduaJ cue. My comments on the 
amount of time )'OU require to complete this form and/or 8\jQg .. tiorl• lor muoing this burden, lhould be unt to the Cl'Hf Information Olllc:er, U.S. Patent and 
Trademark Otnce. U.S. Department 01 COmmerca, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS 
ADDRESS. SEND TO: CommlHloner for Patenta, P.O. 80:111450,AIHandrfa, VA22313-1•50. 

If you need assistance In completing the form, caU 1-800-PT0-9199 and selffCI option 2. 
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IN THE UNITED STATES PA TENT & TRADEMARKS OFFICE 

ART UNIT: 2663 

EXAMINER: Melvin C. Marcelo 

APPLICANT: Sanchaita Datta 

SERIAL NO.: 10/361,837 

FILED: February 7, 2003 

CONFRM. N0.:3645 

REQUEST FOR 
DESIGNATION OF PATENT 

DRAWING 

FOR: TOOLS AND TECHNIQUES FOR 
DIRECTING PACKETS OVER 
DISPARATE NETWORKS 

ATTORNEY DOCKET NO. 22973.NP 

Mail Stop Issue Fee 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Sir/Madam: 

We have today paid the issue fee in the above-referenced application and respectfully 

request that Figure I be designated when the patent is published. 

Dated this 10th day of June, 2004. 

JWO/sbh 

THORPE NORTH & WESTERN, LLP 
Customer No. 20,551 
P.O. Box 1219 
Sandy, Utah 84091-1219 
Telephone: (801) 566-.6633 
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U1'1TED STATES DEPARTME:-IT OF COMMERCE 
Unit.-!d At1:1tH~ Ptihrnt 11nd 'rradHrn.urk Offim'l 
Add<c"' COMMISSJO'JER FOR PATENTS 

P.O. Dox 1450 
AltiJUU1Uilu., Vi.igi11.i1:1 22313-1450 
W'AllA',lililJlo.gU'< 

APPLICATION NUMBER FILINGOR371 (c)DATE FIRST NAMED APPLICANT A TTY. DOCKET NO./TITLE 

10/361,837 

23484 
JOHN W. L. OGILVIE 
1320 EAST LAIRD AVENUE 
SALT LAKE CITY, UT 84105 

02/07/2003 Sanchaita Datta 3003.2. l lA 

CONFIRMATION NO. 3645 

11111111111111111111111111111111m111111111111111111111~11111111111111111111111111111111111 
*OC000000013193207* 

Date Mailed: 07/09/2004 

NOTICE REGARDING CHANGE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 06/07/2004. 

• The Power of Attorney to you in this application has been revoked by the assignee who has intervened as 
provided by 37 CFR 3.71. Future correspondence will be mailed to the new address of record(37 CFR 1.33). 

~c~ 
'for JANAROBBiNS 

OPPD ()-
OFFICE COPY 
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APPLICATION NUMBER FILING OR 371 (c) DATE 

10/361,837 02/07/2003 

20551 
THORPE NORTH & WESTERN, LLP. 
8180 SOUTH 700 EAST, SUITE 200 
P.O. BOX 1219 
SANDY, UT 84070 

Page 1of1 

Ul\ITED STATES DEPARTME"IT OF COMMERCE 
Unit~d Rt1:1tHM P.uttmt und TrudHmurk orr.u~ 
Add<"': COMMISS!O)IBR FOR PATENTS 

P.O. Oox 1450 
Al~xwu.h-ia, Yugi:11it1 22313-1450 
WYIV.'.Uiiplu.go" 

FIRST NAMED APPLICANT A TTY. DOCKET NO.trITLE 

Sanchaita Datta 3003.2.1 lA 

CONFIRMATION NO. 3645 

111111111111111111111111111111111111111111111111111111111 ~1111111111111illl111111111111111111 
*OC000000013193271 * 

Date Mailed: 07/09/2004 

NOTICE OF ACCEPTANCE OF POWER OF ATTORNEY 

This is in response to the Power of Attorney filed 06/07 /2004. 

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the 
above address as provided by 37 CFR 1.33. 

~c>f JANA ROBBINS 
1 

OPPD ()-
OFFICE COPY 
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PART 8- FEE(S) TRANSMITTAL 

Compfute and send this form, together with appllcable fee(11), to: Mail 
.. , . 

or.En 

Mail StoR ISSUE FEE 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, Vlrelnla 12313-1450 
(703) 746-4000 

INSTRUCTIONS: Thia form should be UICd for trm1mittina the ISSUE FEE and PUBLICATION FEE (if ~dl. Block$ I lhrough 4 should be CJlPIPle!Cd whcic 
approprlau:. All tunber i:o~ndcni;e including II'!" P!'tcnt, advance ordcu ~_notification of maintenance fees will be mail~ '!> d?C current c:om:spondcncc address as 
indicaicd unless corrcc;lcd below or diicctcd othCtw1se m Bloek I. by (a) spcc1fy1ng a new comspondonce addicss; and/or (b) mdtcanng a separate "FEE ADDRESS• for 
maintenance fee notifications. 

CURRSNTCORllESPONDENCE ADDRESS (Nole: Lep!v mad<-1'1> willl Ul> can-..... Bloet I) 

23484 7S90 0512612004 

Note: A <>ertilicatc or mailing can only be wed for domcatic mailinp of the 
Fee(•) Transmiual. This certificate cannot be w;ed for llD)'. other 11Ccompanying 
pape~. Each addjlional ~per,, .sucb as an ~ignment or formal drawing, must 
have its own certilicatc of mail mg or 1ranamw1on. 

JOHN W. L. OGILVIE Certllk:ate or Malling or Traosmlnloo 
1320 EAST LAIRD AVENUE 
SALT LAKE CITY, UT 84105 

I hereby ccrtifY that this Fcc{s) Transmittal is being deposited wilh the United 
States Postal ~ice with sull'teient ~l!SC for fil'lt clllu mail in an envelope 
addressed to lhe Mail Stop ISSUE FEE addrc.sl above, or being filcsim1Ie 

1-a~!??~. -~1 
APPLICATION NO. ALINODAT£ ARST NAMED INVENTOR ATTORNEY DOCKET NO. CONl'lRMATION NO. 

10/361,837 0210712003 Sancbaita Datta 3003.2.llA 3645 

TITLE OF INVENTION: TOOLS AND TECHNIQUES FOR DIRECTING PACKETS OVER DISPARATE NETWORKS ~rJ..</13.11JP 

',APPLN. TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DA.TE DUE 

nonprovisional YES $665 $300 $965 0812612004 

EXAM TN ER ART UNIT CLASS-SUBCLASS 

MARCELO, MELVIN C 2663 370-401000 

I. Change of correspondence address or indication of "Fee Address" (3 7 
Cl'R l.:f63). 

2. For printing on the patent front page, list (I) the 
names of up to 3 icgiSlered patcnl llltomcy1 or 
agents OR, altcmatively, (2) the name of a single 
firm (having u a member a registered attorney or 
agent) and the names of up IO 2 n:gislen:d pall:nt 
atiomcys or agents. If no name is listed, no name 
will be printed. 

Thorpe 
~ Chan~ of conespondence addicss (or Change of Comspondcnce 
Address form PTO/SB/122) attached. 
Q "fee Address" indication (or "fee Address" Indication form 
PTO/SB/47; Rev 03.02 or more ~nt) attached. Uu or a Customer 
Number 11 required. 

l. ASSIGNEE NAME AND RESIDENCE DAT A TO BE PRINTED ON THE PATENT (print or type) 

2 

3 

North & 

Western LLP 

PLEASE NOTE: Unless an assi11.l!cc is identified below, no assignee dlta will appear on lhe patent. Inclusion or usignce data is only appropriaie whm an assignment bas 
been previously submitted to the USPTO or is being submitted under separate cover. Completion of this form i1 NOT a subatitutc for filina an a11ianment. 
(A) NAME OF ASSIGNEE (8) RESIDENCE: (CITY and STATE OR COUNTRY) 

Ragula Systems Salt Lake City, Utah 
Plcm;c check lhc appropriate assignee category or calcgorics (will not be printed on lhc pA!Cnt); 0 individual a corporation or othu prlvall: group entity Q government 

4a. The following fcc(s) arc enclosed: 4b. Payment of Fcc(s): 

~ l1sue Fee ~A ch""k in the amount of lite fee(•) is enclosed. 
GD Publication F cc a Payment by credit can!. Form PT0-2038 is attached. • , , 

:Ill Tbc_ Dirccior is hereby a.:itJio~d1 by 51tarae the ~uircd ~,f, Ar~JJn 'ln~ !J!ja~JJ. \J' §0 Advance Order - # of Copies _ _._J _..Q.__ ____ _ 
"l)eposu Account Number ~~ _ _!} !] (enclose an extra copy of this form~-

bliclllion Fee (if any) or to re-apply any pRViously paid issue fee to the application identified above. 

is collection of info lion is n:quiml by 37 CFR 1.31 I. The infonnation is tcquired to 
Obtain or retain a bene 11 by the pu&lic which ia to tile (and bv the USPTO to p!l1Cess) an 
•Pl?lication. Confidentiality is governed by 35 U.S.C. 122 and 31CFR1.14. This collcctiOn is 
estimated 10 take 12 min111e1 IO com~lcte, including galhering, plqlf!ring. and submitting the 
completed 11ppl~ation form tQ lhc IJSPTO. Time wtll vary dcpeiidina UJlOll the individual 
case. Any comments on the amount of time you require to compfctc this form and/or 
suggestions for tcducing this bunlen, should be sent to the Chief lnfonnation Officer, U.S. 
Patent and Tradcmarli Office, U.S. Dc~t of Commcn:c:, Alcx.andria, Virginia 
22313·1450. 00 NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRfSS. 
SEND TO: Commissioner for Patents, Alexandria, Virainia 22313-1450. 

Under the Pa~rworli Reduction Act of 1995, no persons are ~iml to respond IO a 
collection of informalion unlcas it displays a valid OMB control number. 

i. Ob/1£/2004 JaAl..INAZ 00000120 103£1&37 

01·FC:i!501 
02 FC:1504 
03 FC:B001 

£65.00 OP 
300.00 OP 
30.00 OP 

TRANSMIT THIS FORM WITH FEE(S) 

PTOL-15 (llev. 11/0J) Approved for use through 04/30/2004. OMB 0651.0033 U.S. Patent and Trade!naJk Office; U.S. DEPARTMENT OF COMMERCE 
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