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(57) ABSTRACI‘

To improve the efficiency for repairing a defect of a large-
scale integrated circuit, a semiconductor integrated circuit
device is formed of, a central processing unit (10), an

electrically reprogrammable nonvolatile memory (11) and a
volatile memory (12, 13) while sharing a data bus (16), and
utilizes stored information of the nonvolatile memory to

repair a defect of the volatile memory. This volatile memory
includes a volatile storage circuit (IZAR, l3AR) for latching
repair information for repairing a defective normal memory
cell with a redundancy memory cell. The nonvolatile
memory reads out the repair information from itself in
response to an instruction to initialize the semiconductor
integrated circuit device. In response to the initializing
instruction, the volatile storage circuit latches the repair
infortnation from the nonvolatile memory. No fuse program
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FIG. 18
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l
SEMICONDUCTOR INTEGRATED CIRCUIT

DEVICE, MEMORY MODULE AND
S'IURAGE DEVICE

BACKGROUND OF 'l‘HE 1N VEN'l'lON

The present invention relates to a semiconductor inte-
grated circuit device in which a volatile memory, such as a
DRAM (Dynamic Random Access Memory) or a SRAM
{Static Random Access Memory). and an electrically rewrit-
able or reprogrammable nonvolatile memory, such as a flash
memory, are packaged together with a control processing
unit. such as a central processing unit, over a semiconductor
substrate; and, more particularly, the invention relates to a
repair technique which is effective when applied to an
on-chip type large-scale integrated circuit, such as a DRAM-
consolidated LSI {Large-Scale Integration), a DRAM-
embedded LSI or a system LSI.

Nowadays. the large scale of a semiconductor integrated
circuit device is in the category of a system onchip, such as
a DRAM—consolidated LS], a DRAM-embedded L8] or a

system LSI.
As a semiconductor integrated circuit device is provided

with a larger scale, its internal defects can be less ignored.
Especially. a memory, such as a DRAM, a SRAM or a flash
memory, is expected to have a relatively small area, but a
large storage capacity, so that it becomes susceptible to
defects caused by the remarkably fine working during manu-
facture and the resultant miniaturization of signals.
Therefore, the application of a redundancy circuit technique
to such semiconductor circuit devices is important so that an
expected system operation can be achieved irrespective of
the occurrence of more or less defects.

For enlarging the scale of a semiconductor integrated
circuit device, it is frequently desirable to apply a trimming
technique for achieving the desired circuit characteristics.
By this trimming technique, an analog amount, such as an
internal voltage or current, and a quasi-analog amount, such
as the timing of a timing signal, can be sufficiently brought
to a desired valtte irrespective of the manufacturing disper-
sion of the semiconductor integrated circuit device.

The redundancy circuit technique and the trimming tech-
nique for a large-scale semiconductor integrated circuit
device are well-known. One such technique is disclosed in
Japanese Patent Laid-Open No. 334999f1995, and in corre-
sponding US. Pat. No. 5,561,627, of Hitachi, Ltd, and is
used in a program for providing defect repair information
using the memory cells of an electrically reprogrammable
nonvolatile memory, such as a flash memory. In this
technique, repair information specifying a defective memory _
cell in the nonvolatile memory is stored in the memory cell
of the nonvolatile memory; the repair information is latched
in an internal latch circuit at the time of initialization; and
the latched repair information and an access address are
compared so that the access is replaced, in the case of ‘
coincidence, by the access to a redundant memory cell.

On the other hand, another technique is disclosed in
Japanese Patent Laid—Open No. 214496.!1998, and in corre—
sponding US. Patent application Ser. No. U9r016300, of
Hitachi, Ltd, and in which trimming information is stored
for use in the storage region of a portion of a nonvolatile
memory, such as a flash memory. In accordance with this
technique, more specifically, there is provided a trimming
circuit for finely adjusting the output clamp voltage of
voltage clamp means for providing an operating power
source for the flash memory so that the trimming informa-
tion for determining the state of the timing circuit is pro-
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grammed in the memory cells of the flash memory. The
programmed trimming information is read out in a reset
operation from the flash memory and is internally trans—
ferred to a register. The state of the trimming circuit is
determined by using the transferred trimming infomation.
As a result, the clamp voltage to be outputted from voltage
clamp means is trimmed to a value suitable for the operation
of the flash memory, thereby compensating For the manu-
facru ring dispersion of the semiconductor integrated circuit
device.

An example of a system LSI is described on pp. 34 to 38
of "Electronic Materials“ {issued in January, 1998, by
Kabushiki Gaisha Kogyo Chosakai), wherein, as seen in
FIG. 4 thereof, a volatile memory, such as a flash memory,
and a DRAM are consolidated together with a CPU (Central
Processing Unit). The technique for forming the nonvolatile
memory and the DRAM by a common process is already
described in US. Pat. No. S,tl57,448. On the other hand,
examples of a semiconductor integrated circuit device pack-
aging a flash memory and a DRAM together with a CPU on
one semiconductor substrate are described in Japanese
Patent Laid—Open Nos. 52293r'1989 and 124381r1998.

SUMMARY OI" THE lNVEN'l'lON

Our preceding patent application has proposed the use of
storage elements ofone flash memory For repairing a defect
or to effect trimming within a closed range of the flash
memory. In view of the large-scale integration represented
by a system on-chip, we have investigated the elficient use
of a nonvolatile memory, or one circuit module packaged in
the largenscale integrated circuit device in relation to another
circuit module. In the course of this investigation, we have
considered the utilization of the stored information of the

nonvolatile memory to repair a defect of a volatile memory,
other than the nonvolatile memory itself we have recognized
the following new problems in the investigation of such
repair of a volatile memory.

In order to provide the nonvolatile memory with the
required repair information, more specifically, a procedure is
needed to reflect the repair information on the volatile
memory. This reflection of the information desirably should
be realized at a high speed, even it' the amount of repair
information increases, to cope with an increase in the defects
in accordance with the construction of the volatile memory
or the provision of a large storage capacity.

In studies subsequent to that investigation, Japanese
Patent Laid-Open No. 131897;“1994 has been found, in
which it is proposed to use a programmable ROM for
repairing a defect in the cache memory. However, the
programmable ROM in this case is a dedicated circuit
element belonging to a redundancy memory control circuit
in the cache memory, but represents no more than a repairing
technique in the closed range of the cache memory, and has
failed to adequately address our aforementioned problems,
even if it is resultantly compared.

An object of the present invention is to provide a semi-
conductor integrated circuit device which is capable of
improving the changing efliciency of a coupling change,
such as a defect repair, in a circuit having a large scale logic
constntetion, in which a nonvolatile memory made acces~
sible by a control processing device and a volatile memory
are packaged.

Moreover, an object of the present invention is to realise
' a cost by improving the yieid ol‘a semiconductor integrated

circuit device which has been strictly demanded to have a
lower cost because of its large-scale logic.
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Another object of the present invention is to improve the
usability of a memory module by consolidating the speci-
fications of the defect repair of the memory module in a
semiconductor integrated circuit device having a volatile
memory, such as a DRAM or a SRAM, as the memory
module.

Still another object of the present invention is to provide
a data storage device in which there is stored design data to
be used for designing a semiconductor integrated circuit
device by using a computer.

The foregoing and other objects and novel features of the
invention will become more apparent froln the following
description when taken with reference to the accompanying
drawings.

Representative aspects of the invention to be described
herein will be briefly summarized in the following.

A first semiconductor integrated circuit device (1A, 1C)
accord ing to the invention comprises, over one sem iconduc-
tor substrate: an electrically reprogrammahle nonvolatile
memory (11) capable of being accessed by a control pro-
cessing device (Ill), such as a central processing unit; and a
volatile memory (12, 13) capable of being accessed by the
control processing device, so that the stored information of
the nonvolatile memory may be utilized for a connection
change to effect a defect repair of the volatile memory.
Specifically, the volatile memory includes: a plurality of first
volatile memory cells, such as normal volatile memory cells,
and a plurality of second volatile memory cells, such as
redundancy volatile memory cells, and a volatile storage
circuit (lZAR, BAR) for holding coupling control infor-
mation for enabling the first volatile memory cells to be
replaced by the second volatile memory cells. The nonvola-
tile memory includes a plurality of nonvolatile memory
cells, some of which are used for storing coupling control
information, so that the coupling control infortnat ion is read
out from the nonvolatile memory cells and outputted by the
reading and setting operations of the coupling control
information, such as an instruction to initialize the semicon-

ductor integrated circuit device. The volatile storage circuit
is caused to fetch and store the coupling control information
from the nonvolatile memory by the reading and setting
operations.

A second semiconductor integrated circuit device (113)
according to the invention additionally utilizes the stored
information of a nonvolatile memory for repairing a defect
ot‘the nonvolatile memory. Specifically, the volatile memory
includes: a plurality of normal volatile memory cells and a
plurality of redundancy volatile memory cells; and a volatile
storage circuit (IZAR, BAR) for holding the repair infor-
mation for repairing a defective normal volatile memory cell _
by replacing it with one of the redundancy volatile memory
cells. The non-volatile memory includes: a plurality of
normal nonvolatile memory cells and a plurality of redun-
dancy nonvolatile memory cells; and a volatile storage
circuit (UAR) for holding the repair information for repair- .
ing a defective normal nonvolatile memory cell by replacing
it with one of the redundancy nonvolatile memory cells.
Some of the nonvolatile memory cells are memory cells for
storing the information needed for repair of the volatile
memory and the information needed for repair of the non-
volatile memory. The repair information, as stored in some
nonvolatile memory cells, is read out from the nonvolalile
memory cells by executing reading and setting operations,
such as an operation to initialize the semiconductor inte-
grated circuit device, and is fed to and held in the volatile
storage circuit in the volatile memory and the volatile
storage circuit in the nonvolatile memory.

1?)
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According to the first and second semiconductor inte-
grated circuit devices, the information for coupling control,
such as defecl repair, is programmed in the nonvolatile
memory in place of elements, such as the fuse elements, so
that the fuse program circuit, the might otherwise be needed
for using the fuse elements, can be eliminated. Accordingly,
the use or step in the manufacture of an apparatus, which is
liable to have a relatively high price, such as a laser cutting
apparatus for cutting a fuse, can be eliminated to lower the
cost of manufacture. When the fuse elements are provided,
they need to be positioned at a relatively high layer portion
over the semiconductor substrate so that they can be cut even
in the presence of a layer which makes the fuse cutting
diflicult, such as an aluminum wiring layer to be used for
wiring the semiconductor integrated circuit device or a
copper wiring provided to make the signal propagation delay
time shorter. For this structural reason and for avoiding
thermal damage to an insulating film or surface protecting
film covering the semiconductor substrate surface by a laser
beam used to cut the fuse, an opening for the laser exposure
has to be formed in the insulating film or the surface
protecting film over the fuse elements. Because such a
complicated manufacturing process is required, the semi-
conductor integrator] circuit device itself has a high price. In
addition, when the fuse elements are provided, their size
reduction is restricted by the need to provide openings for
the laser exposure. so that the semiconductor substrate takes
on a relatively large size. If the fuse program circuit is not
used, the manufacturing process is simplified. When a
nonvolatile memory is utilized for storing the coupling
control information, it is possible to enjoy an advantage in
the information can be reprogrammed at an arbitrary time
and several times. This makes it possible to sulficiently cope
with the coupling change for a defect which occurs at a
relatively later step in the manufacturing process, such as the
burn-in step in the manufacture of the semiconductor inte-
grated circtlil device, or a coupling change for a defect
which occurs after the packaging over the system or the
circuit substrate has aged. As a result, a Circuit having a
large-scale logic construction, in which a volatile memory is
packaged together with a nonvolatile memory, can be suf-
ficiently utilized because it can be changed after manufac-
ture. Therefore, a cost reduction can be realized by improv«
ing the yield of the semiconductor integrated circuit device
having large—scale logic.

The data input terminals of the individual volatile storage
circuits (UAR, EAR, BAR) are coupled to a data bus (16)
with which the individual data inputioutput terminals of the
nonvolatile memory and the volatile memory are commonly
connected, so that the coupling control information output-
ted from the nonvolatile memory can be transmitted through
the data bus to the corresponding volatile storage circuit by
the operations to read out and set the coupling control
information, such as the initialization produced by the
control processing device, such as the central processing
unit. As a result, the general-purlxtse utility of the nonvola-
tile memory can be warranted with respect to access to the
nonvolatile memory by the control processing device.

If there is adopted a construction in which the volatile
storage circuit in the volatile memory is connected with the
data bus, no consideration need be given to the addition of
special wiring lines for transmitting the coupling control
information, such as the repair information, even when the
number of volatile memories is increased.

If the hit number of the entire coupling control informa-
tion is less than that of the data bus, the coupling control
information may be programmed in parallel in all the
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volatile storage circuits by connecting the signals lines of the
data bus separately with the data input terminals of the
individual volatile storage circuits.

When the scale of the semiconductor integrated circuit
device is large, the frequency of coupling changes against
defects is accordingly increased to raise the probability of
increasing the coupiing control information. When the data
bus width, i.e., the bit number of the data bus is small for the

increased coupling control information, the individual vola-
tile storage circuits can be programmed in series with the
coupling control information. in this case, when the cou-
pling control information is consecutively read out in a
plurality of divided cycles from the nonvolatile memory
cells and outputted to the data bus in response to a setting
operation instruction, such as an instruction to initialize the
semiconductor integrated circuit (levice, the coupling con-
trol information to be fed for each reading cycle through the
data bus may be consecutively fetched and held for each of
the reading cycles by the volatile storage circuit.

Especially in view of the large-scale integration repre—
sented by the system on-chip, the following items will
become apparent. More specifically, in order that the non-
volatile memory, or one circuit module or memory module
packaged on the large-scale integrated circuit device, may be
efficiently utilired in relation to another circuit module or
memory module, the stored information of the nonvolatile
memory is utilized for coupling control, such as a defect
repair of a volatile memory other than the nonvolatile
memory. In this case, the means for effecting transfer of the
coupling control information through the data bus and the
series internal transfer of the plurality of cycles of the
coupling control information is excellent in that. when the
information or an objective of the coupling control, such as
a defect, increases with an increase in the capacity of the
volatile memory, the process to reflect the control informa-
tion on the individual volatile memories in accordance with
an increase in the amount of control information can be

realized at a high speed.

In order to program the volatile storage circuit with the
coupling control information using a simple construction,
the volatile storage circuit may hold the coupling control
information cutputted from the nonvolatile memory, in
response to a first state indicating the reset period of a reset
signal (RESET) instructing the initialization of the semicon-
ductor integrated circuit device, and the control processing
device may start a reset exceptional operation in response to
the change of the reset signal from the first state to a second
state indicating the release or end of reset. In this case, the
reset signal has to be kept in the first state for the period
necessary for programming the coupling control informa-
tion. In other words, the reset release timing by the reset
signal should not be premature.

In order to provide a suficient time for programming of
the coupling control informatiOn without any substantial ‘
restriction on the reset release timing of the reset signal,
there can be provided a clock control circuit ('19, 20) which
is initialized in response to the first state (or reset period) of
the reset signal (RESET) instructing the initialization of the
semiconductor integrated circuit device. In response to the
change of the reset signal from the first state to the second
state, the clock control circuit causes the volatile storage
circuit to fetch and hold the coupling control information
from the nonvolatile memory, and then the central process—
ing unit is allevved to start the reset exceptional operation.

Since the nonvolatile memory is reprogrammable, the
coupling control information programmed in advance may
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accordingly be erroneously programmed. In order to exclude
this disadvantage as much as possible, it is advisable to
allow the nonvolatile memory to be set by a mode bit (MBZ)
to an operation mode to allow the reprogramming of the
nonvolatile memory cells for storing the repair information
and to an operation mode to inhibit the reprogramming.

On the other hand. it is also possible to set by a mode bit
(M131) an operation mode to allow the reprogramming of the
nonvolatile memory cells by a write device connected to the
outside of the semiconductor integrated circuit device, and
an operation mode to allow the reprogramming of the
nonvolatile memory cells in accordance with the execution
of an instruction by the central processing unit. Then, the
coupling control information can be programmed either on
a packaged board (or on—board) or by the write device. In
order to easily realize the coupling change corresponding to
a defect which will occur after the packaging of the semi—
conductor integrated circuit device. it is desired to support
the on-board programming mode.

In order to update the coupling control information, such
as a demand for repairing a defect due to the on—board
programming, the nonvolatile memory may store a diagnos-
tic program. The diagnostic program causes the central
processing unit to execute operations to detect a defect
against the nonvolatile memory and the volatile memory and
to program the repair information storing nonvolatile
memory cells of the nonvolatile memory with the repair
information for repairing a newly defective memory cell.

A third semiconductor integrated circuit device (30)
according to the present invention extends the information,
as stored for use in the nonvolatile memory (11), to one other
than the information used for the repair of a defect.
Specifically, the semiconductor integrated circuit device
(30) comprises, over one semiconductor substrate, while
sharing a data bus (16): a control processing device, such as
a central processing unit (10]; an electrically reprogram-
mable nonvolatile memory {'11) which is able to be accessed
by the control processing device; and a volatile memory (12,
13) which is able to be accessed by the control processing
device. The nonvolatile memory and the volatile memory
individually include register means (llAR, IZAR, 13AR,
AR, SlDR, 12DR, 13DR) having data input terminals con-
nected with the data bus, so that their individual functions

are partially determined according to the function control
information set by the individually corresponding register
means. The nonvolatile memory includes a plurality of
nonvolatile memory cells, some of which are used for
storing initialisation data containing the function control
information. On the other hand, the nonvolatile memory has
an operation mode to allow the reprogramming of the
nonvolatile memory cells for storing initialization data and
an operation mode to inhibit the reprogramming, so that the
initialization data. are read out from the nonvolatile memory
cells and outputted in response to an instruction to initialize
the semiconductor integrated circuit device. In response to
the instruction to initialize the semiconductor integrated
circuit device, the register means fetches and holds the
initialization data from the nonvolatile memory.

In this third semiconductor integrated circuit device, in
order to load each register means reliably with a large
amount of initialization data in response to a reset
instruction, there may be provided a clock control circuit
which is initialized in response to the first state of the reset
signal for instructing the initialization of the semiconductor

' integrated circuit device. In response to the state change of
the reset signal from the first state to the second state, for
example, this clock control circuit outputs a first timing
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signal having a plurality of phases shifted in activation
timing from one another, and then outputs a second timing
signal for causing the control processing device to start the
reset exceptional operation. In response to the activation
timing of the first timing signal having a plurality of phases,
the nonvolatile memory reads the initialization data con—
secutively in a plurality of divided cycles from the nonvola-
tile memory cells and outputs them to the data bus. The
register means performs an input setting operation to fetch
and hold the data of the data bus consecutively for all
reading cycles of the initialization data from the nonvolatile
memory.

The nonvolatile memory can utilize the information held
by a corresponding one of the register means, as repair
information for repairing defective normal nonvolatile
memory cells by replacing them with redundancy nonvola-
tile memory cells.

The volatile memory can utilize the information held by
the corresponding one of the register means, as repair
information for repairing the defective normal volatile
memory cells by replacing them with redundancy volatile
memory cells.

The volatile memory may be constructed to include
dynamic memory cells as the volatile memory cells and to
utilize the information held by the register means cone-
sponding to the volatile memory, as the control information
for specifying the refresh interval of the dynamic memory
cells.

The volatile memory may also be constructed to utilize
the information held by the corresponding one of the register
means, as control information for specifying the timing of an
internal control signal.

In this third semiconductor integrated circuit device, like
before, it is also possible to eficiently change the coupling
of a circuit which has a large-scale logic co rstruction having
a volatile memory packaged together with a nonvolatile
memory. As a result, the yield of the Semiconductor inte-
grated circuit device having the large-scale logic can be
improved to realize a cost-reduction.

The nonvolatile memory is exemplified by a [lash
memory, and some of nonvolatile memory cells are able to
store a program to be executed by the control processing
device. The volatile memory is exe mplil‘ied by a DRAM and
can be utilized as a work memory of the control processing
device. The volatile memory can he exemplified by a fast
access memory in the form of a SRAM.

In a semiconductor integrated circuit device (1A, 13, 1'?)
including a volatile memory (12, 13}, such as a DRAM or a
SRAM, as the memory module, the memory module
includes a volatile storage circuit (12AR, ISAR) for storing _
repair information on the memory array in a volatile state.
The volatile storage circuit (MAR, BAR) includes: a plu-
rality of input terminals or input nodes which can be coupled
to the data base to be formed in the semiconductor integrated
circuit device; and a control signal input terminal for receiv— ,
ing a control signal (reset) for an operation to set the reading
of the repair information, such as an operation to initialize
the semiconductor integrated circuit device. The memory
module includes a pluralin of first volatile memory cells,
such as normal volatile memory cells, and a plurality of
second volatile memory cells, such as redundancy volatile
memory cells, and the volatile storage circuit (IZAR, BAR)
operates to hold repair information for enabling the first
volatile memory cells to-be replaced by the second volatile
memory cells.

The construction is such that the repair information to be
sot in the volatile storage circuit (lZAR, ISAR) is fed from

I?)

15

25

39

35

:- ‘JI

56

27

8

the outside of the memory module to the volatile storage
circuit (IZAR, BAR] in the memory module, and the
specifications of the circuit or function relating to defect
repairol' the memory module packaged in the Semiconductor
integrated circuit device are standardized or unified. As a
result, the usability of the memory module can be improved
when it is sold as memory module part, i.e., an IP
(Intellectual Property) part

The semiconductor integrated circuit device including a
memory module is designed by a designing machine com-
posed of a computer (or electronic computer), the design
data such as the layout data for determining the construction
of the volatile storage circuit (IZAR, 13AR), the circuit
function data or the connection data are described in such

specific computer languages as can be understood by the
computer. Moreover, the data is serviced as a storage device,
such as the magnetic tape, a MC) (Magneto-Optical disk), a
(TD—ROM or a floppy disk. On the other hand, the design
data of the volatile storage circuit (izAR, BAR) may be
serviced while being stored in the data storage device
together with the design data of the circuit functions of the
memory module of the volatile memory, such as a DRAM
or a SRAM. Still moreover, the design data of the volatile
storage circuit (IZAR, BAR) may be stored in the data
storage device while being assembled in the design data of
the memory module of the volatile memory, such as a
DRAM or a SRAM.

By thus storing and servicing the design data of the
memory module and the semiconductor integrated circuit
device containing the former as design data, as described in
specific computer languages can he understood by the
computer, in the storage device, it is possible to efficiently
design the memory module or the semiconductor integrated
circuit device containing the former.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. I is a block diagram showing a first single chip
microcomputer representing one example of the semicon-
ductor integrated circuit device of the invention;

FIG. 2 is a diagram showing one detailed example of the
repair information to be used by the single chip microcom-
puter of FIG. 1;

FIG. 3 is a timing chart showing one example of an initial
programming operation of the repair information for a reset
period;

PIGS. 4(A) and 4(8) are flow charts showing a defect
repairable timing for the single chip microcomputer in time
series from a manufacturing step;

FIG. 5 is a device cross section schematically showing the
behavior of a laser-fusing opening of a fuse for a copper
wiring process;

FIG. 6 is a circuit diagram showing one example of a
dynamic memory cell;

FIG. 7 is a schematic diagram showing one example of a
memory cell array of a DRAM;

FIG. 8 is a circuit diagram showing one example of a
CMOS static memory cell;

FIG. 9 is a schematic diagram showing one example of a
memory cell array of a SRAM;

FIG. 10 is a circuit diagram showing one example of a
flash memory cell;

FIG. 11 is a schematic diagram showing one example of
a memory cell array of a flash memory;

FIG. 12 is a characteristic diagram showing one example
of a programming state and an erase state in the flash
memory;
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FIG. 13 is a diagram showing one example of the voltage
applied states in the programming operation and the erase
operation of the flash memory;

FIG. 14 is a block diagram of a second single chip
microcomputer another embodiment of the semiconductor
integrated circuit device according to the invention;

FIG. 15 is a diagram showing one example of the repair
information in the second single chip microcomputer;

FIG. 16 is a timing chart showing one example of an
initial programming operation of the repair information in
the second single chip microcomputer;

FIG. 17 is a block diagram showing a third single chip
microcomputer representing still another embodiment of the
semiconductor integrated circuit device according to the
invention;

FIG. 18 is a timing chart showing one example of a
process for initial programming of a reset period with the
repair information in the third single chip microcomputer;

FIG. 19 is a block diagram schematically showing one
example of a memory adopting a construction in which the
defect repair is performed by replacing a memory mat or a
memory block;

FIG. 20 is a block diagram showing one example of a
single chip microcomputer having a voltage step-down
circuit;

FIG. 21 is a circuit diagram showing one example of the
voltage step-down circuit;

FIG. 22 is a circuit diagram showing one example of a
refresh timer for controlling the refresh interval of a memory
cell in a data holding mode of a DRAM 12;

FIG. 23 is a timing chart showing one example of the
operations of the refresh timer exemplified in FIG. 23;

FIG. 24 is a circuit diagram showing one example of a
timing adjustment circuit of a sense amplifier activation
signal in a timing controller of a SRAM 13;

FIG. 25 is a diagram showing one example of a format of
the initialization data which are stored in the flash memory
when the techniques individually explained in the defect
repair of FIG. 14, the voltage trimming of FIG. 21, the
refresh interval optimization of FIG. 22 and the timing
adjustment of the timing controller of FIG. 24 are applied in,
connection with one single chip microcomputer exemplified
in FIG. 20; and

FIG. 26 is a conceptional diagram showing one example
of a system for designing a semiconductor integrated circuit
device according to the invention by using a computer.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

«First Single Chip Microcomputer);-
FIG. 1 shows a first single chip microcomputer represent-

ing one embodiment of the semiconductor integrated circuit
device of the invention. A single chip microcomputer 11% as .
shown in FIG. I, is formed over one semiconductor sub—
strate made of single crystalline silicon and is positioned as
an on—chip system LS].

The single chip microcomputer 1A is constructed to
include a CPU {central processing unit or control processth
unit) 10, a flash memory 11, which is one example of an
electrically erasable and programmable nonvolatile
memory, a DRAM 12, which is one example of a volatile
memory, a SRAM 13, which is another example of a volatile
memory, and an input-“output circuit 14, which are represen-
tatively exemplified. The individual memories 11, 12 and 13
can be deemed as memory modules. The CPU ]0, flash
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memory 11. DRAM 12. SRAM 13 and inputioutput circuit
14 share an address bus 15, a data bus 16 of N bits and a
control bus 17.

The inputfoutput circuit 14 is connected with an external
address bus 18A, an external data bus 18D, an external

control bus 18C and so on, although the invention is not
timited thereto, and the inputroutpul circuit 14 is provided
with a not-shown inpu t.=’output port connected with the buses
18A, 18D and 18C, a bus controller for controlling the starts
ofthe bus cycles for the external buses 18A, 18D and 18C,
an inputi’output peripheral circuit represented by a serial
interface circuit, and so on.

The CPU 1|] is constructed, although not limitative, to
include an execution unit having an arithmetic logic unit
tALU}. a program counter (PC), a stack pointer (SP), a
dedicated register such as status register, (SR), and a group
of general-purpose registers to be used as a work area; and
a control unit including an instruction register, to which
there are sequentially inputted program data stored in the
flash memory 11 or program instructions fed from operation
system programs, and an instruction decoder for decoding
the instructions stored in the instruction register, to generate
control signals for the execution unit. The execution unit is
coupled to the address bus 15, the data bus 16 and the control
bus 17, to control the selective output of an address signal
to the address bus 15, the selective output of a control signal
to the control bus, and the inputtoutput ot‘data through the
data bus. Therefore, the CPU 10 controls the operations of
the semiconductor integrated circuit device as a whole in
accordance with the program data stored in the flash
memory 11 or the operation system programs.

The DRAM 12 is a readiwrite memory having a relatively
large capacity to be utilized as a work metnory or main
memory of the CPU 10. The DRAM 12 has a capacity as
large as several giga bits, for example, according to the
la rger scale of the system. A memory cell array IZMA of the
DRAM 12 has not only normal word lines WI.d_O to
WLd_Nd but also a redundancy word line WIdR. The
select terminals of normal dynamic memory cells are
coupled to the normal word lines WLd O to WLd. Nd, and
the select terminal of redundancy dynamic memory cells is
coupled to the redundancy word line WLdR. The construc-
tions of the memory cells need not be made diiferent for the
normal and redundancy types. Which one of the normal
word lines WLcl_0 to WLd_Nd is to be replaced by the
selection of the redundancy word line WLdR is determined
by the repair information which is set in a repair address
register 12AR. The repair row address information con-
tained in the repair information is compared with a row
address signal from an address buffer 12AB by an address
comparison circuit lZAC. This address comparison circuit
IZAC feeds an X decoder IZXD with a detect signai 12¢ at
the logic value "1” when the comparison result is coincident.
When the detect signal 12 at is at the logic value (logic level)
“1”, the K decoder 122(1) inhibits the word line setecting
operation by the row address from the address bulfer 12AB
and selects the redundancy word line WLdR. As a result, the
memory access relating to the defective word line is
replaced by the selecting operation of the redundancy
memory cell relating to the redundancy word line WLdR.
The remaining constructions of the DRAM 12 will be
described hereinafter.

The SRAM 13 is utilized as a quick access memory such
as a register File or a data hulTer memory. A memory cell

' array 13MA of the SRAM 13 has not only normal word lines
WLs ,0 to Wis Ns but also a redundancy word line
WlsR. The select terminals of normal static memory cells
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are coupled to the normal word lines WLs_llI to WLs_Nd,
and the select terminal of redundancy static memory cells is
coupled to the redundancy word line WLSR. Which are of
the normal word lines WLs_0 to WLs_Ns is to be replaced
by the selection of the redundancy word line WLsR is
determined by the repair information which is set in a repair
address register ISAR. The repair row address information
contained in the repair information is compared with the row
address signal from an address buffer ISAB by an address
comparison circuit ISAC. This address comparison circuit
13AC feeds an X decoder 13XD with a detect signal 13 rt; at
the logic value “ 1” when the comparison result is coincident.
When the detect signal 131: is at the logic value “I”, the X
decoder 13XD inhibits the word line selecting operation by
the row address from the address buffer 13AB, and selects
the redundancy word line WLsR. As a result, the memory
access relating to the defective word line is replaced by the
selecting operation of the redundancy memory cell relating
to the redundancy word line WLsR. The remaining con-
structions of the SRAM 13 will be described hereinafter.

The flash memory 11 is provided with a memory cell array
IIMA in which electrically erasable and programmable
nonvolatile memory cells having control gates and floating
gates are arranged in the form of a matrix. The memory cell
array 11MA is used as regions for storing the operation
programs of the CPU 10 and the repair information of the
DRAM 12 and the SRAM 13. The memory cell array llMA
is provided with word lines WLf (Ito WLf __Nf coupled to
the control gates of the nonvolatile memory cells and bit
lines BLf_0 to BLf_Mf coupled to the drains of the
nonvolatile memory cells. It should be understood that the
constructions of these word lines WLf_0 to WLf_Nf and

bit lines BLf_0 to BLf_Mf are provided in N sets in the
direction normal to the sheet of FIG. 1. In this example, the
nonvolatile memory cells for N hits, as arranged at the
intersecting positions of the word line Wl_.f_0 and the bit
line Bl.;f_0, provide the repair information storing regions.
The timing controls of the operations to erase, program,
verify and read the flash memory It are made by a sequence
controller 1130. The instructions of these operations are
given by commands from the CPU 10, although the inven-
tion is not especially limited thereto. The flash memory 11
can be erased in the unit of a word line, although the
invention is not especially limited thereto.

The CPU 10 processes a series of data described in the
programs, by executing the arithmetic operations to fetch
and decode the instructions stored in the flash memory 11
and so on, to acquire operands necessary for executing the
instructions from the DRAM 12, the SRAM 13 and so on in

accordance with the decoding results, to operate the acquired .
operands, and to store the operated results again in the
DRAM 12 and the SRAM 13. Whenever a rest signal
RESET takes a high level, the CPU 10 interrupts all the
operations even with an operation being executed, and
initializes a desired node of the internal circuit to a prede- .
termined logic value state. In this reset period (while the
reset signal RESET is at the high level), the initialization is
performed not only on the inside of the CPU 10 but also on
the internal register of the notshown peripheral circuit. This
initialization is further performed on the repair address
registers IZAR and 13AR to be described hereinafter. The
reset signal RESET is changed to the high level in response
to an instruction of either the power-on reset or the system
reset by the operating power ON. When the reset signal
RESET is negated to a low level, the CPU 10 starts the reset
exceptional operation. The initialization of the CPU 10 for
the reset period is performed on the program counter, the
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stack pointer, a control register. such as the status register,
and so on. In the case of the power 0N reset, on the other
hand. from the instant when the power is turned UN to the
instant when the reset is released, the operations of a clock
generation circuit are stabilized so that a stable clock signal
can be fed to the CPU 10 after the release of reset. Here, a
clock pulse generator is omitted from FIG. 1. As a matter of
fact, however, the clock pulse generator is provided with an
oscillator and a frequency divider so that an operation
reference clock signal is fed to various infernal circuits,
including the CPU 10.

in response to the reset period of the reset signal RESET,
the flash memory 11 performs an operation to read the repair
information. Specifically, the sequence controller 1180,
when it detects the reset period, activates a sense amplifier
11 SA and an output buffer 1103 for enabling the reading
operations. In response to the reset period instructed by the
reset signal RESET, on the other hand, an X decoder llXD
and a Y decoder 11YD select the word line WLf_0 and the

bit line BLf_0. As a result, the repair information stored in
the memory cell of N bits is outputted to the data bus 16 of
N bits.

The repair address registers 12AR and 13AR have static
latches of Ni? hits for storing the repair information.
Although the invention is not especially limited thereto, the
data input terminals of the static lat-ch which constitutes the
repair address register IZAR are connected. while the reset
signal RESET is at the high level (logic value) “1”, with the
less significant N2. bits of the data bus 16 of N bits, so that
the data inputted for that period can be latched by the
inversion of the reset signal RESET to the low level. The
data input terminals of the static latch constituting the other
repair address register ISAR are connected, while the reset
signal RESET is at the high level (or the logic value
with the more significant NIZ bits of the data bus 16 of N
hits, so that the data inputted for that period can he latched
by the inversion of the reset signal RESET to the low level.
When the reset period is ended, therefore, the repair infor-
mation on the less significant side, as read from the flash
memory Ill to the data bus 16, is latched by the repair
address register 12AR of the DRAM 12, whereas the repair
information on the more significant side is latched by the
repair address register BAR of the SRAM 13. From now on,
in the DRAM 12 and the SRAM 13, the access at a row

address is repaired, if specified by the repair information,
using the redundancy word lines.

FIG. 2 shows one detailed example of the repair infor-
mation. In this example, as described above, the repair
information is a total of N hits at a maximum. in the repair
information of the SRAM 13, reference characters A53 to

AS“ designate row address information to be repaired, and
characters RE_S designate an SRAM repair enable hit
indicating the validity of the row address information to be
repaired. This bit RE S indicates the validity of the row
address information A83 to A80 in terms of the logic value
“1”.'l‘he SRAM repair enable bit RE 5 programmed in the
repair address register 13AR activates, the address compari-
son circuit I3AC, when at the logic value "1”, and keeps the
address comparison circuit 13AC in active, when at the logic
value "0", to fix the detect signal 13¢ at the inconsistent
level “0". Likewise, in the repair information of the DRAM
12, reference characters AD3 to ADl} designate row address
information to be repaired, and characters RE_D designate
a DRAM repair enable bit indicating the validity of the row

' address information to be repaired. This bit RE_D indicates
the validity of the row address information ADS to ADI} in
terms of the logic value “1”. The DRAM repair enable bit
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RE_D loaded irt the repair address register EAR activates
the address comparison circuit HAC, when at the logic
value “1”, and keeps the address comparison circuit lZAC
inactive, when at the logic value “0", to fix the detect signal
12:]; at the inconsistent level

FIG. 3 shows timings of the initial programming opera-
tions of the repair information for the reset period. This reset
period is one for which the reset signal RESET is kept at the
high level by the power 0N reset at the time of power ON
or system reset. When the ON power becomes stable, the
word line WI..f_t| and a Y selector YSf_0 are selected so

that the repair information of the DRAM 12 and the SRAM
13 are read out in parallel to the data bus 16. The to ad repair
information of the DRAM 12 is loaded in the repair address
register lZAR, and the repair information of the SRAM 13
is loaded in the rep air address register BAR, so that the load
data are latched by the release of reset.

In FIG. 1, the sequence controller 1150 of the flash
memory 11 has a mode register llMR, and the operation of
the flash memory 11 is determined according to the set
content of the mode register llMR.

Like the well-known [lash memory, the mode register
llMR has program enable bits for instructing the program-
ming operations, erase enable hits for instructing the erase
operations, and so on. When the programming operation and
the erase operation are instructed with the program enable
bits and the erase enable bits, although not shewn, the
accessible range in the memory cell array HMA is deter—
mined according to the set state of a mode bit MBZ. 0n the
other hand, the access subject at this time is determined with
the value of a mode bit MBl. Specifically, the mode register
llMR can be accessed through the data bus 16, and there can
be reflected directly on its specific mode bit MEI the value
of an external terminal P1 of the single chip microcomputer
{as will be called merely the "microcomputer", too) 1A. The
mode bit M31 is for designating an operation mode (or
EPROM writer mode) for allowing the flash memory 1] to
be programmed by a write device such as an EPROM writer
connected with the outside of the microcomputer. When the
mode hit M81 is given the logic value the function of
the external inputtoutput circuit 14 is so changed that the
microcomputer 1A [nay have an external interface function
apparently equivalent to the semiconductor integrated cir—
cuit device {or bus slave) of the single flash memory, and the
operations of the CPU 10 are interrupted. In response to the
logic value “1”,0f the mode bit MB], more specifically, the
buffer circuit connected with the address bus 15, the data bus

16 and the control bits 17 of the CPU 10 is set to the high
impedance state so that the CPU 10 is electrically isolated
from the individual buses 15, 16 and 17. In this EPROM _

writer mode, the external inpntlt’output circuit 14 inputs and
feeds the address signal front the outside to the address bus
15, outputs the data (of the data bus 16 in response to the
instruction of the read operation by the read signal from the
outside, and inputs and feeds the data to the data bus 16 in .
response to a write operation instruction by the write signal
from the outside. When the mode bit M31 is at the logic
value “0", on the other hand, the flash memory 11 becomes
accessible by the control of the CPU 10. In short, the buffer
circuit coupled to the individual buses 15, 16 and 17 of the
CPU 10 connects the CPU 10electrically with the individual
buses 15, 16 and 17 in response to the logic value “0” of the
mode bit MBl.

The mode bit M82 of the mode register llMR is a control
bit for determining whether or not the reprogramming of the
nonvolatile memory for storing the selective repair infor-
mation is allowed by the word line WI..f_l} and the Y
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selector YSf_0 and enables the reprogramming of the repair
information in terms of the logic value "0”, but disables the
reprogramming of the repair information in terms of the
logic value "1“. When the mode bit MB2 is at the logic value
“ 1“, the sequence controller 1180 sets the level of the word
line WLLO to the voltage such as 0 V for disabling both
erase and programming irrespective of the row address
signal in the erase and programming operations. As a result,
the erase operation at the unit of a word line and the
programming operation at the unit of N bits are disabled
together when the memory cell is connected with the word
line WLf .0. When the mode bit M32 is at the logic value
"0”, the memory cell of the word line WLf I] can be freely
erased and programmed.

In the microcomputer 1A, which is enabled to set the
operation mode, the defect repairs of the DRAM 12 and the
SRAM 13 can be performed (at 82), as exemplified in FIG.
441A), first of all, on the result of a first probe inspection (8 l)
of a chip which was manufactured in the wafer process by
the maker of the microcomputer 1A. In the repair at this
time, the microcomputer 1A is brought into the EPROM
writer mode by the mode bit MEI so that the flash memory
11 can be accessed by using a dedicated write device, such
as a tester or an EPROM writer, and the mode bit MHZ is set

to the logic value "0" to write the repair information in a
predetermined region of the flash memory 1]. After this, the
probe inspection is performed again (at $3), and a screening
(SS) is performed by way of a packaging (S4) and a burn-in
test (SS) for testing the reliability by making the power
voltage Vdd higher than that of the ordinary operation. A
chance for repairing a defect can be given (at S?) to the
article which was newly found to be defective the burn-in
test. When a defect is actualized by the burn-in test in the
microcomputer 1A, which was not found defective at Step
32, for example, it can be repaired (at S?) like before. The
defect-repaired article is screened (at 88) again and is then
shipped (at S9). The user having purchased that article
assembles the microcomputer with a desired circuit
substrate, so that the assembled circuit is suitably operated
(at $10). in this operation, the mode bit M132 is set to the
logic value "1" so that the repair information may not be
erroneously reprogrammed. The microcomputer 1A thus
operated in the on—board state is caused, if necessary, to
execute a defect diagnosing test program (or diagnostic
program] to decide whether or not a defect exists and
whether the defect can be repaired (at 511), if discovered, in
the on-board state through the CPU 10 which is packaged in
the microcomputer 1A. For example, either a defect, which
has developed as a microcomputer 1A having no defect in
the manufacturing process is aged to deteriorate its circuit
elements or circuit factors, or a new defect, which is
developed according to changes in the operating environ-
ments such as the operating temperature or the operating
voltage, can be repaired. As compared with the defect
repairing technique using a fuse, as shown in FIG. 4(3), the
time period for the repairs is elongated three or more times.

The diagnostic program for repairing of defects due to the
on—board write operation and the write program to be
executed at the on~board programming time can be stored in
regions other than the word line WLf_0 of the flash memory
11. The diagnostic programs could be automatically
executed either by instructing the CPU It) arbitrarily by an
interruption or by using a timer. Although the content of the
diagnostic program is not shown in detail, it performs the

' operations to write a predetermined test pattern in the
SRAM 13 and the DRAM 12 and read it, to determine the
existence of a defect by comparing the read data and
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expected value data, and to inspect. if a defect is detected,
whether or not a repairable redundancy construction is left.
When the repairable redundancy construction is left, the
CPU 10 is caused to execute the write program thereby to
write the repair information in a predetermined memory cell
of the flash memory 1.1 so that the repair information for
repairing the defect may be programmed in the repair
information storing nonvolatile memory cell of the flash
memory 11. When the repairable redundancy construction is
not left, the CPU 10 can set the error status bit to perform
an interruption (e.g., an indication of a service man call}.

The single chip microcomputer 1A thus far described as
the system LSI can eliminate the fuse program circuit for
repairing a defect and a fusing apparatus or step so that it can
lower the testing cost. In view of the background that the
process for forming the laser fusing opening is complicated,
as in the copper wiring process, the process of manufacture
is simplified because no fuse program circuit is used. Let it
be assumed, as exemplified in FIG. 5, that the copper wiring
layer to be formed individually through titanium nitride
(TiN) layers 105, 111, 117 and so on over the lowermost
poly-Si wiring layer 102 over a silicon substrate (or Si
substrate) 100 made of single crystalline silicon for forming
the not-shown circuit elements such as MOSFETs tttereover

are a first layer 106 to fifth wiring layers (112, 113, 124 and
130). When an opening 133 for exposing the laser-fusible
poly-Si fuse through a final passivation film 132 is to be
formed, the etching gas for etching layer insulating films (of
silicon oxide) 128, 126, 122 and so on and the etching gas
for many SiN layers have to be alternately interchanged
many times causing a significant increase in the number of
manufacturing steps, because it is difficult to remove at a
single etching step the silicon nitride (SiN) layers 131, 127,
125, 121, 119, 115, 113, 109, 107 and 103 acting as etching
stoppers for forming channels to bury the wiring lines so as
to flatten the wiring layers. Unless the fuse program circuit
is used for repairing the defect, no problem arises in the
process using the copper wiring. In short, the semiconductor
integrated circuit device 1A of the invention and semicon-
ductor integrated circuits IB and 1C to be described here-
inafter are given the device structure in which the fuse 102C
is omitted from the device section of FIG. 5. As a result, it

is possible to provide the semiconductor integrated circuits
1A., 1B and 1C which have low wiring resistances and which
can operate at high frequencies.

Since the repair information for the flash memory 11 can
be reprogrammed, on the other hand, a defect which has
occurred after the burn-in can be newly repaired, and the
defect which occurs due to aging after the assembly in the
system or the circuit substrate can also be repairer].

Thus it is possible to improve the efficiency of repairing
defect in a circuit, such as a single chip microcomputer 1A
having a large-scale logic construction, on which not only
the CPU 10 but also the volatile memory such as the DRAM
12 and the SRAM 13 is mounted together with the flash .
memory I]. As a result. the yield of the semiconductor
integrated circuit device 1A having a large-scale logic can be
improved to realize a cost reduction.

Here will be supplementarin described the constructions,
the descriptions of which have been omitted, of the DRAM
12, SRAM 13 and flash memory 11.
ceDRAM):

In the DRAM 12, the memory cell array IZMA is pro-
vided with a number of well-known dynamic memory cells
DMC including an address selecting MOSFET QS and an
information latching capacitor C5, as exemplified in FIG. 6,
ofwhich the gate of the MOSFET OS as a selecting terminal
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is connected with a corresponding word line WL and the
drain or source of the MUSF'ET QS as the data inputj'output
terminal is connected with a corresponding bit line BL. The
capacitor CS has one electrode used as a common electrode
PL, which is supplied with a predetermined power source
equal to one half of the power voltage. The memory cell
array 12MA has a Well-known folded bit line structure with
respect to a sense amplifier SAd of a static latch shape, as
exemplified in FIG. '7, and is provided with bit lines BI_d_0
to BI..d_Md. In a direction to intersect the bit lines BLd_0

to Bl..d_Md, there are arranged word lines Wl.d_0 to
WLd Nd and the redundancy word line WLdR for repair-
ing a defect. A redundancy bit line also could be provided,
although not especially shown. The bit Lines BLd O to
BLd_Md are commonly connected with a common data line
12CD through Y selecmrs YSd_O to YSd_Md. One of the
word lines WLd_O to WLd_Nd and the redundancy word
line WLdR are selected by the X decoder 12XD as shown in
FIG. 1. One of the Y selectors YSd_O to YSd_Md is turned

ON by the decode output of a Y decoder 12YD. It shottld be
understood that the memory cell array lZMA and the Y
selectors YSD_O Io YSd_rnd are provided in N sets in the
direction nortrtal to the sheet ol‘ FIG. 1.As a result, the data
are inputted and outputted in the unit of N hits to and from
the common data line 12CD when the select operation is
performed by the X decoder 12XD and the Y decoder 12YD.
The program data are fed from the data bus 16 to an input
buffer 1213 so that a write buffer 12WB drives the bit lines

through the common data line IZCD in accordance with the
input data. In the data reading operations,, the read data
transmitted from the bit lines to the common data line 12CD

are amplified by the main amplifier EMA, and the amplified
data are outputted from an output buffer 120B to the data bus
16.

The repair information for specifying the rota.r address of
the normal word line to be repaired by the redundancy word
line WLdR is set in the repair address register IZAR. This
repair address register IZAR includes a static latch of a
plurality of bits, and its data input terminal is conducted to
the data bus 16 in response to the high level of the reset
signal RESET so that the repair information is programmed
from the data bus 16. The repair information thus pro-
grammed is compared, when valid, with the row address
signal from the address buffer 12AB by the address
comparison-circuit 12AC. The detect signal 12 q; is set to the
logic value "1”, when the comparison result is coincident,
but otherwise it is set to the logic value "0”. The X decoder
12XD and the Y decoder 12YD are fed with the address

signal of the address bus [5 through the address bulTer IZAB
and the decode the address signal fed thereto. Especially, the
X decoder iZXD decodes the row address signal from the
address buffer IZAB, when the detect signal 12 qt Fed front
the address conrparison circuit IZAC is at the logic value
"0” indicating a non-coincidence, but is inhibited from
decoding the row address signal from the address buffer
12AB and selects the redundancy word line WLdR. when
the detect signal 12 q; is at the logic value “ 1”, indicating a
coincidence. As a result, the memory access relating to the
defective word line is replaced by the select operation of the
redundancy memory cell relating to the redundancy word
line WLdR.

The internal timing control of the DRAM 12 is effected by
a timing controller 12TC. This timing controller 121C is fed
with a strobe signal such as the read signal or the write signal

' from the CPU 10 through the control bus 17 and further with
the address signal of a plurality of bits. deemed as the
memory setect signal, from the address bus 15. When the
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operation select of the DRAM I2 is detected by the timing
controller 12TC, the circuit such as the X decoder 12KB is

activated. When the read operation is instructed by the read
signal, the stored information of the memory cell selected in
the memory cell array lZMA is outputted to the data bus 16
through the main amplifier IZMA and the output buffer
1203. When the write operation is instructed by the write
signal, the data, as inputted througlt the input butler 121D
and the write bu'lfer 12WB, are written in the memory cell
selected in the memory cell array IZMA.
<<SRAM§§r

'l'he SRAM 13 is provided in the memory cell array 13MA
with a number of well-known CMOS static tnemory cells
SMC, as exemplified in FIG. 8. Specifically, the CMOS
static memory cell SMC includes Pchannel MOSPE'l‘s CPI
and QPZ and N~channel MOSFETs QNl to 0N4, as shown
in FIG. 8. The MOSFETs QPl and QNl and the MOSFETs

QPZ and QNZ are individually deemed to form CMOS
inverters, and their input terminals and output terminals are
cross-connected to construct one CMOS latch circuit as a

whole. The MOSFETs (NJ and QN4 [mm a select switch.

The gates of the MOSFETs QN3 and QN4 from the select
terminal ol‘ the memory cell and are connected with the
corresponding word line WI... The drains or sources of the
MOSFETs QN3 and 0N4, as connected with corresponding
paired bit lines BL and 1313]., are used as the data inputr‘
output terminals of the memory cell. The memory cell may
be constmcted into a resisting program type static latch
shape. The memory cell array ISMA is provided, as exem-
plified in FIG. 9, with complementary bit lines BLs_0,
BLBs_0 to BLs_Ms, and BLBs_Ms. In a direction to
intersect these complementary bit lines BLs_0, BLBs_0 to
BLs_Ms, and BLBs_l\-‘ls, there are arranged the word lines
WLs_t) to WLs_Ns, and there is provided the redundancy
word line WLSR for repairing a defect. The redundancy bit
line could also he adopted although not especially shown.
The complementary bit lines BI.s_0, BI.Bs_l} to BIs_Ms,
and BI_.Bs_Ms are commonly connected with a common
data line 13CD through Y selectors YSs_0, YSBs_0 to
YSs Ms, and YSB-s. Ms. As shown in FIG. 1, one of the
word lines WLs I) to WLs _Ns and the redundancy word
line WLSR is selected by the X decoder I3XD. One pair of
the Y selectors YSs_0, YSBs_l) to YSs_Ms, and YSBs_
M5 is turned 0N with the decode output of the Y decoder
13YD. It should be understood that the memory cell array
13MA and the Y selectors YSs_.0, YSBS_0 to ‘8st and

YSBs_Ms are provided in N sets in a direction normal to the
sheet of FIG. 1. As a result, the data are inputted and
outputted in the unit olN bits to and from the common data
line 13C!) when the select operation is performed by the X _
decoder EXT) and the Y decoder l3YD. The program data
are fed front the data has 16 to an input buffer ISIB so that
a write bufi'er 13WB drives the bit lines through the common
data line 13CD in accordance with the input data. In the data
reading operations, the read data transmitted from the bit .
lines to the common data line l3CD are amplified by the
sense amplifier 138A, and the amplified data are outputted
from an output butler 130B to the data bus 16.

The repair information for specifying the row address of
the normal word line to be repaired by the redundancy word
line WLsR is set in the repair address register 13AR. This
repair address register BAR includes a static latch 01‘ a
plurality of bits, and its data input terminal is conducted to
the data bus 16 in response to the high level of the reset
signal RESET so that the repair information is programmed
from the data bus 16. The repair information thus pro-
grammed is compared, when valid, with the row address
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signal front the address buffer ISAB by the address com-
parison circuit 13AC. The detect signal 13 is set to the logic
value “1”, when the comparison result is coincident, but
otherwise it is set to the logic value “0". The X decoder
13XD and the Y decoder 13YD are fed with the address

signal of the address bus 15 through the address bufl‘er ISAB
and they decode the address signal fed thereto. Especially,
the X decoder 13KB decodes the row address signal from
the address buffer 13AB, when the detect signal 130 fed
from the address comparison circuit I3AC is at the logic
value “0” indicating a non-coincidence, but is inhibited
from decoding the row address signal from the address
butler 13AB and selects the redundancy word line WLSR,
when the detect signal 131: is at the logic value " l” indicat-
ing a coincidence. As a result. the memory access relating to
a defective word line is replaced by the select operation of
the redundancy memory cell relating to the redundancy
word line WLsR.

The internal timing control of the SRAM 13 is etfected by
a timing controller 13TC‘. This timing controller 13TC‘ is fed
with a strobe signal such as the read signal or the write signal
from the CPU 10 through the control bus 17 and further with
the address signal of a plurality of bits, deemed as the
memory select signal, from the address bus 15. When the
operation select of the SRAM 13 is detected by the timing
controller ISTC, a circuit such as the X decoder 13KB is

activated. When the read operation is instructed by the read
signal, the stored information of the memory cell selected in
the memory cell array 13MA is outputted to the data bus 16
through the sense amplifier 138A and the output buffer
1303. When the write operation is instructed by the write
signal, the data, as inputted through the tnpttt butler 131B
and the write buffer ISWB, are programmed in the memory
cell selected in the memory cell array 13MA.
<<Flash Memory):

The [lash memory 11 is provider] at its memory cell array
llMA with a number of nonvolatile memory cells (or flash
memory cells) FMC, as exemplified in FIG. 10.1he memory
cell FMC is constnicted to include one memory cell tran-
sistor having a control gate (CO), a floating gate (PG), a
source (SC) and a drain (DR). The memory cell array LIMA
is provided. as exemplified in FIG. 11, with bit lines BLf_0
to BLf_Mf, to which the drains of the flash memory cells
FMC are coupled, word lines WLf_t} to WLE_Nf. to which
the control gates of the flash memory cells FMC are coupled,
and a source line SLf, to which the sources of the flash
memory cells FMC are coupled. in this example, the source
line SLf is shared among the individual memory cells FMC.
The bit lines BI.I_0 to Bl.l7_Ml are commonly connected
with a common data line llCD through the Y selectors
YSf_0 to YSf_Mf_ As shown in FIG. 1, the select opera-
tions of the word lines WI_.f_0 to WI .f_Nf. are performed
by, the X decoder llXD. The voltages to be fed to the
selected word lines and the non-selected word lines are

controlled by the sequence controller 1180 in response to
the individual erasing, programming and reading operations.
One of the Y selectors YSf_0 to YSf_Mf is turned ON with

the decoded output of the Y decoder llYD. It should be
understood that the memory cell array llMA and the Y
selectors YSf_0, YSf_Mf are provided in N sets in a
direction normal to the sheet of FIG. 1. When the selecting
operations are performed by the X decoder llXD and the Y
decoder 11YD, therefore, the data can be inputted and
outputted in the unit olN bits between the memory cells and

' the common data line IICD. The write data are led from the

data bus 16 to an input bufi‘er IIIB so that a write buEer
llWTl drives the bit lines through the common data line
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llCD in accordance with the input data. In the data reading
operations, the read data, as transmitted from the bit lines to
the common data line llCD, are amplified by the sense
amplifier llSAso that the amplified data are outputted from
the output buffer 110B to the data bus 16. In this example,
the erase operations are performed in the unit of a word line.
Here, the source lines, as omitted [mm FIG. 1, are fed from
the sequence controller [180 with the source line voltages
according to the modes of the individual erasing, program-
ming and reading operations.

The sequence control and the voltage control of the flash
memory 11 are performed by the sequence controller 1130.
More will be described a voltage control mode by the
sequence controller 1180. First of all. the memory cell FMC
{or N channel MOS type memory cell transistor) can hold
the information in dependence upon whether the electric
charge is much or little in the floating gate. When the charge
is injected into the floating gate, for example, the threshold
voltage of the memory cell rises. The memory current is
stopped by raising the threshold voltage to a voltage value
to be applied to the control gate or higher. By discharging the
electric charge from the floating gate, on the other hand, the
threshold voltage is lowered. When the threshold voltage is
made lower than the value of the voltage to be applied to the
control gate, the memory current flows. As shown in FIG.
12, for example, the state at the low threshold voltage can be
assigned to the information holding state (eg, the
programming state) whereas the state at the high threshold
voltage can be assigned to the "1” information holding state
{e.g., the erase state). These assignments belong merely to
definitions, and no problem arises even if the definitions are
reversed. The memory operations are coarsely divided into
read, program and erase operations. The program verify and
the erase verify operations are substantially identical to the
read operation.

In the reading operation, the reading potential (cg,
Vec=5 V) is applied to the control gate CG. The stored
information of the selected memory cell at this time is
determined on its “0” or “1”, depending upon whether or
not the electric current flews through that memory cell. In
the erase operation, as exemplified in FIG. 13, a positive
voltage [e.g., 10 V} is applied to the control gate CG,
whereas a negative voltage (e.g., —10 V) is applied to the
source of the memory cell. The drain DR may be floating or
at the same negative voltage {e.g., —10 V) as that ofthe well.
Therefore, the electric charges can be injected by the tunnel
effect into the floating gate. As a result, the threshold voltage
of the memory cell FMC‘ is raised. The erase verify operation
is substantially identical to the foregoing reading operation,
but for the dilIerence in the word line voltage for the _
verification. [n the programming, as exemplified in FIG. 13,
a negative potential Leg, -tt) V} is applied to the control
gate CG, and a positive voltage (e.g., 7 V) is applied to the
drain DR to cause the source SC to float. Therefore, the
electric charge is released only from the memory cell having .
a positive voltage applied to its drain. As a result. the
threshold voltage of the memory cell FMC is lowered. The
subsequent write verifying operation is performed as in the
foregoing reading operation.
casecond Single Chip Microcomputer»:

FIG. 14 shows a second single chip microcomputer rep-
resenting another embodiment of the semiconductor inte-
grated circuit device according lo the invention. The single
chip microcomputer 13, as shown in FIG. 14, is different
from that of FIG. 1 in that it has a redundancy construction
for repairing a defect. Specifically, the memory cell array
IIMA is provided with a redundancy word line WIFR in

l?)

15

25

39

35

J- ‘JI

56

33

20
addition to the normal word lines WLf_l} to WLf_Nf. To

the redundancy word line WLfR, too, there are coupled the
control gates of the memory cells FMC, of which the drains
are coupled to the corresponding bit lines, whereas the
sources are coupled to the source lines. Which one of the
normal word lines WLf_0 to WLLNf is to be replaced in
selecting the redundancy word line WLtR is determined by
the repair information which is set in a repair address
register llAR. The repair row address information con-
tained in the repair infonrtation is compared by an address
comparison circuit llAt’.‘ with the row address signal from
an address buflcr llAB. 'lhe address comparison circuit
11AC supplies the X decoder llXD with a detect signal 11d)
of the logic value when the comparison result is coin-
cident. When the detect signal 11¢ is at the logic value “1",
the X decoder 11KB inhibits the word line selecting opera—
tion by the row address from the address buffer llAB, but
selects the redundancy word line WLIR. As a result, the
memory access relating to a defective word line is replaced
by the operation to select the redundancy memory cell
relating to the redundancy word line WLER.

This construction is not different in the reading of the
repair information to the data bus 16 for the reset period
from the construction of FIG. 1 in which the read operation
is performed by one time. In the case of FIG. 14, therefore,
the repair information of totally N bits at the maximum has
to be divided by one time into the three repair address
registers 11AR, IZAR and BAR. In order to satisfy this, it
is assumed that the data input terminals of the three repair
address registers IlAR, DAR and 13AR are so separately
coupled to the signal lines of individual bits of the data bus
of N bits.

FIG. 15 shows one example of the repair information
stored in the repair information storing region of the flash
memory 11. As compared with that of FIG. 2, there are
added repair row addresses AFS to AFI] of the flash memory
11 and a repair enable hit RE_F of the flash memory. If the
repair information to be read out to the data bus 16 is N hits
as a whole, the signal line of the data bus 16 is coupled to
the data input terminals of the corresponding repair address
registers 11AR, IZAR and BAR keeping the array of FIG.
15. The bit RI:‘._F indicates the vaiidity of the row address
information M3 to AH) with the logic value “1”. The repair
enable bit RE_F, as loaded in the repair address register
11AR, activates the address comparison circuit llAC, when
it is at the logical value "1”, and keeps the address com—
parison circuit llAC inactive, when at the logic value “0”,
to fix the detect signal 11¢ at the inconsistent level "0".

FIG. 16 shows timings ofthe initial programming opera-
tion of the repair information for the reset period. The period
for which the reset signal RESET is set at the high level by
the power-on reset at the time of power ON or by the system
reset is the reset period. When the ON power is stabilized,
the word line WLf_ I] and the Y selectors YSf I] are
selected so that the items of repair information of the flash
memory 11. the DRAM 12 and the SRAM 13 are read out
in parallel to the data bus 16. The read repair information of
the flash memory 11 is loaded in the repair address register
llAR, the repair information of the DRAM 12 is loaded in
the repair address register 12AR, and the repair information
of the SRAM 13 is loaded in the repair address register
13AR, so that the load data are latched by releasing the reset.

According to this single chip microcomputer 1B, a defect
which occurs in the flash memory 11 can also be repaired.

' The remaining points are identical to those of the single chip
microcomputer 1A of FIG. 1, and their detailed description
will be omitted.
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<<Third Single Chip Microcomputer>>
FIG. 17 shows a third single chip microcomputer repre-

sen ting still another embodiment of the semiconductor inte—
grated circuit device according to the invention. The single
chip microcomputer 1C, as shown in FIG. 17, is dilferent
from that of FIG. 1 in that the operation to read the repair
information from the flash memory is performed in a plu-
rality of cycles, and in that the data are consecutively latched
for each read cycle ofthe repair information in a plurality of
repair address registers. Specifically, the single chip micro-
computer IC is provided with a clock pulse generator (CPG)
19 and a control circuit 20 as the clock control circuit to be

initialized in response to a reset instruction (or reset period)
by the reset signal RESET.

'Ihe clock pulse generator 19 is provided with an oscil—
lation circuit using an oscillator and a frequency division
circuit or a PLL circuit, for example. When the operating
power is turned ON, the reset signal RESET is asserted, and
the internal ope rations are stabilized for generating the clock
signal. After this, the clock pulse generator 19 generates a
clock signal CLKR in response to the negation of the reset
signal RESET. As exemplified in FIG. 18, the clock signal
CLKR is generated three times, although the invention is not
especially limited thereto, and is fed to the control circuit 21).
The CPU 10 is initialized with a reset signal RST which is
generated by the clock pulse generator 19. The reset period
of the CPU 10 continues till the third clock signal CLKR is
generated, as exemplified in Ft G. 18. When the reset period
by the reset signal RST is ended, the CPU 10 starts the reset
exceptional operation in synchronism with the clock signal
CLK which is generated from the clock pulse generator 19.

For the reset period of the CPU 10 by the reset signal RST,
the control circuit 20 performs the initial program control of
the repair information. As exemplified in FIG. 18, more
specifically, the control circuit 20 asserts a control signal
¢W0 for the periods of the first cycle and the second cycle
of the clock signal CLKR, and asserts a control signal ¢BO
in response to the first cycle and a control signal tip Bl in
response to the second cycle. In response to the asserted
period of the wntrol signal we, the sequence controller
llSQ activates the sense amplifier 118A and the output
bufier 110B to control the voltage of the flash memory in a
readable manner. In response to the asserted period of the
control signal ¢W0, the X decoder llXD feeds the word
line WLf_D with the read select level. For the asserted

period of the control signal ct>BO, the Y decoder 11 YD
selects the bit line BLf_t) by the Y selector YSf_I). As a
result, for the asserted period of the control signal ([3130 (or
the first cycle of the clock signal CLKR], the repair infor-
mation is read out to the data bus 16 from the memory cell _
of N hits, as located at the intersection between the word line
Wl.f_fl and the bit line Bl..f_fl. At this time, the control

signal 69130 is fed to the repair address register 12AR of the
DRAM 12, and the data of the data bus 16 are inputted for
the high level period of the control signal split) and latched .
with the low level so that the repair information is latched in
the repair address register 12AR. In the Y decoder llYD. on
the other hand, the bit line BLf_l is selected by the Y
selector YSf_l for the asserted period of the next control
signal ¢Bl. As a result, for the asserted period of the control
signal ¢BI (or the second cycle of the clock signal CLKR),
the repair information is read out to the data bus 16 from the
memory cell ol‘N bits, as located at the intersection between
the word line WI_f_l and the bit line BI.f_I_At this time,

the control signal thl is Fed to the repair address register
BAR of the SRAM 13, and the register BAR inputs the
data of the data bus 16 for the high level period of the control
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signal ¢Bl and latches the input data with the low level so
that the repair information is latched in the repair address
register BAR.

Ifthe repair information ofthe DRAM 12 is stored in the
memory cell at the intersection between the word line
WLLO and the bit line BLt‘_0, and if the repair information
of the SRAM 13 is stored in the memOry cell at the
intersection between the word line WI._.f_l] and the bit litre

BI__f_l, the repair information-can be internally transferred
consecutively at the unit of N bits to the DRAM l2 and the
SRAM 13 in responSe to the reset instruction of the single
chip microcomputer 1(1. The number of the internal transfers
ot'the repair information to one circuit should not be limited
to one time but can be suitably determined according to the
redundancy logic scale proportional to the logic scale of that
circuit. For example, the number of control signals to be fed
to the Y decoder may be increased so that different Y
selectors may be selected for the individual control signals,
and the number of repair address registers of the circuit for
receiving the repair information may be increased, if nec-
essary. In the case of the construction described with refer-
ence to FIG. 1, the period for the initial programming
operation of the repair information depends on the reset
period of the reset signal RESET. When the amount of repair
information to be initially programmed is large, the reset
period by the reset signal RESET has to be controlled
externally of the microcomputer. in the construction of FIG.
17, after the operation of the clock pulse generator 19 has
stabilized with the reset signal RESET, the control circuit 20
in the microcomputer 1C controls the initial programming
operation of the repair information autonomously, then no
special operation is needed outside of the microcomputer
even for much repair information to be initially
programmed, so that the initial programming of the repair
information can be ensured. The remaining points are iden-
tical to those of the single chip microcomputer 1A of FIG.
1, and their detailed description will be omitted.

In view of the large scale of integration as represented by
the on-chip system, on the other hand, the stored information
of the flash memory 11 is utilized for repairing a defect of
the SRAM 13 or the DRAM 12 other than the flash memory
11 itself, so that the flash memory 11 or one circuit module
packaged on a large—scale integrated circuit device may be
efficiently utilized in relation to another circuit module.
Moreover, the construction of the internal transfer of the

repair information through the data bus 16 and the serial
internal transfer, as divided into a plurality of cycles of the
repair information, is important in that the operation to
reflect the repair information on each of the SRAM l3 and
the DRAM 12 in accordance with the increase in that

information cart be real incl at a high speed when the repair
information increases in proportion to the increase in the
ntunber of defects according to the large capacity of the
SRAM 13, the DRAM 12 and so on.
«Block Replacement»

The replacement into the redundancy, as has been
described hereinbefore. is effected by address comparison.
but can be effected by the replacement of the memory mat
or memory block, as exemplified in FIG. 19. For example,
memory mats MA“) to MAT?l are memory blocks, in which
the normal memory cells are arranged in a matrix. In this
example, there are assigned to each memory block data
inputrottlput terminals D0 to D7 of i hit, between which are
arranged Y selector circuits YSWO to YSW'? and readlt’write

' circuits (cg, sense amplifiers and write amplifiers) RWO to
RWT and so on. There is provided a redundancy memory
mat MATR in which defect repairing memory cells are
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arranged in the form of a matrix, and with which are
connected a redundancy Y selector circuit YSWR and a
readi’write circuit RWR. The memory mats MATO to MAT?
and the redundancy memory mat MATR hive mutually
identical circuit constructions. The Y selector circuits
YSWO to YSWT and YSWR select either one bit line or one

pair of complementary bit lines from the corresponding
memory mats.

In order that one of the memory mats MA“) to MATT
may be replaced by the redttndancy memory mat MATR,
there are provided selectors SE“) to $131.7. These selectors
SELfl to SEL7 select either the inputi’output terminals of the
readiwrite circuit RWR or the inputfoutput terminals of the
readfwrite circuits RWO to RWT and connect the selected

ones with the data inputr'output terminals D0 to D7. The
select control signals for the selectors SELt] to SEL7 are
generated by a decoder DL, to which the repair information
is fed from a repair information register AR. The initial
programming method of the repair information is identical
to this one.

According to the example of FIG. 19, the repair infomia-
tion includes a repair enable bit RE and select bitsAZ to A0
of 3 bits. The decoder DI. is constructed to include AND

gates ANDI} to AND? constituting decode logics for the
complementary signals of the select bits A2 to A0, and the
outputs of the AND gates AND“ to AND? are fed to the
select terminals of corresponding selectors SELO to SEL‘J'.
Each of the AND gates AND!) to AND? is fed with the repair
enable bit RE and can perform the decode operation when it
is brought into the repair enable state at the logic value “1”.
In other words, with the repair enable bit RE being at the
logic value "0", all the output sefect signals of the individual
AND gates ANDO to AND? are forced to the non-select
level.

If the repair is perforrned by the replacement of the
memory mat or the ntemory block, the address comparing
operation is not needed so that the access time can be
shortened. On the other hand, the bit number of the repair
information can be reduced for the repairable scale. This is
suitable for the case of a large capacity DRAM. l-IOwever.
the chip area to be occupied by the redundancy is larger than
that of the construction of the address comparison. The
construction of FIG. 19 can be applied to any of the SRAM
13. the DRAM 12 and the flash memory 11.
<<Application to Trimming Circuit>>

The description thus far has been directed to a case in
which the repair information for the redundancy is stored for
use in the flash memory 11. The trimming information can
be stored for use in place of or together with the repair
information. Here will be described several examples of a _
circuit capable of determining the circuit characteristics by
using trimming information.

FIG. 20 shows one embodiment of the single chip micro-
computer hnving a voltage step-down circuit. This voltage
step~down circuit 31 steps down the power voltage VDD at .
5 v or 3.3 V. as fed from the outside of a single chip
microcomputer 30, to generate an internal power voltage
VD]... The internal power voltage VDL thus stepped down is
used as the operating power such as for the CPU 10, the flash
memory 1.1, the DRAM 12, the SRAM 13 and so on. The
reason for using this step-down voltage VDL is to warrant
the reliability of the circuit operations and to realize a low
power consumption when the circuit elements are miniatur-
ized for improving the integration and the operating speed.
The inputr'output circuit 14 to be interfaced with the outside
uses the external power voltage VDD as its operating power.
Letters VSS designate the earth side of the circuit. This
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voltage step-down circuit 31 is provided with a voltage
trimming register 31DR for latching the control information
(or voltage trimming information) to determine the reference
voltage for specifying the level of the internal power voltage
VDL. In the initial programming of this register 31DR with
the voltage trimming information, as in the foregoing initial
programming with the repair information, the Voltage trim-
ming information is read out front the flash memory 11 to the
data bus 16 in response to the reset instruction so that the
read voltage trimming infomiation is latched in the register
3|DR.

FIG. 21 shows one example of the voitage step-down
circuit 31. The step-down voltage is outputted from a source
follower circuit which is constructed to include an n-channel
MOS transistor M5 and a resistance element R5. The

conductance of the transistor MS is subjecred to a negative
feedback control by an operation amplifier AMPZ. The
voltage VDL is logically equalized to a control voltage
VDL]. This control voltage VDLJ is outputted from a
source follower circuit which is constructed to include an
n-channel MOS transistor M4 and resistance elements RII] to

R4. The conductance of the transistor M4 is subjected to a
negative feedback control by an operation amplifier AMPI.
This feedback line is provided with switch MOS transistors
M0 to MB capable of selecting the resistance voltage divi-
sion ratio by the resistors R0 to R4 to construct a trimming
circuit. The selection of the switch MOS transistors M0 to

M3 is performed by a decoder DECl for decoding voltage
trimming information TRl and TRO of 2 bits. The feedback
voltage thus generated is compared in the operational amp li-
fier AMPI with a reference voltage which is generated in a
reference voltage generation circuit VGEl. This amplifier
AMPI performs the negative feedback control to equalize
the Control voltage VDLI to a reference voltage Vref

When the element characteristics of the voltage step-
down circuit 31 are disperser] relatively largely by the
influence of the process, the resistance voltage division ratio
to be selected by the decoder DECI is so changed that the
internal power voltage VDH may fall within a desired
design range. The information for this can be obtained in
advance from the circuit characteristics which are deter-

mined by the device test, and may be programmed in
advance in the EPROM writer mode in a predetermined
region (i .e., a predetermined address area corresponding to
the repair information storing region) of the flash memory
11, as described hereinbefore. When the microcomputer 30
is reset, its voltage trimming information T'Rfl and TRI are
initially loaded in the voltage trimming register 3lDR from
the flash memory 11.

FIG. 22 shows one example of a refresh timer for con-
trolling the refresh interval of the memory cells in the data
holding mode of the DRAM 12. Letters CM designate a
monitoring storage capacitor which is designed to have a
slightly shorter data holding time than that of the storage
capacitor of the dynamic memory cell. An n-channel MOS
transistor M15 is a charging transistor for the monitoring
storage capacitor CM. This transistor M15 is turned ON for
a refreshing operation period and OFF for a data holding
period, as exemplified in FIG. 23. For the data holding
period, the level of a voltage at a node VN is lowered by the
leakage of the monitoring storage capacitor CM. The degree
of this level down is detected by a comparator AMP3. This
comparator AMPS outputs a high level when the level of the
node VN becomes lower than a reference voltage VRI. This

' stale sets a seti’reset type flip-flop FF. As a result, a counter
C'NT starts its counting operation to gene rate a refresh clock
pill-1F. In sync hronism with this refresh clock thllF, the
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refreshing operation is performed. For example. the refresh-
ing operation at the unit of word line is performed in
synchronisrn with the clock, cycle of the refresh clock tpREF
while sequentially incrementing the not-shown refresh
address counter. By the carry due to the overflow of the
counter CNT the flip—flop FF is reset to end the series of
refreshing operations. During this refreshing operation, the
transistor M15 is kept 0N, and the monitoring storage
capacitor CM is charged for detecting the subsequent refresh
timing. When the refreshing operation is ended, the transis-
tor M15 is cut off to perform the refresh timing detection
again by the leakage.

There is a fear that the charge holding characteristics of
the monitoring storage capacitor CM will be fluctuated by
the influence of the process. In the case of the average charge
holding characteristics of the storage capacitor of the normal
memory cells of the DRAM, for example, tia La errors or data
breakages occur in many memory cells of the charge holding
characteristics. In accordance with the charge holding per—
formance of the monitoring storage capacitor CM, therefore,
it is possible to- adopt a reference voltage generation circuit
12RF capable of adjusting the reference voltage VRl.

In this reference voltage genera tion circuit IZRF, as
exemplified in FIG. 22, an output is made by a source
follower circuit which is constructed to include an n-channel
MOS transistor M14 and resistance elements R10 to R14.

The conductance of the transistor M14 is subjected to a
feedback control by an operation amplifier AMP-4. "this
feedback line is provided with switch MOS transistors M10
to M13 capable of selecting the resistance voltage division
ratio by the resistors R10 to R14, to construct a trimming
circuit. The selection of the switch MOS transistors M10 to

M13 is performed by a decoder DEC2 for decoding voltage
trimming information RFl and RFO of 2 bits. The feedback
voltage thus generated is compared in the operational ampii-
lier AMP-I with a reference voltage VR which is generated
by a reference voltage generation circuit VGEZ. This ampii-
fier AMP4 performs a negative feedback control so as to
equalize the reference voltage VRI to the reference voltage
VR.

When the charge holding performance of the monitoring
storage capacitor CM is fluctuated over the allowable range
by the inflltence of the manufacturing process, the resistance
voltage division ratio to be selected by the decoder DECZ is
suitably changed. The information for this change can be
obtained in advance from the charge holding performance of
the capacitor CM, as determined from the device test, and
may be programmed in advance in the EPROM writer mode
in a predetermined range (i.e., a predetermined address area
corresponding to the storage region of the repair
information) of the flash memory 11, as described herein- _
before. When the microcomputer 30 is reset, its voltage
trimming information TRO and TR] are initially loaded in a
refresh timing optimization register IZDR from the flash
memory 11.

FIG. 24 shows a delay circuit for delay of a sense .
amplifier activation signal 138A representing one example of
the timing adjusting delay circuit in the timing controller
13TC of the SRAM 13. This timing controller l3’l‘C is
provided with delay circuits DU) to D13 of four serial
stages, and CMCIS transfer gates 1130 to TGS for selecting
the outputs of the individual delay circuits DLO to DL3. The
outputs of the CMOS transfer gates 1G0 to T63 are wired
OR so that the signal at their coupling node is fed as a sense
amplifier activation signal 438A to the sense amplifier 13 SA.
Which one of the CMOS transfer gates TGO to TG3 is to be
turned ON is determined by a decoder DECS for decoding
timing adjustment information TMO and "Phil of 2. hi ts.
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When the accessing speed of the SRAM 13 is fluctuated
by the influence of the manufacturing process, it may be not
desirable to adjust the activation timing of the sense ampli-
fier accordingly, than to acquire a fast access or to stabilize
the data reading operation. It is arbitrary to determine the
selected state of the CMOS transfer gates T60 to TG3
accordingly. The information for this can be obtained in
advance from the accessing speed performance which is
grasped by the device test, and may be programmed in
advance in the EPROM writer mode in a predetermined
region (i.e., a predetermined address area corresponding to
the repair information storing region) of the flash memory
11, as described hereirtliefore. When the microcomputer 30
is reset. its items of timing adjustment information 'IMO and
TMl are initially loaded in the timing adjustment register
13DR from the flash memory 11 through the data bus 16 by
the same procedure as that of the repair information.

The techniques, as individually described in connection
with the defect repair of FIG. 14, the voltage trimming of
FIG. 21, the optimization of the refresh inverter of FIG. 22,
and the timing adjustment of the timing controller of FIG.
24, can he applied altogether to the semiconductor inte-
grated circuit dcvice such as the one single chip microcom-
puter 30. as exemplified in FIG. 20 At this time, the
information to be stored in the flash memory 11 can be
pmilioned as initialization data for determining the partial
function of the circuit, and is stored with the format of FIG.
25, for example, in the memory cell array llMA of the flash
memory 11.

FIG. 26 shows one example of a system for designing a
semiconductor integrated circuit device by using a com-
puter.

In FIG. 26, reference numeral 100 designates a computer
(or an electronic computer) such as a pa rsonat computer, and
numeral 101 designates a keyboard for inputting data in the
electronic computer. On the other hand, numeral 102 des-
ignates a recording medium, such as a floppy disk.

This recording medium is recorded in advance with data
necessary for designing the semiconductor integrated circuit
device. In order to design the semiconductor integrated
circuit deviCe shown in FIG. 1, for example, the recording
medium 102 stores data 103 for determining the construc-
tion of the flash memory {11); data 104 for determining the
construction of the DRAM {12); data 105 for detertnining
the construction of the repair address register (BAR); and
data 106 for determining the construction of the data bus
(161

A semiconductor integrated circuit device can be designed
on the electronic computer by reading out the data necessary
for an objective to be designed, to the electronic computer
from the recording medium.

The individual data may be exemplified by the programs
(e.g., the RTL (Register Transfer Level) model or the Hill.
(Hardware Description Language) model) which are pro-
grammed in such specific computer languages as can be
understood by the electronic computer, or the data (cg,
coordinate data or connecting-Wiring data) on the mask to be
actually used for manufacturing the semiconductor inte—
grated circuit device. Uf course, the combination of these
two may be used as the data.

In the description thus far made, the data for determining
the constmction of the repair address register is the data 105.
However, it is quite natural that the construction of the
register (eg, the voltage trimming register show in FIG.
20, the refresh timing optimization register shown in FIG.
22, the [lining adjustment register shown in FIG. 24, or their

' composite register shown in FIG. 25) to be used for chang-
ing the electric characteristics may be determined by the
data 105.
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On the other hand. in the description concerning FIG. 1,
the repair address register (DAR) and the address compari-
son circuit {HAC} are provided in the DRAM {12}. These
may be exemplified by the data 105 other than the data 104
for determining the construction of the DRAM (e.g., the
memory array 12MA, the decoders lZXD and IZYD, the Y
selector, the write buffer, the input butler, the main amplifier
or the output buffer). Of course, the DRAM (12) shown in
FIG. 1 may be handled as one data group.

Although the invention made by us has been specifically
described in connection with various emhodi tnents, it should
not be limited to the embodiments but could naturally be
modified in various manners without departing from the gist
thereof.

For example, the semiconductor integrated circuit device
according to the invention should not be limited to a single
chip microcomputer, and the kind of packaged circuit mod-
ule of the single chip microcomputer should not be limited
to the examples but can be suitably modified. On the other
hand, the electrically reprogrammable nonvolatiie memory
should not be limited to a flash memory, but tnay adopt
memory cells which include select MOS transistors and
MNOS (Metal Nitride (bride Semiconductor) storage tran-
sistors. 0n the other hand, the voltage applied states for
programming and erasing the flash memory should not be
limited to the ones described, but could be suitably modified.
01] the other hand, the nonvolatile memory may store
information of multiple values such as four or more values.
On the other hand, the volatile memory should not be limited
to the SRAM or the DRAM but may be exemplified by a
ferroelectric memory.

In a memory such as a DRAM, SRAM or flash memory,
the redundancy word line is selected according to the
address comparison result obtained by the address compari-
son circuit so that its select timing is iiable to be delayed
more than that ofthe nomtal word line. The tinting delay of
this kind cannot be neglected especially when the semicon-
ductor integrated circuit device operates in a seriously quick
operation cycle. For this case, if a slight increase in the area
is allowed, the size of the information storing capacitor in
the redundancy dynamic memory cell can be made larger
than that of the normal memory cell, or the transistor in the
redundancy static memory cell or the flash memory cell can
be enlarged in size to augment its conductance. In this case,
more specifically, the amount of the read signal to be fed
from the selected redundancy memory cell to the bit line can
be augmented so that the normal data read can be effected
even if the read sense operation timing is accordingly
accelerated. As a result, the influence due to the delay in the
select timing of the redundancy word line can be substan- _
tially lightened by the speed-up of the sense operation after
the memory cell was selected.

The adjusting technique for adjusting the refresh period of
the DRAM, as has been described with reference to FIG. 22,
can be modified. When the data holding time characteristics .
of several dynamic memory cells are shifted relatively
largely with respect to the charge voltage holding charac-
teristics of the capacitor CM of FIG. 22. the reference
voltage VRl of FIG. 22 can be so positively modified that
the refreshing operations may be repeated for the normal
operation period of those dynamic memory cells. The trim-
ming for warranting the refreshing operation of the DRAM
can be adopted, and, in place of the construction of FIG. 22,
a construction in which the counted number of a counter or

timer for counting the clock signals, such as the system
clock signals of the semiconductor integrated circuit device,
to generate the refresh timing signal is changed. 0n the other
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hand, the invention is highly effective when applied to an
on—chip system LSI, but could naturally be applied to a logic
LSI other than a system LSI. In FIGS. 1, 14 or 15, moreover
each memory module 11, 12 or 13 has been described to
include one redundancy word line, but the number may be
plural. With this plurality, it is possible not only to improve
the repairing efiiciency but also to repair a defect which is
detected at each of the defect repairing steps 82, ST and SH},
as shown in FIG. 14(A).

The effects to be obtained by the representative features of
the invention disclosed herein will be briefly described in the
following.

Specifically, the fuse program circuit for a coupling
change such as a defect repair can be eliminated. and an
apparatus or step for a fusing treatment can be omitted, so
that the testing cost can be lowered. Since a laser-fusing
opening need not be formed even for a process such as a
copper wiring process, tnoreover, the process of manufac-
ture is simplified Since the coupling control information for
the nonvolatile memory can be reprogrammed, it is possible
to sufficiently satisfy a demand for a coupling change against
either a defect which occurs at a later step such as the burn-in
step in the manufacturing process or a defect which occurs
after the packaging over the system or the circuit substrate.

This makes it possible to efiiciently change the coupling
between the control processing unit such as the central
processing unit and a circuit having a large-scale logic
construction on which a volatile memory is mounted
together with a nonvolatile memory. As a result, the yield of
the semiconductor integrated circuit device having a large-
scale logic can be improved to realize a cost reduction.

Especially, in view of the large scale of the system
on—chip, in order to utilize the nonvolatile memory mounted
on the largescale integrated circuit emciently in relation to
another circuit module, the stored information of the non-
volatile memory is utilizod for changing the coupling of the
volatile memory, other than the nonvolatile memory.
However, the means for the transfer of the coupling control
information through the data bus and the series transfer of
the plurality of cycles of the coupling control information is
excellent in that, when the possibility of a coupling change
increases according to the larger capacity of the volatile
memory, the process to re fiect the control information on the
individual volatile memories in accordance with the increase
in the amount of control information can be real ized at a

high speed.
What is claimed is:

l. A semiconductor integrated circuit device comprising:
a nonvolatile memory which may be electrically rewritten
and accessed to by a control processing unit; and a volatile
memory enabled accessed by said control processing unit,

wherein said volatile memory includes: a plurality of first
volatile memory cells and a plurality of second volatile
memory cells; and a volatile storage circuit for holding
coupling control information for replacing said first
volatile tnemory cells by said second volatile memory
cells,

wherein said nonvolatile memory includes a plurality of
nonvolatile memory cells, some of which are trtade into
nonvolatile memory cells for storing said coupling
control information so that said coupling control infor-
mation is read out from said nonvolatile memory cells
and outputted in response to an instruction of the
operation to read and set said coupling control
information, and

wherein said volatile storage circuit latches the coupling
control information from the nonvolatile memory in
response to the instruction of said reading and setting
operation.
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2. Aseniiconductor integrated circuit device comprising,
over one semiconductor substrate: a central processing unit:
a nonvolatile memory which may be electrically repro—
grammed and accessed to by said central processing unit;
and a volatile memory which may be accessed by said
central processing unit,

wherein said volatile memory includes: a plurality of
normal volatile memory cells and a plurality of redun-
dancy volatile memory cells; and a volatile storage
circuit for latching repair information for repairing the
defective normal volatile memory cells with said
redundancy volatile memory cells,

wherein said nonvolatile memory includes: a plurality of
normal nonvolatile memory cells and a plurality of
redundancy nonvolatile memory cells; and a volatile
storage circuit for latching repair information for
repairing defective normal nonvolatile memory cells by
replacing them with said redundancy nonvolatile
memory cells, some of said nonvolatile memory cells
being memory cells for storing repair information of
the nonvolatile memory together with repair informa-
tion of said volatile memory, so that repair information
is read out from the nonvolatile memory cells and
outputted in response to an instruction to initializo said
semiconductor integrated circuit device, and wherein
said volatile storage circuit latches repair information
from the nonvolatile memory in response to said ini-
tializing instruction.

3. Asemiconductor integrated circuit device according to
claim 2.,

wherein said individual volatile storage circuits have data
input terminals coupled to a data bus, with which the
individual data inputi‘output terminals of said central
processing unit, said nonvolatile memory and said
volatile memory are commonly connected, and

wherein repair infomlation to be outputted from the
nonvolatile memory is transmitted through said data
bus to the corresponding volatile storage circuit in
response to said initializing instruction.

4. Asemiconductor integrated circuit device according to
claim 3,

wherein plural volatile memories are provided so that the
volatile storage circuits of the individual volatile
memories are connected with said data bus.

5. Asemiconductor integrated circuit device according to
claim 3,

wherein said nonvolatile memory reads out and outputs
said repair information from the nonvolatile memory
cells consecutively in a plurality of cycles in response
to an instruction to initialize the semiconductor inte-

grated circuit device, and
wherein said volatile storage circuit is individuaily con-

nected commonly with the signal lines of said data bus
and latches the data bus consecutively for the indi— ,
vidual reading cycles of the repair information.

6. Asemiconductor integrated circuit device according to
claim 3, wherein

said volatile storage circuit latches said repair information
outputted from said nonvolatile memory, in response to
a first state of a reset signal to instruct initialization of
the semiconductor integrated circuit device, so that the
central processing unit starts a reset exceptional opera-
tion in response to a change of said reset signal from the
first state to the second state.

7. Asemiconductor integrated circuit device according to
claim 3, further comprising a clock control circuit adapted to
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be initialized in response to a first state of a reset signal for
instructing initialization of the semiconductor integrated
circuit device,

wherein clock control circuit latches said repair informa-
tion from said nonvolatile memory in said volatile
storage circuit in response to a change of said reset
signal from the first state to a second state, and then
causes the central processing unit to start a reset
exceptional operation,

8. A semiconductor integrated circuit device according to
claim 1,

wherein said nonvolatile memory has an operation mode
In allow the nonvolatile memory cells [or storing repair
in formation to be reprogrammed and an operation
mode to inhibit the reprogramming.

9. A semiconductor integrated circuit device according to
claim 8,

wherein said semiconductor integrated circuit device has
an operation mode to allow said nonvolatile memory
cells to be reprogrammed by a write unit connected
with the outside of the semiconductor integrated circuit
device, and an operation mode to allow said nonvolatile
memory cells to be reprogrammed in accordance with
an instruction execution of the central processing unit,

10. A semiconductor integrated circuit device according
to claim 8,

wherein said nonvolatile memory has nonvolatile
memory cells for storing a diagnostic program, and

wherein said diagnostic program causes said central pro-
cessing unit to execute operations to detect a defect for
said nonvolatile memory and said volatile memory and
to write the repair information for repairing a new
defective memory cell in the nonvolatile memory cells
for storing the repair information of the nonvolatile
memory.

11. Ase mico nd'uctor integrated circuit device comprising:
a dynamic memory demanded to periodically refresh data

stored in memory cells; and

a nonvolatile memory enabled to be electrically pro-
grammed and erased,

wherein said dynamic memory includes a first volatile
storage circuit for storing information for repairing its
memory array, and

wherein said nonvolatile memory stores, in its memory
array, first repair infonnation to be fed to said first
volatile storage circuit and program data other than said
first repair information.

12. A semiconductor integrated circuit device according
to claim 11 further comprising a data bus coupling said first
volatile storage circuit and said nonvolatile memory,

wherein said first repair information is stored through said
data bus in said first volatile storage circuit for a reset
period of said semiconductor integrated circuit device,

11A semiconductor integrated circuit device according
to claim 12,

wherein said nonvolatile memory includes a second vola—
tile storage circuit.

wherein said nonvolatile memory stores second repair
information for repairing its own memory array, in said
memory array, and

wherein said second repair information is stored in said
second volatile storage circuit in response to said reset
period.

14. Asemiconductor integrated circuit device comprising:

a static memory including memory cells in a latch shape;
and
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a nonvolatile memory which may be electrically pro- wherein said first repair information is stored through said
grammed and erased. data bus in said first volatile storage circuit for a reset

period of said semiconductor integrated circuit device.wherein said static memory includes a first volatile stor- . . . . . .
. . t _ . i . . . . . 16. A semiconductor Integrated Circuit device according

age Cll'Cltll lor storing information [or repairing its [0 daim 15q 1
l'llfil'l'lOl' 'lI'l'a , and - . . . .

y ‘ y wherein said nonvolatile memory includes a second vola—
Wherem 531d “onV‘OIa‘tlle memory Stores: 1“ “5 “16min? tile storage circuit, wherein said nonvolatile memory

mall: firm “3me mfflfinatlon ‘0 be ted ‘0 531d 11F?“ stores Second repair information for repairing its own
volatile storage circuit and program data other than said memory array, in said mcmory mm“ and wherein said
first repair information. second repair information is stored in said second

15. A semiconductor integrated circuit device according m volatile storage circuit in response to said reset period
to claim 14, further comprising a data bus coupling Said first
volatile storage circuit and said nonvolatile memory, a: a: t: =F a:
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