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Elna global network has the power to
5break through boundaries at time.
Edislance. and politics. Tetrla 3. Perry and
:John A, Adam 22. Engineers using e-

‘ imail collaborate on complex designs
with colleagues they've never met. Tekla
8. Perry 24. Fantasy games.

By EARL COX

Applied where appropriate way logic
can greatly simplify many .sgstems. But
successlul implementation: require that
the designer thoroughly understand the
system dynamics. And it‘s a good idea
to follow an orderly desigr: procedure.  

 

  
 
 
  
  

 

personalized magazines, and even digital
dating draw leisure-time users into the
net. John A. Adam 29. E-mail networls

are empowering democratic actions in
governments at all sizes trom small US.
towns to the lormer Soviet Union. rem

54s High-speed DRAMs
A group oi industry experts reports that main-memory chips at last are catching up with
microprocessors—in various ways. Richard Comedord and George E Watson 34. Fast
computer memory, Ray N9 36. Fast DRAMs for sharper TV (see below). Hoeioi H.W.
Setters 4|). A new era ol last dynamic RAMS. Fred Jones. Betty Prince, Roger Norwood. Joe
Harrigan, Wilbur C. Vogtey. Charles A. Hart. and David Bonderant 43. A last path to one
memory, Mitre Fannwatd and David Mooring so. A RAM link lor high speed. Stein Gjessing,
David a Gustavsorr, David it James, Glen Stone, and Hans Wr'ggers 52. Fast interlaces tor
DFtAMs Richard C. Foss, Betty Prince. Richard Rodgers, David B Gustavson, David It Janm,
Glen Stone, and Stephen Kempainen 54.

62 Consolidating
European Power
By HENRI PERSDZ and
JEAN REMONDEULAZ

Energy interdependence between west
and east Europe is expected to grow as
plans go into reflect in increase the
electric energy interchange Between the
two regions Synchronization of the grids
is a preferred option.

'79 Howard S. Jones Jr.
By JOHN A. ADAM

Over a 37-year career. Howard S. Jones
Jr's work on antenna design did much

 
SPECIAL REPC‘iRT  

to make us. Army missile technology I
possible. Now in semi-retirement. Jones
does his utmost to encourage minority
students to study engineering.
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 COVCI': Electronic messages travel over a global

network unbounded by time zones. distance or political
entities in Gus Sauler‘s conceptual illustration. Wlttr email.
an engineer can communicate with a colleague hallway
around the world as easily as with a coworker down the

How a system is created, designed. and traitThatechnclogy. still in its lnlancyis changing society

built blends art and engineering. NASA's astel'aswgfless- WSW“ W0" 9"“3”
Deep Space Network is the product of mm °" ‘1 .22‘
such a process. Here, great antennas
peer into space from its Canberra.
Australia, station. The article describes

the architecting process and provides
additional calamities
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Fast computer memories
Designers are searching
for new DRAM technologies
to reduce memory access
time and so unleash

computer performance

f the price-to—performance
ratio of computer systems
is to keep improving. the
gap in speed between pro-
cessors and memory must
be closed. Processors per-
form at their peak only
when the flow of instruc-

tionsanddatah’ommemoryisfastandun-
faltering.

An ever-flowing stream is particularly
necessary to reduced~instruction-set com-
puting (RISC) processors. which have be-
come very poptdar chair; the last few years.
A heavily pipelined RISC processor can ex-
ecute an instruction every clock cycle,
demanding a lot of the memory syste.
Both superscalar processors. with their mul-
tiple functional units. and rmrlliprocessor

' machines make even greater demands on
memory systems.

Nor is the centml processing unit (CPU)
the only consumer of memory band-
width. Computers now are expected to
beeasiertouseandrnorecapablethan
their predecessors. and seme of the
new capabilities will require speedier
memory. Examples include the rapid
display of high-resolution graphics in
true color. the recognition of speech

back video and audio. and. ultimately,

 

 

support of a virtual-reality environ- '
merit. The machines may also need and
buffer memory for messages moving
over the multigimbit—per—second net-
worksexpectedinthenearfuttne.

These lofty llO ambitions all involve
processing and moving large mounts of
data. On topofevenfaster CPUs. they will
strain bothrnemorycapacityandmemory
bandwidth.ButtheaooepteddynarmcRAM
(DRAhDarchitecnrresandsolutionshave

beenpushedtotheiriimits.Abasicchange
mar-chitectureseemstheonlywaytnob-
tainanurgentlyneededincreaseinmemo-
rrspeed-

musedforchangehassmuamrmher

Ray No Sun Microsystems Inc
 

ofchip makers. beta-ruse innovative architec-
tures distinguish a variety of recent high-
speed DRAMs. which go by such names as
synchronous. cached, and Rambus DRAMs.
The newcomers may be usefully surveyed
froma system perspective. tosee how they
may solve dedan Pl'OblemB. particularly with
regard to main memory.
It'll! LIIE. Till now. in the familiar
stored-program computer described by von
Neumann, the processor has been connect-
ed directly to memory (as well as to
input/output). From this model. a hierarchi-
cal memory system has evolved in which a
little. very fast memory is placed very close
to the processor and fed by lots of slower
memory farther away from the processor
[Fig.1]. This hierarchy, which is used in al-
most all computer systems today. reflects
one of computer design’s truisms. “fast
memory is expensive and slow memory is
M.Il

Atthefiratlevelofthehierarchyare the
processor's internal registers. Access to
these registers is very fastbecause they are
on the processor chip. However, their num-
ber is limited by the available chip area. or
“real estate.”

At the second level. between the proces-
sor and slower main memory. is a cache—a
small, very fast memory. The cache is load-
 

Processors can perform
their best only if

the supply of instructions
and data is fast

edwithcopiesofthoseblocksofdatastored
inmain memory that the processorismost
h'kelytowarrtfortheoperafionitiscurrently

from lfitofia bytes.)
lftheprocessorfindsthedataitwantsin

thecache (referredtoasacanhe hit). then
totheprocessoritwilllookasifmainmem-
oryisasfastascache. Butifthe processor
doesnotfindwhatitneedsinmchemcache
miss),thentheblockcontainingthemiss-
ingdatamusthebroughtinfrommainmem—
ory, slowing down the system.

Cadresusuallyprovideaspeedupbemuse

001$9235B2I33m©1992 IEEE

they exploit a general characteristic of pro-
grams: locality in sparse and time. Spatial lo—
cality indicates that ii a location in memory
is accessed. then others nearby will proba-
bly be accessed soon; temporal locality
means that if a location in memory is ac-
cessed once. then it will probably be ac-
cessed again soon.

One problem with caches is that. in order
to be effective. they require very fast We
thatrunataboutthesamespeedastbepro—
cessor; and wln'h static RAMS (SRAMs) can
deliver the required speed. they are expen-
sive. Also. caches must keep track of which
memory blocks are in the cache and what
their state is. and therefore require a spe-
cial controller and a tag memory that add
complty and take up precious board real
estate. All the same, caches are popular.

It is possible, too. to build systems with
more than one level ofcaching. using on- and
off-chip memory. Many modern processors
have on-chip caches. for both program irr-
structions and data. that are closer than an
extemal cache and so faster to accesa. But

like the number of registers. the whoa have
to be small because chip real estate is limit-
edandinmanysystemstheyaresup—
plemented with an external cache. The in-
ternal cache is referred to as first-levelcache
and the external as second-level.

The third level of the hierarchy is
main memory itself. Main memory is
used to store programs and data. and
as a source of input and destination for
output. Typically. this memory is much
larger than cache and is constructed of
DRAMs. which are slower than the
SRAMs but also less expensive.

The fourth level of the hierarchy is
mass storage. Today magnetic-disk
storage is ubiquitous. It is used to im-
plement a technique called virtual
memory. which fools the processor into
thinking the main memory '3 much larg-

erthanisthecase. Withvirnralmemory, the

processor’s address space is divided into
blocks of fixed size. calledpages. Pages are
much larger than cache blocks. usually 4—
8K bytes.

Disk bears much the same relationship to
main memory as main memory does to
cache. Pages are called from disk and placed
in main memory when they are needed or
retrrmedtodislrwhentheyarenot. Aswith
cache. the principle otlocality is basic. To
maintainorderinthe system, amemory
management unit (MMU) liceps track of
which pages are in main memory and what
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fljlnmosicmrterMbJatheW
memory consists ofe hierarchy ofmedr'a.
Passingfmntheloptobouamofflwm.
ch}; thedensityoftlwmedium (theme:
ofdafaitmn stonperunitam) increases,
whileihspeedindelioefingdataaudilswst
per bit decrease. Some new dynamic RAM
(DRAM) technologies on» atsimphfiingflns
Wacky by speedingupmar'n memory to the
point wherethenesdfiirasepnmu, external
cache is moot.

their status is.

As with a cache miss, performance falls
off whenever a page is not in main memory
when needed (a page fault). The penalty is,
however. higher because mechanical disks
are much slower than semiconductor main
memory. Butdiskssmverycheaninterms
of cost per hit, and can store vast amounts
of data; hard disks today commonly store
hundreds of megabytes, and the use of
magneto-optical and optical discs capable of
storms gigabytes is growing.

Strictly speaking, there is a fifth level of
storage. fordatathatwillnotbe usedforan
extended period of lime or whose impor-
tance demands its preservation. This ar-
chival storage often consisls of magnetic
tape; of course, removable magnetic and op-
tical discs are also used for long-term stor-

ageofpmgramsanddata. Thisstnragelevel
has no impact onrun-fime system operation
and so will be ignored for now.
IIIIMT. Main memory is almost always
implemented using DRAMs. which in both
speed and price lag behind the SRAMs
generally used tor cache. DRAMs use one
mnsistor-mpadtor pair. referred to as a cell,
to store one bitd’iniomation, while SRAMs
use a four- or six-transistor flip-flop to store
eachbit. BemuseeachDRAMcellisvery
small. DRAMscanbe made verydense; the
demest DRAM now available is a 16M-bit

part, whilethedensest SRAMisahoutth
bits. The per~bit cost of SRAM. depending

3" fi—MMM

 
units speed, is 5-10 timesthatof DRAM.

Homenhecausethecharxeleaksaway
fromtheDRAM cell's capacitor, it musthe
restmedbyperiodicreh'eshhig.nlsqtl1ead
ofreadmgaDRAMinvolvestransferringand
sensingmeredribblesofchargeminceeaeh
readoperadondisMrbsthecefloontentth,
toqreqruresthatthedatareadberestored.

For-fagiesereasoneDRAMsaremtespecni1y t.
ADRAMisbuiltasasquareorrectangw

lar array ofcells [Fig. 2]; to read or write
data.theprocessorsendsanaddresstoflie
DRAM, which typimlly it multiplexes, sup-
flyimfirsttheruwaddressthentheoohnnn
address. For currently available DRAMs.
thetimeittakesarowaddresstoaecessa
oeflisabmfldO—SOnsforacohlmnaddress.
about 20-40 ns, andtheprecharge fimeis
about30-50ns.’l'husthecyclefime(flne
minimumamountof time between memo-

ryaecessesbythepmeessor)isabout]10—
150ns.lneontrast,thecellsinsmallCMOS
SRAMsmaybeaccessedeverySns;larg-
er SRAMs have a longer access time of
about lfins.

’lbraisetheiroperaling speed. DRAMs
haveaspecialopemfingmodethatlakesad-
vantage of their internal row-and-coiumn
structure.lrnownaspagemode.lnthis
mde,whenmentirerow(orachippage,
Mmttobeeonfusedwiththevhmalmem-

ory page)isreadintothesense amplifiers,
lheuserwnkeeptherowactiveandmere—

lychanaeoolmnnaddressestoaooessallthe
data.Aslongastheaccessesremaininthe
pm. the DRAM can work faster. For cur-
remDRAMe,thepage—m0decycletime(or
minimum time between column addresees)

isabout_40-50 ms [Fig 3].
SEEIII IPIIII III". A main memo-
rysystemhasthreecrucial attributes: size,
latency,andthrmrghput.Sizeisaffectedby
density. orthenumberofbitsthatcanbe
packedintnagivenareanhehighertheden-
sity‘,thebetter. latencyishowlongittakes
fordatatobedeliveredafterithasbeenre-

matedandiscloselyrelatedtoaDRAM's
access time; the shorter the latency. the
fisstertheDRAMJhmugimtitisameasme
oihowmmhdatamnbeddivemdinagiven
periodoitime,andiscloselyrelatedtotbe
DRAM cycle time; a higher throughput
meansthataDRAMdeliversmomdataper
timeinterval.WhilethedensityofDRAMs
hasbeenmxadruplingmughlyeverythree
years. neither theirseoessnortheircycle
timeshaveimpmvedasrapidly.hnpmv'mg
tbelatencyandthmughputofmammemo-
ryisthefocusofattenh'onamongmemm‘y
systemdesigners.

Pagemodemay reducelatencyandin-
creasethrwghput.butonlyifthereisabt
of sequentiality in the memory reference
stream;iornniltipmcessorsystems,thisis
nothuefiacbeadoagoodjobofisolafing
the processor from relatively sluggish main
memory,butthereisonlysonmchamcbe

02 0401 DJ.
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