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1 Background of the Invention 

Network processing as it exists today is a costly and inefficient use of system resources. 
A 200 MHz Pentium-Pro is typically consumed simply processing network data from a 
1 OOMb/second-network connection. The reasons that this processing is so costly are 
described here. 

1.1 Too Many Data Moves 

When network packet arrives at a typical network interface card (NIC), the NJC moves 
the data into pre-allocated network buffers in system main memory. From there the data 
is read into the CPU cache so that it can be checkswnmed (assuming of course ~bat the 
protocol in use requires checksums. Some, like IPX, do not.). Once the data has been 
fully processed by the protocol stack, it can then be moved into its final destination in 
memory. Since the CPU is moving the data, and must read the destination cache line in 
before it can fill it and write it back out, this involves at a minimum 2 more trips across 
the system memory bus. In short, the best one can hope for is that the data will.get 
moved across the system memory bus 4 times before it arrives in irs final destination. It 
can, and does, get worse. If the data happens to get invalidated from system cache after it 
has been checksummed, then it must get pulled back across the memory bus before it can 
be moved to its final destination. Finally, on some systems, including Windows NT 4.0, 
the data gets copied yet another time while being moved up the protocol stack. In NT 
4.0, th.is occurs between the m.iniport driver interface and the protocol driver interface. 
This can add up to a whopping 8 trips across the system memory bus (the 4 trips 
described above, plus the move to replenish the cache, plus 3 more to copy from the 
miniport to the protocol driver). That's enough to bring even today's advanced memory 
busscs to their knees. 
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1.2 Too Much Processing by the CPU 

In all but the original move from the NIC to system memory, the system CPU is 
responsible for moving the data. This is particularly expensive because while the CPU is 
moving this data it can do nothing else. While moving the data the CPU is typically 
stalled waiting for the relatively slow memory to satisfy its read and write requests. A 
CPU, which can execute an instruction every 5 nanoseconds, must now wait as lt>ng as 
several hundred nanoseconds for the memory controller to respond before it can begin its 
next instruction. Even today's advanced pipelining technology doesn't help in ~ese 
situations because that relies on the CPU being able to do useful work while it waits for 
the memory controller to respond. If the only thing the CPU has to look forward to for 
the next several hundred instructions is more data moves, then the CPU ultimately gets 
reduced to the speed of the memory controller. 

Moving all this data with the CPU slows the system down even after the data has been 
moved. Since both the source and destination cache lines must be pulled into the CPU 
cache when the data is moved, more than 3k of instructions and or data resident ·in the 
CPU cache must be flushed or invalidated for every 1500 byte frame. This is of course 
assuming a combined instruction and data second level cache, as is the case with the 
Pentium processors. After the data has been moved, the former resident of the cache will 
likely need to be pulled back in, stalling the CPU even when we are not performing 
network processing. Ideally a system would never have to bring network frames into the 
CPU cache, instead reserving that precious commodity for instructions and data that are 
referenced repeatedly and frequently. 

But the data movement is not the only drain on the CPU. There is also a fair amount of 
processing that must be done by the protocol stack software. The most obvious expense 
is calculating the checksum for each TCP segment (or UDP datagram). Beyond this, 
however, there is other processing to be done as well. The TCP COIUlection object must 
be located when a given TCP segment arrives, IP header checksums must be calculated, 
there are buffer and memory management issues, and finally there is also the significant 
expense of interrupt processing which we will discuss in the following section. 

1.3 Too Many Interrupts 

A 64k SMB request (write or read-reply) is typically made up of 44 TCP segments when 
running over Ethernet (1500 byte MTU). Each of these segments may result in·an 
interrupt to the CP.U. Furthermore, since TCP must acknowledge all of this incoming 
data, it's possible to get another 44 transmit-complete interrupts as a result of sending out 
the TCP acknowledgements. While this is possible, it is not terribly likely. Delayed 
ACK timers allow us to acknowledge more than one segment at a time. And delays in 
interrupt processing may mean that we are able to process more than one incoming 
network frame per interrupt Nevertheless, even if we assume 4 incoming frames per 
input, and an acknowledgement for every 2 segments (as is typical per the ACK-every
other-segment property ofTCP), we are still left with 33 interrupts per 64k SMB request. 

Interrupts tend to be very costly to the system. Often when a system is interrupted, 
important infonnation must be flushed or invalidated from the system cache so that the 
interrupt routine instructions, and needed data can be pulled into the cache. Since the 
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CPU will return to its prior location after the interrupt. it is likely that the infonnation 
flushed from the cache will immediately need to be pulled back into the cache. 

What's more, interrupts force a pipeline flush in today's advanced processors. While the 
processor pipeline is an extremely efficient way of improving CPU perfonnance, it can 
be expensive to get going after it has been flushed. 

Finally, each of these interrupts results in expensive register accesses across the 
peripheral bus (PCI). This is discussed more in the following section. 

1.4 Inefficient Use of the Peripheral Bus (PCI) 

We noted earlier that when the CPU has to access system memory, it may be stalled for 
several hundred nanoseconds. When it has to read from PCI, it may be stalled for many 
microseconds. This happens every time the CPU takes an interrupt from a stand.ard NIC. 
The first thing the CPU must do when it receives one of these interrupts is to read the 
NIC Interrupt Status Register (ISR) from PCI to determine the cause of the inter,:upt. The 
most troubling thing about this is that since interrupt lines are shared on PC-based 
systems, we may have to perform this expensive Per read even when the interrupt is not 
meant for us! 

There are other peripheral bus inefficiencies as well. Typical NICs operate using 
descriptor rings. When a frame arrives, the NlC reads a receive descriptor from system 
memory to determine where to place the data. Once the data has been moved to main 
memory, the descriptor is then written back out to system memory with status about the 
received frame. Transmit operates in a similar fashion. The CPU must notify that NlC 
that it has a new transmit The NIC will read the descriptor to locate the data, read the 
data itself, and then write the descriptor back with status about the send. Typically on 
transmits the NIC will then read the next expected descriptor to see if any more data 
needs to be sent. In short, each receive or transmit frame results in 3 or 4 separate PCI 
reads or writes (not counting the status register read). 

2 Summary of the Invention 

Alacritech was formed with the idea that the network processing described above could 
be offloaded onto a cost-effective Intelligent Network Interface Card (INIC). With the 
Alacritech INIC, we address each of the above problems, resulting in the following 
advancements: 
l. The vast majority of the data is moved directly from the INIC into its final 

destination. A single trip across the system memory bus. 
2. There is no header processing, little data copying, and no checksumming required by 

the CPU. Because of this, the data is never moved into the CPU cache, allowing the 
system to keep imponant instructions and data resident in the CPU cache. 

3. Intenupts are reduced to as little as 4 interrupts per 64k SMB read and 2 per 64k 
SMB write. 

4. There are no CPU reads over PCI and there are fewer PCl operations per receive or 
transmit transaction. 

In the remainder of this document we will describe how we accomplish the above. 
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2.1 Perform Transport Level Processing on the INIC 

In order to keep the system CPU from having to process the packet headers or checksum 
the packet, we must perform this task on the INIC. This is a daunting task. Th~e are 
more than 20,000 lines of C code that make up the FreeBSD TCP/IP protocol stick. 
Clearly this is more code than could be efficiently handled by a competitively priced 
network card. Furthermore, as we've noted above, the TCP/IP protocol stack is . 
complicated enough to consume a 200 MHz Pentium-Pro. Clearly in order to perform 
this function on an inexpensive card, we need special network processing hardware as 
opposed to simply using a general purpose CPU. 

2.1.1 Only Support TCP/IP 

In this section we introduce the notion of a "context". A context is required to keep track 
of information that spans many, possibly discontiguous, pieces of information. When 
processing TCP/IP data, there are actually two contexts that must be maintained. The 
first context is required to reassemble IP fragments. It holds information about the status 
of the IP reassembly as well as any checksum information being calculated across the IP 
datagram (UDP or TCP). This context is identified by the IP _ID of the datagram as well 
as the source and destination IP addresses. The second context is required to hahdle the 
sliding window protocol of TCP. It holds information about which segments have been 
sent or received, and which segments have been acknowledged, and is identified by the 
IP source and destination addresses and TCP source and destination ports. 

lf we were to choose to handle both contexts in hardware, we would have to potentially 
keep track of many pieces of information. One such example is a case in which a single 
64k SMB write is broken down into 44 1500 byte TCP segments, which are in turn 
broken down into 131 576 byte IP fragments., all of which can come in any order (though 
the maximwn window size is likely to restrict the number of outstanding segments 
considerably). 

Fortunately, TCP performs a Maximum Segment Size negotiation at connection 
establishment time, which should prevent IP fragmentation in nearly all TCP 
connections. The only time that we should end up with fragmented TCP conn~tions is 
when there is a router in the middle of a connection which must fragment the s<;gments to 
support a smaller MTU. The only networks that use a smaller MTU than Ethernet are 
serial line interfaces such as SLIP and PPP. At the moment, the fastest of these 
connections only run at 128k (ISON) so even if we had 256 of these connections, we 
would still only need to support 34Mb/sec, or a little over three lObT connections worth 
of data. This is not enough to justify any performance enhancements that the INIC 
offers. If this becomes an issue at some point, we may decide to implement the MTU 
discovery algorithm, which should prevent TCP fragmentation on all connections (unless 
an ICMP redirect changes the connection route while the connection is established). 

With this in mind, it seems a worthy sacrifice to not attempt to handle fragmented TCP 
segments on the INIC. 

UDP is another matter. Since UDP does not support the notion of a Maximum Segment 
Size, it is the responsibility of IP to break down a UDP datagram into MTU sized 
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packets. Thus, fragmented UDP datagrams are very common. The most common UDP 
application running today is NFSV2 over UDP. While this is also the most common 
version of NFS running today, the current version ofSolaris being sold by Sun 
Microsystems runs NFSV3 over TCP by defaulL We can expect to see the NFSV2/UDP 
traffic start to decrease over the coming years. 

In summary, we will only offer assistance to non-fragmented TCP connections on the 
INIC. 

2.1.2 Don't handle TCP "exceptions" 

As noted above, we won't provide support for fragmented TCP segments on the INIC. 
We have also opted to not handle TCP connection and breakdown. Here is a list of other 
TCP "exceptions" which we have elected to not handle on the INIC: 

Fragmented Segments - Discussed above. 

Retransmission Timeout - Occurs when we do not get an acknowledgement for 
previously sent data within the expected time period. 

Out of order segments - Occurs when we receive a segment with a sequence number 
other than the next expected sequence number. 

FIN segment - Signals the close of the connection. 

Since we have now eliminated support for so many different code paths, it might seem 
hardly worth the trouble to provide any assistance by the card at all. This is not the case . 
According to W. Richard Stevens and Gary Write in their book "TCP/IP Illustrated 
Volume 2", TCP operates without experiencing any exceptions between 97 and 100 
percent of the time in local area networks. As network, router, and switch reliability 
improve this number is likely to only improve with time. 
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2.1.3 Two modes ofoperation 

So the next question is what to do about the network packets that do not fit our criteria. 
The answer is to use two modes of operation: One in which the network frames are 
processed on the INIC through TCP and one in which the card operates like a typical 
dumb NIC. We call these two modes fast-path, and slow-path. In the slow-path·case, 
network frames are handed to the system at the MAC layer and passed up through the 
host protocol stack like any other network frame. In the fast path case, network data is 
given lo the host after the headers have been processed and stripped. 

CLIENT 
~H. INIC 

FAST-PATII TOI I NetBIOS 

TCP 
Tt..:.I' 

U' 
IP 

MAC SLOW-PATII 
Ml\.~ 

PHYSIC.•T 

bt11emet 
PCI 

The transmit case works in much the same fashion. In slow-path mode the packets are 
given to the INIC with all of the headers attached. The INIC simply sends these packets 
out as if it were a dumb NIC. In fast-path mode, the host gives raw data to the INIC 
which it must carve into MSS sized segments, add headers to the data, perform 
checksums on the segment, and then send it out on the wire. 

2.1.4 The TCB cache 

Consider a situation in which a TCP connection is being bandied by the card and a 
fragmented TCP segment for that connection arrives. In this situation, it will be 
necessary for the card to tum control of this connection over to the host. 

This introduces the notion of a Transmit Control Block (TCB) cache. A TCB is a 
structure that contains the entire context associated with a connection. This includes the 
source and destination IP addresses and source and destination TCP ports that d~fine the 
connection. It also contains information about the connection itself such as the current 
send and receive sequence numbers, and the first-hop MAC address, etc. The complete 
set ofTCBs exists in host memory, but a subset of these may be "owned" by the card at 
any given time. This subset is the TCB cache. The INIC can own up to 256 TCBs at any 
given time. 

TCBs are initialized by the host during TCP connection setup. Once the connection has 
achieved a "steady-state" of operation, its associated TCB can then be turned over to the 
INIC, putting us into fast-path mode. From this point on, the INIC owns the connection 
until either a FIN arrives signaling that the connection is being closed, or until an 
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2.13 Two modes ofoperation

So the next question is what to do about the network packets that do not fit our criteria
The answer is to use two modes of operation: One in which the network fi'arncs are
processed on the INIC through TCP and one in which the card operates like a typical
dumb NIC. We call these two modes fast-path, and slow-path. In the slow.pat.h case,
network frames are handed to the system at the MAC layer and passed up through the
host protocol stack like any other network fi’ame. 1n the fast path case, network data is
given to the host alter the headco-s have been processed and stripped.
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The transmit case works in much the same fashion. In slow-path mode the packets are
given to the NC with all ofthe headers mashed. The MC simply sends these packets
out as if it were a dumb NIC. In fast—path mode. the host gives raw data to the [NIC
which it must carve into MSS sined segments, add headers to the data, perform
checksums on the segment, and then send it out on the wire.

2.1.4 The TCB cache

Consider a situation in which a TCP connection is being handled by the card and a
fragmented TCP' segment for that connection arrives. In this situation, it will be:
necessary for the card to turn oonlml of this connection over to the host.

This introduces the notion of a Transmit Control Block ('1'CB) cache. A TCB is a
structure that contains the entire context associated with a connection. This includes the
source and destination IP addresses and source and destination TCP ports that define the
connection. It also contains information about Ihe connection itself such as the ctnrent

send and receive sequence numbers, and the first-hop MAC address, etc. The complete
set of TCBs exists in host memory. but a subset ofthcsc may be "owned" by the card at
any given time. This subset is the TCB cache. The INIC can own up to 256 TCBs at any
given time.

TCBS are initialized by the host dLn'ing TCP connection setup. Once the connection has
achieved a “steady-state" of operation, its associated TCB can then be turned over to the
MC, putting us into fast-path mode. From this point on, the [MC 0Wns the connection
until either a FIN arrives signaling that the connection is being closed, or until an
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exception occurs which the INIC is not designed to handle (such as an out of order 
segment). When any of these conditions occur, the INIC will then flush the TCB back to 
host memory, and issue a message to the host telling it that it has relinquished c~ntrol of 
the connection, thus putting the connection back into slow-path mode. From thi~ point 
on, the IN1C simply hands incoming segments that are destined for this TCB off: to the 
host with all of the headers intact. 

Note that when a connection is owned by the INIC, the host is not allowed to reference 
the corresponding TCB in host memory as it will contain invalid information about the 
state of the connection. 

2.1.5 TCP hardware assistance 

When a frame is received by the IN1C, it must verify it completely before it even 
detennines whether it belongs to one of its TCBs or not. This includes all header 
validation (is it IP, IPV 4 or V 6, is the IP header checksum correct, is the TCP checksum 
correct, etc). Once this is done it must compare the source and destination IP aqdress and 
the source and destination TCP port with those in each of its TCBs to determine if it is 
associated with one of its TCBs. This is an expensive process. To expedite thi~, we have 
added several features in hardware to assist us. The header is fully parsed by hardware 
and its type is summarized in a single status word. The checksum is also verified 
automatically in hardware, and a hash key is created out of the IP addresses and'. TCP 
ports to expedite TCB lookup. For full details on these and other hardware optimizations, 
refer to the INIC Hardware Specification sections (Heading 8). 

With the aid of these and other hardware features, much of the work associated with TCP 
is done essentially for free. Since the card will automatically calculate the checksum for 
TCP segments, we can pass this on to the host, even when the segment is for a TCB that 
the INIC does not own. 

2.1.6 TCP Summary 

By moving TCP processing down to the INIC we have offioaded the host of a large 
amount of work. The host no longer bas to pull the data into its cache to calculate the 
TCP checksum. It does not have to process the packet headers, and it does not have to 
generate TCP ACKs. We have achieved most of the goals outlined above, but we are not 
done yet. 

2.2 Tra.nsport Layer Interface 

This section defines the INIC's relation to the hosts transport layer interface (Called TDI 
or Transport Driver Interface in Windows NT). For full details on this interface, refer to 
the Alacritech TCP (ATCP) driver specification (Heading 4). 

2.2.1 Receive 

Simply implementing TCP on the INIC does not allow us to achieve our goal oflanding 
the data in its final destination. Somehow the host has to tell the IN1C where to put the 
data. This is a problem in that the host can not do this without knowing what the data 
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actually is. Fortunately, NT has provided a mechanism by which a transport driver can 
"indicate" a small amount of data to a client above it while telling it that it has more data 
to come. The client, having then received enough of the data to know what it is,!is then 
responsible for allocating a block of memory and passing the memory address or 
addresses back down to the transport driver, which is in turn responsible for movtng the 
data into the provided location. 

We will make use of this feature by providing a small amount of any received data to the 
host, with a notification that we have more data pending. When this small amount of data 
is passed up to the client, and it returns with the address in which to put the rem:iinder of 
the data, our host transport driver will pass that address to the INIC which will DMA the 
remainder of the data into its final destination. 

Clearly there are circumstances in which this does not make sense. When a small amount 
of data (500 bytes for example), with a push flag set indicating that the data must be 
delivered to the client immediately, it does not make sense to deliver some of the data 
directly while waiting for the list of addresses to DMA the rest. Under these 
circumstances, it makes more sense to deliver the 500 bytes directly to the host, and 
allow the host to copy it into its final destination. While various ranges are feasible, it is 
currently preferred that anything less than a segment's (1500 bytes) worth of data will be 
delivered directly to the host, while anything more will be delivered as a small piece 
which may be128 bytes, while waiting until receiving the destination memory address 
before moving the rest. 

The trick then is knowing when the data should be delivered to the client or not. As 
we've noted, a push flag indicates that the data should be delivered to the client 
immediately, but this alone is not sufficient. Fortunately, in the case ofNetBIOS 
transactions (such as SMB), we are explicitly told the length of the session message in the 
NetBIOS header itself With this we can simply indicate a small amount of data to the 
host immediately upon receiving the first segment. The client will then allocat~ enough 
memory for the entire NetBIOS transaction, which we can then use to DMA the 
remainder of the data into as it arrives. In the case ofa large (56k for example) NetBIOS 
session message, all but the first couple hundred bytes will be DMA'd to their final 
destination in memory. 

But what about applications that do not reside above NetBIOS? In this case we can not 
rely on a session level protocol to tell us the length of the transaction. Under these 
circumstances we will buffer the data as it arrives until A) we have receive some 
predetermined number ofbytes such as 8k, or B) some predetermined period of time 
passes between segments or C) we get a push flag. If after any of these conditions occur 
we will then indicate some or all of the data to the host depending on the amount of data 
buffered. If the data buffered is greater than about 1500 bytes we must then also wait for 
the memory address to be returned from the host so that we may then DMA the 
remainder of the data. 

2.2.2 Transmit 

The transmit case is much simpler. In this case the client (NetBIOS for example) issues a 
TDI Send with a list of memory addresses which contain data that it wishes to send along 
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with the length. The host can then pass this list of addresses and length off to the INIC. 
The INIC will then pull the data from its source location in host memory, as it needs it, 
until the complete TOI request is satisfied. 

2.2.3 Affect on interrupts 

Note that when we receive a large SMB transaction, for example, that there are two 
interactions between the INIC and the host. The first in which the INIC indicates a small 
amount of the transaction to the host, and the second in which the host provides the 
memory location(s) in which the JNIC places the remainder of the data This results in 
only two interrupts from the INIC. The first when it indicates the small amount of data 
and the second after it has finished filling in the host memory given to it. A drastic 
reduction from the 33/64k SMB request that we estimate at the beginning of this section. 

On transmit, we actually only receive a single interrupt when the send command that has 
been given to the INIC completes. 

2.2.4 Transport Layer Interface Summary 

Having now established our interaction with Microsoft's TDI interface, we have achieved 
our goal of landing most of our data directly into its final destination in host memory. 
We have also managed to transmit all data from its original location on host memory. 
And finally, we have reduced our interrupts to 2 per 64k SMB read and 1 per 64k SMB 
write. The only thing that remains in our list of objectives is to design an efficient host 
(PCI) interface. 

2.3 Host (PCI) Interface 

In this section we define the host interface. For a more detailed description, refer to the 
"Host Interface Strategy for the Alacritech JNIC" section (Heading 3). 

2.3.1 Avoid PCI reads 

One of our primary objectives in designing the host interface of the INIC was to 
eliminate PC! reads in either direction. PC! reads are particularly inefficient in that they 
completely stall the reader until the transaction completes. As we noted above, this could 
hold a CPU up for several microseconds, a thousand times the time typically required to 
execute a single instruction. PCl writes on the other hand, are usually buffered by the 
memory-bus¢> PCI-bridge allowing the writer to continue on with other instructions. 
This technique is known as "posting". 

2.3.1.1 Memory-based status register· 

The only PCI read that is required by most NICs is the read of the interrupt status 
register. This register gives the host CPU infonnation about what event has caused ~ 
inteilllpt (if any). In the design of our INIC we have elected to place this necessary status 
register into host memory. Thus, when an event occurs on the INIC, it writes the status 

register to an agreed upon location in host memory. The correspondihg driver on the host 
reads this local register to determine the cause of the interrupt. The interrupt lines are 
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held high until the host clears the interrupt by writing to the INIC's Interrupt Clear 
Register. Shadow registers are maintained on the INIC to ensure that events are )lot lost. 

2.3.1 .2 Buffer Addresses are pushed to the INIC 

Since it is imperative that our INIC operate as efficiently as possible, we must also avoid 
PCl reads from the INlC. We do this by pushing our receive buffer addresses to the 
INIC. A$ mentioned at the beginning of this section, most NICs work on a descriptor 
queue algorithm in which the NIC reads a descriptor from main memory in order to 
detennine where to place the next frame. We will instead write receive buffer addresses 
to the INIC as receive buffers are filled. In order to avoid having to write to the lNJC for 
every receive frame, we instead allow the host to pass off a pages worth (4k) of buffers in 
a single write. 

2.3.2 Support small and large buffers on receive 

In order to reduce further the number of writes to the INIC, and to reduce the amount of 
memory being used by the host, we support two different buffer sizes. A small buffer 
contains roughly 200 bytes of data payload, as well as extra fields containing status about 
the received data bringing the total size to 256 bytes. We can therefore pass 16 of these 
small buffers at a time to the INIC. Large buffers are 2k in size. They are used to 
contain any fast or slow-path data that does not fit in a small buffer. Note that when we 
have a large fast-path receive, a small buffer will be used to indicate a small piece of the 
data. while the remainder of the data will be DMA'd directly into memory. Large 
buffers are never passed to the host by themselves, instead lbey are always accompanied 
by a small buffer which contains status about the receive along with the large buffer 
address. By operating in the manner, the driver must only maintain and process the small 
buffer queue. Large buffers are returned to the host by virtue of being attached to small 
buffers. Since large buffers are 2k in size they are passed to the INIC 2 buffers at a time. 

2.3.3 Command and response buffers 

tn addition to needing a manner by which the INIC can pass incoming data to us, we also 
need a manner by which we can instruct the INIC to send data. Plus, when the INIC 
indicates a small amount of data in a large fast-path receive, we need a method of passing 
back the address or addresses in which to put the remainder of the data. We accomplish 
both of these with the use of a command buffer. Sadly, the command buffer is the only 
place in which we must violate our rule of only pushing data across PCI. For the 
command buffer, we write the address of command buffer to the INIC. The INIC then 
reads the contents of the command buffer into its memory so that it can execute the 
desired command. Since a command may take a relatively long time to complete, it is 
unlikely that command buffers will complete in order. For this reason we also maintain a 
response buffer queue. Like the small and large receive buffers, a page worth of response 
buffers is passed to the INIC at a time. Response buffers are only 32 bytes, so we have to 
replenish the INIC's supply of them relatively infrequently. The response buffers only 
purpose is to indicate the completion of the designated command buffer, and to pass 
status about the completion. 
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2.4 Examples 

In this section we will provide a couple of examples describing some of the differing data 
flows that we might see on the Alacritech INJC. 

2.4. l Fast-path 56k NetBIOS session message 

Let's say a 56k NetBIOS session message is received on the INIC. The first segment will 
contain the NetBIOS header, which contains the total NetBIOS length. A small chunk of 
this first segment is provided to the host by filling in a small receive buffer, modifying 
the interrupt status register on the host, and raising the appropriate interrupt line. Upon 
receiving the interrupt, the host will read the ISR, clear it by writing back to the INIC's 
Interrupt Clear Register, and will then process its small receive buffer queue looking for 
receive buffers to be processed. Upon finding the small buffer, it will indicate the small 
amount of data up to the client to be processed by NetBIOS. It will also, if necessary, 
replenish the receive buffer pool on the INIC by passing off a pages worth of small 
buffers. Meanwhile, the NetBIOS client will allocate a memory pool large eno4gh to 
hold the entire NetBIOS message, and will pass this address or set of addresses Clown to 
the transport driver. The transport driver will allocate an INIC command buffer, fill it in 
with the list of addresses, set the command type to tell the INIC that this is whei:e to put 
the receive data, and then pass the command off to the INIC by writing to the command 
register. When the INIC receives the command buffer, it will DMA the remainder of the 
NetBIOS data, as it is received, into the memory address or addresses designated by the 
host. Once the entire NetBIOS transaction is complete, the INIC will complete the 
command by writing to the response buffer with the appropriate status and command 
buffer identifier. 

In this example, we have two interrupts, and all but a couple hundred bytes are DMA'd 
directly to their final destination. On PCI we have two interrupt status register writes, 
two interrupt clear register writes, a command register write, a command read, and a 
response buffer write. · 

With a standard NIC this would result in an estimated 30 interrupts, 30 interrupt register 
reads, 30 interrupt clear writes, and 58 descriptor reads and writes. Plus the data will get 
moved anywhere from 4 to 8 times across the system memory bus. 

2.4.2 Slow-path receive 

If the INIC receives a frame that does not contain a TCP segment for one of its TCB's, it 
simply passes it to the host as if it were a dumb NIC. If the frame fits into a small buffer 
(-200 bytes or less), then it simply fills in the small buffer with the data and notifies the 
host. Otherwise it places the data in a large buffer, writes the address of the large buffer 
into a small buffer, and again notifies the host. The host, having received the ~terrupt 
and found the completed small buffer, checks to see if the data is contained in ¢.e small 
buffer, and if not, locates the large buffer. Having found the data, the host will then pass .( 
the frame upstream to be processed by the standard protocol stack. It must also replenish 
the INIC's small and large receive buffer pool if necessary. 
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With the INIC, this will result in one interrupt, one interrupt status register write and one 
interrupt clear register write as well as a possible small and or large receive buffer 
register write. The data will go through the normal path although if it is TCP data then 
the host will not have to perform the checksum. 

With a standard NIC this will result in a single interrupt, an interrupt status register read, 
an interrupt clear register write, and a descriptor read and write. The data will get 
processed as it would by the INIC, except for a po:>sible extra checkswn. 

2.4.3 Fast-path 400 byte send 

In this example, lets assume that the client has a small amount of data to send. It will 
issue the TOI Send to the transport driver which will allocate a command buffer, fill it in 
with the address of the 400 byte send., and set the command to indicate that it is a 
transmit. It will then pass the command off to the INIC by writing to the command 
register. The INIC will then DMA the 400 bytes into its own memory, prepare a frame 
with the appropriate checksums and headers, and send the frame out on the wire. After it 
has received the acknowledgement it will then notify the host of the completion by 
writing to a response buffer. 

With the lNIC, this will result in one interrupt, one interrupt status register write, one 
interrupt clear register write, a command buffer register write a command buffer read, 
and a response buffer write. The data is DMA'd directly from the system memory. 

With a standard NIC this will result in a single interrupt, an interrupt status register read, 
an interrupt clear register write, and a descriptor read and write. The data would get 
moved across the system bus a minimum of 4 times. The resulting TCP ACK of the data, 
however, would add yet another interrupt, another interrupt status register read, interrupt 
clear register write, a descriptor read and write, and yet more processing by the host 
protocol stack. 

3 Host Interface Strategy for the Alacritecb INIC 

This section describes the host interface strategy for the Alacritech Intelligei:it Network 
Interface Card (INIC). The goal of the Alacritech INIC is to not only process network 
data through TCP, but also to provide zero-copy support for the SMP upper-laypr 
protocol. It achieves this by supporting two paths for sending and receiving data, the fast
path and the slow-path. The fast path data flow corresponds to connections that are 
maintained on the NIC, while slow-path traffic corresponds to network data for which the 
NlC does not have a connection. The fast-path flow works by passing a header to the host 
and subsequently holding further data for that connection on the card until the host 
responds via an INIC command with a set of buffers into which to place the accumulated 
data. In the slow-path data flow, the INIC will be operating as a "dumb" NIC, so that 
these packets are simply dumped into frame buffers on the host as they arrive. To do 
either path requires a pool of smaller buffers to be used for headers and a pool of data 
buffers for frames/data that are too large for the header buffer, with both pools being 
managed by the INIC. This section discusses how these two pools of data are managed 
as well as bow buffers are associated with a given context. 
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3.1 Receive Interface 

The varying requirements of the fast and slow paths and a desire to save PCI bandwidth 
are the driving forces behind the host interface that is described herein. As mentioned 
above, the fast-path flow puts a header into a header buffer that is then foiwarded to the 
host. The host uses the header to detennine what further data is following, allocates the 
necessary host buffers, and these are passed back to the INIC via a command to the INIC. 
The INIC then fills these buffers from data it was accumulating on the card and notifies 
the host by sending a response to the command. Alternatively, the fast-path may receive 
a header and data that is a complete request, but that is also too large for a header buffer. 
This results in a header and data buffer being passed to the host. This latter flow is 
identical to the slow-path flow, which also puts all the data into the header buffer or, if 
the header is too small, uses a large (2K) host buffer for all the data. This means that on 
the unsolicited receive path, the host will only see either a header buffer or a header and 
at most, one data buffer. Note that data is never split between a header and a data buffer. 
The diagram below illustrates both situations: 

Header buffer descriptors 

Header a 

Headab 

Header buffers 

Status 

t TCP / SMB 
Headers 

(fast·path) 

Status 

DA A 
buffer handle 

(slow·path} 

Data buffers 

Data buffer descriptors 
DATA 

Since we want to fill in the header buffer with a single DMA, the header must be the last 
piece of data to be written to the host for any received transaction. 

3.1. l Receive Interface Details 

' 
3.1.2 Header Buffers · 

Header buffers in host memory are 256 bytes long, and are aligned on 256 byte 
boundaries. There will be a field in the header buffer indicating it bas valid data. This 
field will initially be reset by the host before passing the buffer descriptor to the INIC. A 
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3.1 Receive Interface

The varying requirements ofthe Fast and slow paths and a desire to save PCl banIdWidth
are the driving forces behind the host interface that is described herein. As mentioned
above. the fast-path flow puts aheader into aheader buffer that is then forwarded to the
host. The host uses the header to determine what further data is following, allocates the
necessary host butters, and these are passed back to the [MC via a command to the [NIC
The lNlC then fills these bufi'ers from data it was noourmflating on the card and notifies
the host by sending a response to the command. Alternatively, the fast-path may receive
a header and data that is a complete request. but that is also too large for a header buffer.
This results in a header and data buffer being passed to the host. This latter flowis
identical to the slow‘path flow. which also puts all the data into the header buffer or, if
the header is too small, uses a large (2K) host buffer for all the data. This means that on
the unsolicited receive pad], the host will only see either a header bufi‘er or a header and
at most. one data bull'er. Note that data is never split beMeen a header and a data. bufi‘er.
The diagram below illustrates both situations:

Header buffet descriptor! Header bufien

  ith-‘DI5:133'Ilf‘ElflEl‘E]
Since we want to fill in the header buffer with a single DMA. the header must be the last
piece of data to be written to the host for any received transaction.

3.1.1 RceeivehtafaoeDetails

3.1.2 Headeer

Header buffers in host memory are 256 bytes long, and are aligned on 256 byte
boundaries. There will be a field in the header buffer indicating it has valid data. This
field will initially be reset by the host before passing the buffer descriptor to the lNlC. A
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set of header buffers are passed from the host to the INIC by the host writing to tbe 
Header Buffer Address Register on the INIC. This register is defined as follows: 

Bits 31-8 Physical address in host memory of the first of a set of contiguous 
header buffers 
Bits 7-0 Number of header buffers passed. 
In this way the host can, say, allocate 16 buffers in a 4K page, and pass all 16 buffers to 
the INIC with one register write. The INIC will maintain a queue of these header 
descriptors in the SmalllIType queue in it's own local memory, adding to the end of the 
queue every time the host writes to the Header Buffer Address Register. Note tliat the 
single entry is added to the queue; the eventual dequeuer will use the count after 
extracting that entry. 

Tbe header buffers, will be used and returned to the host in the same order that they were 
given to the INIC. The valid field will be set by the INIC before returning the buffer to 
the host. In this way a PCI interrupt, with a single bit in the interrupt register, may be 
generated to indicate that there is a header buffer for the host to process. When servicing 
this interrupt, the host will look at its queue of header buffers, reading the valid field to 
determine how many header buffers are to be processed. 

3 .1.3 Receive Data Buffers 

Receive data buffers in host memory are aligned to page boundaries, assumed here to be 
2K bytes long and aligned on 4K page boundaries, 2 buffers per page. In order to pass 
receive data buffers to the INIC, the host must write to two registers on the INlC. The 
first register to be written is the Data Buffer Handle Register. The buffer handle is not 
significant to the INIC, but will be copied back to the host to return the buffer to the host. 
The second register written is the Data Buffer Address Register. This is the physical 
address of the data buffer. When both registers have been written, the INIC wiU add the 
contents of these two registers to FreeType queue of data buffer descriptors. Note that 
the INIC host driver sets the handle register first, then the address register. There needs to 
be some mechanism put in place to ensure the reading of these registers does not get out 
of sync with writing them. Effectively the INlC can read the address register fir.st and 

. save its contents, then read the handle register. It can then lock the register pair in some 
manner such that another write to the handle register is not permitted until the e<urrent 
contents have been saved. Both addresses extracted from the registers are to be written to 
the FreeType queue. The INIC will extract 2 entries each time when dequeuing. 

Data buffers will be allocated and used by the INIC as needed. For each data buffer used 
by a slow-path transaction. the data buffer handle will be copied into a header buffer. 
Then the header buffer will be returned to the host. 

3.2 Transmit Interface 

3.2. l Transmit Interface Overview 

The transmit interface, like the receive interface, bas been designed to minimize the 
amount of PCI bandwidth and latencies. In order to transmit data, the host will transfer a 
command buffer to the INIC. This collUl1and buffer will include a command buffer 
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handle, a command field, possibly a TCP context identification, and a list ofphysicaJ data 
pointers. The command buffer handle is defined to be the first word of the command 
buffer and is used by the host to identify the command. This word will be passed back to 
the host in a response buffer, since commands may complete out of order, and the host 
will need to know which command is complete. Commands will be used for many 
reasons, but primarily to cause the INIC to transmit data, or to pass a set of buffers to the 
INIC for input data on the fast-path as previously discussed. 

Response buffers are physical buffers in host memory. They arc used by the JNIC in the 
same order as they were given to it by the host. This enables tho host to know which 
response buffer(s) to next look at when the INIC signals a command completion. 

Command 
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buffer handle ' I Command pointer 
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handle, a command field, possibly a TCP context identification. and a list of physical data
pointers. The command buffer handle is defined to be the first word of lhe command

bufl'er and is used by the host to identify the command. This word will be passed back to
the host in a response buffer, since commands may complete out of order, and the host
will need to know which command is complete. Commands will be used for my
reasons. but primarily to cause the M0 to transmit data. or to pass a set of buffers to The
TNIC for input data on the fast-path as prefiously discussed.

Response buffers are physical buffers in host memory. They are used by the INIC in the
same order as they were given to it by the host This enables the host to know which
responSe buffer-(s) to next look at whom the l'NlC signals a command completion.
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3.2.2 Transmit Interface Details 

3.2.2.1 Command Buffers 

Command buffers in host memory are a multiple of 32 bytes, up to a maximum of lK 
bytes, and are aligned on 32 byte boundaries. A command buffer is passed to the INIC 
by writing to one of 5 Command Buffer Address Registers. These registers are defined as 
follows: 

Bits 31-5 
Bits 4-0 
32 bytes) 

Physical address in host memory of the command buffer. 
Length of command buffer in bytes I 32 (i.e. number of multiples of 

This is the physical address of the command buffer. The register to which the command 
is written predetermines the XMT interface number, or if the command is for the RCV 
CPU; hence there will be 5 of them, 0- 3 for XMT and 4 for RCV. When one of these 
registers has been written, the INIC will add the contents of the register to it's own 
internal queue of command buffer descriptors. The first word of all command buffers is 
defined to be the command buffer handle. It is the job of the utility CPU to extract a 
command from its local queue, DMA the command into a small INIC buffer (from the 
FreeSType queue), and queue that buffer into the Xmit#Type queue, where# is 0 - 3 
depending on the interface, or the appropriate RCV queue. The receiving CPU will 
service the queues to perform the commands. When that CPU has completed a command, 
it extracts the command buffer handle and passes it back to the host via a response buffer. 

3.2.2.2 Response Buffers 

Response buffers in host memory are 32 bytes long and aligned on 32 byte boundaries. 
They are handled in a very similar fashion to header buffers. There will be a field in the 
response buffer indicating it has valid data. This field will initially be reset by the host 
before passing the buffer descriptor to the INIC. A set of response buffers are passed 
from the host to the INIC by the host writing to the Response Buffer Address Register on 
the INIC. This register is defined as follows: 

Bits 31-8 Physical address in host memory of the first of a set of contiguous 
response buffers 
Bits 7-0 Number of response buffers passed. 

In this way the host can, say, allocate 128 buffers in a 4K page, and pass all 12~ buffers 
to the INIC with one register write. Tue INIC will maintain a queue of these header 
descriptors in it's ResponseType queue, adding to the end of the queue every time the 
host writes to the Response Buffer Address Register. The INIC writes the extracted 
contents including the count. to the queue in exactly the same manner as for the header 
buffers. 

The response buffers can be used and returned to the host in the same order that they 
were given to the INIC. The valid field will be set by the INIC before returning the buffer 
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to the host. In this way a PCI interrupt, with a single bit in the interrupt register, may be 
generated to indicate that there is a response buff er for the host to process. When 
servicing this interrupt, the host will look at its queue of response buffers, reading the 
valid field to determine how many response buffers are to be processed. 

3.2.3 Interrupt Status Register I Interrupt Mask Register: 

The fo llowing is the general format of this register: 

ERR 
RCV 
XMT 

31 

I I 

RMISS ----

Error bits are set 
RCV has occurred. 
Command bas been completed 

Rev drop occurred due to no buffers 

0 

The setting of any bits in the ISR will cause an interrupt, provided the corresponding bit 
in the Interrupt Mask Register is set. The default setting for the CMR is 0. 

The IN1C is configured so that the host should never need to directly read the ISR from 
the INIC. To support this, it is important for the host/INIC to arrange a buffer area in host 
memory into which the ISR is dumped. The address and size of that area ca be passed to 
the INIC via a command on the XMT interface. That command will also specify the 
setting for the IMR. Until the INIC receives this command, it will not DMA the ISR to 
host memory, and no events will cause an interrupt. The host could if necessary, read the 
ISR directly from the INIC in this case. 

For the host to never have to actually read the register from the INIC itself, it is necessary 
for the INIC to update this host copy of the register whenever anything in it changes. The 
host will Ack (or deassert) events in the register by writing the register with O's in 
appropriate bit fields . So that the host does not miss events, the following scheme has 
been developed: 

The INIC keeps a local copy of the register whenever it DMAs it to the host i.e. after 
some event{s). Call this COPY A Then the INIC starts accumulating any new events not 
reflected in the host copy in a separate word. Call this NEWA. As the host clears bits by 
writing the register back with those bits set to zero, the INIC clears these bits in COPY A 
(or the host write-back goes directly to COPY A). If there are new events in NEW A, it 
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to the host. In this way a PCI interrupt, with a single hit in the interrupt register. may be
generated to indicate that there is a response bufl'er for the host to process. What
servicing this interrupt, the host will look at its queue of response buffers, reading the
valid field to determine how many response buffers are to be processed.

3.2.3 Interrupt Status Register I Interrupt Mask Register:

The following is the general format of this register:

31 0

m

ERR — Error bits are set
RCV — RCV has occurred.
XMT ' Command has been completed

RMISS — Rev drop occurred due to no bufiers

The setting of any bits in the ISR will cause an interrupt. provided the corresponding bit
in the httetrupt Mask Register is ML The default setting for the Will is 0.

The INIC is configured so that the host should never need to directly read the ISR fi'orn
the INIC. To support this, it is important for the hostJINlC to arrange at Met area in host
memory into which the ISR is dumped. The address and size ofthat area ca he passed to
the MC via a conunand on the XMI‘ interface. That command will also specify the
setting for the IMZR. Until the INIC receives this command, it will not DMA the 151?. to
host memory, and no events will cause an interrupt. The host could ifnecessary. read the
1511 directly floor the INIC in this case.

1';tirhTNT"'IEIDFETG-UUEE
For the host to never have to actually read the register from the MC itself, it is neemary
for the NC to update this host copy ofthe register whenever anything in it changes. The
host will Ask (or desssert) events in the register by writing the register with 0‘s in
appropriate bit fields. So that the host does not miss events, the following scheme has
been. developed;

The [MC keeps a local copy of the register whatever it DMAs it to the host i.e. atter
some evont(s). Call this COPYA Then the lNlC starts accumulating any new events not
reflected in the host copy in a separate word. Call this NEWA. As the host clears bits by
writing the register back with those bits set to zero, the MC clears these bits in COPYA
(or the host write-back goes directly to COPYA). lftherc are new events in NEWA, it

Provisional Pet. App. of Macritech. Inc. 17
Inventors laurence B. Beecher or ad.

Expm Mail label it EH756230105US

fleggnws @Iltta fl 

ALAOM 38403

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 021



" 

ORs them with COPY A, and DMAs this new ISR to the host. This new ISR then replaces 
COPY A, NEW A is cleared and the cycle then repeats. 

3.2.4 Register Addresses 

For the sake of simplicity, in this example the registers are at 4-byte increments from 
whatever the base address is. Hence: 

ISR 
IMR 
HBAR 
DBHR. 
OBAR 
CB ARO 
CBARl 
CBAR2 
CBAR3 
CBAR4 
RBAR 

OxO 
Ox4 
Ox8 
OxC 
OxlO 

Ox28 

Ox14 
Oxl8 
OxlC 
Ox20 
Ox24 

Interrupt Status 
Interrupt Mask 
Header Buffer Address 
Data Buffer Handle 
Data Buffer Address 

Command Buffer Address XMTO 
Command Buffer Address XMTl 
Command Buffer Address XMT2 
Command Buffer Address XMT3 
Command Buffer Address RCV 

Response Buffer Address 

4 Alacritech TCP (ATCP) Design Specification 

This section outlines the design specification for the Alacritech TCP (ATCP) transport 
driver. The ATCP driver consists of three components: 

1. The bulk of the protocol stack is based on the FreeBSD TCP/IP protocol stack. 
This code performs the Ethernet, ARP, IP, ICMP, and (slow path) TCP processing 
for the driver. 

2. At the top of the protocol stack we introduce an NT filter driver used to intercept 
TDI requests destined for the Microsoft TCP driver. 

3. At the bottom of the protocol stack we include an NDIS protocol-driver interface 
which allows us to communicate with the INIC mini port NDIS driver beneath the 
ATCP driver. 

This section covers each of these topics, as well as issues common to the entire ATCP 
driver. 

4.1 Coding style 

In order to ensure that our ATCP driver is written in a consistent manner, we have 
adopted a set of coding guidelines. These guidelines are introduced with the philosophy 
that we should write code in a Microsoft style since we are introducing an NT-pased 
product. The guidelines below apply to all code that we introduce into our driver. Since 
a very large portion of our ATCP driver will be based on FreeBSD, and since we are 
somewhat time-constrained on our driver development, the ported FreeBSD co:de will be 
exempt from these guidelines. 
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1. Global symbols - All function names and global variables in the ATCP driver 
should begin with the "ATK" prefix (ATKSendO for instance). 

2. Variable names - Microsoft seems to use capital letters to separate multi-word 
variable names instead of underscores (VariableName instead ofvariable_.:name). 
We should adhere to this style. 

3. Structure pointers - Microsoft typedefs all of their structures. The structure types 
are always capitals and they typedef a pointer to the structure as "P"<nam~ as 
follows: 

typedef struct _FOO { 
INT bar; 

} FOO, *PFOO; 
We will adhere to this style. 

4. Function calls - Microsoft separates function call arguments on separate lines: 
X=foobar( 

argument!, 
argument2, 
); 

We will adhere to this style. 

5. Comments - While Microsoft seems to alternatively use II and/* *I comment 
notation, we will exclusively use the/* *I notation. 

6. Function comments - Microsoft includes comments with each function that 
describe the function, its arguments, and its return value. We will also include 
these comments, but will move them from within the function itself to just prior to 
the function for better readability. 

7. Function arguments - Microsoft includes the keywords IN and OUT when 
defining function arguments. These keywords denote whether the function 
argument is used as an input parameter, or alternatively as a placeholder for an 
output parameter. We will include these keywords. 

8. Function prototypes- We will include function prototypes in the most logical 
header file corresponding to the .c file. For example, the prototype for function 
foo{) found in foo.c will be placed in foo.b. 

9. Indentation - Microsoft code fairly consistently uses a tabstop of 4. We will do 
likewise. 

10. Header file #ifndef - each header file should contain a #ifndefl#defi.ne/#endif 
which is used to prevent recursive header file includes. For example, foo:h would 
include: 

#ifndef _FOO _H_ 
#define _FOO_H_ 
<foo.h contents .. > 
#endif /* _ FOO_H_ */ 

Note the NAME H format. 
11. Each file must contain a comment at the beginning which includes the $1~$ as 

follows: 
I* 
*$Id$ 
*I 
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CVS (RCS) will expand this keyword to denote RCS revision. timestamps, author, 
etc. 

4.2 SMP 

This section describes the process by which we will make the ATCP driver SMP safe. 

The basic rule for SMP kernel code is that any access to n memory variable must be 
protected by a lock that prevents a competing access by code running on another 
processor. Spinlocks are the normal locking method for code paths which do not take a 
long time lo execute (and which do not sleep.) 

In general each instance of a structure will include a spinlock. which must be acquired 
before members of that structure are accessed, and held while a function is accessing that 
instance of the structure. Structures which are logically grouped together may be 
protected by a single spinlock: for example, the 'in_pcb' structure, 'tcpcb' structure, and 
'socket' structure which together constitute the administrative information for a TCP 
connection will probably be collectively managed by a single spinlock in the 'socket' 
structure. 

In addition, every global data structure such as a list or bash table must also have a 
protecting spinlock which must be held while the structure is being accessed or modified. 
The NT DOK in fact provides a number of convenient primitives for SMP-safe list 
manipulation, and it is recommended that these be used for any new lists. Existing list 
manipulations in the FreeBSD code can probably be left as-is to minimize code 
disturbance, except of course that the necessary spinlock acquisition and release must be 
added around them. 

Spinlocks should not be held for long periods of time, and most especially, must not be 
held during a sleep, since this will lead to deadlocks. There is a significant deficiency in 
the NT kernel support for SMP systems: it does not provide an operation which allows a 
spinlock to be exchanged atomically for a sleep lock. Thjs would be a serious problem in 
a UNIX environment where much of the processing occurs in the context of the user 
process which initiated the operation. (The spinlock would have to be explicitly released, 
followed by a separate acquisition of the sleep lock: creating an unsafe window.) 

The NT approach is more asynchronous, however: IRPs are simply marked as 
'PENDING' when an operation cannot be completed immediately. The calling thread 
does NOT sleep at that point: it returns, and may go on with other processing. Pending 
IRPs are later completed, not by waking up the thread which initiated them, bul by an 
'IoCompleteRequest' call which typically runs at DISPATCH level in an arbitrary 
context. 

Thus we have not in fact used sleep locks anywhere in the design of the ATCP driver, 
hoping the above issue will not arise. 

4.3 Data Oow overview 
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The ATCP driver supports two paths for sending and receiving data, the fast-path and the 
slow-path. The fast-path data flow corresponds to connections that are maintained on the 
INIC, while slow-path traffic corresponds to network data for which the INlC does not 
have a connection. In order to set some groundwork for the rest of this section, these two 
data paths are summarized here. 

4.3.1 Fast-path input data flow 

There are 2 different cases to consider: 

l. NETBIOS traffic (identifiable by port number.) 
2. Everything else. 

4.3. l.1 NETBIOS input 

As soon as the INlC has received a segment containing a NETBIOS header, it will 
forward it up to the TCP driver, along with the NETBIOS length from the header. (In 
principle the host could get this from the header itself, but since the INIC bas already 
done the decode, it seem reasonable to just pass it) 

From the TOI spec, the amount of data in the buffer actually sent must be at least 128 
bytes. For small SMBs, all of the received SMB should be forwarded; it will be absorbed 
directly by the TDI client without any further MDL exchange. Experiments tracing the 
TDI data flow show that the NETBIOS client directly absorbs up to 1460 bytes: the 
amount of payload data in a single Ethernet frame. Thus the initial system specifies that 
the INIC will indicate anything up to a complete segment to the ATCP driver. [See note 
(1 )] 

Once the INIC has passed up an indication with an NETBIOS length greater than the 
amount of data in the packet it passed, it will continue to accumulate further incoming 
data in DRAM on the INIC. Overflow ofINIC DRAM buffers will be avoided by using 
a receive window on the INIC at this point, which can be 8K. 

On receiving the indicated packet, the ATCP driver will call the receive bandier 
registered by the TD! client for the connection, passing the actual size of the data in the 
packet from the INIC as "bytes indicated" and the NETBIOS length as "bytes available." 
[See note (2)). 

In the "large data input" case, where "bytes available" exceeds the packet length, the TOI 
client will then provide an MDL, associated with an IRP, which must be completed when 
this MDL is filled. (This IRP/MDL may come back either in the response to TCP's call of 
the receive handler, or as an explicit TOI_ RECEIVE request.) 

The ATCP driver will build a "receive request" from the MDL information, and pass this 
to the INIC. This request will contain: 

• The TCP context identifier. 
• Size and offset information. 
• A list of physical addresses corresponding to the MDL pages. 
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• A context field to allow the ATCP driver to identify the request on completion. 
• "Piggybacked" window update information (this will be discussed in section 6.1.3.) 

Note: the ATCP driver must copy any remaining data (which was not taken by the 
receive handler) from the segment indicated by the INlC to the start of the MDL, and 
must adjust the size & offset information in the request passed to the INIC to account for 
this. 

The INlC will fill the given page(s) with incoming data up to the requested amount, and 
respond to the ATCP driver when this is done [see note (3)). If the MDL is large, the 
INIC may open up its advertised receive window for improved throughput while filling 
the MDL. 

On receiving the response from the INIC, the ATCP driver will complete the IRP 
associated with this MDL, to tell the TDI client that the data is available. 

At this point the cycle of events is complete, and the ATCP driver is now waiting for the 
next header indication. 

4.3.1.2 Other TCP input. 

In the general case we do not have a higher-level protocol header to enable us to predict 
that more data is coming. So on non-NETBIOS connections, the INIC will just 
accumulate incoming data in INIC DRAM up to a quantity of 8K in this example. Again, 
a maximum advertised window size, which may be 16K., will be used to prevent overflow 
ofJNIC DRAM buffers. 

When the prescribed amount bas been accumulated, or when a PSH flag is seen, the INIC 
will indicate a small packet which may be 128 bytes of the data to the ATCP driver, 
along with the total length of the data accumulated in INIC DRAM. 

On receiving the indicated packet, the ATCP driver will call the receive handler. 
registered by the IDI client for the connection, passing the actual size of the data in the 
packet from the INIC as "bytes indicated" and the total INIC-buffer length as "bytes 
available." 

As in the NETBIOS case, if"bytes available" exceeds "bytes indicated", the TDI client 
will provide an !RP with an tvIDL. The ATCP driver will pass the MDL to the INIC to 
be filled, as before. The INIC will reply to the ATCP driver, which in tum will complete 
the IRP to the TDI client. 

Using an MDL from the client avoids a copy step. However, if we can only buffer 8K 
and delay indicating to the ATCP driver until we have done so, a question arises 
regarding further segments coming in, since INIC DRAM is a scarce resource. We do not 
want to ACK with a zero-size window advertisement: this would cause the transmitting 
cod to go into persist state, which is bad for throughput. If the transmitting end is also our 
INIC, this results in having to implement the persist timer on the INIC, which we do not 
wish to do. Instead for large transfers (i.e. no PSH flag seen) we will not send an ACK 
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. . 
until the host has provided the MDL, and also, to avoid stopping the transmitting end, we 
will use a receive window of twice the amount we will buffer before calling the host. 
Since the host comes back with the MDL quite quickly (measured at< 100 
microseconds), we do not expect to experience significant overruns. 

4.3. l .3 INIC Receive window updates 

If the INIC "owns" an MDL provided by the TD! client (sent by ATCP as a receive 
request), it will treat this as a "promise" by the TOI client to accept the data placed in it, 
and may therefore ACK incoming data as it is filling the pages. 

However, for small requests, there will be no "MDL returned by the TOI client: it absorbs 
all of the data directly in the receive callback function. We need to update the INIC's 
view of data which has been accepted, so that it can update its receive window. in order 
to be able to do this, the ATCP driver will accumulate a count of data which has·been 
accepted by the TOI client receive callback function for a connection. 

From the INIC's point of view, though, segments sent up to the ATCP driver are just 
"thrown over the wall"; there is no explicit reply path. We will therefore "piggyback" the 
update on requests sent out to the INIC. Whenever the ATCP driver has outgoing data 
for that connection, it will place this count in a field in the send request (and then clear 
the counter.) Any receive request (passing a receive MDL to the INIC) may also be used 
to transport window update info in the same way. 

Note: we will probably also need to design a message path whereby the ATCP driver can 
explicitly send an update of this ''bytes consumed" information (either when it exceeds a 
preset threshold or if there are no requests going out to the INIC for more than a given 
time interval), to allow for possible scenarios in which the data stream is entirely one
way. 

4.3.1.4 Notes 

1) The PSH flag can help to identify small S1-ffi requests that fit into one segn:;ient. 

2) Actually, the observed "bytes available" from the NT TCP driver to its client's 
callback in this case is always 1460. The NETBIOS-aware TOI client presu,mably 
calculates the size of the MDL it will return from the NETBIOS header. So strictly 
speaking we do not need the NETBIOS header length at this point: just an indication 
that this is a header for a "large" size. However, we *do"' need an actual "bytes 
available" value for the non-NETBIOS case, so we may as well pass it. 

3) We observe that the PSH flag is set in the segment completing each NETBIOS 
transfer. The INIC can use this to determine when the current transfer is complete 
and the MDL should be returned. It can, at least in a debug mode, sanity check the 
amount of received data against what is expected, though. 
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4.3.2 Fast-path output data flow 

The fast-path output data flow is similar to the input data-flow, but simpler. In this case 
the TDI client will provide a MDL to the ATCP driver along with an IRP to be C9IDpleted 
when the data is sent. The ATCP driver will then give a request (corresponding to the 
MDL) to the INIC. This request will contain: 

• The TCP context identifier. 
• Size and offset information. 
• A list of physical addresses corresponding to the MDL pages. 
• A context field to allow the ATCP driver to identify the request on completion. 
• "Piggybacked" window update information (as discussed in section 6.1.3.) 

The INIC will copy the data from the given physical location(s) as it sends the 
corresponding network frames onto the network. When all of the data is sent, the INIC 
will notify the host of the completion, and the ATCP driver will complete the IRP. 

Note that there may be multiple output requests pending at any given time, since SMB 
allows multiple SMB requests to be simultaneously outstanding. 

4 .3.3 Slow-path data flow 

For data for which there is no connection being maintained on the INIC, we will have to 
perform all of the TCP, IP, and Ethernet processing ourselves. To accomplish this we 
will port the FreeBSD protocol stack. 
1n this mode, the INIC will be operating as a "dumb NlC"; the packets which pass over 
the NDIS interface will just contain MAC-layer frames. 

The MBUFs in the incoming direction will in fact be managing NDJS-allocated, packets. 
In the outgoing direction. we need protocol-allocated MBUFs in which to assemble the 
data and headers. The MFREE macro must be cognizant of the various types of MBUFs, 
and "do the right thing" for each type. (See more extensive discussion ofMBUFs in 
section XXX.) 

We will retain a (modified) socket structure for each connection. containing the socket 
buffer fields expected by the FreeBSD code. The TCP code that operates on socket 
buffers (adding/removing MBUFs to & from queues, indicating acknowledged·& 
received data etc) will remain essentially unchanged from the FreeBSD base (though 
mosl of the socket functions & macros used to do this will need to be modified; these are 
the functions in kern/uipc_socket2.c) 

The upper socket layer (kem/uipc_socket.c), where the overlying OS moves data in and 
out of socket buffers. must be entirely re-implemented to work in TDT terms. Thus, 
instead of sosendQ, there will be a function that copies data from the MDL provided in a 
TDI_SEND call into socket buffer MBUFs. Instead ofsoreceivcQ, there will be a handler 
that calls the TDl client receive callback function, and also copies data from socket buffer 
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MBUFs into any MDL provided by the TDI client (either explicitly with the callback 
response or as a separate TDI_RECENE call.) 

We must note that there is a semantic difference between TDI_SEND and a writeO on a 
BSD socket. The latter may complete back to ~ts caller as soon as the data has been 
copied into the socket buffer. The completion of a TDI_SEND, however, implies that the 
data has actually been sent on the connection. Thus we will need to keep the TDI_SEND 
IRPs (and associated MDLs) in a queue on the socket until the TCP code indicates that 
the data from them has been ACK'd. 

4.3.4 Data Path Notes 

l . There might be input data on a connection object for which there is no receive 
handler function registered. This has not been observed, but we can probably just 
ASSERT for a missing handler for the moment. If it should happen, however, we 
must assume that the TDI client will be doing TOI_ RECEIVE calls on the 
connection. Ifwe can't make a callup at the ti.me that the indication from the INIC 
appears, we can queue the data and handle it when a TDl_RECEIVE does appear. 

2. NT has a notion of "canceling" IRPs. It is possible for us to get a "cancel" on an IRP 
corresponding to an MDL which bas been "handed" to the INIC by a send or receive 
request. We can handle this by being able to force the context back off the INlC, 
since IRPs will only get cancelled when the connection is being aborted. 

4.4 Context Passing Between ATCP and INIC 

4.4. l From ATCP to INlC 

There is a synchronization problem that must be addressed here. The ATCP driver will 
make a decision on a given connection that this connection should now be passed to the 
INJC. It builds and sends a command identifying this connection to the INIC. 

Before doing so, it roust ensure that no slow-path outgoing data is outstanding. This is 
not difficult; it simply pends and queues any new TDI_SEND requests and waits for any 
unacknowledged slow path output data to be acknowledged before initiating thb context 
pass operation. 

The problem arises with incoming slow-path data. If we attempt to do the context-pass in 
a single command handshake, there is a window during which the ATCP driver has send 
the context command, but the INIC has not yet seen this (or has not yet completed setting 
up its context.) During this time, slow-path input data frames could arrive and be fed into 
the slow-path A TCP processing code. Should that happen, the context information which 
the ATCP driver passed to the INIC is no ~,onger correct. We can simply abort the 
outward pass of the context in this event, but it seems better to have a reliable handshake. 

Therefore, the command to pass context from ATCP driver to INIC will be split into two 
halves, and there will be a two-exchange handshake. 
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The initial command from ATCP to INIC expresses an "intention" to hand out the 
context. It will include the source and destination IP addresses and ports, which will 
allow the INIC to establish a "provisional" context. Once it has this "provisional'~ context 
in place, the INIC will not send any more slow-path input frames for that src/dest IP/port 
combination (it will queue them. if any are received.) 

When the ATCP driver receives the response to this initial "intent" command, it knows 
that the INIC will send no more slow-path input. The ATCP driver then waits for any 
remaining unconsumed slow-path input data for this connection to be consumed iby the 
client. (Generally speaking there will be none, since the ATCP driver will not initiate a 
context pass while there is unconsumed slow-path input data; the handshake is simply to 
close the crossover window.) 

Once any such data has been consumed, we know things are in a quiescent state. The 
ATCP driver can then send the second, "commit" command to hand out the context, with 
confidence that the TCB values it is handing out (sequence numbers etc) are reliable. 

Note l: it is conceivable that there might be situations in which the ATCP driver decides, 
after having sent the original "intention" command, that the context is not to be passed 
after all. (E.g. the local client issues a close.) So we must allow for the possibility that 
the second command may be a "abort", which should cause the INIC to deallocate and 
clear up its "provisional" context. 

Note 2: to simplify the logic, the ATCP driver will guarantee that only one context may 
be in process of being handed out at a time: in other words, it will never issue another 
initial "intention" command until it has completed the second half of the handshake for 
the first one. 

4.4.2 From INIC to ATCP 

There are two possible cases for this: a context transfer may be initiated either by the 
ATCP driver or by the IN1C. 

However the machinery will be very similar in the two cases. If the ATCP driver wishes 
to cause context to be flushed from INIC to host, it will send a "flush" message, to the 
INIC specifying the context number to be flushed. Once the INIC receives this, it will 
proceed with the same steps as for the case where the flush is initiated by the INIC itself: 

• The INIC will send an error response to any current outstanding receive request it is 
working on (corresponding to an MDL into which data is being placed.) Before 
sending the response, it updates the receive command "length" field to reflect the 
amount of data which has actually been placed in the MDL buffers at the time of the 
flush. 

• Likewise it will send an error response for any current send request, again reporting 
the amount of data actually sent from the request. 

• The INIC will DMA the TCB for the context back to the host. (Note: part of the 
information provided with a context must be the address of the TCB in the host.) 

Provisional Pat. App. of Alacriteeb, loc. 26 
Inventors Laurence B. Boucher ct al. 

Eitpress Mail Label# EH756230105US 

ALA00138412 

INTEL Ex.1031.030



• The INIC will send a "flush" indication to the host (very preferably via the regular 
input path as a special type of frame) identifying the context which is being flushed. 
Sending this indication via the regular input path ensures that it will arrive before any 
following slow-path frames. 

At this point, the INIC is no longer doing fast-path processing, and any further mcoming 
frames for the connection will simply be sent to the host as raw frames for the slow input 
path. 

The ATCP driver may not be able to complete the cleanup operations needed to resume 
normal slow path processing immediately on receipt of the "flush frame", since t;here may 
be outstanding send and receive requests to which it has not yet received a response. 

If this is the case, the ATCP driver must set a ')>end incoming TCP frames" flag in its 
per-connection context. The effect of this is to change the behavior oftcp_inputO. This 
runs as a function call in the context of ip_inputO, and normally returns only when 
incoming frames have been processed as far as possible (queued on the socket receive 
buffer or out-of-sequence reassembly queue.) However, if there is a flush pending and 
we have not yet completed resynchronization, we cannot do TCP processing and must 
instead queue input frames for TCP on a "holding queue" for the connection, to be picked 
up later when context flush is complete and normal slow path processing resumes. (This 
is why we want to send the "flush" indication via the normal input path: so that we can 
ensure it is seen before any following frames of slow-path input.) 

Next we need to wait for any outstanding "send" requests to be errored off: 

• The INIC maintains its context for the connection in a "zombie" state. As "send" 
requests for this connection come out of the INIC queue, it sends error responses for 
them back to the ATCP driver. (It is apparently difficult for the INIC to identify all 
command requests for a given context; simpler for it to just continue processing them 
in order, detecting ones that are for a "zombie" context as they appear.) 

• The ATCP driver has a count of the number of outstanding requests it has sent to the 
INIC. As error responses for these are received, it decrements this count, and when it 
reaches zero, the ATCP driver sends a "flush complete" message to the INIC. 

• When the INIC receives the "flush complete" message, it dismantles its "zombie" 
context. From the lNIC perspective, the flush is now completed. 

• When the ATCP driver has received error responses for all outstanding requests, it 
bas all the information needed to complete its cleanup. This involves completing any 
IRPs corresponding to requests which have entirely completed and adjusting fields in 
partially-completed requests so that send and receive of slow path data will Tesume at 
the right point in the byte streams. 

• Once all this cleanup is complete, the ATCP driver will loop pulling any "pended" 
TCP input frames off the "pending queue" mentioned above and feeding them into 
the normal TCP input processing. Once all input frames on this queue have·been 
cleared off, the "pend incoming TCP frames" flag can be cleared for the connection, 
and we are back to normal slow-path processing. 
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4.S FreeBSD Porting Specification 

The largest portion of the ATCP driver is either derived, or directly taken from the 
FreeBSD TCP/IP protocol stack. This section defines the issues associated with porting 
this code, the FreeBSD code itself, and the modifications required for it to suit our needs. 

4.5. l Porting philosophy 

FrceBSD TCP/IP (current version referred to as Net/3) is a general purpose TCP/IP 
driver. It contains code to handle a variety of interface types and many different kinds of 
protocols. To meet this requirement the code is often written in a sometimes confusing, 
over-complex manner. General-purpose structures arc overlaid with other interface
specific structures so that different interface types can coexist using the same general
purpose code. For our purposes much of this complexity is unnecessary since we are 
only supporting a single interface type and a few specific protocols. It is therefore 
tempting to modify the code and data structures in an effort to make it more readable, and 
perhaps a bit more efficient. There are, however, some problems with doing this. First, 
the more we modify the original FreeBSD, the more changes we will have to make. This 
is especially true with regard to data structures. Ifwe collapse two data structures into 
one we might improve the cleanliness of the code a bit, but we will then have to modify 
every reference to that data structure in the entire protocol stack. Another problem with 
attempting to "clean up" the code is that we might later discover that we need something 
that we had previously thrown away. Finally, while we might gain a small performance 
advantage in cleaning up the FreeBSD code, the FreeBSD TCP code will mostly only run 
in the slow-path connections, which are not our primary focus. Our priority is to get the 
slow-path code functional and reliable as quickly as possible. 

For the reasons above we have adopted the philosophy that we should initially keep the 
data structures and code at close to the original FreeBSD implementation as possible. 
The code will be modified for the following reasons: 

5. As required for NT interaction - Obviously we can't expect to simply "drop-in" the 
FreeBSD code as is. The interface of this code to the NT system will require some 
significant code modifications. This will mostly occur at the topmost and 
bottommost portions of the protocol stack, as well as the "ioctl" sections of the code. 
Modifications for SMP issues are also needed. 

6. Unnecessary code can be removed - While we will keep the code as close to the 
original FrceBSD as possible, we will nonetheless remove code that will never be 
used (UDP is a good example of this). 

4-5.2 Unix~ NT conversion 

The FreeBSD TCP/IP protocol stack makes use of many Unix system services. These 
include bcopy to copy memory, malloc to allocate memory, timestamp functions, etc. 
These will uot be itemized in detail since the couversjou to the corresponding NT calls is 
a fairly trivial and mechanical operation. 

An area which will need non-trivjal support redesign is MBUFs. 
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4.5 FrecBSD Porting Specification

The largest portion of the ATCP driver is either derived. or directly taken from the
FreeBSD "rem protocol stack. This section defines the issues associated with porting
this code. the FreeBSD code itself. and the modifications required for it to suit our needs.

4.5.1 Porting philosophy

FrecBSD TCPflP (current verm'on referred to as Netti] is a general purpose TlCPfIP
driver. It contains code to handle a variety of interface types and many different kinds of
protocols. To meet this requirement the code is often written in a sometimes confusing,
over—complex manner. General-purpose structures are overlaid with other interface-
specific structures so that different interface types can coexist using the same general-
pm-pose code. For our proposes much of this complexity is unnecessary since We are
only supporting a single interface type and a few specific protocols. it is therefore
tempting to readily the code and data structures in an effort to make it more readable. and
perhaps a bit more efiicienL There are, however, some problems with doing this. First,
the more we modify the original FreeESD, the more changes we will have to make. This
is especially true with regard to data structures. It'we collapse two data structures into
one we might improve the cleanliness of the code a bit, but we will then have to modify
every reformat to that data structure in the entire protocol stack. Another problem with
attempting to “clean up” the code is that we might later discover that we need mmething
that we had previously thrown away. Finally. while we might gain a mall pafotmance
advantage in cleaning up the FreeBSD Code. the FreeBSD TCP code will mostly only run
in the slow-path connections, which are not our primary focus. Our priority is to get the
slow-path code firnctional andreliahle as quickly as possible.

For the reasons above we have adopted the philosophy that we should initially keep the
data structures and code at close to the original FreeBSD implementation as possible.
The code will be modified for the following 113mm:

5. As required for NT interaction ~ Obviously we can‘t expect to simply "drop-in" the
FreeBSD code as is. The interface of this code to the NT system will require some
significant code modifications. This will mostly occur at Ihe topmost and
bottommost portions of the protocol stack, as well as the "iootl" sections of the code.
Modifications for SMP issues are also needed.

{Ifi‘h'l—‘DT‘"[1081‘Ellflltl'l'a
6. Unnecessary code can be removed — While we will keep the code as close to the

original FreeBSD as possible, we will nonetheless remove code that will never be
used (U1)? is a good example of this).

4.5.2 Unix ¢> NT conversion

The FreeBSD TCPIIP protocol stack makes use of many Unix system set-ideas. These
include hcopy to copy manory, malloc to allocate memory. timestamp frmctions, etc.
111m will not be itemized in detail since the conversion to the corresponding NT calls is
a fairly trivial and mechanical opard'ion.

An area which will need non-trivial support redesign is MBUFs.
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4.5.2. 1 Network buffers 

Under FreeBSD, network buffers are mapped using mbufs. Under NT network buffers 
are mapped using a combination of packet descriptors and buffer descriptors (the buffer 
descriptors are really MDLs). There are a couple of problems with the Microsoft 
method. First it does not provide the necessary fields which allow us to easily strip off 
protocol headers. Second, converting all of the FreeBSD protocol code to speak:in terms 
of buffer descriptors is an unnecessary amount of overhead. Instead, in our port we will 
allocate our own mbuf structures and remap the NT packets as follows: 

Mbuf Mbuf 

~ . 
~ -

,. Packet Desc BufferDesc BufferDcsc 

. ~ . 

~ ~ . + . r 

uata u ata 

The mbuf structure will provide the standard fields provided in the FreeBSD mbuf 
including the data pointer, which points to the current location of the data, data length 
fields and flags. In addition each mbufwill point to the packet descriptor which is 
associated with. the data being mapped. Once an NT packet is mapped, our tranwort 
driver should never have to refer to the packet or buffer descriptors for any information 
except when we are finished and are preparing to return the packet. 

There are a couple of things to note here. We have designed our INIC such that a packet 
header should never be split across multiple buffers. Thus, we should never require the 
equivalent of the ••m_pullup" routine included in Unix. Also note that there are 
circumstances in which we will be accepting data that will also be accepted by the 
Microsoft TCP/IP. One such example of this is ARP frames. We will need to build our 
own ARP cache by looking at ARP replies as they come off the network. Under these 
circumstances, it is absolutely imperative that we do not modify the data, or the packet 
and buffer descriptors. We will discuss this further in the following sections. 
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4.5.2.] Network buffers

Under FreeBSD, network buffers are mapped using mhul's Under NT network buffers
are mapped using it combination ofpacket descriptors and buffer descriptors (the buffer
descriptors are really MDLs). There are a couple of problems with the Microsoft
method. First it does not provide the necessary fields which allow us to easily strip off
protocol headers. Second, converting all of the FreeBSD protocol code to speak in terms
ofbuifer descriptors is an unnecessary amount of overhead. Instead, in our port we will
allocate our own mbufstructurcs and remap the NT packets as follows:

 {Erin’fiifl't"EUHTSICIIJ'Q
The mbtifstmcl‘ure will provide the standard fields provided in the FrceBSD mbuf
including the dalapoinler, which points to the current location of the data, data length
fields and flags. In addition each mbuf will point to the packet descriptor which is
associated With the data being mapped. Once an NT packet is mapped, out transport
driver should never have to reform the packet or buffer descriptors for any information
except when we are finished and are preparing to return the packet.

There are a couple ofthings to note here. We have designed our lNlC such that a packet
header should never be split across multiple buffers. Thus. we should never require the
equivalent of the "m__pullup" routine included in Unix. Also note that there are
circumstances in Which we will be accepting data that will also be accepted by the
Microsoh 'l'CPflP. One such example of this is ARP fumes. We will need to build our
own AR? cache by looking at ARP replies as they come off the network. Under these
circumstances. it is absolutely imperative that we do not modify the data. or the packet
and bufier descriptors. We will discuss this Retire: in the following sections.
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We will allocate a pool ofmbufbeaders at ATCP initialization time. It is important to 
remember that unlike other NI Cs, we can not simply drop data if we run out of the system 
resources required to manage/map the data. The reason for this is that we will be 
receiving data from the card that has already been acknowledged by TCP. Because of 
this it is essential that we never run out of mbuf headers. To solve this problem we will 
statically allocate mbuf headers for the maximum number of buffers that we will ever 
allow to be outstanding. By doing so, the card will run out of buffers in which to put the 
data before we will run out of mbufs. and as a result. the card will be forced to drop data 
at the link layer instead of us dropping it at the transport layer. 
DhXXX: as we've discussed, I don't think this is really true anymore. The INIC won't 
ACK data until either it's gotten a window update from ATCP to tell it the data's been 
accepted, or it's got an MDL. 
Thus it seems workable, though undesirable, if we can't accept a frame from the INIC & 
return an error to it saying it was not taken. 

We will also require a pool of actual mbufs (not just headers). These mbufs are required 
in order to build transmit protocol headers for the slow-path data path, as well as other 
miscellaneous purposes such as for building ARP requests. We will allocate a pool of 
these at initialization time and we will add to this pool dynamically as needed. Unlike 
the mbuf headers described above, which will be used to map acknowledged TCP data 
coming from the card, the full mbufs will contain data that can be dropped if we can not 
get an mbuf. 

4.5.3 The code 

In this section we describe each section of the FreeBSD TCP/IP port. These sections 
include Interface Initialization, ARP, Route, IP, ICMP, and TCP. 

4.5.3.l Interface initialization 

4.5.3.1.l Structures 
There are a variety of structures, which represent a single interface in FreeBSD. These 
structures include: 
ifnet, arpcom, ifaddr, in_ifaddr, sockaddr, sockaddr_in, and sockaddr_dl. The following 
illustration shows the relationship between all of these structures: 

arpcom 

If ace ifaddr 

: ------.-------~ . : 
• ifnet : 
I 
I 
I 
I 
I 
I 

in_ifaddr 

ifaddr 

---------1.____~ 

Provisional Pat. App. of AJacriteeb, Joe. 
Inventors Laurence B. Boucher el al. 

Express Mail Label# EH75623010SUS 

sockaddr _ dl 

00:60:97:DB:9B:A6 

sockaddr_in 

192.100.1.2 

30 

ALA001 3841 6 

INTEL Ex.1031.034

ri'EJ‘l‘I'l-‘Olli'"Emmi-111790138

We will allocate a pool of mbuf headers at ATCP initialization time. It is important to
remember that unlike other Nle, we can not simply drop data it“ we run out ofthe system
resources required to manage/map the data. The reason for this is that we will be
receiving data from the card that has already been acknowledged by TCP. Because of
this it is essential that we never run out ofmbuf headers. To solve this problem we will
statically allocate tnbuf headers for the maximrmt number of buffers that we will ever
allow to be outstanding. By doing so, the card will run out ofbufi‘ers in which to put the
data before we will run out ofmbufs, and as a result. the card will be forced to drop data
at the link layer instead of us dropping it at the transport layer.
DhXXX: as we‘ve discussed, 1 don’t think this is really true anymore. The MC won't
AC‘K data until either it's gotten a window update from ATCP to tell it the date‘s been
accepted. or it’s got an MDL.
Thus it seems workable, though undesirable, ifwe can‘t accept a frame from the [NIC 3:.
return an error to it saying it was not taken.

We will also require a pool of actual mbufs (notjust headers). These rnbufs are required
in order to build transmit protocol headers for the slow-path data path, as well as other
miscellaneous purposes such as for building ARP requests. We will allocate a pool of
these at utilialization time and we will add to this pool dynamically as needed. Unlike
the mbufheaders described above, which will be used to map acknowledged TCP data
comingfi‘omthecard,the fitllrnhufswilloontnindatathaleanbedroppcdifwocannot
get an mbul‘.

4.5.3 The code

In this section we descrflae each section ofthe FreeBSD 'I'CPIIP port. These Sections.
include Interface Initialization. ARP. Route. EP. ICMP, and TCP.

4.5.3.1 Interface initialization

4.5.3.1.l Structures

There are a variety of structures, which represent a single interface in FreeBSD. These
structures include:

ifnct. arpcorn. ifaddr, infiifaddr, soolrsddr. soeknddr in, and socksddr_dl. The following
illustration shows the relationship between all ofthe—s: stmcmres:

ifeddrIf“:

00:60:97:DB'.93:A6
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In this example we show a single interface with a MAC address of00:60:97:DB:9B:A6 
configured with an IP address of 192.l 00.1.2. As illustrated above, the in_ifaddr is 
actually an ifaddr structure with some extra fields tacked on to the end. Thus the- ifaddr 
structure is used to represent both a MAC address and an IP address. Similarly the 
sockaddr structure is recast as a sockaddr _ dl or a sockaddr _in depending on its address 
type. An interface can be configured to multiple IP addresses by simply chaining 
in_ifaddr structures after the in_ifaddr structure shown above. 

As mentioned in the Porting Philosophy section, many of the above structures cduld 
likely be collapsed into fewer structures. In order to avoid making unnecessary 
modifications to FreeBSD, for the time being we will leave these structures mostly as is. 
We will however eliminate the fields from the structure that will never be used. These 
structure modifications are discussed below. 

We also show above a structure called iface. This is a structure that we define. It 
contains the arpcom structure, which in turn contains the ifnet structure. It also contains 
fields that enable us to blend our FreeBSD imple-mentation with NT NDIS requirements. 
One such example is the NDIS binding handle used to call down to NDIS with requests 
(such as send). 

4.5.3.1.2 The functions 
FreeBSD initializes the above structures in two phases. First when a network interface is 
found, the ifnet, arpcom, and first ifaddr structures are initialized first by the network 
layer driver, and then via a call to the if_att.ach routine. The subsequent in_ifaddr 
structure(s) are initialized when a user dynamically configures the interface. This occurs 
in the in_ioctl and the in_ifinit routines. Since NT allows dynamic configuration ofa 
network interface we will continue to perform the interface initialization in two phases, 
but we will consolidate these two phases as described below: 

4.5.3.J.2.J ljlniJ 

The Iflnit routine will be called from the A TK.ProtocolBindAdapter function. The lflnjt 
function will initialize the !face structure and associated arpcom and ifuet structures. It 
will then allocate and initialize an ifaddr structure in which to contain link-level 
information about the interface, and a sockaddr_dl structure to contain the interface name 
and MAC address. Finally it will add a pointer to the ifaddr structure into the ifnet_addrs 
array (using the if_index field of the ifnet structure) contained in the extended device 
object. Iflnit will then call IfConfig for each IP address that it finds in the registry entry 
for the interface. 

4.5.3./.2.2 IfConfig 

IfConfig is called to configure an IP address for a given interface. It is passed a pointer 
to the ifuet structure for that interface along with all the information required to configure 
an IP address for that interface (such as JP address, netmask and broadcast info, etc). 
IfConfig will allocate an in_ifaddr structure to be used to configure the interface. It will 
chain it to the total chain ofin_ifaddr structures contained in the extended device object, 
and will then configure the structure \vith the information given to it. After that it will 
add a static route for the newly configured network and then broadcast a graruitous ARP 
request to notify others of our Mac/IP address and to detect duplicate IP addresses on the 
net. 
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4.5.3.2 ARP 

We will port the FreeBSD ARP code to NT mostly as-is. For some reason, the FreeBSD 
ARP code is located in a file called if_ether.c. While the functionality of this file will 
remain the same, we will rename it to a more logical arp.c. The main structures used by 
ARP are the llinfo_arp structure and the rtentry structure (actually part of route). These 
structures will not be require major modifications. The functions that will requir,e 
modification are defined here. 

4.S.3.2.1 In_arpinput 

This function is called to process an incoming ARP frame. An ARP frame can either be 
an ARP request or an ARP reply. ARP requests are broadcast, so we will see every ARP 
request on the network, while ARP replies are directed so we should only see ARP 
replies that are sent to us. This introduces the following possible cases for an incoming 
ARP frame: 

1. ARP request trying to resolve our IP address - Under normal circumstances, ARP 
would reply to this ARP request with an ARP reply containing our MAC address. 
Since ARP requests will also be passed up to the Microsoft TCP/IP driver, we 
need not reply. Note however, that FreeBSD also creates or updates an ARP cache 
entry with the information derived from the ARP request. It does this in 
anticipation of the fact that any host that wishes to know our MAC address is 
likely to wish to talk to us soon. Since we will need to know his MAC address in 
order to talk back, we might as well add the ARP information now rather than 
issuing our own ARP request later. 

2. ARP request trying to resolve someone else's IP address - Since ARP requests are 
broadcast, we see every one on the network. When we receive an ARP ~uest of 
this type, we simply check to see if we have an entry for the host that sent the 
request in our ARP cache. lfwe do, we check to see if we still have the correct 
MAC address associated with that host. If it is incorrect, we update our ARP 
cache entry. Note that we do not create a new ARP cache entry in this case. 

3. ARP reply- In this case we add the new ARP entry to our ARP cache. Having 
resolved the address, we check to see if there is any transmit requests pending for 
the resolve IP address, and if so, transmit them. 

Given the above three possibilities, the only major change to the in_arpinpul code is that 
we witl remove the code which generates an ARP reply for ARP requests that are meant 
for our interface. 

4.S.3.2.2 J\rpintr 
This is the FreeBSD code that delivers an incoming ARP frame to in_arpinput. We will 
be calling in_arpinput directly from our Protoco!ReceiveDPC routine (discussed in the 
NDIS section below) so this function is not needed. 
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4.5.3.2 .3 Arpwhohas 

This is a single line function that serves only as a wrapper around arprequest. We will 
remove it and replace all calls to it with direct calls to arprequest. 

4.5.3.2.4 Arprequest 

This code simply allocates a mbuf, fills it in with an ARP header, and then passes it down 
to the ethemet output routine to be transmitted. For us, the code remains essentially the 
same except for the obvious changes related to how we allocate a network buffer, and 
how we send the filled in request. 

4.5 .3.2.5 Arp_ifinit 

This is simply called when an interface is initialized to broadcast a gratuitous ARP 
request (described in the interface initialization section) and to set some ARP related 
fields in the ifaddr structure for the interface. We will simply move this functionality into 
the interface initialization code and remove this function. 

4.5.3.2 .6 Arptimer 

This is a timer-based function that is called every 5 minutes to walk through the ARP 
table looking for entries that have timed out. Although the time-out period for FreeBSD 
is 20 minutes, RFC 826 does not specify any timer requirements with regard to ARP so 
we can modify this value or delete the timer altogether to suit our needs. Either way the 
function won't require any major changes. 

All other functions in if_ ether.c will not require any major changes. 

4.5.3 .3 Route 

On 6rst thought, it might seem that we have no need for routing support since our ATCP 
driver will only receive IP datagrams who's destination IP address matches that of one of 
our own interfaces. Therefore, we will not "route" from one interface to another. 
Instead, the MICROSOFT TCP/IP driver will provide that service. We will, however, 
need to maintain an up-to-date routing table so that we know a) whether an outgoing 
connection belongs to one of our interfaces, b) to which interface it belongs, and c) what 
the first-hop IP address (gateway) is if the destination is not on the local network. 

We discuss four aspects on the subject ofrouting in this section. They are as follows: 

1. The mechanics of how routing information is stored 

2. The manner in which routes are added or deleted from the route table. 

3. When and how route information is retrieved from the route table. 

4. Notification of route table changes lo interested parties. 
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4.5.3.3. l The route table 

In FreeBSD, the route table is maintained using an algorithm known as PATRICIA 
(Practical Algorithm To Retrieve lnfonnation Coded in Alphanumeric). This is a 
complicated algorithm that is a bit costly to set up, but is very efficient to refere~ce. 
Since the routing table should contain the same information for both NT and FreeBSD, 
and since the key used to search for an entry in the routing table will be the same for each 
(the destination IP address), we should be able to port the routing table software to NT 
without any major changes. 

The software which implements the route table (via the PATRICIA algorithm) is located 
in the FreeBSD file, radix.c. This file will be ported directly to the ATCP driver with no 
significant changes required. 

4.5.3.3.2 Adding and deleting routes 

Routes can be added or deleted in a number of different ways. The kernel adds or deletes 
routes when the state of an interface changes or when an ICMP redirect is received. User 
space programs such as the RIP daemon, or the route command also modify the route 
table. 

For kernel-based route changes, the changes can be made by a direct call to the routing 
software. The FreeBSD software that is responsible for the modification of route table 
entries is found in route.c. The primary routine for all route table changes is called 
rtrequestQ. It takes as its arguments, the request type (ADD, RESOLVE, DELETE), the 
destination IP address for the route, the gateway for the route, the netmask for the route, 
the flags for the route, and a pointer to the route structure (struct rtentry) in which we will 
place the added or resolved route. Other routines in the route.c file include rtinil(), which 
is called during interface initialization time to add a static route to the network. rtredirect, 
whkh is called by ICMP when we receive a ICMP redirect, and an assortment of support 
routines used for the modification ofroute table entries. All of these routines found in 
route.c will be ported with no major modifications. 

For user-space-based changes, we will have to be a bit more clever. 1n FreeBSD, route 
changes are sent down to the kernel from user-space applications via a special route 
socket. This code is found in the FreeBSD file, rtsock.c. Obviously this will not work 
for our ATCP driver. Instead the filter driver portion of our driver will intercept route 
changes destined for the Microsoft TCP driver and will apply those modifications to our 
own route table via the rtrequest routin~ described above. In order to do this, it will have 
to do some fonnat translation to put the data into the format (sockaddr_in) expected by 
the rtrequest routine. Obviously, none of the code from rtsock.c will be ported to the 
ATCP driver. This same procedure will be used to intercept and process explicit ARP 
cache modifications. 

4.5.3.3.3 Consulting the route table 

In FreeBSD. the route table is consulted in ip_output when an IP datagram is being sent. 
In order to avoid a complete route table search for every outgoing datagram, the route is 
stored into the in_pcb for the connection. For subsequent call.s to ip_output, the route 
entry is then simply checked to ensure validity. While we will keep this basic operation 
as is, we will require a slight modification to allow us to coexist with the Microsoft TCP 
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driver. When an active connection is being set up, our filter driver will have to determine 
whether the connection is going to be handled by one of the INIC interfaces. To 'do tills, 
we will have to consult the route table from the filter driver portion of our driver. This is 
done via a call to the rtallocl function (found in route.c). If a valid route table e~try is 
found, then we will take control of the connection and set a pointer to the rtentry ,structure 
returned by rtallocl in our in_pcb structure. 

4.5.3.3.4 What to do when a route changes. 

When a route table entry changes, there may be connections that have pointers to a stale 
route table entry. These connections will need to be notified of the new route. FreeBSD 
solves tills by checking the validity of a route entry during every call to ip _output. If the 
entry is no longer valid, its reference to the stale route table entry is removed, and an 
attempt is made to allocate a new route to the destination. For our slow path, tills will 
work fine. Unfortunately, since our IP processing is handled by the INIC for our fast 
path, this sanity check method will not be sufficient. Instead, we will need to perform a 
review of all of our fast path connections during every route table modification. If the 
route table change affects our connection, we will need to advise the INIC with a new 
first-hop address, or if the destination is no longer reachable, close the connection 
entirely. 

4.5.3.4 ICMP 

Like the ARP code above, we will need to process certain types of incoming ICMP 
frames. Of the 10 possible ICMP message types, there are only three that we need to 
support. These include ICMP _REDIRECT, ICMP _ UNREACH, and 
ICMP _SOURCEQUENCH. Any FreeBSD code to deal with other types ofICMP traffic 
will be removed. Instead, we will simply return NDIS_STATUS_NOT_ACCEPTED for 
all but the above ICMP frame types. This section describes bow we will handle these 
ICMP frames. 

4.5.3.4. l ICMP_REDIRECT 

Under FreeBSD, an ICMP _REDIRECT causes two things to occur. First, it causes the 
route table to be updated with the route given in the redirect. Second, it results ;in a call 
back to TCP to cause TCP to flush the route entry attached to its associated in_pcb 
structures. By doing this, it forces ip_output to search for a new route. As mentioned in 
the Route section above, we will also require a call to a routine which will Tevi<?W all of 
the TCP fast-path connections, and update the route entries as needed (in tills c!15e 
because the route entry has been zeroed). The INIC will then be notified of the route 
changes. 

4.5.3.4.2 ICMP_UNR:EPt.CH 

In both FreeBSD and Microsoft TCP, the ICMP _UNREACH results in no mor.e than a 
simple statistic update. We will do the same. 

4.5.3.4.3 ICMP _SOURCEQUENCH 
A source quench is sent to cause a TCP sender to close its congestion window to a single 
segment, thereby putting the sender into slow-start mode. We will keep the FreeBSD 
code as-is for slow-path connections. For fast path connections we will send a 
notification to the card that the congestion window for the given connection has been 
reduced. The INIC will then be responsible for the slow-start algorithm. 
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. . .. 
4.5.3.5 IP 
The FreeBSD IP code should require few modifications when porting to the ATCP 
driver. What few modifications will be required will be discussed in this section. 

4.5.3.5.l IP initialization 
During initialization time, ip_init is called to initialize the array ofprotosw structures. 
These structures contain all the information needed by IP to be able to pass incoming data 
to the correct protocol above it. For example, when a UDP datagram arrives, IP iocates 
the protosw entry corresponding to the UDP protocol type value (Oxl 1) and calls the 
input routine specified in that protosw entry. We will keep the array of protosw 
structures intact, but since we are only handling the TCP and ICMP protocols above IP, 
we will strip the protosw array down substantially. 

4.5.3.5.2 IP input 

Following are the changes required for IP input (function ip_intrO). 

4.5.3.5.2.1 No IP forwarding 

Since we will only be handling datagrams for which we are the final destination, we 
should never be required to forward an IP datagram. All references to IP forwarding, and 
the ip_forward function itself, can be removed. 

4.5.3.5.2.2 IP options 

The only options supported by FreeBSD at this time include record route, strict and loose 
source and record route, and timestamp. For the timestarnp option, FreeBSD only logs 
the current time into the IP header so that before it is forwarded. Since we will not be 
forwarding IP datagrams, this seems to be of little use to us. While FreeBSD supports the 
remaining options, NT essentially does nothing useful with them. For the moment, we 
will not bother dealing with IP options. They will be added in later if needed. 

4.5.3.5.2.3 IP reassembly 

There is a small problem with the FreeBSD IP reassembly code. The reassembly code 
reuses the IP header portion of the IP datagram to contain IP reassembly queue 
information. It can do this because it no longer requires the original IP header. This is an 
absolute no-no with the NDIS 4.0 method of handling network packets. The NT DDK 
explicitly states that we must not modify packets given to us by NDJS. This is not the 
only place in which the FreeBSD code modifies the contents of a network buffer. It also 
does this when performing endian conversions. At the moment we will leave th.is code as 
is and violate the DDK rules. We believe we can do this because we are going.to ensure 
that no other transport driver looks at these frames. If this becomes a problem we will 
have to modify this code substantially by moving the IP reassembly fields into the mbuf 
header. 

4.5.3.5.3 IP output 
There are only two modifications required for IP output. The first is that since, for the 
moment, we are not dealing with IP options, there is no need for the code that inserts the 
IP options into the IP header. Second, we may discover that it is impossible for us to ever 
receive an output request that requires fragmentation. Since TCP performs Maximum 
Segment Size negotiation, we should theoretically never attempt to send a TCP segment 
larger than the MTU .. 
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4.6 NDIS Protocol Driver 

This section defines protocol driver portion of the ATCP driver. The protocol drjver 
portion of the ATCP driver is defined by the set ofroutines registered with NDIS via a 
call to NdisRegisterProtocol. These routines are limited to those that are called 
(indirectly) by the INIC miniport driver beneath us. For example, we register a 
ProtocolReceivePacket routine so that when the INIC driver calls 
NdisMindicateReceivePacket it will result in a call from NDIS to our driver. S~ctly 
speaking, the protocol driver portion of our driver does not include the method b'.y which 
our driver calls down to the miniport (for example, the method by which we send 
network packets). Nevertheless, we will describe that method here for lack of a better 
place to put it. That said, we cover the following topics in this section of the document: 

1. Initialization 
2. Receive 
3. Transmit 
4. Query/Set Information 
5. Status indications 
6. Reset 
7. Halt 

4.6. l Initialization 

The protocol driver initialization occurs in two phases. The first phase occurs when the 
ATCP DriverEntry routine calls ATKProtoSetup. The ATKProtoSetup routine:performs 
the following: 

1. Allocate resources - We attempt to allocate many of the required resour9es as soon 
as possible so that we are more likely to get the memory we want. This mostly 
applies to allocating and initializing our mbuf and mbuf header pools. 

2. Register Protocol - We call NdisRegisterProtocol to register our set ofp!otocol 
driver routines. 

3. Locate and initialize bound NICs - We read the Linkage parameters of the registry 
to determine which NIC devices we are bound to. For each of these devices we 
allocate and initialize a IF ACE structure (defined above). We then readithe TCP 
parameters out of the registry for each bound device and set the corresponding 
fields in the IF ACE structure. 

After the underlying INIC devices have completed their initialization, NDIS will call our 
driver's ATKBindAdapter function for each underlying device. It will perform the 
following: 

l. Open the device specified in the call the ATKBindAdapter 
2. Find the IF ACE structure that was created in A TK.ProtoSetup for this device. 
3. Query the miniport for adapter information. This includes such things as link 

speed and MAC address. Save relevant information in the IF ACE structure. 
4. Perform the interface initialization as specified in section 4.5.3. l Interface 

initialization 
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4.6 NDIS Protocol Driver

This section defines protocol driver portion of the ATCP driver. The protocol drive
portion of the ATCP driver is defined by the set ofroutines registered with NDIS via a
call to NdisRegisterProtocol. These routines are limited to those that are called
(indirectly) by the INIC mioiport driver beneath us. For example, we register a
ProtocolReceivePaCkct routine so that when the INIC driver calls

NdisMJndicaleRoceivePackct it will result in a call from N'DIS to our driver. Strictly
speaking. the protocol driver portion of our driver does not include the method by which
our driver calls dowu to the miniport (for example, the method by which we send
network packets). Nevertheless, we will describe that method here for lack of a better
place to put it. That said, we cover the following topics in this section of the document:

Itll."'5!it”!DH!!!

1. Initialization
2. Receive
3. Transmit

4. QuerylSet Information
5. Status indications
6. Reset
7. Halt

4.6.! Initialization

The protocol drivar initialization occurs in two phases. The first phase occurs when the
’ ATCP DfiverEntry routine calls ATKProtoSetup. The ATKProtoSetup routine performs

the following:
1. Allocate resources — We attempt to allocate many of the required resources as soon

as possible so that we are more likely to get the memory we want. This mostly
applies to allocating and initializing our robot“ and Inbuf header pools.

2. Register Protocol — We call NdisRegistchrotocol to register our set ofprotocol
driver routines.

3. Locate and initialize bound Nle — We read the Linkage parameters of the registry

Hill")!'15l1”:"'Emil]
to determine Which NTC devices we are bound to. For each ofthose devices wc

allocate and initialize a IFACE structure (defined above). We then read‘the TCP
parameters out ofthe registry for each bound device and set the corresponding
fields in the [PACE structure.

Alter the underlying lNlC devices have completed their initialization. NDIS will call our
driver‘s ATKBindAdapter function for each underlying device. It will perform the
following:

1. Open the device specified in the call the ATKBindAdapter
2. Find the FACE structure that was created in ATKProtoSctup for this device.
3. Query the miniport for adapter information. This includes such things as link

speed and MAC address. Save relevant infomation in the FACE structure.
4. Perform the interface initialization as specified in section 4.5.3.1 Interface

initialization
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4.6.2 Receive 

Receive is handled by the protocol driver routine ATKReceivePacket. Before we 
describe this routine, it is important to consider each possible receive type and how it will 
be handled. 

4.6.2.l Receive overview 
Our INIC miniport driver will be bowtd to our transport driver as well as the gen!lfic 
Microsoft TCP driver (and possibly others). The ATCP driver will be bound excJusively 
to INIC devices, while the Microsoft TCP driver will be bound to INIC devices as well as 
other types ofNICs. This is illustrated below: 

Filter Driver 

ATCP 
Microsoft Driver 
TCP/IP 
Driver 

I I I 
3COM INIC 
Miniport Miniport 
Driver Driver 

By binding the driver in this fashion, we can choose to direct incoming network data to 
our own ATCP transport driver, the Microsoft TCP driver, or both. We do this by 
playing with the ethemet "type" field as follows. 

To NDIS and the transport drivers above it, our card is going to be registered as a normal 
ethemet card. When a transport driver receives a packet from our driver, it will expect 
the data to start with an ethernet header, and consequently, expects the protocol type field 
to be in byte offset 12. If Microsoft TCP finds that the protocol type field is not equal to 
either IP, or ARP, it will not accept the packet. So, to deliver an incoming packet to our 
driver, we must simply map the data such that byte 12 contains a non-recognized ethernet 
type field . Note that we must choose a value that is greater than 1500 bytes so that the 
transport drivers do not confuse it with an 802.3 frame. We must also choose a value that 
will not be accepted by other transport driver such as Appletalk or IPX. Similarly, if we 
want to direct the data to Microsoft TCP, we can then simply leave the ethemet type field 
set to IP (or ARP). Note that since we will also see these frames we can choose to accept 
o~ not-accept them as necessary. 
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4.6.2 Recotve

Receive is handled by the protocol driver routine A'I'KReceivePacket. Before we
describe this routine, it is important to consider each possible receive type and how it will
be handled.

4.6.2.1 Receive overview

Our INIC miniport driver will he horn-1d to our transport driver as well as the generic
Microsoft TCP driver (and possibly others). The ATCP driver will be bound exclusively
to MC devices, while the Microsoft TCP driver will be bound to INIC devices as well as
other types of NICs. This is illustrated below:

 

 JCOM

Miniport
Drive:

By binding the driver in this fashion. we can choose to direct incoming network data to
our own ATCP transport driver, the Microsoft TCP driver. or both. We do this by
playing with the ethornet “type” field as follows.

To NDlS and the transport drivers above it, our card is going to be registered as a normal
cthernct card. When a transport driver recde a packel from our driver, it will expect
the data to start with an ethernet header, and cmwequently, expects the protocol type field
to he in byte offset 12. lfMierosofi TCP finds that the protocol type field is not equal to
either IP. or ARE. it will not accept the packet. 50, to deliver an incoming packet to Our
driver, we must simply map the data such that byte 12 contains a non-recognized ethemet
type field Note that we must cthe 1 value that is greater than 1500 bytes so that the
transport drivers do not confuse it with an 802.3 frame. We must also choose a value that
will not be accepted by other transport driver such as Applets“: or IPX. Similarly, ifwe
want to direct the data to Micmsott TCP, we can then simply leave the cuter-net type field
set to IP (or ARP). Notcthst sincewewill also see these frames we can choose to weep!
or not-accept them as necessary.
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Incoming packets are delivered as follows: 

Packets delivered to ATCP only (not accepted by MSTCP): 

1. AJI TCP packets destined for one of our IP addresses. This includes both slow
path frames and fast-path frames. In the slow-path case, the TCP frames are given 
in there entirety (headers included). In the fast-path case, the ATKReceivePacket 
is given a header buffer that contains status infonnation and data with no headers 
(except those alx>ve TCP). More on this later. 

Packets delivered to Microsoft TCP only (not accepted by ATCP): 

1. All non-TCP packets. 

2. All packets that are not destined for one of our interfaces (packets that will be 
routed). Continuing the above example, ifthere is an IP address 144.48.252.4 
associated with the 3com interface, and we receive a TCP connect with a 
destination IP address of 144.48.252.4, we will actually want to send that· request 
up to the ATCP driver so that we create a fast-path connection for it. This means 
that we will need to know every IP address in the system and filter frames based 
on the destination IP address in a given TCP datagram. Titis can be done in the 
INIC miniport driver. Since it will be the ATCP driver that learns of dynamic IP 
address changes in the system, we will need a method to notify the INIC rniniport 
of all the IP addresses in the system. More on this later. 

Packets delivered to both: 

1. All ARP frames 

2. AH ICMP frames 

4.6.2.2 Two types ofreceive packets 

There are several circumstances in which the INIC will need to indicate extra information 
about a receive packet to the ATCP driver. One such example is a fast path receive in 
which the ATCP driver will need to be notified of how much data the card has .buffered. 
To accomplish this, the first (and sometimes only) buffer in a received packet will 
actually be an INIC header buffer. The header buffer contains status information about 
the receive packet, and may or may not contain network data as well. The A TCP driver 
will recognize a header buffer by mapping it to an ethemet frame and inspecting the type 
field found in byte 12. We wili indicate all TCP frames destined forus in this fashion, 
while frames that are destined for both our driver and the Microsoft TCP driver (ARP, 
ICMP) will be indicated without a header buffer. 
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PacketDesc 

BufferDcsc 

Header 
Buffer 

BufferDesc 

TCP Packet 

Ex~le of incoming TCP pkt 

PacketDesc 

BuffcrDesc 

E.xample of incornixlg ARP Frame 

4.6.2.3 NDIS 4 ProtocolReceivePacket operation 

NDIS has been designed such that all packets indicated via NdisMlndicateReceivePacket 
by an underlying miniport are delivered to the ProtocolReceivePacket routine for all 
protocol drivers bound to it. These protocol drivers can choose to accept or not :accept 
the data. They can either accept the data by copying the data out of the packet indicated 
to it, or alternatively they can keep the packet and return it later via a call to 
NdisRetumPackets. By implementing it in this fashion, NDIS allows more than one 
protocol driver to accept a given packet. For this reason. when a packet is deliv,ered to a 
protocol driver, the contents of the packet descriptor, buffer descriptors and data must all 
be treated as read-only. At the moment, we intend to violate this rule. We choose to 
violate this because much of the FreeBSD code modifies the packet headers as it 
examines them (mostly for endian conversion purposes). Rather than modify all of the 
FreeBSD code, we will instead ensure that no other transport driver accepts the data by 
making sure that the ethemet type field is unique to us (no one else will want it). 
Obviously this only works with data that is only delivered to our ATCP driver. For ARP 
and ICMP frames we will instead copy the data out of the packet into our own buffer and 
return the packet to NDIS directly. While this is less efficient than keeping the data and 
returning it later, ARP and ICMP traffic should be small enough, and infrequel).t enough, 
that it doesn't matter. 

The DDK specifies that when a protocol driver chooses to keep a packet, it should return 
a value of 1 (or more) to NDIS in its ProtocolReceivePacket routine. The packet is then 
later returned to NDIS via the call to Nd.i.sReturnPackets. This can only happen after the 
ProtocolReceivePacket has returned control to NDIS. This requires that the call to 
NdisReturnPackets must occur in a different execution context. We can accomplish this 
by scheduling a DPC, scheduling a system thread, or scheduling a kernel thre~d of our 
own. For brevity in this section, we will assume it is a done through a DPC. In any case, 
we will require a queue of pending receive buffers on which to place and fetch receive 
packets. 

After a receive packet is dequeued by the DPC it is then either passed lo TCP ilireclly for 
fast-path processing, or it is sent through the FreeBSD path for slow-path processing. 
Note that in the case of slow-path processing, we may be working on data that needs to 
be returned to NDIS (TCP data) or we may be working on our own copy of the data 
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4.6.2.3 NDIS 4 ProtocolReceivePacl-tet operation

NDIS has been designed such that all packets indicated via NdishflndicateReceivePacket
by an underlying miniport are delivered to the ProtocolReceivePacket routine for all
protocol drivers bound to it. These protocol drivers can choose to accept or not accept
the data. They can either accept the data by copying the data out of the packet indicated
to it, or alternatively they can keep the packet and rctum it later via a call to
NdisReturnPaeltets. Byimplernenting it in this fashion, NDIS allows more than one
protocol driver to accept a given packet. For this reason, when a packet is delivered to a
pmtocol driver, the contents of the packet descriptor, buffer descriptors and data must all
be treated as read-only. At the moment. we intend to violate this rule. We choose to
violate this because much ofthe FreeBSD code modifies the packet headers as it
examines Iheni (mostly for endian conversion purposes). Rather than modify all (>me
FreeBSD code, We will instead ensure that no other transport driver accepts the data by
making sure that the ethernel type field is unique to us (no one else will want it).
Obviously this only works with data that is only delivered to our ATCP driver. For ARP
and ICMP frames we will instead copy the data out of the packet into our own buffer and
return the packet to NDIS directly. While this is less efficient than keeping the data and
returning it laler, AR? and ICMI’ traffic should be small enough, and infrequent enough,
that it doesn‘t matter.

The DDK. specifies that when a protocol driver chooses to keep a packet. it should return
a value of 1 (or more) to NDIS in its ProtocotReceivePacl-ret routine. The packet is then
later returned to NDIS via the call to NdisReturoPaekets. This can only happen alter the
FrotocolReceivePacket has returned control to N'DIS. This requires that the call to
NdisRethtPackcts must occur in a different execution context. We can accomplish this

by scheduling a DPC, scheduling a system thread, or scheduling akcruel thread ofom'
own. For brevity in this section. we will assume it is a done through a DPC. In any case,
we will require a queue ofpending receive buffers on which to place and fetch receive
packets.

Afier a recoive packet is dequeuod by the DPC it is then either passed to TCP directly for
fast—path promising, or it is sent through the FreeBSD path for slow-path processing.
Note that in the case of slow‘path processing, we may be working on data that needs to
he mtumcd to NDlS (TCP data) or Wt: may be working on our own copy of the data
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(ARP and ICMP). When we finish with the data we will need to figure out whether or 
not to return the data to NDIS or not. This will be done via fields in the mbuf helµier 
used to map the data. When the mfreem routine is called to free a chain of mbufs, the 
fields in the mbufwill be checked and, if required, the packet descriptor pointed to by the 
mbufwill be returned to NDIS. 

4.6.2.4 Mbuf ¢> Packet mapping 

As noted in the section on mbufs above, we will map incoming data to mbufs so that our 
FreeBSD port requires fewer modifications. Depending on the type of data received, this 
mapping will appear differently. Here are some examples: 

Data 
Next ~O 

Bu II er 

Header 
Buffer 

Example A. 
TCP Fast-path 

Header 
buffer 

A dr 
PacketdCS<: 

E)(all)ple B. 

Data 
Buffer 

TCP Slow-path 

Data 
Buffer 

Example C. 
ARP Frame 

In Example A, we show incoming data for a TCP fast-path connection. In this example, 
the TCP data is fully contained in the header buffer. The header buffer is mapped by the 
mbuf and sent upstream for fast-path TCP processing. In this case it is required that the 
header buffer be mapped and sent upstream because the fast-path TCP code wi:ll need 
infonnation contained in the header buffer in order to pe.rfonn the processing. When the 
mbufin this example is freed, the mfreem routine will determine that the mbufmaps a 
packet that is owned by NDIS and will then free the mbufbeader only and call 
NdisReturnPackets to free the data. 

In Example B, we show incoming data for a TCP slow-path connection. In this example 
the mbuf points to the start of the TCP data directly instead of the header buffer. Since 
this buffer will be sent up for slow-path FreeBSD processing, we can not have the mbuf 
pointing to a header buffer (FreeBSD would get awfully confused). Again, when mfteem 
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(ARP and (CW). When we finish with the data we will need to figure out whether or
not to return the data to N'DIS or not. This will be done via fields in the mbufheadcr
used to map the data. When the mfreem routine is called to free a chain ofrnbul'a, the
fields in the tribewill be checked and. ifrequired, the packet descriptor pointed to by lLhe
mbufWill be returned to NDIS.

4.62.4 Mbuf *5 Packet mopping

As noted in the section on mbufs above. we will map incoming data to 111sz so that our
FrecBSI) port requires fewer modification; Depending on the type of data received, this
mapping will appear difi’erently. Here are some examples:

TC? Fast-path

 
In Example A, we show incoming data For a TCP fast-path eonnocfion. In this example,
the TCP data is Fully contained in the header buifw. The header bufl'er is mapped by the
mbul‘ and sent upmeam for tam—path TCP processing. In this case it is required that rhe
header buffer be mapped and sent upstream because the footpath 'l’CP code will need
information contained in the header buffer in order to perform the processing. When the
mbufin this example is freed, the mfi‘eern routine will determine that the mbuf maps a.
packet that is ownedby NDIS and will then fine the mbufheader only and call
NdisRemrnPaelrers to free the data.

In Example B, We show incoming data for a TCP sIow~path connection. In this example
the m'cufpoints to the start of the TCP data directly instead of the header buffer. Since
this buffer will be sent up for slow-path FreeBSD processing, we can not have the mbuf
pointing to a header buffer CFreeBSD would get awfully confined). Again, when mfieem
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is called to free the mbuf, it will discover the mapped packet, free the mbufheader, and 
call NDIS to free the packet and return the underlying buffers. Note that even though we 
do not directly map the header buffer with the mbufwe do not lose it because ofihe link 
from the packet descriptor. Note also that we could alternatively have the INIC Itliniport 
driver only pass us the TCP data buffer when it receives a slow-path receive. This would 
work fine except that we have determined that even in the case of slow-path collI!ectfons 
we are going to attempt to offer some assistance to the host TCP driver (most lik~ly by 
checksum processing only). In this case there may be some special fields that we need to 
pass up to the ATCP driver from the INIC driver. Leaving the header buffer conhected 
seems the most logical way to do this. 

Finally, in Example C, we show a received ARP frame. Recall that for incoming ARP 
and ICN.tP frames we are going to copy the incoming data out of the packet and ~turn it 
directly to NDIS. In thls case the mbuf simply points to our data, with no corresponding 
packet descriptor. When we free this mbuf, mfreem will discover thls and free not only 
the mbufheader, but the data as well. 

4.6.2.S Other receive packets 

We use this receive mechanism for other purposes besides the reception of network data. 
It is also used as a method of communication between the ATCP driver and the INIC. 
One such example is a TCP context flush from the INIC. When the IN1C deten:ilines, for 
whatever reason, that it can no longer manage a TCP connection, it must flush that 
connection to the ATCP driver. It will do this by filling in a header buffer with 
appropriate status and delivering it to the INIC driver. The INIC driver will in t,um 
deliver it to the protocol driver which will treat it essentially like a fast-path TCP 
connection by mapping the header buffer with an mbuf header and delivering it to TCP 
for fast-path processing. There are two advantages to communicating in this manner. 
First, it is already an established path, so no extra coding or testing is required. Second, 
since a context flush comes in, in the same manner as received frames, it will prevent us 
from getting a slow-path frame before the context has been flushed. 

4.6.2.6 Summary 

Having covered all of the various types of receive data, following are the steps that are 
taken by the ATK.ProtocolReceivePacket routine. 

I. Map incoming data to an ethemet frame and check the type field. 
2. If the type field contains our custom INIC type then it should be TCP 
3. If the header buffer specifies a fast-path connection, allocate one or more mbufs 

headers to map the header and possibly data buffers. Set the packet descriptor 
field of the mbufto point to the packet descriptor, set the mbuffJags appropriately, 
queue the mbuf, and return 1. 

4. If the header buffer specifies a slow-path connection, allocate a single mbufheader 
to map the network data, set the rnbuf fields to map the packet, queue the mbuf 
and return l . Note that we design the INIC such that we will never get a TCP 
segment split across more than one buffer. 
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5. If the type field of the frame indicates ARP or ICMP 
6. Allocate a mbufwith a data buffer. Copy the contents of the packet into the mbuf. 

Queue the mbuf, and return 0 (not accepted). 
7. If the type field is not either the INIC type, ARP or ICMP, we don' t want it. 

RetumO. 

The receive processing will continue when the mbufs are dequeued. At the moment this 
is done by a routine called ATKProtocolReceiveDPC. It will do the following: 

1. Dequeue a mbuffrom the queue. 
2. Inspect the mbufflags. If the mbufis meant for fast-path TCP, it will call the fast

palh routine directly. Otherwise it will call the ethemet input routine for slow-path 
processing. 

4.6.3 Transmit 

In this section we discuss the ATCP transmit path. 

4.6.3. l NDIS 4 send operation 

The NDIS 4 send operation works as follows. When a transport/protocol driver wishes to 
send one or more packets down to an NDIS 4 rniniport driver, it calls NdisSendPackets 
with an array of packet descriptors to send. As soon as this routine is called, the 
transport/protocol driver relinquishes ownership of the packets until they are returned, 
one by one in any order, via a NDIS call to the ProtocolSendComplete routine. Since this 
routine is called asynchronously, our ATCP driver must save any required context into 
the packet descriptor header so that the appropriate resources can be freed. This is 
discussed further in the following sections. 

4.6.3.2 Types of"sends" 

Like the Receive path described above, the transmit path is used not only to send network 
data, but is also used as a communication mechanism between the host and the INIC. 
Here are some examples of the types of sends performed by the ATCP driver. 

4.6.3.2.1 Fast-path TCP send 

When the ATCP driver receives a transmit request with an associated MDL, it will 
package up the MDL physical addresses into a command buffer, map the command 
buffer with a buffer and packet descriptor, and call NdisSendPackets with the 
corresponding packel The underlying INIC driver will issue the command buffer to the 
INIC. When the corresponding response buffer is given back to the host, the INIC 
miniport will call NdisMSendComplete which will result in a call to the ATCP 
ProtoeolSendComplete (ATKSendComplete) routine, at which point the resources 
associated with the send can be freed. We will allocate and use a mbufto bold the 
command buffer. By doing this we can store the context necessary in order to clean up 
after the send completes. This context includes a pointer to the MDL and presumably 
some other connection context as well. The other advantage to using a mbuf to hold the 
command buffer is that it eliminates having another special set of code to allocate and 
return command buffer. We will store a pointer to the mbuf in the reserved section of the 
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packet descriptor so we can locate it when the send is complete. The following diagram 
illustrates the relationship between the client's MDL, the command buffer, and the buffer 
and packet descriptol'S. 

Packet 
Desc 

Command 
Buffer Buffer 
Desc. Data 

4.6.3.2.2 Fast-path TCP Receive 

As described in section 4.3.1 above, the receive process typically occurs in two phases. 
First the INIC fills in a host receive buffer with a relatively small amount of data, but 
notifies the host of a large amount of pending data (either through a large amount of 
buffered data on the card, or through a large amount of expected NetBios data). This 
small amount of data is delivered to the client through the TDI interface. The client will 
then respond with a MDL in which the data should be placed. Like the Fast-path TCP 
send process, the receive portion of the ATCP driver will then fill in a command buffer 
with the :rvIDL information from the client, map the buffer with packet and buffer 
descriptors and send it to the INIC via a call to NdisSendPackets. Again, when the 
response buffer is returned to the INIC miniport, the ATKSendComplete routine will be 
called and the receive will complete. This relationship between the MDL, cora.µiand 
buffer and buffer and packet descriptors are the same as shown in the Fast-path:send 
section above. 

4.6.3.2.3 Slow-path (FreeBSD) 

Slow-path sends pass through the FreeBSD stack until the ethernet header is prepended in 
ether_output and the packet is ready to be sent. At this point a command buffet will be 
filled with pointers to the ethernet frame, the command buffer will be mapped with a 
packet and buffer descriptor and NdisSendPackets will be called to hand the packet off to 
the m.in.iport. In the illustration below we show the relationship between the mbufs, 
command buffer, and buffer and packet descriptors. Since we will use a mbuf to map the 
command buffer, we can simply link the data mbufs directly off of the command buffer 
mbuf. This will make the freeing of resources much simpler. 

Packet 
Desc 

Buffer 
Desc. 
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packet desctiptor so we can locate it when the Send is complete. The following diagram
illustrates the relationship between the client’s MDL the command buffer, and the buffer
and packet descriptors.

 
4.63.2.2 Fast‘path TCP Receive

As described in section 4.3.1 above. the receive process typically occurs in two phases.
First the [NIC fills in a host receive buffer with a relatively small amount of data, but
notifies the host of a large amount of pending data (either through a large amount of
bullered data on the card, or through a large amount ofexpected NeLBios data). This
small amount of data is delivered to the client through the TD! interface. The client will
then respond with a MDL ‘m which the data should be placed. Like the Fast-path TC?
Send process, the receive portion of the ATCP driver will then fill in a command buffer
with the MDL information that the client, map the buffer with packet and buffer
descriptors and send it to the [NIC via a call to NdisSendPackets. Again. when the
response buffer is rehrmed to the INIC miniport, the ATKSendComplete routine will be
called and the receive will complete. This relationship bean the MDL. command
buffer and buffer and packet descriptors are the same as shown in the Fast-path Send
Section above.

4.6.3.23 Slow-path (FteeBSD)

Slow-path sends pass through the FreeBSD stack until the ether-net header is prepended in
ether‘output and the packet is ready to he sent. At this point r: oomde buffer will be
filled with pointers to the ethernet flame, the command buffer will be mapped With a
packet and buffer descriptor and NdisSendPackets will be called to hand the packet offto
the miniport. 1n the illustration below we show the relationship bent-teen the mbufs,
command buffer. and buffer and packet descriptors. Since we will use a mhut‘ to map the
command buffer, we can simply link the data rnhufs directly off of the command buffer
mbuf. This will make the freeing of resources much simpler.
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4.6.3.2.4 Non-data command buffer 

The transmit path is also used to send non-data commands to the card. For example, the 
ATCP driver gives a context to the INIC by filling in a command buffer, mapping it with 
a packet and buffer descriptor, and calling Nd.isSendPackets. 

Packet 
Desc 

Buffer 
Desc. 

4.6.3.3 ATKProtoco!SendComplete 

Given the above different types of sends, the ATKProtocolSendComplete routine wi II 
perform various types of actions when it is called from NDIS. First it must examine the 
reserved area of the packet descriptor to determine what type of request has completed. 
In the case of a slow-path completion, it can simply free the mbufs, command buffer, and 
descriptors and return. In the case of a fast-path completion, it will need to notify the 
TCP fast path routines of the completion so TCP can in turn complete the client's IRP. 
Similarly, when a non-data command buffer completes, TCP will again be notified that 
the command sent to the INIC has completed. 

4.7 TDI Filter Driver 

In a first embodiment of the product, the INIC handles only simple-case data transfer 
operations on a TCP connection. (These of course constitute the large majority of CPU 
cycles consumed by TCP processing in a conventional driver.) 

There are many other complexities of the TCP protocol which must still be handled by 
host driver software: connection setup and breakdown. out-of-order data. nonstandard 
flags, etc. 

The NT OS contains a fully functional TCP/IP driver, and one solution would be to 
enhance this so that it is able to detect our INIC and take advantage of it by "handing oft" 
data-path processing where appropriate. 

Unfortunately, we do not have access to NT source, let alone permission to modify NT. 
Thus the solution above, while a goal, cannot be done immediately. We instead provide 
our own custom driver software on the host for those parts ofTCP processing which are 
not handled by the INIC. 

This presents a challenge. The NT network driver framework does make provision for 
multiple types of protocol driver: but it does not easily allow for multiple instances of 
drivers handling the SAME protocol. 
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4.6.32.4 Non-data command bufl‘er

'Ihe transmit path is also used to send non-data commands to the card. For example, the
ATCP driver gives a context to the INIC by filling in a command bufi‘er. mapping it with
apacket and buffer descriptor, and calling NdisSendPackets.

 
4.6.3.3 ATKProtocoIScndComplete

Given the above different types ofsends. the ATKProtocolSendComplcte routine will
perform various types of actions when it is called from NDIS. First it most examine the
reserved area of the packet descriptor to determine what type ofrequeet has completed.
In the case of a slow-pnth completion, it can simply free the rnbufs. command buffer. and
descriptors and return. In the case of a fast-path completion. it will need to notify the
TCP fast path routines of the completion so ‘I‘CP can in turn complete the client's lRP.
Similarly, when a non-data command buffer completes. TCP will again be notified that
the command sent to the [NIC has completed.

4.7 TD] Filter Driver

In a first embodiment ofthe product. the [NIC handles only simple-case data transfer
operations on a TCP connection. (These of course constitute the large majority of CPU
cycles consumed by TC? processing in n conventional driver.)

There are many other complexities of the TCP protocol which must still be handled by
host driver sofiware: connection setup and breakdown. out-of-order data. nonstandard
flags, etc.

The NT 08 contains a fully fimctional TCP/IP driver. and one solution would be to
enhance this so that it is able to detect our lNlC and take advantage of it by "handng off"
data-path processing where appropriate.

Unfortunately, we do not have access to NT source, let alone permission to modify NT.
Thus the solution above, while a goal, cannot be done immediately. We instead provide
our own custom driver software on the host for those parts ofTCP processing which are
not handled by the NC.

This presents a challenge. The NT network driver harnewurlr does make provision for
multiple types orprotocol driver: but it does not easily allow for multiple instances of
drivers handling the SAME protocol.
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For example, there are no "hooks" into the Microsoft TCP/IP driver which would allow 
for routing of IP packets between our driver (handling our INICs) and the Microsoft 
driver (handling other NICs). 

Our approach to this is to retain the Microsoft driver for all non-TCP network p~cessing 
(even for traffic on our INICs), but to invisibly "steal" TCP traffic on our connections and 
handle it via our own (BSD-derived) driver. The Microsoft TCP/IP driver is unaware of 
TCP connections on interfaces we handle. 

The network "bottom end" of this artifice is described earlier in the document . In this 
section we will discuss the "top end": the TDI interface to higher-level NT network client 
software. · 

We make use of an NT facility called a filter driver. NT allows a special type of driver 
("filter driver") to attach itself"on top" of another driver in the system. The NT 110 
manager then arranges that all requests directed to the attached driver are sent first to the 
filter driver; this arrangement is invisible to the rest of the system. 

The filter driver may then either handle these requests itself, or pass them down to the 
underlying driver it is attached to. Provided the filter driver completely replicates the 
(externally visible) behavior of the underlying driver when it handles requests itself, the 
existence of the filter driver is invisible to higher-level software. 

The filter driver attaches itself on top of the Microsoft TCP/IP driver; this gives us the 
basic mechanism whereby we can intercept requests for TCP operations and handle them 
in our driver instead of the Microsoft driver. 

However, while the filter driver concept gives us a framework for what we want to 
achieve, there are some significant technical problems to be solved. The basic issue is 
that setting up a TCP connection involves a sequence of several requests from higher
level software, and it is not always possible to tell, for requests early in this sequence, 
whether the connection should be handled by our driver or by the Microsoft driver. 

Thus for many requests, we store information about the request in case we need it later, 
but also allow the request to be passed down to the Microsoft TCP/IP driver ht case the 
connection ultimately turns out to be one which that driver should handle. 

Let us look at this in more detail, which will involve some examination of the TDI 
interface: the NT interface into the top end of NT network protocol drivers. Hiiher-level 
TDI client software which requires services from a protocol driver proceeds by creating 
various types of NT FILE_ OBJECTs, and then making various DEVICE_IO _CONTROL 
requests on these FILE_OBJECTs. 

There are two types of FILE_ OBJECT of interest here. Local IP addresses that are 
represented by ADDRESS objects, and TCP connections that are represented by 
CONNECTION objects. The steps involved in setting up a TCP connection (from the 
"active", client, side) are: 

Provisional Pat. App. of AJacritech, Inc. 
Inventors Laurence B. Boucher et al. 

Express Mail Label# EH756230105US 

46 

ALA00138432 

INTEL Ex.1031.050



.. 
(for a CONNECTION object) 

1) Create an ADDRESS object. 
2) Create a CONNECTION object. 
3) Issue a TDI_ASSOCIATE_ADDRESS io-control to associate the CONNECTION 
object with the ADDRESS object. 
4) Issue a TDI_CONNECT io-control on the CONNECTION object, specifying the 
remote address and port for the connection. 

Initial thoughts were that handling this would be straightforward: we would tell, on the 
basis of the address given when creating the ADDRESS object, whether the connection is 
for one of our interfaces or not. After which, it would be easy to arrange for handling 
entirely by our code, or entirely by the Microsoft code: we would simply examine the 
ADDRESS object to see if it was "one of ours" or not. 

There are two main difficulties, however. 

First, when the CONNECTION object is created, no address is specified: it acqµires a 
local address only later when the TDI_ASSOCIATE_ADDRESS is done. Also, when a 
CONNECTION object is created, the caller supplies an opaque "context cookie" which 
will be needed for later communications with that caller. Storage of this cookie is the 
responsibility of the protocol driver: it is not directly derivable just by examination of the 
CONNECTION object itself. Ifwe simply passed the "create" call down to the Microsoft 
TCP/IP driver, we would have no way of obtaining this cookie later if it turns out that we 
need to handle the connection. 

Therefore, for every CONNECTION object which is created we allocate a struc~e to 
keep track of information about it, and store this structure in a hash table keyed by the 
address of the CONNECTION object itself, so that we can locate it if we later need to 
process requests on this object. We refer to this as a "shadow" object: it replicates 
information about the object stored in the Microsoft driver. (We must, of course, also 
pass the create request down to the Microsoft driver too, to allow it to set up its 'own 
administrative information about the object.) 

A second major difficulty arises with ADDRESS objects. These are often created with 
the TCP/IP "wildcard" address (all zeros); the actual local address is assigned only later 
during connection setup (by the protocol driver itself.) Of course, a "wildcard" address 
does not allow us to determine whether connections that will be associated with this 
ADDRESS object should be handled by our driver or by the Microsoft one. Also, as with 
CONNECTION objects, there is "opaque" data associated with ADDRESS objects that 
cannot be derived just from examination of the object itself. (In this case addresses of 
callback functions set on the object by TDI_SET_EVENT io-controls.) 

Thus, as in the CONNECTION object case, we create a "shadow" object for each 
ADDRESS object which is created with a wildcard address. In this we store information 
(principally addresses of callback functions) which we will need if we are handling 
connections on CONNECTION objects associated with this ADDRESS object. We store 
similar information, of course, for any ADDRESS object which is explicitly for one of 
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our interface addresses; in this case we don't need to also pass the create request down to 
the Microsoft driver. 

With this concept of"shadow" objects in place, let us revisit the steps involved in setting 
up a connection, and look at the processing required in our driver. 

First, the TOI client makes a call to create the ADDRESS object. Assuming that this is a 
"wildcard" address, we create a "shadow'' object before passing the call down to the 
Microsoft driver. 

The next step (omitted in the earlier list for brevity) is normally that the client makes a 
number of TD!_ SET_ EVENT io-control calls to associate various callback functions 
with the ADDRESS object. These are functions that should be called to notify the TDI 
client when certrun events (such arrival of data or disconnection requests etc) occur. We 
store these callback function pointers in our "shadow" address object, before passing the 
call down to the Microsoft driver. 

Next, the TOI client makes a call to create a CONNECTION object. Again. we create 
our "shadow" of this object. 

Next, the client issues the TOI_ASSOCIATE_ADDRESS io-control to bind the 
CONNECTION object to the ADDRESS object. We note the association in our 
"shadow" objects, and also pass the call down to the Microsoft driver. 

Finally the TOI client issues a TOI_ CONNECT io-control on the CONNECTION object, 
specifying the remote fP address (and port) for the desired connection. At this point, we 
examine our routing tables (see section XXX for details of routing) to determine if this 
connection should be handled by one of our interfaces, or by some other NIC. If it is 
ours, we mark the CONNECTION object as "one of ours" for future reference (using an 
opaque field which NT FILE_ OBJECTS provide for driver use.) W c then 
proceed with connection setup and handling in our driver, using information stored in our 
"shadow" objects. The Microsoft driver does not see the connection request or any 
subsequent traffic on the connection. 

If the connection request is NOT for one of our interfaces, we pass it down to the 
Microsoft driver. Note carefully, however, that we can not simply discard our "shadow" 
objects at this point. The TOI interface allows re-use of CONNECTION objects: on 
tennination of a connection, it is legal for the TOI client to dissociate the 
CONNECTION object from its current . Thus our "shadow" objects must be retained for 
the lifetime ADDRESS object, re-associate it with another, and use it for another 
connection of the NT FILE_OBJECTS: the subsequent connection could tum out to be 
via one of our interfaces! 
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4.7.1 Timers 

4.7.1.1 Keepalive Timer 

We don't want to implement keepalive timers on the INIC. It would in any case be a 
very poor use of resources to have an INIC context sitting idle for two hours. 

4.7 .1.2 Idle Timer 

We will keep an idle timer in the ATCP driver for connections that are managed by the 
INIC (resetting it whenever we see activity on the connection), and cause a flush of 
context back to the host if this timer expires. We may want to make the threshold 
substantially lower than 2 hours, to reclaim rNIC context slots for useful work sooner. 
May also want to make that dependent on the number of contexts which have actually 
been handed out: don't need to reclaim them if we haven't banded out the max. 

5 Receive & Transmit Microcode Design 

This section provides a general description oftbe design of the microcode that 
will execute on two of the sequencers of the Protocol Processor on the INIC. The overall 
philosophy of the JNJC is discussed in other sections. This section will discuss the INIC 
microcode in detail. 

5.1 Design Overview 

As specified in other sections, the INIC supplies a set of3 custom processors that 
will provide considerable hardware-assist to the microcode running thereon. The 
following lists the main hardware-assist features: 
• header processing with specialized DMA engines to validate an input header and 

generate a context hash, move the header into fast memory and do header 
comparisons on a DRAM-based TCP control block. 

• DRAM fifos for free buffer queues (large & small), receive-frame queues, event 
queues etc. 

• header compare logic 
• checksum generation 
• multiple register contexts with register access controlled by simply setting a context 

register. The Protocol Processor will provide 512 SRAM-based registers to be shared 
among the 3 sequencers. 

• automatic movement of input frames into DRAM buffers from the MAC Fifos. 
• run receive processing on one sequencer and transmit processing on the other. This 

was chosen as opposed to letting both sequencers run receive and transmit. One of the 
main reasons for this is that the header-processing hardware can not be shared and 
interlocks would be needed to do this. Another reason is that interlocks would be 
needed on the resources used exclusively by receive and by transmit. 

• The 1N1C will support up to 256 TCP connections (TCB's). A TCB is associated with 
an input frame when the frame's source and destination IP addresses and source and 
destination ports match that of the TCB. For speed of access, the TCB's will be 
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maintained in a hash table in NIC DRAM to save sequential searching. There will 
however, be an index in hash order in SRAM. Once a hash has been generated, the 
TCB will be cached in SRAM. There will be up to 8 cached TCBs in SRAM. These 
cache locations can be shared between both sequencers so that the sequencei: with the 
heavier load will be able to use more cache buffers. There will also be 8 header 
buffers to be shared between the sequencers. Note that each header buffer is not 
statically linked to a specific TCB buffer. In fact the link is dynamic on a per-frame 
basis. The need for thls dynamic linking will be explained in late.r sections. Suffice to 
say here that if there is a free header buffer, then somewhere there is also a free TCB 
SRAM buffer. 

• There were 2 basic implementation options considered here. The first was single
stack and the second was a process model. The process model was chosen here 
because the custom processor design is providing zero-cost overhead for context 
switching through the use of a context base register, and because there will tie more 
than enough process slots (or contexts) available for the peak load. It is also expected 
that all " local" variables will be held permanently in registers whilst an event is being 
processed. 

• The features that provide this are: 
256 of the 512 SRAM-based registers will be used for the register contexts. This 
can be divided up into 16 contexts (or processes) of 16 registers each. Then 8 of 
these will be reserved for receive and 8 for transmit. A Little's Law analysis has 
shown that in order to support 512 byte frames at maximum arrival rate of 4 * 100 
Mb its, requires more than 8 jobs to be in process in the NIC. However each job 
requires an SRAM buffer for a TCB context and at present, there are onfy 8 of 
these currently specified due to SRAM space limits. So more contexts (e.g. 32 * 8 
regs each) do not seem worthwmle. Refer to Appendix A for more details oftms 
analysis . 
A context switch simply involves reloading the context base register based on the 
context to be restarted, and jumping to the appropriate address for reslllllJ>tion. 

• To better support the process model chosen, the code will lock an active TCB into an 
SRAM buffer while either sequencer is operating on it. This implies there will be no 
swapping to and from DRAM of a TCB once it is in SRAM and an operation is 
started on it. More specifically, the TCB will not be swapped after requesting that a 
OMA be performed for it. Instead, the system will switch to another active ''process". 
Then it will resume the former process at the point directly after where the OMA was 
requested. This constitutes a zero-cost switch as mentioned above. 

• individual TCB state machines will be run from within a "process". There will be a 
state machine for the receive side and one for the transmit side. The current TCB 
states will be stored in the SRAM TCB index table entry. 

• The INIC will have 16 MB of DRAM. The current specification calls for dividing a 
large portion ofthls into 2K buffers and control allocation I deallocation of these 
buffers through one of the DRAM fifos mentioned above. These fifos will also be 
used to control small host buffers, large host buffers, command buffers and command 
response buffers. 

• For events from one sequencer to the other (i.e. RCV ~ XMT), the current 
specification calls for using simple SRAM CIO buffers, one for each direction. 

• Each sequencer handles its own timers independently of the others. 
• Contexts will be passed to the INIC through the Transmit command and response 

buffers. INIC-initiated TCB releases will be handled through the Receive small 
Provisional Pat. App. of Alacritech, lnc. 50 

Inventors Laurence B. Boucher et al. 
Express Mail Label # EH756230105US 

ALA00138436 

INTEL Ex.1031.054



.. 
buffers. Host-initiated releases will use the Command buffers. There needs to be strict 
handling of the acquisition and release of contexts to avoid windows where for 
example, a frame is received on a context just after the context was passed to the 
INIC, but before the INIC has "accepted" it. 

• T/fCP (Transaction TCP): the initial INIC will not handle TtrCP connectio(ls. This 
is because they are typically used for the HTTP protocol and the client for that 
protocol typically connects, sends a request and disconnects in one segment. 'Tue 
server sends the connect confirm, reply and disconnect in his first segment. Then the 
client confirms the disconnect. This is a total of 3 segments for the life of a Context. 
Typical data lengths are on the order of 300 bytes from the client and 3K from the 
server. The IN1C will provide as good an assist as seems necessary here by 
checksumming the frame and splitting headers and data. The latter is only likely when 
data is forwarded with a request such as when a filled-in form is sent by the client. 

5.1. l SRAM Requirements 

The following are SRAM requirements for the Receive and Transmit engines: 
TCB buffers 256 bytes * 16 4096 
Header buffers 128 bytes* 16 2048 
TCB hash index 16 bytes* 256 4096 
Timers 128 
DRAM Fifo queues 128 bytes• 16 ~ 

- 12K bytes 

Depending upon the available space, the number ofTCB buffers may be increased to 16. 

5.1.2 General Philosophy 

The basic plan is to have the host determine when a TCP connection is able to b.e banded 
to the INIC, setup the TCB and pass it to the card via a command in the Transmit queue. 
TCBs that the INIC owns can be handed back to the host via a request from the Receive 
or Transmit sequencers or from the host itself at any time. 

When the INIC receives a frame, one of its immediate tasks is to determine if the frame is 
for a TCB that it controls. If not, the frame is passed to the host on a generic interface 
TCB. On transmit, the transmit request will specify a TCB hash number if the request is 
on a INIC-controlled TCB. Thus the initial state for the INIC will be transparent mode in 
which all received frames·are directly passed through and all transmit requests will be 
simply thrown on the appropriate wire. This state is maintained until the host P¥ses 
TCBs to the INIC to control. Note that frames received for which the INIC has no TCB 
(or it is with the host) will still have the TCP checksum verified if TCP/IP, and may split 
the TCPIP header off into a separate buffer. 
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' . 
5 .1.3 Register Usage 

There will be 512 registers available. The first 256 will be used for process contexts. The 
remaining 256 will be split between the 3 sequencers as follows: 
257 - 320: 64 for RCV general processing I main loop. 
321 - 384: 64 for XMT general processing I main loop. 
385 - 512: 128 for 3rd sequencer use. 

5.2 Receive Processing 

5.2.l Main Loop 
The following is a summary of the main loop of Receive: 

forever { 
while there are any Receive events { 

if(anew event) { 

} 

} 

if(no new context available) 
ignore the event; 

call appropriate event handler to service the event; 
this may make a waiting process runnable or set up 
a new process to be run (get free context, hddr buffer, 
TCB buffer, set the context up). 

while any process contexts are runable { 

} 

run them by jumping to the start/resume address; 
if (process complete) 

free the context; 

5.2.2 Receive Events 
The events that will be processed on a given context are: 
• accept a context 
• release a context command (from the host via Transmit) 
• release a context request (from Transmit) 
• receive a valid frame; this will actually become 2 events based on the received frame 
- receive an ACK, receive a segment 
• receive an "invalid" frame i.e. one that causes the TCB to be flushed to the host 
• a valid ACK needs to be sent (delayed ACK timer expiry). 
• There are expected to be the following sources of events: 

l. Receive input queue: it is expected that hardware will automatically DMA arriving 
frames into frame buffers and queue an event into a RCV-event queue. 

2. Timer event queue: expiration of a timer will queue an event into this queue. 
3. Transmit sequencer queue: for requests from the transmit processor. 
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For the sake of brevity the following only discusses receive-frame processing . 

5.2.3 Receive Details - Valid Context 

The base for the receive processing done by the INIC on an existing context is the fast
path or "header prediction" code in the FreeBSD release. Thus the processing is divided 
into 3 parts: header validation and checksumming, TCP processing and subsequent SMB 
processing. 

5.2.3.1 Header Validation 
There is considerable hardware assist here. The first step in receive processing is to dma 
the frame header into an SRAM header buffer. It is useful for header validation to be 
implemented in conjunction with this dma by scanning the data as it flies by. The 
following tests need to be "passed": 
• MAC header: destination address is our MAC address (not MC or BC too), the 
Ethertype is IP. 
• IP header: header checksum is valid, header length = 5, IP length > header length, 
protocol = TCP, no fragmentation, destination IP is our IP address. 
• TCP header: checkswn is valid (incl. pseudo-header), header length = 5 or 8 
(timestamp option), length is valid, dest port = SMB or FTP data, no 
FIN/SYN/URG/PSWRST bits set, timestamp option is valid if present, segment is in 
sequence, the window size did not change, this is not a retransmission, it is a pure ACK 
or a pure receive segment, and most important, a valid context exists. The valid-context 
test is non-trivial in the amount of work involved to detennine it. Also note that·for pure 
ACKs, the window-size test will be relaxed. This is because initially the output PERSIST 
state is to be handled on the INIC. 
Many but perhaps not all of these tests will be performed in hardware - depending upon 
the embodiment 

5.2.3.2 TCP Processing 

Once a frame has passed the header validation tests, processing splits based on whether 
the frame is a pure ACK or a pure received segment. 

5.2.3.2.1 Pure RCV Packet 

The design is to split off headers into a small header buffer and pass the aligned data in 
separate large buffers. Since a frame bas been received, eventually some receiver process 
on the host will need to be informed. In the case of FTP, the frame is pure data and it is 
passed to the host immediately. This involves getting large buffers and dmaing the data 
into them, then setting the appropriate details in a small buffer that is used to notify the 
host. However for SMB, the INIC is performing reassembly of data when the fiiame 
consists of headers and data. So there may not yet be a complete SMB to pass to the host. 
In this case, a small buffer will be acquired and the header moved into it. If the received 
segment completes an SMB, then the procedures are pretty much as for FTP. Ifiit does 
not, then the scheme is to at least move the received data (not the headers) to the host to 
free the INIC buffers and to save latency. The list of in-progress host buffers is 
maintained in the TCB and moved to the header buffer when the SMB is complete. 
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The final part of pure-receive processing is to fire off the delayed ACK timer for this 
segment. 

S.2.3.2.2 Pure ACK 

Pure ACK processing implies this TCB is the sender, so there may be transmit buffers 
that can be returned to the host. If so, send an event to the Transmit processor (or do the 
processing here). If there is more output available, send an event to the transmit . 
processor. Then appropriate actions need to be taken with the retransmission tin:ler. 

5.2.3.3 SMB Processing 
The following is the format of the SMB header of an SMB frame: 

31 
NetBIOS header 

TYPE FLAGS f- LENGTH ~ 

SMB header OxFF "S" "M" "B" 

COM RCLS REH ERR ... 

.... ERR REB /FLG Reserved 

Rese ~ed 

Resc tved 

Rese tved 

TID PID 

UID MID 

WCT I VWV[) 

BCC Data ..... .. .. . 

Notes (interesting fields): 
LENGTII 17 bit Length ofSMB message (0 - 128K) 
COM SMB command 
WCT Count (16 bit) of parameter words in VWV[] 
VWV Variable number of parameter words 
BCC Bytes of data following 
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The final part ofpure-reeeive processing is to fire off the delayed ACK timer for this
segment.

5.2.3.22 Pure ACK

Pure ACK processing implies this TCB is the smcler, so there may be transmit bufi'ers
that can be returned to the host If so, send an event to the Transmit processor (or do the
processing here). If there is more output available, send an event to the transmit.
processor. Then appropriate actions need to be taken with the reiranmtission timer.

5.2.3.3 8MB Processing

The following is the format of the SMB header of an 5MB frame:

 
31 O

NetBIOS header

SMIB header

_
Notes (interesting fields):
LENGTH 17 bit Length of 5MB message (0 — 128K}
COM 5MB command

WCT Count (16 bit) ofparameter words in WI]
VWV Variable number of parameter wands
BCC Bytes of data following
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The LENGTH field oftbe NetBIOS header will be used to determine when a complete 
SMB has been received and the header buffer with appropriate details can be posted to 
the host. 
The interesting commands are the write commands: SMBwrite (OxB), SMBwriteBraw 
(OxlD), SMBwriteBmpx {OxlE), SMBwriteBs (OxlF), SMBwriteclose {Ox2C), 
SMBwriteX (Ox2F). SMBwriteunlock (Ox14). These are interesting because they will 
have data to be aligned in host memory. The point to note about these commands is that 
they each have a different WCT field, so that the start offset of the data depends:on the 
command type. SMB processing will thus need to be cognizant of these types. 

5.2.4 Receive Details - No Valid Context 

The design here is to provide as much assist as possible. Frames will be checksummed 
and the TCPIP headers may be split off. 

5.2.5 Receive Notes 

l . PRU_ RCVD or the equivalent in Microsoft language: the host application has to 
tell the INIC when he has accepted the received data that has been queued. This is 
so that the INIC can update the receive window. It is an advantage for this 
mechanism to be efficient This may be accomplished by piggybacking these on 
transmit requests (not necessarily for the same TCB). 

2. Keepalive Timer: for a INIC~ontrolled TCB, the INIC will not maintain this 
timer. This leaves the host with the job of detenn.ining that the TCB is still active. 

3. Timestamp option: it is useful to support this option in the fast path because the 
BSD implementation does. Also, it can be very helpful in getting a much better 
estimate of the round-trip time (RTT) which TCP needs to use. 

4. Idle timer: the INIC will not maintain this timer (see Note 2 above). 
5. Frame with no valid context: The INIC may split TCP/IP headers into a s'eparate 

header buffer. 
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The LENGTH field ofthe NdBIOS header will be mod to determine when a complete
SMB has been received and the header buffer with appropnate details can be posted to
the host.

The interesting commands are the write commands: SMBwt‘ile (0x3). SMBwriteBraw
(0x19), SMBwriteBmpx (cums). SMBwriteHs (our), SMBwriteclose (0x20.
SMBwriteX (MP), SMBwriteunloelt (0x14). These arc interesting because they will
have drum to be aligned in host memory. The point to note about these commands is that
they each have ll. different WCT field, so that the start offset of the data depends on the
command typo. SMB processing will thus need to be cognizant of these types.

5.2.4 Receive Details - No Valid Context

The design here is to provide as much assist as possible. Francs will be checksummed
and the TCPLP headers may be split 013'.

5.2.5 Receive Notes

I. PRU.RCVD or the equivalent in Microsoft language: the host application has to
tell the INIC when he has accepted the received data that has been queued. This is
so that the [MC can update the receive window. It is an advantage for this
mechanism to be efficient This may be aceomplished by pigybaeking these on
tnmsrnit requests (not necessarily for the some TCB).

2. Keepalive Timer: for a INIC—eontrolled TCB. the INIC Will not maintain this
timer. This leaves the host with the job of determining that the TCB is still active.

. Timesurmp option: it is useful to support this option in the fast path because the
BSD implementation does. Also. it can be very helpfirl in getting a much better
estimate of the round-trip time (R'I'I') which TCP needs to use.

4. [die timer: the INIC will not maintain this timer (see Note 2 above).
Frame With no valid context: The INIC may split TCP/EP headers into 3. Separate
header buffer.

éfiitutnr‘Ell—13179009 9.on
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5.3 Transmit Processing 

5.3. l Main Loop. 

The following is a summary of the main loop of Transmit: 

forever { 
while there are any Transmit events { 

if (a new event) { 

} 

} 

if(no new context available) 
ignore the event; 

call appropriate event handler to service the event; 
this may make a waiting process runnable or set up 
a new process to be run (get free context, hddr buffer, 
TCB buffer, set the context up). 

while any process contexts are runable { 

} 

run them by jumping to the start/resume address; 
if (process complete) 

free the context; 

5.3.2 Transmit Events 

The events that will be processed on a given context and their sources are: 
• accept a context (from the Host). 
• release a context command (from the Host). 
• release a context command (from Receive). 
• valid send request and window> 0 (from host or RCV sequencer). 
• valid send request and window= 0 (from host or RCV sequencer). 
• send a window update (host has accepted data). 
• persist timer expiration (persist timer). 
• context-release event e.g. window shrank (XMT processing or retransmission timer). 
• receive-release request ACK( from RCV sequencer). 

5.3.3 Transmit Details - Valid Context 

The following is an overview of the transmit flow: 

The host posts a transmit request to the INIC by filling in a command buffer with 
appropriate data pointers etc and posting it to the INIC via the Command Buffer Address 
register. Note that there is one host command buffer queue, but there are 4 phys.ical 
transmit lines. So each request needs to include an interface number as well as the context 
number. The INIC microcode will dma the command in and place it in l of 4 internal 
command queues which the transmit sequencer will work on. This is so that transmit 
processing can round-robin service these 4 queues to keep all 4 interfaces busy, and not 
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let a highly-active interface lock out the others (which would happen with a single 
queue). 
The transmit request may be a segment that is less than the MSS, or it may be as.much as 
a full 64K SMB READ. Obviously the fonner request will go out as one segment, the 
latter as a number ofMSS-sized segments. The transmitting TCB must hold on tp the 
request until all data in it has been transmitted and acked. Appropriate pointers to do this 
will be kept in the TCB. A large buffer is acquired from the free buffer fifo, and the MAC 
and TCP/IP headers are created in it. It may be quicker/simpler to keep a basic frame 
header set up in the TCB and either dma directly this into the frame each time. Then data 
is dmad from host memory into the frame to create an MSS-sized segment. This dma also 
checksums the data. Then the checksum is adjusted for the pseudo-header and placed into 
the TCP header, and the frame is queued to the MAC transmit interface which may be 
controlled by the third sequencer. The final step is to update various window fieids etc in 
the TCB. Eventually either the entire request will have been sent and acked, or a 
retransmission timer will expire in which case the context is flushed to the host. In either 
case, the INIC will place a command response in the Response queue containing the 
command buffer handle from the original transmit command and appropriate st&tus. 
The above discussion has dealt how an actual transmit occurs. However the real 
challenge in the transmit processor is to determine whether it is appropriate to transmit at 
the time a transmit request arrives. There are many reasons not to transmit: the receiver's 
window size is <= 0, the Persist timer has expired, the amount to send is less thap a full 
segment and an ACK is expected I outstanding, the receiver's window is not half-open 
etc. Much of the transmit processing will be in determining these conditions. 

5.3.4 Transmit Details - No Valid Context 

The main difference between this and a context-based transmit is that the queued request 
here will already have the appropriate MAC and TCP/IP (or whatever) headers in the 
frame to be output. Also the request is guaranteed not to be greater than MSS-sized in 
length. So the processing is fairly simple. A large buffer is acquired and the frame is 
dmad into it, at which time the checksum is also calculated. If the frame is TCP/IP, the 
checkswn will be appropriately adjusted ifnecessary (pseudo-header etc) and pfaced in 
the TCP header. The frame is then queued to the appropriate MAC transmit intepace. 
Then the command is immediately responded to with appropriate status through the 
Response queue. 

5.3.5 Transmit Notes 

1. Slow-start: the INIC will handle the slow-start algorithm that is now a part of the 
TCP standard. This obviates waiting until the connection is sending a full-rate 
before passing it to the INIC. 

2. Window Probe vs Window Update: an explanation for posterity . ... 
A Window Probe is sent from the sending TCB to the receiving TCB, and it means the 
sender has the receiver in PERSIST state. Persist state is entered when the receiver 
advertises a zero window. It is tbus the state of the transmitting TCB. In this state, be 
sends periodic window probes to the receiver in case an ACK from the receiver bas been 
lost The receiver will return his latest window size in the ACK. 
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A Window Update is sent from the receiving TCB to the sending TCB, usually to tell him 
that the receiving window has altered. It is mostly triggered by the upper layer when it 
accepts some data. This probably means the sending TCB is viewing the receiving TCB 
as being in PERSIST state. 

3. Persist state: it is designed to handle Persist state on the INIC. It seems 
unreasonable to throw a TCB back to the host just because its receiver advertised a 
zero window. This would nonnally be a transient situation, and would tent-1 to 
happen mostly with clients that do not support slow-start. Alternatively, tl:i.e code 
can easily be changed to throw the TCB back to the host as soon as a receiver 
advertises a zero window. 

4. MSS-sized frames: the INIC code will expect all transmit requests for which it has 
no TCB to not be greater than the MSS. If any request is, it will be dropped and an 
appropriate response status posted. 

S. Silly Window avoidance: as a receiver, the INIC will do the right thing here and 
not advertise small windows - this is easy. However it is necessary to also do 
things to avoid this as a sender, for the cases where a stupid client does advertise 
small windows. Without getting into too much detail here, the mechanism requires 
the INIC code to calculate the largest window advertisement ever advertised by the 
other end. It is an attempt to guess the size of the other end's receive buffer and 
assumes the other end never reduces the size of its receive buffer. See Stevens Vol. 
l pp. 325-326. 

6 The Utility Processor 

6.1 Summary 

The following is a summary of the main functions of the utility sequencer of the 
microprocessor: 

• look at the event queues: Eventl3Type & Event23Type (we assume there will be an 
event status bit for this - USE_EV13 and USE_EV23) in the events register; these 
are events from sequencers 1 and 2; they will mainly be XMIT requests from the XMT 
sequencer. Dequeue request and place the frame on the appropriate interface. 
• RCV-frame support: in the model, RCV is done through VinicReceiveO which is 
registered by the lower-edge driver, and is called at dispatch-level. This routine calls 
VinicTransferDataCompleteO to check if the xfer (possibly DMA) of the frame into host 
buffers is complete. Tue latter rtne is also called at dispatch level on a DMA-coi;npletion 
interrupt. It queues complete buffers to the RCV sequencer via the nonnal queue 
mechanism. 
• Other processes may also be employed here for supporting the RCV sequencer. 
• service the following registers: (this will probably involve micro-interrupts) 

Header Buffer Address register: 
buffers are 256 bytes long on 2?6-byte boundaries. 
31-8 - physical addr in host of a set of 

contiguous hddr buffers 
7-0 - number ofhddr buffers passed. 
Use contents to add to SmallHType queue 
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... 

Data Buffer Handle & Data Buffer Address registers: 
buffers are 4K long aligned on 4K boundaries ... 
Use contents to add to the FreeType queue. 

Command Buffer Address register: 
buffers are multiple of32 bytes up to lK long (2**5 • 32) 
31-5 - physical add.r in host of cmd buffer 
4-0 - length of cmd in bytes/32 

(i.e. multiples of32 bytes) 
Points to host cmd; get FreeSType buffer and move 
command into it; queue to Xmit0-Xmit31'ype queues. 

Response Buffer Address register: 
buffers are 32 bytes long on 32-byte boundaries 
31-8 - physical addr in host of a set of 

contiguous resp buffers 
7-0 - number of resp buffers passed. 
Use contents to add to the ResponseType queue. 

• low buffer threshold support: set approp bits in the ISR when the available-buffers 
count in the various queues filled by the host falls below a threshold. 

6.2 Further Operations of the Utility Processor 

The utility processor of the microprocessor housed on the INIC is responsible for setting 
up and implementing all configuration space and memory mapped operations, and also as 
described below, for managing the debug interface. 

All data transfers, and other INlC initiated transfers will be done via OMA. 
Configuration space for both the network processor function and the utility processor 
function will define a single memory space for each. This memory space will d~fine the 
basic commwtlcation structure for the host. In general, writing to one of these memory 
locations will perform a request for service from the INIC. This is detailed in t.l1e 
memory description for each function. This section defines much of the operatibn of the 
Host interface, but should be read in conjunction with the Host lnterface Strategy for the 
Alacritech INIC to fully define the Host/INIC interface. 

Two registers, DMA hardware and an interrupt function comprise the INIC interface to 
the Host through PCI. The interrupt function is implemented via a four bit register 
(PCl_INT) tied to the PCI interrupt lines. This register is directly accessed by the 
microprocessor. 

THE MICROPROCESSOR uses two registers, the PCI_Data_Reg and the 
PCI_Address_Reg, to enable the Host to access Configuration Space and the memory 
space allocated to the INIC. These registers are not available to the HosL but are used by 
THE MICROPROCESSOR to enable Host reads and writes. The function of these two 
registers is as follows. 
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PCl_ Data_ Reg 

This register can be both read and written by THE MICROPROCESSOR. On write 
operations from the host. this register contains the data being sent from the host. . On read 
operations, this register contains the data to be sent to the host. 

PCT_ Address_ Reg 

This is the control register for memory reads and writes from the host. The structure of 
the register is as follows: 

Bit 31 - 24 Byte enable 7 - 0. Only the low order four bits are 
valid for 32 bit addressing mode. 

Bit 23 - 0 Memory access 
1 Configuration access 

Bit 22 - 0 Read (to Host) 
I Write (from Host) 

1 Bit 21 - 1 Data Valid 

Bit 20 - 16 Reserved 
Bit 15 - 0 Address 

During a write operation from the Host the PCI_Data_Reg contains valid data after Data 
Valid is set in the PCI_Address_Reg. Both registers are locked until THE 
MICROPROCESSOR writes the PCI_Data_Reg, which resets Data Valid. 

All read operations will be direct from SRAM. Memory space based reads will return 00. 
Configuration space reads will be mapped as follows: 

Confi~on Space 1 
00 

SMM Adciress Offset 
00 

04 
08 
oc 
10 
3C 

Confii'Jration Space 2 

00 
04 
08 
oc 
10 
3C 

All other reads to configuration space will return 00. 
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08 
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PClfiDataflReg

This register can be both read and written by THE MICROPROCESSOR. Or: write
operations from the host, this register contains the data being sent from the host. 01: read
operations, this register contains the data tobe sent to the host.

PCI_Address_Reg

This is the control register for memory reads and writes fi‘om the host. The structure of
the register is as follows:

Bit 31 - 24 Byte enable 7 — 0‘ Only the low order four hits are
valid for 32 bit addressing mode.

Bit 23 — 0 Memory access
1 Configuration access

Hit 22 e 0 Read (to Host)
I Write {from Host)

1 Bit 1! -— I Data. Valid

3*. Bit 20 w 16 Reserved
0 Bit 15 - 0 Address
1.:

it" During a write openlion from the Host the PC]__Data_Reg contains valid data an“ Dam
1" Valid is set in the PC1_Addms_Reg, Both registers are locked until 11m

3 MICROPROCESSOR writes the PCLDalaJleg. which resets Dala Valid.

:5 All read operations will be direct from SRAM. Memory space based reads will return 00.
t,- Configm'alion space reads wrll be mapped as follows:
0 .
t4 W W
.e 00 00
to 04 04
*4 us 03

0:: 0c
10 to
3c: 14

Eonfigitmfismfinml

no no
04 13
08 as
DC IC
10 20
3C 24

All other reads to configuration space will return 00.
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.. 
6.2.l CONFIGURATION SPACE 

The INIC is implemented as a multi-function device. The first device is the network 
controller, and the second device is the debug interface. An alternative production 
embodiment may implement only the network controller function. Both configuration 
space headers will be the same, except for the differences noted in the following' 
description. 

Vendor ID -This field will contain the Alacritech Vendor ID. One field will be•used for 
both functions. The Alacritech Vendor ID is hex 139A. 

Device ID - Chosen at Alacritech on a device specific basis. One field will be used for 
both functions. 

Command - Initialized to 00. All bits defined below as not enabled (0) will remain 0. 
Those that are enabled will be set to 0 or 1 depending on the state of the system: Each 
function (network and debug) will have its own command field. 

Bit 0 - 0 1/0 accesses are not enabled 
Bit 1 - 1 Memory accesses are enabled 
Bit 2 - 1 Bus master is enabled 
Bit 3 - 0 Special Cycle is not enabled 
Bit 4 - l Memory Write and Invalidate is enabled 
Bit 5 - 0 VGA palette snooping is not enabled 
Bit 6 - 1 Parity checking is enabled 
Bit 7 - 0 Address data stepping is not enabled 
Bit 8 - SERR# is enabled 
Bit 9 - 0 Fast back to back is not enabled 

Status - This is not initialized to zero. Each function will have its own field. The 
configuration is as follows: 

Bit 5 - 1 66 MHz capable is enabled. This bit will be set if the INIC 
Detects the system running at 66 MHz on reset 

Bit 6 - 0 User Definable Features is not enabled 
Bit 7 - I Fast Back-to-Back slave transfers enabled 
Bit 8 - 1 Parity Error enabled - This bit is initialized to 0 
Bit 9,10 - 00 - Fast device select will be set if we are at 33 MHz 

01 - Medium device select will be set if we are at 

Bit 11 - 1 
Bit 12 - 1 
Bit 13 - 1 
Bit 14 - 1 
Bit 15 - 1 

66MHz 
Target Abort is implemented. Initialized to 0. 
Target Abort is implemented. Initialized to 0. 
Master Abort is implemented. Initialized to 0. 

· SERR# is implemented. Initialized to 0. 
Parity error is implemented. Initialized to O. 

Revision ID - The revision field will be shared by both functions. 

Class Code - This is 02 00 00 for the network controller, and for the debug interface. 
The field will be shared. 
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6.2.l CONFIGURATION SPACE

The INIC is implemented as a multi-fimction device. The first device is the nettwrk
controller, and the second device is the debug interface. An alternative production
embodiment may implement only the network controller function. Both configuration
space headers will be the same, except for the difierenccs noted in the following'
description.

VendorlD — This field will contain the Alacritech Vendor ID. One field will housed for
both functions. The Alacritech Vendor ID is hex 139A.

Device ID — Chosen at Alacritecli on a device specific basis. One field will be used for
both Functions.

Command - Initialized to 00. All bits defined below as not enabled (0) will remain 0.
Those that are enabled will be set to 0 or 1 depending on the state of the system. Each
thnction (neMork and debug) wiIl have its own command field.

Bit 0 7 0 U0 accesses are not enabled

Bit 1 — 1 Memory access are enabled
Bit 2 — 1 Bus master is enabled

Bit 3 — 0 Special Cycle is not enabled
Bit 4 — 1 Memory Write and Invalidate is enabled
Bit 5 — 0 VGA palette snooping is not enabled
Bit 6 - 1 Parity checking is enabled
Bit 7 - 0 Address data stepping is not enabled
Bit 8 - SERRfl is enabled
Bit 9 — 0 Fast back to back is not enabled

Status —’['his is not initialized to zero. Each fimction will have its own field. The

configuration is as follows:
Bit 5 a l 66 MHz capable is enabled. This bit will be Set ifthe NC

Detects the system running at 66 MHz on reset
Bit 6 — 0 User Definable Features is not enabled
Bit 7 - 1 Fast Back-to-Back slave transfers enabled

Bit 8 — 1 Parity EITDT enabled -This bit is initialized to 0
Bit 9.10 ~ 00 — Fast device select will beset if we are at 33 MHz

01 — Medium device select will be set ifwe are at
66 MHZ

Bit ll — 1 Target Abort is implemented. initialized to 0.
Bit 12 7 1 Target Abort is implemented. Initialized to 0.
Bit 13 — 1 Master Abort is implemnnted. Initialized to 0.
Bit 14 — 1 SERR# is implemented. initialized to 0.
Bit 15 A 1 Parity error is implemented. loitialized to 0.

Revision 1D — The revision lield will be shared by both fiinctions.

Class Code — This is 02 00 00 for the network controller, and for the debug interface.
The field will be shared.
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• 

Cache Line Size -This is initialized to zero. Supported sizes are 16, 32, 64 and ·128 
bytes. This hardware register is replicated in SRAM and supported separately for each 
function, but THE MICROPROCESSOR will implement the value set in Configuration 
Space l (the network processor). 

Latency Timer - This is initialized to zero. The function is supported. This hardware 
register is replicated in SRAM. Each function is supported separately, but THE ' 
MICROPROCESSOR will implement the value set in Configuration Space I (the 
network processor). 

Header TYPe -This is set to 80 for both functions, but will be supported separately. 

BIST - Is implemented. In addition to responding to a request to run self test, if test after 
reset fails, a code will be set in the BISI register. This will be implemented separately 
for each function. 

Base Address Register - A single base address register is implemented for each function. 
It is 64 bits in length, and the bottom four bits are configured as follows: 

Bit 0 - 0 Indicates memory base address 
Bit 1,2 - 00 Locate base address anywhere in 32 bit memory space 
Bit 3 - 1 Memory is prefetchable 

CardBus CIS Pointer - Not implemented- initialized to 0. 

Subsystem Vendor ID - Not implemented-initialized to 0. 

Subsystem ID - Not implemented-initialized to 0 . 

Expansion ROM Base Address - Not implemented-initialized to 0. 

Interrupt Line - Implemented-initialized to 0. Thls is implemented separately for each 
function. 

Interrupt Pin - This is set to 01, corresponding to INTA# for the network controller, and 
02, corresponding to INTB# for the debug interface. This is implemented separately for 
each function. 

Min_ Ont - This can be set at a value in the range of 10, to allow reasonably long bursts 
on the bus. This is implemented separately for each function. 

Max _Lat - This can be set to 0 to indicate no particular requirement for frequency of 
access to PCI. This is implemented separately for each function. 

6.2.2 MEMORY SPACE 

Because each of the following functions may or may not reside in a single location, and 
may or may not need to be in SRAM at all, the address for each is really only used as an 
identifier (label). There is, therefore, no control block anywhere in memory that 
represents this memory space. When the host writes one of these registers, the utility 
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Cache Line Size e This is initialized to zero. Supported sizes are 16, 32, 64 and 123
bytes. This hardware register is replicated in SRAM and supported separately for each
Emotion. but THE MlCROPROCBSSORwiJl implement the value set in Configuration
Space 1 (the network processor).

Latency Timer - This is initialized to zero. The function is supported. This hardware
register is replicated in SRAM. Each function is supported separately, but THE
MICROPROCESSOR will implement the value set in Configuration Space 1 (the
network procsor).

Header Type v'l'his is set to 30 for both functions, but will be supported separately.

BIST - ls implemented. In addition to responding to a request to run self test, iftest after
reset fails, a code will be set in the 3181‘ register. This will be implemented separately
for each function.

Base Address Regimet‘ - A single base address register is implemented for each function.
It is 64 hits in length. and the bottom four hits are configured as follows:

Bit 0 — 0 Indicates memory base address
Bit 1,2 — ()0 Locate base address anywhere in 32 hit memory space
Bit 3 — 1 Memory is prefetchable

CardBus C15 I’ointer — Not implementedfinifialized to 0.

Subsystem Vendor ID a Not implemented—initialized to 0.

Subsystem ID — Not implemented—initialized to 0.

Expansion ROM Base Address — Not implemented—initialized to U.

interrupt Line — Implemented—initialized to 0. This is implented separately for each
fimctioo.

.u.‘.".ill}:tol"—Ull?'IiiElf-31W‘53tillElli-ll
Interrupt Pin ~ This is set to 01, corresponding to IN'I'AJll for the network controller. and
02, corresponding to lNI'Bi;I for the debug interface. This is implemented separately for
each function.

Min_Gnt - This can be set at a value in the range of 10, to allow reasonably long bursts
on the bus. This is implemented separately for each fimction.

Max_Lot — This can be set to 0 to indicate no particular requirement for ii'equeocy of
access to PC]. This is implemented separately for each fimction.

6.2.2 MEMORY SPACE

Because each ofthe following fimctions may or may not reside in a single location, and
may or may not need to be in SRAM at all, the address for each is really only used as an
identifier (label). There is, therefore, no control block anywhere in memory that
represents this memory space. When the host writes one of these registers, the utility

Provisional Pet. App. of Alacritech. Inc. I53
inventors Laurence Bi Boucher ct a].

Exp“ Mail Label 9? EH756230105US

Heme sensowm*

ALAOU1 38448

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 066



INTEL Ex.1031.067

processor will construct the data required and transfer it. Reads to this memory will
generate 00 for data.

6.2.2.1 Network Processor

The following four byte registers, beginning at location 1100 of the network processor's
allocated memory, are defined.

00 — Interrupt Status Pointer -- hiitialiacd by the host to point to a four byte area
where status is stored

04 — Interrupt Status — Returned status from host. Sent nfler one or more
status conditions have been reset. Also an interlock for storing any
new status. Once status has been stored at the Interrupt Status Pointer
location, no new status will be stored until the host writes the Internrpt
Status Register. New status will be cred with any remaining
uncleared status (as defined by the contents of the rcmmed status)
and stored again at the Interrupt Status Pointer location. Bits are
as follows:
Bit 31 ERR -— Error bits are set
Bit 30 e RCV ~ Receive has occurred

Bit 29 e XMT e Transmit command complete
Bit 25 e RMISS e Receive drop occurred due to no buffers

08 — Interrupt Mask — Written by the host. Interrupts are masked for each
of the bits in the interrupt status when the same bit in the mask
register is set. When the Interrupt Mask register is written and as
a result a status bit is unmasked, an interrupt is generated. Also,
when the Interrupt Status Register is written, enabling new status
to be stored. when it is stored if shit is stored that is not masked
by the Interrupt Mask. an interrupt is generated.

F:g r.

a":hr‘:17.
5: ss a9.:

i“?

ar

0C a Header Buffer Address — Written by host to pass a set ofheader buffers to the
NC. 

10 — Data Buffer Handle — First register to be written by the Host to transfer a receive
data buffer to the NC. This data is Host reference data. It is not used by the
INIC, it is returned with the data buffer. However, to insure integrity of the
buffer, this register must be interlocked with the Data Buffer Address register.
Once the Data Buffer Address register has been written. neither register can be
written until after the Data Buffer Handle register has been read by THE
MICROPROCESSOR.

14 n Data Buffer Address 4 Pointer to the data buffer being sent to the lNlC by the
Host. Must be interlocked with the Data Bufl'er Handle

register.

18 ‘ Command Buffer Address XMTO — Pointer to a set of command

buffers sent by the Host. Tl-[E NEECROPROCESSOR will DMA the buffers to
local DRAM found on the FreeSType queue and queue the Command
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Buffer Address XMTO with the local address replacing the host
Address.

[(3 - Command Buffer Address SMTl

20 — Command Buffer Address SMTZ

24 a Command Buffer Address SM‘I‘3

28 e Response Buffer Address -- Pointer to a set ofresponse buffers sent
by the Host. These will be treated in the same fashion as the
Command Buffer Address registers.

6.2.2.2 Utility Processor

Ending status will be handled by the utility procesaor in the same fashion as it is handled
by the netuvork processor. At present two ending status conditions are defined B31 w
command complete, and B30 ~ error. When end status is stored an interrupt is
generated.

 Two additional registers are defined, Command Pointer and Data Pointer. The Host is
responsible for imam-lug that the Data Pointer is valid and points to sufficient memory
before storing a command pointer. Storing a command pointer initiates command decode
and execution by the debug processor. The Host must not modify either command or
Data Pointer until ending status has been received, at which point a new command may
be initiated. Memory space is write only by the Host, reads will receive 00. The format
is as follows:

00 — Interrupt Status Pointer -— [nifialized by the host to point to a four byte area
where status is stored

04 — Interrupt Status — Returned status from host. Sent afler one or more
status conditions have been reset. Also an interlock for storing any
new status. Once status has been stored at the Interrupt Status Pointer
location, no new status will be stored until the host writes the Interrupt
Status Register. New status will be cred with any remaining
uncleared status (as defined by the contents of the returned status)
and stored again at the Interrupt Status Pointer location. Bits are
as follows:

Bit 31 — CC — Command Complete
Bit 30 — ERR -— Error
Bit29 A Transmit Processor Halted
BirZS — Receive Processor Halted

Bit27 7 Utility Processor Halted

re-:4:

as
4A.He
(as.in

E

isF-I:

F
=2=is
u!

08 - Interrupt Mask - Written by the host. Interrupts are masked for each
of the bits in the interrupt status when the same bit in the mask
register is set. When the interrupt Mask register is written and as
a result a status bit is unmasked. an interrupt is generated. Also,
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when the Interrupt Status Register is written, enabling new status
to be stored, when it is stored if a bit is stored that is not masked

by the Interrupt Mask, an interrupt is generated.

0C — Command Pointer — Points to command to be executed. Storing
this pointer initiates command decode and execution.

to — Data Pointer — Points to the data buffer. This is used for both read and write data1
determined by the command function. r

7 Debug Interface

In order to previde a mechanism to debug the microcode running on the nficroprocessor
sequencers, a debug process has been defined which will run on the utility sequencer.
This processor will interface with a control program on the host processor over PCI.

7.! PCI Interface

This interface is defined in the combination ofthe Utility Processor and the Host
Interface Strategy sections, above.

7.2 Command Format

The first byte of the command, the command byte, defines the structure of the remainder
of the command. The first five hits of the command byte are the command itself. The
next bit is used to Specify an alternate processor, and the last two bits specify which
processors are intended for the command.

7.2.1 Command Byte

7 7- 3 2 l - 0
Command Alt. Proc. Processor

7.222 Processor Bits

00 — Any Processor
01 — Transmit Processor
10 — Receive Processor

1] — Utility Processor
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7.2.3 Alternate Processor

This bit defines which processor should handle debug processing ifthe utility processm
is defined as the processor in debug.

0 — Transmit Processor
1 — Receive Processor

7.2.4 Single Byte Commands

(JO—Halt

This command asynchronously halts the preseason

08 7 Run

This command starts the processor.
a
£3 10 — Step
,3

This command steps the processor.

7.2.5 Eight Byte Commands

18—13ka
g

e: o 1 2 — 3 447

Command Reserved Count Address

This command sets a stop at the specified address. A count of 1 causes the specified
processor to halt the first time it executes the instruction. A counton or more 'causes the
processor to halt afier that number of executions. The processor is halted just before
executing the instruction. A count oft) does not halt the processor, but Causes a sync
signal to be generated. [fa second processor is set to the same break addrese, the count
data firm the first break request is used, and each time either processor executes the
instruction the count is decremented.

20 — Resot Break

0 1 - 3 4 — 7
Command Reserved Address
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This command resets a previously set break point at the specified address. Reset break
fully resets that address. If multiple processors were set to that break point, alt Will bereset.

'28 — Dump

0 1 2 - 3 4 — '7

Command Descriptor Count Address

This command transfers to the host the contents of the descriptor. For descriptors larger
than four bytes, a count, in four byte increments is specified. For descriptors utilizing an
address the address field is specified.

7.2.6 Descriptor

00 ~— Register

This descriptor uses both count and address fields. Both fields are four byte based (3
count of 1 transfers four bytes),

01—Sram

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address.

02—Dram

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned1 it is forced to the lower four byte aligned
address

.23:its}!‘l-i'[InI?"it“:Ill23ii:'iilHl]E11
03 — Cstore

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address

Stand-alone descriptors:

The following descriptors do not use either the count or address fields. They transfer the
contents of the referenced register.

04 — CPU_STATUS

OS rPC
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.r‘:to11-1:“it?“iit"in1:9'13:'E3at}me;

06 — ADDRJREGA

07 — ADDR_REGB

08 —- RAM_BASE

09 — FILEFBASE

0A — INSTR_REG_L

OB m INSTR_R.EG_H

0C — MAC_DATA

0D — DMAfiENENT

0E — MSC_EVENT

0F - Q_IN_RDY

10 ~ CLOUT_RDY

1 l — LOCK STATUS

12 — STACK - This returns 12 bytes

13 — Sense _ Reg

This register contains four bytes of data. If error status is posted for a command, if the
next command that is issued reads this register. a code describing the error in more detail
may be obtained. If any command other than a dump of this register is issued after error
status, sense information will be reset.

30 # Load

0 1 2 - 3 4 w 7

Command Descriptor Count Address

This command transfers from the host the contents of the descriptor. For descriptors
larger than four bytes, a count, in four byte increments is specified. For descriptors
utilizing an address the address field is specified.

7.2.7 Descriptor

00 - Register

This dewriptor uses both count and address fields. Both fields are four byte based.
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01—Srarn

This descriptor uses both mum and address fields. Count is in four byte blocks. . Address
is in bytes, but if it is not four byte aligned. it is forced to the lower four byte aligned
address.

02—Dram

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address

03 7 Cstore

This descriptor uses both count and address fields. Count is in four byte blocks. Address
is in bytes, but if it is not four byte aligned, it is forced to the lower four byte aligned
address. This applies to WCS only.

Stand-alone desoriptors:

The following descriptors do not use either the count or address fields. They transfer the
contents of the referenced register.

04 ~ ADDR_R.EGA

05 m ADDR_REGB

06 j RAM_BASE

07 — FILE_BASE

 08 — MAC__DATA

.i‘.n‘i'ifii'313"ll?“h“:-[Cll1-?"ETEllill][13%
 

09 k (LIILRDY

0A — O_0UT__RDY

OB r» DBG_ADDR

38 — Map

This command allows an instruction in ROM to be replaced by an instruction in WCS.
The new instruction will be located in the Host buffer. It will be stored in the first eight
bytes of the buffer, with the high bits mused. To reset it mapped out instruction, map it
to location 00.

O l — 3 4 — 7
Command Address to Address to

Map To Map Out
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8 HARDWARE SPECIFICATION

FEATURES

- Peripheral Component Interconnect (PCI) Interface

- Universal PCl interface supports both 5.0V and 3.3V signaling environments.

— Supports both 32.1mm 64 bit. PCI interface.

- Supports PC! clock frequencies from ISMI-Iz to 66M'Hz

- High perfonnanoe bus mastering architecture.

— Host memory based communications reduce register accesses.

- Host memory based interrupt status word reduces register reads.

A Plug and Play compatible.

- PC] specification revision 2.1 compliant.
- PCl bursts up to 512 bytes.

- Supports cache line operations up to 123 bytes.

- Both big-endian and little-codian byte alignments mpportod.

- Supports Expansion ROM.
 

- Network Interface"liftEl31‘?!T“3:41
- Four internal 802.3 and ethemet compliant Macs.

- Media Independent Interface (Mil) supports external PHYS.

- lDBASE-T. IOOBASEJI'XJ'FX and 100BASE-T4 supported.

7 Full and halfduplex modes supported.
- Automatic PHY slams polling notifies system of status change.
~ Provides SNMP staListics counters.

 
- Supports broadcast and nJulticast packets.

- Provides promiscuous mode for network monitoring or omitiple unicast address detection.

7 Supports “huge packers” up to 32KB.

- Maewlnyer loop-back test mode.
- Supports auto-negotiating Phys.
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- Memory Interface

- External Dram buffering of Ltauanit and receive packeor.

- Buffering configurable as 4MB, 8MB. 16MB or 32MB.

- 32-bit interface supports throughput of 224MBls

- Supports external FLASH ROM up to 4 MB, for disklcss boot applications.

- Supports external serial EEPRDM for custom configuration and Mac addresses.

- Protocol Processor

- High speed. custom, 32-bit processor executes 66 million instrucuous per second.

- Processes 1F, TCP and NETBIOS protocols.

- Supports up [0 256 resident TCPIIP contexts.

- Writable control store (WCS) allows field updams for feature enhancements.

0 Power

— 3.3V chip operation.

7 PCI controlled 5.0W33V U0 cell operation.

0 Packaging

- 212-pin plastic ball grid army.

- 91 PCI signals.

- 68 MI] signals.

- 58 external memory signals.

— l clock signal.

— 54 signals split between power and ground.

- 272 total pins.

Aha-"HTl1'"[on1E3ll":EllliZlIE'l"-5.!
it}:

Provisional Put, App. of Alacritccll. Inc. ?1
Inventors Laurence H. Bouther ct al.

Express Mail Label all EH7562‘30105US

flifirfllu'tw ©lll n“ 

ALAOO‘I 38457

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 075



INTEL Ex.1031.076

GENERAL DESCRIPTION

The microprocessor is a 32-bit, full-duplex, four channel, 10! IOU—Megabit per second (Mbps), Intelligent
Network Interface ControllerI designed to provide high-speed protocol processing for server applications. It
combines the functions of a standard network interface controller and a protocol processor within a single
chip. Although designed specifically for server applications, The microprocessor canbe used by? PCs.
workstations and routers or anywhere that 'I‘CWI'P protocols are being

When combined with four 302.3fMII compliant Phys and Synchronous Dram (SDrsm), the INIC comprises
four complete ethernet nodes. It contains four 302.3fetheruet compliant Macs, a PCI Bus Interface Unit (BIU),
a memory controller. transmit fifos, receive ftst and a cuslom TCPIIPINEI‘BIOS protocol processor. The
IN‘lC supports lOBase-T . lmBase-TX. lDflBase'FX and lOGBase-T4 via the M11 interface attachment of
appropriate Phys.

The INIC Macs provide statistical information that may be used for SN'MP. The Macs operate in promiswous
mode allowing the INIC to function as a network monitor, receive broadcast and multicast packets and
implement multiple Mac addresses for each node.

Any 802.3IMII compliant PHY can be utilized. allowing the [NC to support lUBASE-‘I‘, IOBASE-TZ,
lUOBASE—TX. lOOBase—FX and IOOBASE—T4 as well as future interface standards. Pl-l‘r’ identification and

is accomplished through host driver initialization routines. PHY stems registers can be polled
continuously by the INIC and detected PHY stams changes reported to the host driver. The Mac can be
configured to support a maximum frame size of 1518 bytes or 32163 bytes.

The 64bit. multiplexed Bill provides a direct interface to the PCI bus for both slave and ouster functions.
The [NIC is capable of operating in either a 64-bit or 32—bit PCI environment. while supponiog 6+bit
addressing in either configuration. PCI bus frequencies up to 66MHz are supported yielding instantaneous bus
transfer rates of S33MBI3. Both 5.0V and 3.3V signaling environments can be utilized by the [MC
Configurable cache-line size up to 25613 will accommodate future architectures. and Expansion ROMfFlash
support allows for diskless system booting. Non—PC applications are supported via programmable big and little
endian modes. Host based communication has been utilized to provide the best system performance possible.

The INIC supports Plug~NaPlay aumonfiguralion through the PCI configuration space. External pull-up and
pull-down resistors. on the memory [IO pins, allow selection of various features during chip reset. Support of
an external oeprom allows for local storage of configuration information such as Mac addresses.

a:lliiz‘itr“ll”;iii"iflitIii-'1”.“Pi.”tillll]‘fll“5-!
External SDram provides frame buffering. which is configurable as 4MB, 8MB, 16MB or 32MB using the
appropriate SIMMs. Use of -10 speed grades yields an external buffer bandwidth of 224mm. The buffer
provides temporary storage of both incoming and outgoing frames. The protocol processor accesses the frames
within the buffer in order to implement TCPllP and NEI‘BIOS. Incoming frames are processed. assembled
then transferred to host memory under the control of the protocol processor. For transmit. data is mOved from
host memory to buffers where various headers are created before being transported out via the Mac.
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INTEL Ex.1031.077

BLOCK DIAGRAM
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INTEL Ex.1031.078

OUTLINE

o Cores/Cells

LSI Logic Ethernet-110 Core. lOOBase & IOBas: Mac with MH interface.

LSI Logic single part Sram, triple port Stern and ROM available.

LSI Logic PC! 66m, 51’ compatible 110 cell.

LSI Logic PLL

0 Die Size 1' Pin Count

LSI Logic Gll) process.

 

MQDJJLE BEECH BREED AREA

Scratch RAM, “was span, 4.3? ns nom., 00.77 mm2

WCS, BKx49 sport. 6.40 115 mm. 18.29 mm1

MAP. 128x": sport. 3.50 ms norm, 00.24 mm2
5-, ROM. Ila-£9 32001, 5.00 ns norm. 00.45 mm3

ELEGS. 512x32 tpon. 6.10 us now... 03.49 mm2
Mars, .75 mm’ x 4 = 03.30 mm"
PLL, .5 I'.l'l.1'1'.\a = 00.55 mm:

MISC LOGIC. 117.260 gates I (5035 gates mm” = 73.29 mm2
i2» Emma—Wm!—0a
Ll:

(Core side)! = 56.22 mm"g
Core side = 07.50 m

we side 3 core side + 1.0 ram (110 cells) = 08.50 mm

Die area = 8.5 mm x 8.5 mm = 72.25 mm1

H.
275 pins

272 pins
Pads nmded s 22.0 signals 3: 1.25 (vss, vdd)
LSI PBGA
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INTEL Ex.1031.079

o Datapath Bandwidth

(lOMBIsIlDOB-ase) x 1 (full duplex) x 4 connections

Average frame size
Frame rate = SOMWSHIZB

Cpu overhead I frame = (256 B context read) + (643 header read) +
(1283 context write) + (1283 misc.)

Total bandwidth = (5123 in) + (51213 out) + (5123 Cpu)

Dram Bandwidth required = (1536mm) x (156.250 framesfs)

Dram Bandwidth @ 60MB: = (32 bytes I 167m)

Dram Bandwidth @ 661MHz = (32 bytes 1 150m)

PC! Bandwidth required

PC! Bandwidth available @ 30 MHz, 32b, average

PC] BundWidth available a 33 MHz, 32b, average

PC] Bandwidth available @ 60 MEI, 3211. average

PC] Bandwidth available 0 66 MHz, 32]). average

PC! Bandwidth available @ 30 MRI, 64h, average

PCI Bandwidth avaflahle @ 33 MHz, 64]}, average

PCI Bandwidth available a 60 MHz, 641), average

PCI Bandwidth available @ 66 MHz, 64h, average

a:
34!i":'2:
F=
L"?

 ":1.

o Cpu Bandwidth

Receive frame interval = 5123 1‘ 40Mst 
inmucflnnslframe

I1

Instructions I framefi 60km: = ([2,8usa'fmne) I (50nsiin5u'uction)

Instrncllons I frame @ 661MB: F (12.8u5fframe} I (4Snsfinsn'uefion)
instructinnsa’fi'ame

Requlrui instructions 1 frame (per Clive)

Provisional Pat. App. of Alacritech, inc.
Inventors Laurence B. Beecher el 8].

Express Mail Label :l‘ EH756230105US

©uifi HQWWB I!

80Mst

5123

156,50 framesfs

SIIBIfram:

15363 I‘ frame

140Mst

ZDZMBIS

ZMMBl's

SOMBIS

“WIS

SOMBIS

92MBJ‘s

100MBJ's

92me

IODMBIS

184MBIS

200M315

12.8us

§

E

15h inst-actionslframe

TS

ALA00138461

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 079



INTEL Ex.1031.080

0 Performance Features

- 512 regiSters improve performance through reduced scratch ram accesses and reduced instructions.

- Register windowing eliminates context-switching overhead.

- Separate insnuction and data paths eliminate memory contention.

- Totally resident control store eliminates stalling during instruction fetch.

- Multiple logical processors eliminate context switching and improve real—time response.

- Pipelined architecmre increases operating frequency.

- Shared register and scratch ram improve inter-processor communication.

— Fly-by state-Machine assists address compare and checksmn calculation.

- 'l‘CPIIPeoontext caching reduces latency.

- Hardware implemented queues reduce Cpu overhead and. latency.

- Horizontal microcode greatly improves instruction efficiency.
- Automatic frame DMA and stems berwwn Mac and dram buffer.

- Detemlinistic architecture coupled with context. switching eliminates processor stalls.

I:"l."E"if'"Er:1i)!5H:':';‘:'l{itif!‘33
  .‘Ii'
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INTEL Ex.1031.081

PROCESSOR

The processor is a convenient means to provide a progranm'aabie state-machine which is capable of processing
incoming frames, processing host commands. directing network traffic and directing PCI bus traffic. Three
processors are implemented using shared hardware in a three-level pipelined architecmre which launches and
completes a single instruction for every clock cycle. The instructions are executed in three distinct phases
corresponding to each of the pipeline stages where each phase is responsible for a different function.

The first instruction phase writes the instruction results of the last instruction to the destination operand,
modifies the program counter (Po), selects the address source for the instruction to fetch, then fetches the
instruction from the control shore. The fetched instruction is then stored in the instruction register at the end of
the clock cycle.

The processor instrument; reside in the on—chip control—store. which is implemented as a mixture of ROM and
Sram. 'Ihe ROM contains 1K instructions starting at address mm and aliases each 0x0400 locations
throughout the first 0x8000lof instruction space. The Srarrt (WCS) will hold up to 052000 instructions starting
at address OXSODO and aliasing each OXZOOO locations throughout. the last 038000 of instruction space. The
ROM and Sram are bath 49~bits wide acmuuting for hits [48:0] of the instruction microword. A separate
mapping ram provides hits [55:49] of the microword. (unpndcz) to allow replacement of faulty ROM based
instructions. The mapping ram has a configuration of 128x? which is insufiicient. to allow a separate map
address for each of the 1K ROM locations. To allow rte-mapping of the entire 1K ROM opaoe, the map ram
address lines are connected to the addrefi hits Fetch[9:3]. The result is that the ROM is remapped in blocks
of 8 contiguous locations.

 The second instruction phase decodes the instruction which was stored in the instruction register. It is at this
, point that the map address is checked for a non-zero value which will cause the decoder to force a Imp
: instruction to the map address. If a. non—zero value is detected then the decoder selects the source operands for

the Alu operation based on the values of the OpdASel, {Jde and A1110]: fields. These operands are then
3:: stured in the decode register at the end of the clock cycle. Operands may originate from File. Sram. or flip-

flop based registers. The second instruction phase is also where the results of the previous instruction are
written to the Sram,

The third instruction phase is when the actual Alu operation is performed. the test condition is selected and the
Stack push and pop are implemented. Results of the Alu operation are stored in the results register at the end

he. of the clock cycle.
{Li

s; Following is a block diagram which shuwe the hardware functions associated with each of the instruction
phases. Note that various fimcricns have been distributed across the three phases of the instruction execution in
order to the combinatorial delays within any given phase.
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INTEL Ex.1031.082

Cpu BLOCK-DIAGRAM

G FETCH Sm EBU
S‘I‘Ack Add:

Add! MASH Addr
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INTEL Ex.1031.083

Hll?':".-'Iitili]!
til

.rii.liftin"iiiii'lil'm

INSTRUCTION SET

The micro-instructions are divided into six types according to the program control directive. The micro-
iustructiou is further divided into sub-fields for which the definitions are dependent upon the instruction type.
The six instruction types are listed below.

WW

mmmmmmmrm
d'cr: DbDDGOOOO ObDO. Alqu. Wei. Opals-1. Tits-1. Lit-Ill
coup oboooonoo Dbnl. Hoop. opens—1. OdeSel. l'lgSOL. LittoraI
d": ODOOOUDOO Dle. Mum. mil. MEI}. 719381.. Littoral
ne- flbOOODOOO Dbll. Allfip. Dpthnl, opens-1. Dth, Literal
Itxt: 0130000000 Obll. um. Wet. 0943801. Y19391. Littoral
I“I, “PM! OM. 0W. 013W. 013mm. um, ohm

All instructions include the A111 operation (Mqu). operand “A” select (OpdASel), operand "B" select
(OdeSel) and Literal fields. Other field usage depends upon the instruction type.

The “jump condition Code“ (Jet) instruction causes the program counter to be altered if the condition selected
by the “test select“ (TstSel) field is asserted The new program counter (Po) value is loaded from either the
Literal field or the Alth as described in the following section and the Literal field may be used as a source
for the Alu or the ram address it‘ the new PE value is somcedhy the Mn.

The “jump” (Jmp) instruction causes the program 0011:1er to be altered unconditionally. The new program
counter (Pc) value is loaded from either the L'rtenl field or the AluOut as described in the following section.
The formatallowsinstruction bits 23:16tobeusedto perfonnaflngoperatiooand the‘ljteml fieldmaybe
usedasasource fortheAluortherzmaddressifthenewPevalueinsourced by the Alu.

The “jump subroutine“ (Jsr) instruction causes the program counter to be altered unconditionally. The new
program counter (Po) value is loaded From either the Literal field or the Alth as described in the follWing
section, The old program counter value is storedon the top location of the Pc-Stack which is implemented as a
LIFO memory. The format allows instruction bits 23:16 to he used to perform a flag operation and the Literal
field my be used as a source for the Mu or the ram address if the new Pl: value is sourced by the Alu.

The "Nat" (Nxt) imuuction causes the program counter to increment. The format allows instruction bits
23:16 to be used to perform a flag operation and the Literal field may be used as a. source for the Alu or the
ram address.

The "renrrn From subroutine“ (Rte) instruction is aspecial form of theNxt instruction in which the “flag
operation" (FlgSel) field is set to e value of thf. The current Pt: value is replaced with the last value Stored in
the stack. The Literal field may be used as a souroe for the Alu or the ram address.

The Map instruction is provided to allow replacet of instructiom which have been stored in ROM and is
implemented any time the 'map enable" (MapEu) bit has been set and the content of the “map address”
MapAddr) field is non-mo. The instruction decoder forces a jump instruction with the Mu operatiOn and
destination fields set to pass the Mopl'tddr field to the program control block.

The program control is determined by a combination of Pngtrl. DstOpd. FlgSel and TstSel. The behavior
of the program control is defined with the following “(S-like“ description.

Provisional Pet. App. ofAlacritech. Inc. 79
Inventors Laurence B. Boucher et al.

Exprfis Mail Label # EH756230105U3

 

ALA00138465

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 083



INTEL Ex.1031.084

else

else

EF‘fiin
2;
5‘;

5: elseEB9%
asa
ad
5

;i
fig
#-t
=5": e1 sea
{Jail
33

else

fire-map inatr

liconditianal jump

“jump

Hjump subroutine.

[freturn subroutine

{Icontinue

W

if (Hapzn & [Haplddr En Db0000000))(
stuckc u Stackc;
Stacks - Stacks;
Stackh - stacka;

Inscrde - 0119000 | Pcl2:0] I made << 3:;
Pc - Inubrfiddr + (Exacuta & -Dngd);

Patch . Dbgnd ? nbgmdrtinstraddr;
Dhgadflr - Dbgnddr + laxacute & Dbgfld];}

if {marl —- Jcc}{
sucks - snake.-
Stnckfl - Shanta;
Stackl - Stackh:

Instr-Mid: : -Tlmlt501 ? Pc: (unnatuch 7' Alumni-natal.-
P: - Instrldd: + {Execute a -Dbgflfl)

Fetch - Dbgud ? DbglddraInscrnddr:
nbgma: - 1315th + (Exacute a nbgum ;}

1t (Pgmcttl -- up”
annexe - snake;
stackn - Stackn;
stacfl - emu;

Inatmdd: = (Mun-t == Pa) ? unautmitanl;
Pc - Instrjddr + (Execute E -Dbgfld)

Patch - Dbgfld ? Dhgnddrllnstrnfldr;
nbgnddr - Dbgndfir + (Execute & Dhgfld);}

iE (Pgmctrl -- Jnr){
stack: - sucks,-
stack: = Stackn;
stackh - Pa;

Inatmddr = (Mung: -- Pa) ? alumnutual;
Pi: = nun-Add: o (Execute & ~Dbg‘ltd)

Fatah - Dngd ? nhgmdnrnntnddr;
Dbgafldr = Dhgnddr + (Execute & Dhgfldl;}

if [919501 ll Rtsl{
Insernddz 2 Shaukfi;

Sascha n stackB;
Stacks - stacks;
Stackc - EIIVOB;

Dc 1 Inltrnddz + (lxncutn & -nbgun|
Patch - Dhgfln ? Dbglddr:1natrnddr:

pbg§ddr a nhgnnd: + (Exncutn a Dbgfld1;]

l
Inster = Pu,-

Stlckl a Stash;
StuckB - Staukn;
Stuck: - Stackc:

Pc - Inacrhddx + (Ixecutc & -Dngd)
Fetch - Dbgfld ? Dbgaddrllnatraddz;

nhgma: = Dbgadd: + (Execute a nbgum ;}
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INTEL Ex.1031.085

WIRES

mg: MELON—H

01300000 A 7 EL 92 -[1 << EH; Hbit clear
C-D;V— (B a.- 32) ?1-,D;

01300001 1 = {A E B); .Hlogical and
c = O.- V I 0;

ubooolo ll - [Litatll a. a),- fflogical and
C = 0: V = 0:

UbOOOll A = (—Linrnl E B]; [flogical and nut
C = O; V - 0:

01:00:00 A - (A. i (1 (4 El): Hhit sat
CED:V-(B>=32} ?1:0:

 

01300101. A = (A | B},- Hlogical or
C = 0: V = 0;

01:00:40 A = (Liter-J. | B); fflogical or
c . o; v . o;

cboonl a = (-Litonl | m; {magical or not
E c = 0: V I 0;

ii 01301000 for (i=31; i>=0; in) if Bli] continue,- ki; Hpricrity em:j.“ c-o;v.(n)?u=1;

: 0b01001 A t (A “ B); Illogical xor
c z o; v - o.-

ubululo A. = [{Linul} ‘ B}; lllogical xor
E C x O; V = 0;

01301011 A = ([-L11:er31} " BJ; {Magical xor not5;.- c - u,- v w n,-

01301100 A = a,- Humec a o; v = 0;

manual :1. a 3:31:24] " 3|23=1sl “ 3(15:DBI " B£u7:001;/Ihash
C - 0: V - 0;

aboulu a - {B[23:16|.Bl31:24]13[07:00].B[15:081}; l/swap bytes
c . o; v . o,-

0b01111 A = {BL15:001. 3131:1511; l/Swap doublets
c u o; v . o,-
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INTEL Ex.1031.086

Elm

  

05310000

02310001

01110010

01310011

0010100

0010101

0010110

0010111

F:
H 0b11000w

3;:
DbllDUl

1;;- 0b11010
*5

.5 01:11011

5; 01311100
".3;5;:

‘2 01311101

01311110

Dblllll

 

 
I

A: (Ad-B);
C- (l+B)[32l;V-U;

in: (A+B+C);
C=(A+B+¢Jl32]:v=0:

1- (Liberal + 3}:
cu [Literal +BH32]; V=G1

1=c-1.100:01 +3);
I'.‘ w (-Litua]. + a) [32]; v = 0;

A: (A-B);
C {A—B][32];V=0;

A: {A—B--CJ£
C:(A-B--C)[32]JV=05

a- (-34-5);
c. (-A+B)[32];V=O:

A=(-A+B--—C}:
C- (“hi-B- -C}[32]:V=D:

A: [A (C B);
c M31]; 1: = 15 a: 32) ? 0:1;

A n (5 << Literal);
C - Bull; V = {Literal >= 32) ? 0:1;

A- (:B -=< 1}:
Cl Bl311;v=u:

:1: (1-33;
ca (h-B)[321:V=U:

R: (A p) B];
C I AID]: V = [3 >= 32} ? 1:0;

A : {13 >> Literal);
C MCI]; V = (Literal >= 32) '.’ 1:0,-

A: [3551):
C AID];V:U;

n= {B-A);
c- {B-Ml32];v=0:
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1']de constant

1 {Hub constant

{fan}: 3

jfsuh 3, barrel:

[/30]: A

H'sub A. berm

f/shifr. let: A

fluhift left I

Hahiit left a

f [compare

Nanift right A

fishift right '5

Habit: right 3

Hccmpare
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INTEL Ex.1031.087

‘53!

“5.5T[Eii

iii]13'"'Finiii
it".iii-ii'i'

MW

Oboooflaaaaa F116

onuo o laaaaa opunag

abooimxxx marred

abomooooxx Cptlslatfls

0130100001“ mod

0b0100010¥x Pt

onoiooonxx nomad:-

Obfllflfllmx rater-veil

013010100000

rilwtopasunml | rileBaseJ;
Allows paged acces to any part: of the register file.

r11¢a{2'h11, EpuId. Updsnlitmn;
Allows direct: access to Cpir specific registers.

Rmervul for frrrurr: expansion.

013000O0000DOOOOBHDOOODOODOOODOOOCC

This is a rad-only register providing information about the Cpu executing
(OpdSelllm'J) cycles afier the cannot cycle. “CC' represents a value
indicating the Cpu. Currently. only Could values of 0. 1 and 2 are rammed.
'1!" represents the current sure of Eli, 'D“ indicates Dthd and “It”
indicates BigMd. Writing this register has m effect.

Rescued for future expansion

0x0 000%
Writing to this address causes the program control logic to use Alqu as the
new Pr: value in the event of 3 Jim). Joe or Jsr histmctionfor the Cpu
executing during the cannot cycle. Ifilre current instruction is Nn, Mp, or
Rm. flieregisoer wrirehos noeffect. Readingthisreajeter retumsrlie valuein
Pt for the con executing (Oilfielflzm) I:de alter lho mirror! cycle.

DXDDOUAm
Writing Inthis registeraltersth: mmoflhedehug Iddras register
mbgAddl') fur the Cpu awning (Wllfll) cycles afier the ailment
cycle. WM:- providos the fetch address for the control—store when
Me] has beau selectedand the Cpu isexemrting. Dthrldr is also used
as the normal-store Iddmss when performing a WrWosQDbgAdtlr or
RdWcsfl'DbgAddr operation. “D” represents hit 31 ofthe resign. It is a gem]
purpose flag that Le used for event indication during simulation. Radio; this
register returns a value ofOJdIlODDmO.

Rwervod for fume expansion.

RalnAddr l0b1CCC. 0x000. Dbl, AAAA}
W = AlIlOIllllS] '2 Alli)th 1W):
PrevCC w AluOrll.[31] ? CCC : AIIICC;

A mdimire register. When reading this register. the Mu condition codes from the previous
immrction are returned together with W.

1115— 113!“— Milli—11w“31 Mm 1.
3:) Part PreVious Mu Carry.
29 I’er Previous Mu Overflow.
28 M Previous Mu Zero.
21:16 Always 0.
:5 Always 1.
14:0 Ramdrlr Cm of LBS! Snm address used.

When writing this register. if niu__uur[31] is set. the previous condition codes will be overwritten with
hits 30:28 of AluOul. 1f AluOutflSl is set. hits 14:0 will he written to the Mark. H Alum! [l 5]
is ml let. bits 14:0 will be ornd with the contents ofthe Marx and written to lhe Wade.
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INTEL Ex.1031.088

Li'sp;i1!
t“.__.a

c...
L49—,
Ear.F.z
E

3*
l:9:
,2:

 

$121531:— W

0bn10100001 AddrRegA DxDOODAm
AddrRegA : AluOut;

A readr'write operand which funds AddrkegA used to provide the address for read and write
operations.

When AddrRegAIlS] is set. the mntflmrt will he prmcrfled directly to the ram. When AddrRegAfls] is
reset, drewnlenlswill firstbeored with the eontentsoftheRamBaseregistcrbefmcpmsentation tothe

ram. Writing to this register takes priority over Literal loads using F1301). Reading lhis—‘regimer returns
the current value of the register.

Obelotoootu AddrRegB axoonortm
AddrRegn = AluOut:

A readiwrite operand which loads AddrllegB used to provide the address for read and write
uperations.

When AddrRegBflS] is set. the nutrients will be presented directly to the ram. When AddrRegBflS] is
reset, the contents will first he died with the contents of the Ramflase register before presentation tothe

ram. Writing in this register takes priority over Literal loads using F1301). Reading this register returns
the curretu value of the register.

013010100011 AddrRegAh DxOODOMAA
AddrkefiA : AhtOul; AddrReg]! : AluOul;

A destinatienortlynperandwltieh loadrAddrllegB and AddrRegA used to pmidetheaddress forread
and write operations Writing to this regiser takes priority over Literal loads using F1301). Herding this
register returns the value 0mm.

013010100100 Wise OXOOODAMA
RaniBase = “MOM;

A readr'write register which provides the base address for ram read and write cycles. W'hen
RamAddr[15]is set, ll'le commits will not be used. When anAdrlrflS] is met, the cements will first
be met! wlrh the contents ofthe Bandits: register Defer-e presentation to the ram. Reading Ihjr. register
returns the value for the current Cpl).

obutulooltu FileBase ohunuooununnnunuuanunnounm
Funnier: - AlllOtIl;
FileAddr = ONSeIISJ '.' OpdSeI:(OpdSel + FtleBase)‘.

A mdrwme register which provides tin base address for file read and write cycles. When OpdeIS]is
set, lhemntmlswill rtotheusedmepdSelwill be presenteddirecuytntheaddress line-softhe file.
When 0pdSel[8] is reset, the mutants will first be cred with the centers: oftlie Fueane register
before presentation to the file. Reading this register returns the value for the current Cpu.

013010100110 InstrRIgL UxIIIIIIII
This is a read-only register which returns the contents of lns‘eregBltlJ}. Writing to this register has noeffect.

0b010100111 lnstrRflgH OKOOIIIIII
This is a readonly register which returns the contents of lnstrlleg[55:32]. Writing to this register hasIn
effect.

Provisional Pat. App. of Macriteeh. Inc. 84
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INTEL Ex.1031.089

fl

HEW-.3i

milflirt:"iil'if}TC“'IE4:[11H13'E

 

mm:
013010101000

DbDlDlDlOGl

ObDIOIDIDID

0b010101011

013010101100

W

Minus] and f f f E E f f

This is a readvunly register which supplies a value Oxffi‘fffi’fu Writing to this
register has no effect.

FreeTime A free-running timer with a resolution of 1.00 micrometer-Ids and a maximum count
of'H animus. This timer is cleared during mt.

Literal]. rum-115:0]
A mdoanly register. Writing to this regiser Ins no effect

11mm Inst-[15:0] < <16:
A readonly register. Writing in this register has no effect

Mamas-WritingmmisuddressluadsflmAluOutdata irtrothehthalaregisterfuluse
during Mat: operations. The Mar: operation. resulting from writing to the M2101) regista,
fluent-Li the defirlitian of the Maan register nutrients as follows.

Mafia W
Maw ammonium

Mmirmumdfitrmeflopblopmflon.

WrMcffl hml. md. fwd. cm, l'tlld, hm], Imam. nope, pallen, [my]. stdllfl, iw1[6:01.
infilfil]. mam.
Loads axMIgtep‘suwithutecommuotmeWrem.Rcfu IoISILngic’s
MiroanrmmMa-aw fordeuiled definition-n afthese mu.

WrMmg ohxmxmxxxmmuouucsssssssssss
Land: magma) lure the Mac's random number W.

Ram GWPDPW
Reade Will] of WWI.

WrPlu' OhmRRRWPPPFDDDDDDDDDDDDDDDD
Writes M10! phyl'P] with MuDatuflfirfl].

Reading this register returns Mum] of Mad] which curtains pity status data returned to Ihe
Mac a! lhe comple of: 11de mmrrland. This data is invalid while May is met-Ind
as nresult of: RdPhy command. Refer tome appropriate phy technical manual fur a '
definition ofthe pity register contents.

Provisional Pat. App. of Alacritech. Inc. 85Inventors Laurence B. Boucher el al.
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INTEL Ex.1031.090

EC1:153E}[ii

fififih'i:[3If"it?»fl
M

iii.

H‘Q'IENWB

MEL—W

011010101101

013020161110

013010301110

0b010101111

MacOp - A write only Ingistnr. Writing to this addxess loads Ilse Mensa register and suRLs
mum of Ihe speciwa opmtion as follows.

M W
{imam m-mmmoiamopformm.TkmmtwmfuerBsymbe

WWWWMMMMMJW.
om1m WrM-WfimhmofmumihamgmmomheflflTheuser

mmfurmmhmbflnnmmmmmm
mmofm.

omzm WtMmg-delh muanacDmmihn-aed rcymnfmacml. 'I‘hemermnsl
mmMmuWWmmmflmmmmarm.

axmxxaxu Ram-Ruminmmofmgmmrphilflnnhhmmhisofmm.
flammath mummmuuhammm.

omnim WrPhy -Wrix:smeonnmms «Wismwmruglm ul‘ phny] onmnMIi
mmfimflfl.mmmluflhflmmhmhflonm
MMDIdnngjmdzmmxomeflm.

nmam WrAddrAL-Wfim the mus ofmum] no MarAddrAusm] for Maw].
omsm WrAiHrAH - Wrilcs Ibewmn of wanting mam-“47:16] for Miami.
OW WrAddrBL-Wrinu naming-in gimme] mmmmuzoi ion-mm).
0mm “Him-BE -Wrii:s iii: comm: orMaLDaiaulcoj l0 Hummus] for Mum.

ChCmd Awriu-uuiymgisu.

31:]! manna Dmnwdmmflmebiufligmmd.
1&8 command o-smmmormmmmmmmmavcm

i-I‘rmfei'daiafl‘omBuMcmexa-lm.
z—mmmmmmhm.
J-Mfwdaufimfixiflmlnki.
LT‘ramferthmflomSnmmEan
S-TnnsferdaiafmmMemtoSwn.
G—Transkrdlufirumkiwsm.
T-Mfirdlmfi-nermeci.
Dahwfinmmmbin‘sigmred.
mummth finiherhamflcumnmfl.

07:05 [served
041W Chili

ChEmL

Luann.— MIMI—W

A read-only registcr.

31:00 (2th Eachbiircprcsemsmcdumflngfmunrcspocuvudmamnncl.m
bits are set by: dma aequzmer upon compliedanol‘lhecmw
mmmand. Cleared valentine. promr wrtlcs 0 to Wmnfipondiug
Ch'Cmd register.

GenEvm A mid-orig! register.

im_nnm_. Malibu—fl.”—31 PdeEvnt Indicates that a PC] initiator is ancmpling to read 3 ppm. register.
30 PuWrEvnt Indian-:5 [hat a PC] inhiator has posted. a writ: to a gym. register.
29 Tingmt An event which occurs once every 2.00 milliwwnda.
23:00 mad Rearmed for fmur: use.

Provisional Pat. App. of Mauritach. Inc. 86Invcnmrs lawman B. Benelux cl 31.
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INTEL Ex.1031.091

013010110000 QCtr-l Awrirn-mly registerllsedwselmandmlniprflalelQ.

1m_ WHEEL—W.
31:11 reserved Data wrlnenmnhcsebilsareigmred.
10:3 Q8: Usedonlyaur-ingluilQopcr-afinmrospecilylhesizcome QdeinDram,

rkmmummllm).
G-Qrmdfiflil‘ulfiiium’inmdfl).
5 Quake-chitin“ mama].

Quadraka cnlr'uflfiKB).
0002:0430:sz magmas).
mmhm mulls).
Queuedepdlisfilz mil-Jails).

U deepch'efidem‘uflfll
7:5 (10;: Spuzifiearbcquemapemlonropcrfom.

3-0m Dinbiunllqnwes,
G-EIIQ Enlbluallqmcues.
3-00m; qummmmmmm
d-MdeDmmMQBdIWrHIMWMQHMW.
J—RdQ Rummaqlanmh'yhregintrQM.
2-md Reserved.NOHnbeused.
l—lrrth sameqnmmmmmmyarflhilifliuaqfi.
0—5112 sammequwbcumemmquD-u.

Hum:- illlll

4:0 (211! Spwifies lb: [were on which to perform all npentimrs m Dth or EnQ.
-N

013010110001 (111m A readlwrile register. Writing this register will rcsulr in the data being pushed on m
the selected queue. Reading this register [clam qutuc data popped off during :11:115 previous RdQ opal-mien.

5‘:
a; .
{E 013010110010 named Reserved fur future cxpensm

013010110011 Xchtrl Amine-only regismerusedroemble Incl disableMar: 0111511111 and taxi-re
f I sub-channels.

33‘ 1111... m1 mm_________.______
fig; 31:09 reservetl meriflmmflmehisareignmbd.
; 3 mall]: thnser,iudicaumrheMacmmirorrmasequcncerdmflembchum  
 

contains a transmit or receive descriptor.
117105 reserved Dara wrim ID dues: bits is ignored.
[)4 RevCh Selects a Mac receive subchaunel when set. Salem: 0 Ms: mmnir subclm'mel

when
cleared.

03 reserved Dari wfinen 10 this bit are ignored.
0B SubCh Selects subchznnel Bwhensetor Awhenreser.
01:00 Mach] Provides the Mar. munber for 111: subchmcl cmblc I111.

013010110100 1.111 flxOOOOODOA

A reade-rile operand ind'mlling which of 113: 16 mum is least recently used. When
Reading‘nrisregiswrme least reuemlymnlmyismmrmd, after which‘uis
automatically made 111: most recently Iliad Gilly. This register should only be read
in mnjuncfiun with a 'Movc‘ nperntion ofrhe ALU. else 1115 results are
unpredictable. Writing 10 this register form Lb: Messed carry 10 become in: 1am
recently used entry.

013010110101 Mn 0x00000003

A wnre only upennd forcing the addressed entry we became rhc rum-r receme med
marry.
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INTEL Ex.1031.092

abomnmco QIany A mad-only register oomprising QHd n01 mu flags for each offllc 32 queues.

 

013010111901 QOuthy A read-only regismr mprisiug QT! not empty flags for each arm: 32 anew—Is.

013010111010 QEmpty A rad-only negistcr comprising Qflmpty flag: for cash of the 32 qucuns‘

0b010111011 QFhll A read-only register comprising 01M] flags for each of 1h: 31 quales‘

ohomnnxx med Reserved formnueexpamion.

abouoxmx Constanls {about}, Oprlsellq : a] }

012011101331: [finned stened for futute mansion.

if:

'24-m

5”!g;

Q
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INTEL Ex.1031.093

92:15:11.: mm

obounxxxx W

M W
0 amp

mm - humid: + (mall-.011:

W
don‘t trauma!
transposa byte:

m
quadlet
triplet
doublet
byte

WNP—‘OEwagH
mm

cntllln trans- by“ Erin
Ml. Jul. 91:: m: 11-3 11:1 “:1! us!little 0 0 Iliad ubcd dbcd 009d 000d
little I) 1 uhcx trap 01113:: Bob: DDDc

q, 1 ittle u 2 ahxx trap trap Ma]: 0001:
7‘1“ little 0 3 mm trap trap trap 000a
Ii; little 1 0 shed. d.ch Odd: ODdc 000d

little 1 1 m3 trap DOM HOOD DOUG;5 little 1 2 ahxx trap trip 00b: 0001':
:U little 1 3 am trap trip trap ocna
r=' BIG 0 o ahcd abcd oahc oaab oaua

BIG 0 l Xbcd. trap Ohcd Gabe 000!)
3 BIG 0 2 ECG. trap trap 00°C}. 00°C
‘:’ BIG 0 3 Wd trap trap trap 000d‘13} am 1 o ibcd dcha Och neb- nova
._ BIG 1 1 303ml trap Odd: Mich 0110]:

- BIG 1 2 xxad trap can code 00 0:
BIG 1 3 ma trap trap trap and

EF 
sadly.» trun— spa Lin
.8311. .22". m 9115. 9L!!! um. 9:13 2E1
little 0 Q abcd shed trap tx'l‘p trap
little 0 T mad -bad hod- trap trap
little 0 D xxm --ocl -cd~ can trap
little 0 a ma —--:l —-d- -d-- d---
little 1 Q nbcd dub- :xap trap trap
little 1 '1‘ xde «Zeb dch- crap trap
lit: 13 .1 D Hod "dc -dc- dc" trap
little 3. B We! ---d -*d- 7d7v 6r"
big 0 Q ade ath trap trap trap
big 0 ’1‘ Kde bcd- -bcd trap trap
big a I: mm 941— - -ccl- - -cd trap
big 0 B ma d“? I‘d-A --|‘l- ---d
big 1 Q abcd dcba trap trap trap
big 1 1' ma dcb— -dcb trap trip
big 1 n Kxcd dc-— -d:- - -dc trap
big .1. B mm d--- -d-- --d- ---d

Dhlaaaaaaaa 111.13 rumpus-1m: D] .-
AIIUws (fired. mplgud. access In the lap half of the tegislzt file.
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INTEL Ex.1031.094

WW

omooxxxxx Tst = Tatsall'i] " AluD’utlTBtSoleH Unlu bit

ohxnlooono Tut = TatSelfi] ‘ C [harry

uhxuluoom In = unwell-r] “ v ffarror

be0100010 1's: a Teflon?) ‘ 2. Hzazo

obxoxooou Tu: = ratsaltvl ‘ (z I ch {flan or equal

01230100100 rat a Ins-1U] " Pravc ffprevima carn-

obxomoml Ts: a 1:303:1[7] “ PraW Hpreviws error

ubxomnnu 'rat - 13:51:1[7] “ I'er Npruvious zero

obxuluunl Tat = Insulin " (Prev: .2 a] New new

0bx0101000 T5: = TIESeIU‘l “ 00pm: liqueue op okay

0hx0101001 Tat - reserved

obxowlom Ts: - reserved

nbxownlu: n: = reserved

obxonoxxx 1'" = TuSall’n ‘ mnfln {Immcwrrmvalmof
stSel[2:O]) -= l; {rummnmin

013x011le 1's: - Tatfiali'fl * wmmn filmmevaluc ofbouk.

be0Hum II: = renewed

onxlmcxxx TIC - reservedw'rT'inft“A”Wn-mw
 a? [1.35.9.1—

r:
a} oboooooaoa No opcntion.

she 00 0000 1 SelfRst Forces 3 self reset for the emit: chip excluding 1h: PCI configuration
regisncrs

ubooonoolo SelBigEnd Selects big-cndian mod: for ram accesses for lb: cum Cpu.

01300000011 SellJtEnd Selectsliule-emianmoflefurramamfmmecum Cpu.

obooooo 1 00 mm” Disable inch-union IE-mapping for the mum Cpu.

01300000101 EnhMap Enable inm-um‘un mmpping for the current Cpu.

OBOOODOIIX med

ODODGDlXXX mwed

Bhooo 1cm ClrLck Lockl'FlgSell'Zzflfi = D;
Clears the semaphore regime: 0'“ for the cutter: Cpu unly.

obnounm {carved

P‘mVisiunal Pal. Ag). of Alanfitcuh. Inc. 90
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INTEL Ex.1031.095

fi.fih“I't'1fi'lEiT?"'if»MEET-'13E!H“F!

 

OboflllXXXX

ObOIODODDD

ObDIODQDDl

ohnmnuom

ObOIDOOOII

DthDODlDU

DbDlUDUlXK

ODOLOOILOXX

ObOlOOIIH

DbOlOlODXX

ob010101xx

013010111410!

01301 1xxxxx

{Jle

@mw

 

Z’Htfl'il :(lert t RamBm):
? AddrREQA : {um-w 1 mm):
?Adflflni3:ohwflthIleBEfl;

Rkalr = anewm
RmAddr = Addrkeans]
ift‘OpdA - - mam
anMdr - was}

else mom = = ram)
M a Adm-mm ? Add:nt : (Adda-11233 | W};d2
3mm - Amwus; 7 “arm; (Ankh-m I Mm);

?Alu0n1 :(AlnDul } {Inn-.1331):

W
nun
Atler a wet-al.-
51¢:an a 1mm;
Addrflqgh u lflgrfl; Adlech I Limit

mute: thn specifying In: 3.1m: resistant for both 11': load and select fields, the current value ofthe
rcgifier. before it is loaded with the new value, wil! be used for the ram addrem.

resend

WerWDhg

WchsEong

RdchLflDhg

Westman

rescind

Step

I‘ch

DbgMd

Run

Causes the bits [31:0] ufthe controlistm: at addnm DbgAddr tn ht:
written wiLth: Curran Aluflut data.

Causes the hits [63:32] unit: annual-store at address Dthddr to be
written with the current AluUnt data then increments DbgAddr.

Cam the bin [3MB] of thc control—snot: at address DbgAddr In be
moved to fit: address Oxlff.

causes the hits [63:32] afthe comliswre at address Dbgmldr to be
moved to file address Oxlfi’then increments DbgAddr.

Allows the Cpu [FlgSalll :01) cycles after the curmnt cycle to cam a single
insLnluion. Thcrc is no cfi'cct if the Cpu is nol halted. Art ofisct UN) is not alluwcd.

Selncrs the P: L; the address source far the camel-store during
instnlctiau ffldfl fur the Cpu {FlgSalIhOD cycI afier Lh: current cynic.

Saws [he DbgAddr address register 1511:: addres source for the
natural-store during immion lechfi [or the Cpu (HgSelllzol)
cwflusafim'mccunmncydc

Halts m: Cpu WHEN) welcs afici- :11: col-rem cycle.

Clears Hall for the Cpu (FlgSelufll) cycles aficr the current cycle.
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INTEL Ex.1031.096

DATA FLOW

«ri‘l.f‘p‘i";"$7111?"film1333E];"II:1:31[I[.‘HE!
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INTEL Ex.1031.097

if.‘37-};"Th:71-"HT“'Emi]Fl1‘3“.35[IE31$3

BlflfilENlfi)

SRAM CONTROL SEQUENCER (SmmCtrl)

Sram is the nexus fordata movement within the INIC. A hierarchy of sequencers, working in concert,
accomplish the movement of data between dram. Sram. Cpu. eihemet and the Pci bus. Slave sequencers.
provided with stimulus from master sequencers, request data movement opaatione by way of the Sram. Pei
bus. Dram and Flash. The slave sequencers prioriLize, service and acknowledge the requests

The preceding block diagram shows all of the master and slave sequencers of the [MC product. Request
inflammation such as rt‘w. address. size. endian and alignment are rcprwented by each request line.
Acknowledge information to master sequencers include only the size of the transfer being acknowledged.

The following block diagram illustrates how data rmvemeut is accomplished for a Pci slave write to Dram.
Note that [he Psi (Pei slave in) module ftmetions as both a master sequenner. Psi sends a write request to the
SmtnOtrl module. Psi requests Xm- to mow data from Sram to dram. pr subsequmtbr sends 'a read request
to theSramCtrl modulelhen writfitbcdatatothedxamvln tthcu'lmndule. Aseachpieceofdatais moved
from the Sram to pr. pr- sends an acknowledge to the Psi module.

  
 
PCI BUS
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INTEL Ex.1031.098

SRAM CONTROL SEQUENCE)! (SramCtrl)

Add" . . . . . . MW
3W 0 . . . . . . Req N CW Cn-b'

Dill 0 Dan ‘N

\33MHZ m

Arbiter

V V

133MHz ,cu‘

Register

Sm

Partial Align

I

«(ifErain“in:E31i""iii1’le"iiiHHIE[1‘3
133MHz

Register

Partial Align

Ack

a?ML” Dun
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INTEL Ex.1031.099

The Sum control sequencer services requests to store to. or retrieve data from an Sram organized as 1024
locations by 123 bits (16KB). The sequencer operates at a frequency of 133MHz, allowing both a Cpu am
and a dma m to occur during a standard 66MB: Cpu wule. One 133MHz cycle is reserved for Cpu
messes during each 66MHz cycle while the remaining 133MHz cycle is reserved for dma accesses on a
prioritizEd basis.

The preceding block diagram shows the major functions of the Sram control sequencer. A slave sequencer
begins by asserting a request along with ri’w. ram address, endian. data path sine. data path alignment and
request size. SramCu-l priofifim the requests. The request parameters are then selected by a multiplexer
which feeds the parameters to the Sram via a register. The requester prOVides the Srnm address which when
coupled with the other parameters controls the input and output alignment. Srun: outputs are fed to the output
aligner via a register. Requests are acknowledged in parallel with the remroed data.

Following is a timing diagram depicting two ram accesses during a single 66MB: clock cycle.

M
CLOCK

ML

0x IOIOIOIEIOKOI

DMA

Gut ’

L_i LJ
 

.r‘:r3“t-am:"'iian13::1?“31It;m5;:
FOO—“l- mwam 7 row—m 5 omwl‘mm= Woman—um 1 i WWII-MID

! nmmnm. 1 “mu—mt... 5- “man...

2' Im-ri‘w-MI- E ermut-b mini-Inpu- m;fmdb
3, mam“; : $flfi?§$~ i $fi?&§ mum-3.1.2. gl' E ;uumomv-mo— I mmmramn- ‘ mmmr‘kh
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INTEL Ex.1031.100

EXTERNAL MEMORY CONTROL (Xctrl)

Xctrl provides the facility whereby pr. er. Mg and Ecctrl access external Flash and Drunxdrl
infliudes an arbiter. ilo registers. data multiplexem, address I'mfltiplexers and control multiplexersr Ownership
of the external memory interface is requested by each block and granted to each of the requesters by the
arbiter Function. Oneeowership has been grained Ihe mulfipiems select the address. data and control signals
frmn owner, anewng access to external memory.
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INTEL Ex.1031.101

EXTERNAL MEMORY READ SEQUENCER (er)

The no Seqnenmr acts Only as a slave smuemer. Servicing requests issued by master sequencers, the Krd
sequencer moves data from external sdram or flash to the Srarrt, via the Xctrl module, in blocks of 32 bytes
or tests. The name of the «tram requires find burst sizes for each of it's internal banks with rats precharge
intervals between each access. By selecting a burst size of 32 bytes for sdram reads and interlcavihg bank
accesscr on a 16 byte boundary, we can ensure that the ins prccharge interval for the first bankicsatisiied
before burst completion for the second bank, allowing us to rte—instruct the first bank and continue with
uninterrupted drain access. Sdrams require a consistent burst size be utilized each and every limCithc sdran-i is
accessed. For this reason, ifan sdt‘arn access does not begin or end on n 32 byte boundary. sdram bandwidth
will be reduced due to less than 31 bytes of data being transferred during the burst cycle.

The following block diagram depicts the mnior fimctional blocks of the Km sequencer. The first-step in
servicing a request to move data from sdram to Sram is the prioritization of the master sequencer requests.
Next the Kiwi sequencer takes a snapshot of the (tram read address and applies configuration htformation to
determine the correct bank. row and Column address to apply. Once sufficient data has been read. the Km
sequencer iswes a write request to the MGM sequencer which in turn sends an acknowledge to the Km
Sequencer. The er sequencer passes the admowledge along to the level two master with a size code
indicating how much data was written during the Sram cycle allowing the update of pointers andfcounters. "Ihe
dram read and Stem write cycles repeat until the original bunt request has been completed at which point the
Kid sequencer prioritize: any remaining requests in preparation for the next burst cycle.

E Contiguous dram burst cycles are not guaranteed to the Km sequencer as an algorithm is implemented which
E ensures highest priority to refresh cycles followed by limit accesses, dram writes then dram reads.L] t

Following is a timing diagram illustrating how data is read from sdram. The dram has been configured for a5: burst of four with a latency of two clock cycles. Bank A is first selectodlactivated followed by a read
command two clock cycles later. The bank aeloctlactivate for bank B is next issued as read data begins

** returning two clocks after the read command was issued to bank A. Two clock cycles before we need to
: i receive data from bank B we issue the read cmunmtd, Once all 16 hytts have been received from bank A we
: begin receiving data from bank B.
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INTEL Ex.1031.102

EXTERNAL MEMORY READ SEQUENCER 001!)

II To Requesm.l
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INTEL Ex.1031.103
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EXTERNAL MEMORY WRITE SEQUENCER (pr')

The pr sequencer is a slave sequencer. Servicing requests issued by master sequencers. the Km sequencer
moves data from Sram to the external sdram or flash, via the Xctrl module. in blocks of 32 bytesgor less while
accumdating a checkm of the data moved. The nature of the sdram requires fixed burst sizes for each of it's
internal battles with ras precharge intervals between each access. By selecting a burst size of 32 bytes for
sdIam writes and interleaving hank accesses on a 16 byte bonndary, we can ensure that the tits prechage
interval for the first bank is satisfied before burst completion for the second bank. allowing us to re-instruct
the first bank and continue with uninterrupted dram access. Sdmrm require a consistent, burst size be utilized
cachandeverytimethesdramisaccessed. Forthis reason,ifansdrarnaccessdoesnotbeginorendona32
byte boundary, sdrarn bmdw'idth will he reduced due to less than 32 bytes of data being transferred during the
burst cycle.

The following block diagram depicts the major functional blocks of the pr sequencer. The first stq) in
servicing a request to move data from Sram to sdram is the prioritization of the level two master requests.
Next the Km sequencer takes a Snapshot of the dram write address and applies configuration information to
determine the correct dram, bank. row and whom address to apply. The pr sequencer itmnediately issues a
read command to the 3mm to which the Srarn responds with both data and an acknowledge. The pr
sequencer passes the acknowledge to the level two master along with a size code indicating how mud: data
was read during the Smart cycle allowing the update of pointers and counters. Once sufficient data has been
read from Sram. the Km sequencer issues a write command to the dram starting the burst cycleartd
computing a checksum as the data flies by. The Sram read cycle rcpeals until the original burst request has
been completed at Mile!) point. the Km sequencer prioritizes any mam; requests in preparation for the
next burst cycle.

Contiguous dram burst cycles are not guaranteed to the Km sequenCer as an algorithm is implemented which
ensures highest priority to refresh cycles followed by flash accesses then dram writes.

Following is a timing diagram illustrating how data is written to sdram. The dram has been configured for a
burst of four with a latency of two clock cycles. Bank A is first selectedi’activated followed by a write
command two clock cycles later. The bank selectlautivate for bank B is next issued in preparation for issuing
the second write command. As soon as the first 16 byte burst to bank A completes we issue the
(:0de for bank B and begin supplying data.
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INTEL Ex.1031.104

EXTERNAL MEMORY WRITE SEQUENCER (pr)
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INTEL Ex.1031.105
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PCI MASTER-OUT SEQUENCE]! (Prue)

The Pmo sequencer act: only we a slave sequencer. Servicing requests issued by master sequencers. the Pmo
sequencer moves data from an Srarn based life to a Pci target, via the PeiMstriO module, in bursts of up to
256 bytes. The natureot'the PClbtutrlictates thenaeoftbewriteline commandmemreoptimalsystem
performance. The write line command requires that the Pmn sequencer be capable of transferring a whole
multiple (1X, 2X, 3X, ...) of caehe lines of which the size is set through the Pci configuration registers. To
accomplish this end. Pmo will automatically perform partial bursts until it has aligned the transfers on a cache
line boundary at which time it will begin usage of the write line command. The Srant fifo depth, of 256 bytes.
has been chase-rt in order to allow Pmo to accommodate catch: line sizes up to 123 bytes. Provided the cache
line size is less than 123 bytes. Ptnn will perform multiple, contiguous cache line bursts until it has exhausted
the supply of data.

Pmo receive? requests from two separate sources; the dram to Pei (Inn) module and the Sram to Pci (32p)
module. An operation first begins with prioritization of the requests where the 82p module is given highest
priority. Next, the Pine module takes a Snapshot of the Stem fifo address and uses this to generate read
requests for the SmmCtrl sequencer. The Pmo module then proceeds to arbitrate for ownership of the Pei bus
via the PeiMstrIO module. Once the Pom holding registers have sufficient data and Pei bus mastemhip has
been granted. the Polo module begins u'ansfcrring data to the Pei target. For each successful transfer. Penn
sends an aeknowloige and annoded size to the master sequencer. allow itto update it‘s internal pointers,
counters and stants. Once the Pei burst transaction has terminated. Pmo parks on the Pei but unless another
initiator has requested ownership. Pmo again prioritizes the incoming requests and repeats the process.
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INTEL Ex.1031.106

PCI MASTER-1N SEQUENCER (Pmi)

The Poll sequencer note only as a slave sequencer. Servicing requests issued by master sequencers. the Pmi
sequencer moves data from a Pei target to an Srarn based fifo. via the PciMstrIO module, in bursts of up to
256 bytes. The nature of the PCI but dictates the use of the read multiple command to ensure optimal system
performance. The read multiple command requires that the Paul sequencer be capable of transferring a cache
line or more of data. To accomplish this end. Pmi will automatically perform partial cache until it
has aligned the transfers on a cache line boundary at which lime it will begin usage of the read multiple
command. The Sram fife depth, oflfifi bytes, has been chosen in order to allow Pmi to accommodate cache
line sizes up to 123 bytes. Provided the cache line size is less than 123 mm. Pmi will perform uniltiple,
contiguous cache line bursts until it has filled the life.

Pmi receive requests from two separate sources; the Pei to drain (PM) module and the Pci to Start: (Pas)
module. An operation first begins with prioritization of the requests where the P25 module is given highest
priority. The Pmi module then proceeds to arbitrate for ownership of the Pei bus via the PdMnflO module.
Once the Pei hos mastership has been granted and the Phil holding registers have sufficient data. the Pmi
module begins transferring data to the Stem filo. For each successful transfer. Pmi sends an acknowledge and
encoded size to the master sequm. allowing it to update it's internal pointers, counters and more Once the
Pei hum oansacdou has terminated, Pml parks on the Pci but unless another initiator has requested
ownership. Pmi again prioritizes the incoming requests and repeats the process.
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INTEL Ex.1031.107

Dram TO PCI SEQUENCER (D2p)

The D2p sequencer and: is a master sequencer. Servicing channel requests issued by the Cpu, the D21)
soqumccr manages movement! of dala from dram to the Pci bus by issuing requests to both the Kid sequencer
and the Pain sequencer. Data transfer is accomplished using an Sram based fife through which data is staged.

112;. can receive requests from any of the processor's thiIty-two dma channels. Once a command request has
been deified. Dip fetches a dma descriptor from an Sram location dedicated to the requesting channel which
includes. Ihc dram address, Pci address, Pci radian and request size. Dipthen ‘mues a requst to the: D25
2aqu causing the Slam based fifo to fill with dram data. Once the fifth contains sufficient data for a Pei
mdon, Dis issues a request to Fun which in turn moves data from the fifo m a Pei mrger. The process
repeats until the entire request has been satisfied at which time D21: Wrim ending slams in [.0 the Sram dma
descriptor area and sets the channel done bit associated with that channel. D29 then mnilors the dim channels
for additional rcqunis. Following is an illustration showing the major blocks involved in the movement of data
from drain to Pci large].
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INTEL Ex.1031.108

Dram TO PCI SEQUENCER (Dlp)
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INTEL Ex.1031.109
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PC! T0 DRAM SEQUENCER (PM)

The PZd sequencer acts as both a slave sequencer and a master sequencer. Servicing Chantal requests issued
bythe Cpu, them sequencer managcsmovement ot'data from Pci bus tn dramby issuingrequejm toboth
the Km sequencer and the Pm! sequencer. Data tramfer is accomplished using an Sram based fifo through
which data is staged.

Rd can receive requests from any of the processor's thirty-two drna channels. One: a command request has
been detected, m. operating as a slave sequencer. fetches a tin-tn descriptor fmm an Sram location dedicated
to the requesting channel which includes the drum address. Pei address. Pei endian and request size. P2d then
issues a request to Pmo which in mm moves data from the Pei target to the Bram fifu. Next, PM issues a
request to the X9? seqqu cruising the 3mm based fito contents to be wrium to the drum. The process
repeats until the entire request has been satisfied at which IJme PM writes ending status in to the firm dma
descriptor area and. sets the channel done hil minted wilh that channel. PM then unnitots the dma manuals
for additional requests. Following is an illustration showing the major blocks involved in the movement of data
from a Pci target In dram.

 

1Prm'isiunal Pat. App. of Maeritech. Inc.
Inventors Laurence B. Buncher el al.

Express Mail Laheli!‘ BMSGZBOIOSUS

Blflglfilwacnuu

05

ALA00138491

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 109



INTEL Ex.1031.110
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INTEL Ex.1031.111
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SRAM TO PCI SEQUENCER ($213)

The 82p sequencer acts as born a slave sequemer and a master sequencer. Servicing channel requests Ilfiufid
by me Cpu, the 32p sequencer mnages rmvemenr of data from Srarn in the Pci bus by issuing requesB to the
Pmosequencer

521) can receive requests frnm any of [he pmr's thirty-tum dma channels. Once a command request has
been dcwcted. 511:. operating as a slave sequencer. fetches a dam descriptor from an Slam iocalion dedicated
to the requesting channel which includes [he Sram address. Pci address, Pei endian and request size. Sip their
issues a. request to Prm which in turn mnves data from (he Sram to a Pci target. The process repeats until the
entire request has been satisfied at which time 52p writes ending status in to Ihe Stan: Elma descripmr area and
sets the channel done bit assoeimed wirh rhar channel. 32p then monitors the (iron channels fur additional
requests. Following is an illustration showing the major blocks involved in ihe movement of dam from Sram In
Pci target.
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INTEL Ex.1031.112

' ‘ SRAM'I‘OPCISEQUENCER(SZp)
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INTEL Ex.1031.113

PC] T0 SRAM SEQUENCER (P25)

The 1’23 sequencer acts as both a slave sequencer and a master scqunnmr. Slamming channel requests issued by
the Cpu. the P25 sequencer manages mvemem of data from Phi bus to Sram by issuing requests to the Pauli
sequencer.

P23 can receive requests from any of the processor's thirty-Mom channels. Once a comrmnd requt has
been dctcctctl, P25. operating as a slave sequencer. fetches 3 dm descriptor fturn an Stem location dedicated
to the requesting channel which includes the firm address, Pd addrcss, Pct cudisn and rectth size. P25 than
Man a requwl to Paw which in turn moves dale from the Poi target to the Sraln. The process repeats until
the entire request has bean satisfied at which time P25 writes ending status in to the lime descriptor arcs of
Stan: and sets the channel none bit associated with that channel. P23 then monitors the time channels for
additional requests. Following is an illustration showing the major blocks involved in the movement of data
from a Pei target to dram.
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INTEL Ex.1031.114

PCI T0 SRAM SEQUENCER (1’25)
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INTEL Ex.1031.115

DRAM TO SRAM SEQUENCER (D28)

The 132s sequencer acts as both a slave sequencer and a master Sequencer. Servicing channel requests issued
by the Cpu, the ills sequencer manages movement or data from drum to Sram by issuing requests to Lhe Int
sequencer.

D15 can receive requests from any of the precesecr's thirty‘two dma channels. Once a command request has
been detected. DIS. operating as a slave sequencer. fetches a dma descriptor from an Srarn location dedicated
to the requesting channel which includes the dram address, Sram address and request size. D25 then issues a
request to the Xl'd sequencer causing the transfer of data to the Sram. The process repeats mm] the entire
request has been satisfied at which time D25 writes ending mm in to the Sraru dnia descriptor area. and sets
the channel done bit associated with that channel. D23 then monitors the dim channels for additional requests.
Following is an illustration showing the major blocks involved in the movement of data from dram to Siam.
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INTEL Ex.1031.116

DRAM T0 SRAM SEQUENCER (92s)
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INTEL Ex.1031.117

SRAM T0 DRAM SEQUENCER (52d)

The 52d sequencer acts as bath a slave sequencer and a master sequencer. Setvicing channel requests issued
by the Cpu, the 82d sequencer manages movement of data from Stain to dram by issuing requests to the Km
sequencer.

82d can receive requests from any of the procesmr‘s thirty—two drna channels. Once a command request has
been detected. 82d, operating as a slave sequencer. fetches a dma descriptor from an Sram locatibn dedicated
to the requesting channel which includes the dram address. Srnrri address, checksum reset and request size.
82d then issues a request to the KmWcausing the transfer of data to the dram. The proviess repeats
until the entire request has been satisfied at which time fid writes ending status in to the Stem dma descn'ptcr
area and sets the channel done hit minted with that channel. 82d then munilms the dam channels for
additional requests. Following is an illustration showing the major blocks involved in the movement of data
from Siam to firm.
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INTEL Ex.1031.118

SRAM T0 DRAM SEQUENCER (52d)
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INTEL Ex.1031.119
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PC! SLAVE INPUT SEQUENCER (Psi)

The Psi sequcer acts as both a slave sequencer and a masier sequencer. Servicing muesli; issued by a Poi
master, the Psi sequencer manages movement of data from Pei bus to Stun and Pei bus to dram via Bram by
issuing requests to the Sraan-i and KM sequencers.

Psi manages write requests to configuration space, expansion mm, dram. Sram and memory unwed registers.
Psi Separates these Pei bus operations in to two categories with different action taken for each. Di'am accesses
result in Psi generating write request to In Stain buffer followed with a write request to the prisequencer.
Subsequent write or read dram operations are retry terminated until the buffer has been emptied. 'An event
notifiertu'on is set for the processor allowing message passing to occur through dram space.

All other Pci write transactions ml: in Psi posting the write information including Pei Andras. Pei byte
marks and Pei data to a reserved location in Sratn. then setting an event flag which me event procenor
monitors. Subsequent writes or reads of configuration, expansion tom, Sram or registers are terminated with
retry until the processor clears the event flag. This allows the INIC it) keep pipeliriing levels to a- minimmn fur
the posted write and give the processor ample time to modify data for subsequent Pei read operations.

The following diagram depicts the sequence of events when Psi is the target of a Pci write Operation. Note that
events 4 thmugh 7 Occur only when the write operation targets the dram.
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INTEL Ex.1031.120
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PCI SLAVE OUTPUT SEQUENCER (P90)

The Pen sequencer acts as bath a slave sequencer and a master sequeneer. Servicing requests issued by n Poi
master. the Pen sequencer manages movement of data to Pei bus form Sram and to Pei bus from dram via
Start: by issuing requests to the SramCtrt and KM sequencers.

Pso manages read requests to configuration space. expansion ram. dram. Sram and memory registers.
Pea separates these Pct bus operations in to two categories with different action taken for each. Dram accesSes
result in Pso generating read request to the X11! sequencer followed with a. read request to 5mm buffer.
Subsequent write or read dram operations are retry terminated until the buffer has been emptied.

All. other Pei read transactions result in Pet: posting the read request information including Pei address and Pei
byte marks to a reserved location in 5mm. then setting an event flag which the avatar processor monitors.
Subsequent writes or reads of configuration, expansion rum, Snun or registers are terminated with retry until
the processor clears the event flag. This allows the INIC to use a mierocoded response mechanism to return
data for the request. The procusur decodes the request information. formulates or fetches the requested data
and stores it in Srum then clears the event flag allowing Fee to fetch thedata and return it on the Pci bus.

The following diagram depicts the seun of events when P50 is the target of a Pet read operation.

EVENT NOTIFY
EVENT CLEAR

PCI BUS 
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INTEL Ex.1031.121

FRAME RECEIVE SEQUENCER (Rch)

The receive sequencer (Rcvsleq) analyzes and manages incoming packets. stores the result in dram
buffers. then notifies the processor through the receive queue (Reva) mechanism. The process begins
when a buffer descriptor is available at the output of the Fred}. RovSeq issues a request to the 0mg
which responds by supplying the bufier descriptor to RovSeq. RavSeq then waits for a receive packet.
The Mc. network. transport and session inionnation is analyzed as each byte is received and stored
in the assembly register (Asay'Reg). When four bytes of information is available, RcvSeq requests a
write of the data to the Bram. When sufficient data has been stored In the Siam based receive fifo. e
dram write request is Issued to Kim. The prooess continues until the entire packet has been received
at which point RovSeq stores the results of the packet analysis in the beglnntn of the dram buffer.
Once the buffer and status have both been stored, RcvSeq issues a write-queue request to (Amy.
0mg responds by storing a butter descriptor provided by RcvSeq. The prooess then repeats. If
RcvSeq detects the arrival of a packet before a free buffer is evafleble, it ignores the packet and sets
the FrameLost status bit for the next received buffer,

The following diagram depicts the sequence of events for successful reception of a packet followed by
a definition of the receive buffer and the butter descriptor s5 stored on the Rch.
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INTEL Ex.1031.122

FRAME RECEIVE SEQUENCER (Rch)
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INTEL Ex.1031.123

RECEIVE BUFFER DESCRIPTOR

mowing: WW“
31:30 reserved

29:28 size A copy of the bits in the FreeBuleer.
27:00 address Represents the last address +1 to which frame data was transferred. The address

wraps around at the boundary dictated by the 3 bits. This can be used to determine
the size of the frame received.

RECEIVE BUFFER FORMAT

FRAME Status A OFFSET OxOOOO:Ox0003

31 attention Indicates one or more of the following: Compofitelth'r. llpDn. !MaeAaDet 8L
lMacBDet, lpMest. Ichst. lethernet & !802.3Snap, Elpd. chp .

3D CompositeEa-r Set when any of the error bits of ErrStntns are set or if frame processing stops
while receiving 3 Tap or Udp header.

29 CtrIFrame A control frame was received at our unleast or special MltCsL address.
I! 28 lpDn Frame processing l-Illerl due to exhaustion of the 1P4 length counter.
i 2? 802.3011 Frame processing Hlled due to exhaustion of the 802.3 length counter.

26 MacADet Frame's deem-ration address matched the contents of mchddrh.
:f 25 MncBDet Frame's desfimtion address matched the contents of MacAddrB.

24 MucMest The Mac detected a MliCst address.
i 23 MacBest The Mac detected a BrdCst address.

22 IpMost The frame prooeecor detected an IP MltCst address.
21 Ime The frame processor detected an IP BrdCat address.

is: 20 Frag The frame processor detected a Frag 1P daugrarn.
f 19 Iporfst The frame processor detected a non-zero IP datagram offset.
5* 18 [pFlgs The frame processor detected flags within the 1P datagram.
E 17 [poms The frame processor detected a header length greater than 20 for the [P datagram.

16 Tch'lga The frame processor detected an abnormal header flag for the TCP segment.
.3: 15 Tchpls The frame processor detected a header length greater than 20 for the TCP segment.

l4 Tchrg The frame processor detected a non-mo urgent pointer for the TCP segment.
"-._§ 13 CarrierEvnt Refer to arm Technical Manual.

12 LongEvnt Refer to El 10 Technical Manual.
ll FrameLost Set when an incoming frame could not be processed as a. result of an outstanding

frame completion event not yet serviced by the utility prooemor.
10 reserved
10 Nerk The frame processor detected a
09:08 FrameTyp 00 — Reserved. 01— ethemet. 10 - 802.3. 11 - 802.3 Snap.
0?:06 ka'I'yp 00 - Unlmown. 01- IN. 10 - [p6 11 — ip other.
05:04 Trnspt'l‘yp 00 7 Unknown. 017 reserved. 10 - Top 11 ‘ Udp
03 NetBios A NetBios frame was detected.
02 reserved
0! :00 channel The Mac on which this frame was received.
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INTEL Ex.1031.124

FRAME Status B

12L name,___31 802.35hrt
30 13qu
29 Badet
28 InvldPr-mhl
27 CrcErr
26 Drthth
25 CodeErr

24 lpfidrShrt
23 I'plncrnplt
22 lpSurnErr
I! TcpSumEr-r
20 TcpHdrShri
19:16 Prosst

5
i;
if!
E 15:08 Maefish
he 07:00 Ctxflsh
:

:5. “ME 3TA'MP

if: hn= n.a:m=......=.3. 31:60 Rcv'fime

CHECKSUM

ML: nm==n
31:16 lpChkmm

15:00 TcpChlrsum

RESERVED

FRAME Data

Ulfilfilllfi

OFFSET 0x0004:0x0007

 
End of frame was encountered before the 802.3 length count was exhausted.
The frame length encoded the buffer space avaflahle.
Refer to E110 Technical Manual.
Refer to £110 Technical Manual.
RBfer to E!10 Technicalr Manual.
Refer to 5110 Technical Manual.
Refer to END Technical Manual.
111:: [Pd header length field contained a value less than 0x5.
The frame laminated before the 11‘ length oountcr was exhausted.
The [F header cheeksnm was not Uxffff ntlhe completion of die lP header read.
The session checksum was not Dxffil' at the termination of session promsing.
The TC? header length field contained a, value less than 03:5.
The stale of the frame processor at the time the frame processing terminated.
ObOOOD honouring mac header.
0130001 Processmg 802.3 LLC header.
0130010 Eroeesaing 502.3 SNAP header.
Dbooll Processing MOI-ll 38¢er dili-
Obflldo Processing ID Madam
0b0101 Processing I]? data tomorrow transport).
obouo Processing transport header II? data} .
about Processing “ampere data in: data) .
0131.000 Processing 1? processing complete.DblOnl Reserved.
023101.): Reserved.
Dbllx: Reserved.
The Mac destination—address hash. Refer to £110 Technical Manual.

The 8-bit context-hash generated by exclusive-om all bytes of Ihe IP source
address, [P destination-address, transport source port and the transport destination
port.

  

OFFSET OXODDBflXOOOB

WW”—
The contents of FreeClk at the completion of the frame receive operation.

OFFSET OKUUOCIOXUWF

 
Reflects the value of the [P header checkstnn at frame completion or IP header
complaion. If an IP datagram was not detected. the checksnm provides a total for
the entire data portion of the received frame. The data area is defined as thooe bytes
received after the type field of an erhemet frame, the LLC header of an 802.3 frame
or the SNAP header of an 802.3—SNAP frame.

Reflects the value of the transport checkmm at [P completion or frame completion.
If I? was detected but session was lmlcnowrl, the checksum will not include the
mystic-header. If [P was not detected. the checks-1m will be DxOODO.

OFFSEI' 0x0010;0x0011

OFFSET 0x00121END OF BUFFER
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INTEL Ex.1031.125

B"if“EllHilllifli“iii
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FRAME TRANSMIT SEQUENCER (thXi

The transmit sequencer (thSaq) analyzes and manages outgoing packets. using butter descriptors
retrieved fmrn the transmit queue (Xth} lhn storing the descriptor for the freed buffer in the free
buffer queue (Freon). The process begins when a buffer descriptor is available at the output of the
thQ. thSeq issues a request to the 03119 which responds by supplying the buffer descriptor lothSoq. thSeq then issues a mad request to the er sequencer. Next, thSeq. issues a read
request to srarnCtrl than instructs the Mac to begin frame transmisstont The Mac accepts data from
thSaq which anaiyzes the packet as it flys-by in order to generate checksurns to insert in the data
stream. Once the frame transmission has completed. thSeq stores the buffer descriptor on the
Frost: thereby recycling the buffer.

The following diagram depicts the sequence of events for successful transmission of a packet followed
by a definition of the receive buffer and the buffer descriptor as stored on the Kth.
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TRANSMIT BUFFER DESCRIPTOR

  

hit. Marga. dab—m
31 ChlrsumEn When set. thSeq will insert a calculated cheokaum. When reset. thSeq will

not alter lheomgoing data stream.30 reserved

29:28 size Represents the size of the buffer by indicating at what boundary the buffer should
start and terminate. This is used in combination with EndAddr to determine the
starting address of the buffer .-

S =- 0 2563 boundary. AE'I:0] ignored.
5 = 1 21(1) botmdary. MIMI] ismre‘l.
S = 2 4K3 boundary. Allltfll ignorud.
5 fi 3 32103 boundary. Alum] ignored.

27:00 EndAddr The address of the last byte to transmit plus. one.

TRANSMIT BUFFER FORMAT

CHECKSUM PRIMER OFFSET 0x0000:0x0003

1111:, ' _. _,.=_ = _
31:00 Primer A value to be added during checksum accumulation. For IPV4. this should inctude

the psuedryheader values. protocol and Tap-length.

RESERVED OFFSET MDMUXGODE

FRAME Data DFFSEI' fixODDB:END OF BUFFER

TRANSMIT Status VECTOR

31 LnkErr Indicates that a link status ermr occur-ed before or during transmit.
30: 15 reserved
14 ExcessDefen-al Refer to £110 Tedtm'caf Mat-um.
13 LateAho-rt Refer to E] 10 Technical Manual.
12 EXCEECUD Refer ID EHO Technical Manual.
11 Unclme Refer to 3110 Technical Manual.
10 Excnglh Refer to £110 Technical Manual.
09 Okay Refer to El 10 Technical Miami.
08 deterred Refer to E110 Technical Manual.
07 BrdCst Refer to 5310 Technical Malawi.
06 MItCEt Refer [[1 END Technical Manual.
05 CrcErr Refer to EHO Technical Manual.
04 LateCnll Refer to £110 Technical Marmf.
03:00 CollCnt Refer to .5110 Technical Manna}.

 flflfifi
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INTEL Ex.1031.128

QUEUE MANAGER {Qtng)
The [MC includes special hardware assist for the implementation ofmessage and pointer queues. The

hardware assist is called the queue manager ((1111:) and manages the movement of queue entries between Cpu
and Sram, between time sequencers and Stern as well as between Sram and drain. Queues comprise three distinct
entities; the queue head (Qfld), the queue tail (QTI) and the queue body (Qde). QHd resides in 64 bytes of
scratch ram and provides the area to which entries will be written (pushed). QTI resides in 64 bytes‘ufscrateh
ram and contains queue locations from which entries will ‘be read (popped) . Qde resides in drain and contains
locations for expansion of the queue in order to the Sram space requirements. The Qde size depends
upon the queue being accessed and the initialization parameterspresented during queue initialization.

0mg accepts operations from both Cpn and drna sources. Executing these operations at a frequency of
133MHz, ng reserves even cycles for drna requests and reserves odd cycles for Cpu requests. Valid Cpu
operations include initialize queue (InitQ). write queue (WrQ) and read queue (RdQ). Valid dma requests
include read body (RM) and write body (Wrde). ng working inunison with Q2d and D25] generate
requcfls to the Km and m sequencers to control the movement of data between the QHd, QT] and Qde.

The preceding block diagram shows the major furretions ofng. The arbiter selects the next operation to be
performed. The dual-ported Srarn holds the queue variables EdWrAddr. HdeAddr. 'I'lWrAddr.
'l'leAddr, deWl-Addr, deRdAddr and QSz. 0mg accepts an operation request, fetches the queue
variables from the queue ram (Qram). modifies the variables based on the current state and the requested
operation then updates the variables and issues a read or write request to the Slam controller. The Srarn
controller services the roqumts by writing the tail or reading the head and returning an acknowledge.
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INTEL Ex.1031.129
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INTEL Ex.1031.130

DMA OPERATIONS

DMA operations are accomplished through a. combination of thirtytwo drna channels (DmaCh) and seven drna
sequemers (DmaSoq). Each dma. channel provides a mechanism whereby a Cpu can issue a 00de to any
of the seven dma sequencers. Where as the dma channels are wild—purpose. the dma sequencers they
command are single purpose as follows.

W name mm_____________________________
0 none This is a no operation address.
I Met] Moves data from Mom to Emblem.
2 DZSSeq Moves data from ExtMeln bus to sram.
3 Mp5s; Moves data from Eerern In Pei bus.
4 SZdSeq Moms data from 51am to ExtMem.
5 W MovesdaufiomsramtoPeibus.
6 PZdSeq Mom data from Pei bus to ExtMem.
1 PhSeq Movcadata Eroml’cibusrosram.

The processors manage time in the following way. The processor writes a dma descriptor to an Stain location
reserved for the den: channel. The format of the dim descriptor is dependent upon the targeted drna sequencer.
The processor then writes the drna sequencer number to the channel command register.

Each of the dma sequencers polls all thirryrwo dma channels in search of commands to execute. Once a
command request has been detected, the dma sequencer fetches a data descriptor from a fixed location in
Sram. The Srarn Iocation is fixed and is determined by the den; channel number. The drna sequencer loads the
dim descriptor in to it‘s own registers. executm the command, than tilva the dam descriptor with ending
stews. Once the command has halted. due to completion or error, and the ending slams has been written. the
drum sequencer sets the dune bit for the current time channel.

The (lone bit appears in a dnta event register which the Cpu can examine. The (mu fetches ending. status from
Sram, then clears the done hit by writing zeroes in the channel command (ChCmd) register. The channel is
now ready to accept answer command."t'fiiinEl:'llT'51:“[IHi'9
The format ofall channel command regisrers is as follows.

trig. name— mm______________
31:“ reserved Dnlawriflenlothesehitsisignnmdr
10:3 Cum 0 - Slaps extortion oftheairtent operationrrndclears meant-responding ever! flag.

1 - Transfer data from ExtMem to ExtMern.
Z-TramferdatafmmExtManhustosr-am.
3-TramferdatafromEinMemtoPeibus.
4-Transfer data from sramtoExtMcm.
S-TransferdarafromsrammPcibus.
é-Transt’erdatafromPeibuanExMem.
7-TransferdnwfromPcibustoSr-am.

.11..

.:-.”..fit"it!ill-m5:]

0'1 :05 reserved Data written to these bits is igmred.
04:00 Chld Provid the channel number for the enamel command.
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INTEL Ex.1031.131

_, .
j I

The forum of the m 01' P25 descriptor is as follows.

hi!“ mm:_
12?:96 PdAddrH Bits [63:32] oflhe Pei address.
95:64 PciAder Bits [31:00] of the Pei address.
59:32 MemAddr Bits [27:03} ufdl: E.me addres or bils [15:00] oflhe Sum address.
31 PciEndian When sel, selecls big endiln made for Pei umsfels.
30 W'ideDhl When set. disable: Pci 6d-bil mode.
22 Dstli'lnsh Selects Flash for 111: external memory destination of m.
15:00 ms: Bits[ls:00]ofrherequeswddmnsizecxpreswdinbyics.

The format of the 829 or [up descripmr is as follows.

hil_ me ‘
123:96 MemAddr Bil: [27:03] ofdie EntMun address or hits [15100] of an: Stalin address.
95:64 PdAddr'H Him [63:32] of the Pei address.
63:32 PdAddl‘L Bits [31:01)] ofthe Pei address.
30 Srd‘lanh Selects Flash for the enema! memory source of DZp.
‘23 mm When set. 21m big endim mod: for Poi transfers.
22 Win-hub! When set. disables Pei 64-bit mode.
15:00 Xerz Him (15:00] ofthe requeswd ulna size expreswd in bytes.

The format of the 82d. ma or D25 descrime is as follows.

:1‘ hit... mm...— maim________.,._.___.__.__=_'127:124 reserved Reserved for future use.
id 123196 SreAddr Bits [21:00] of the Emblem address or his [15:00] ofthe Stain address.

95:60 ruerved Reserved for future use.
:15 59:32 DstAddr Bits [21:00] of the Mean address or hit: [15:03] ot' the Sram address.
2 30 W Selmfiashfnrlhememalmnmrymeeofmorlns.
i'r‘ 22 FlashSeI Selects Flash for Ike emu-ml memory destitution of $11: or Inn.

15:00 XIrSz Bil: [15:00] ofthe requested dma size expressed in bytes.

3:; The format of the ending mm or all channels is as follows.

8%. his. name—m. minim——
.2: 121264 ruched Not used.1 63:32 {mkSum Remasemsdlcl'swnplimemsumnfallhalmds mfeneddnflngafldorDZd

operamn only.
31:21: med Rmnrcd fur fuhm: use
23:20 SmSlxtns TBD.
19:l6 DatStuus TED.

15:00 We Bits [15:00] oflhe residual dam size expressed in W. This value will be zen: if the dim
operation was summfiil

The format of the ChEv'nt register is as follows.

hil— m£=_ Mm
31:00 Cth Eachbitrepmsunsrhcdoneflagfonhempcctlvedmachml.'I'heaebitsatcsctbya

dim sequencer upon completion oflhe channel command. Cleared when the processor
Writes 0 lo the corresponding ChCmd register ChCmep field.

Provisional Pat. App. of Alacritech. Inc. 121'
Inventors Laurence B. Boucher et a].

Express Mail Label If EHTSGIEOIOSUS

“Bi @EHEWWE ® II‘ Elfi "

ALA00138513

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 131



INTEL Ex.1031.132

MAC CONTROL (Macctrl)

CH31

"ET"iii:-E"!H“KTI?
uw
u

1:
 

-,fi

.71; 
Mu: BUSY m cw
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ftu'ii'fl'2'1E'"-m121Te»nfl9;

 *gnge 00,901

Appendix A

The following load calculations are based on the following basic formulae:

N = X * R (Little‘s Law) where
N = number ofjobs in the system (either in progress or in a queue),
X = system throughput,
R = response time (which includes time waiting in queues).

U = x * s (fi'om Little’s Law) where
S = service time,
U = utilization.

R = S I (1-U) for exponential service times (which is the worst-case assumption).

A 256 byte frame at lOOMbi'sec takes 20 user: per frame.
4 * 100 Mbit ethemets receiving at full frame rate is:

51200 (4 * 12800) flames/sec @ 1024 bytes/flame
102000 fi'arneslsec @ 512 bytesfframe
204000 fiemesfsoc @ 255 bytes/ems.

The following calculations assume 250 insu'ucl'ionsi'fi'ame, 45nsec clock. Thus
S =250 ' 45 nsecs = 11.2 usces.

Av. Frame Size Thruput Utilization Response Nbr. in system
(X) (U) (R) (N)

1024 51200 .57 26 usecs 1.3
512 102000 > 1 -- --
256 204000 > 1 -- -—

Lets look at it for varying instructions per frame assuming 512 bytes per frame average.

Instns Service Thrupnt Utilization Response Nbr. in system
Per Frame Time (S) (X) (U) (R) (N)
250 11.2 usec 102000 > 1 -- -~

250 11.2 85000 C“) .95 224 usecs 19
250 11.2 80000 C“) .89 101 8
225 10 102000 1.0 -- w

225 10 95000 C“) .95 200 19
225 10 89000 C”) .89 90 8
200 9 102000 .9 90 9
150 6.7 102000 .68 20 2

C“) shows what frame rate can be supported to get autilizafion of less than 1.
C”) shows what frame rate can be supported with B SRAM TCB buffers and at least 3
process contexts.
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If 100 instructions / frame is used, 5 = 100 * 45 nsecs = 4.5 usees, and we can support
256 byte frames:
100 4.5 204000 .91 50 10

Firstly note that these calculations assume that response times increase exponentially as
utilization increases. This is the worst-case assumption, and probably may not he nus for
our system.
The figures show that to support a theoretical full 4 * 100 Mbit receive load with an
average fi'ame size of 512 bytes, there will need to be 19 active “jobs” in the system,
assuming 250 instructions per flame. Due to SRAM limitations, the current design
specifies 8 SRAM buffers for active TCBs, and not to swap 3. TCB out of SRAM once it
is active. So under these limitations, the INIC will not be able to keep up with the filll
fi-ame rate. Note that the initial implementation is trying to use only 8K3 of SRAM,
although 16KB may be available, in which case 19 TCB SRAM buffers could be used.
This is a cost trade-off.

The real point here is the client of instructionsfframe on the throughput that can be
maintained. If the instructionslfi'ainc drops to 200, then the INIC is capable of handling
the full theoretical load (102000 framcsfsecond) with onlyr 9 active TCBs. If it drops to
100 instructions per frame, then the INIC can handle full bandwidth at 256 byte frames
(204000 francs/second) with 10 active TCBs. The bottom line is that ALL hardWare—
assist that reduces the insn'uctionsffi'ame is really worthwhile If header-assist hardware
can save us 50 instructions per fi‘ame then it goes straight to the throughput bottom line.

CERTIFICATE OF MAKING UNDER 37 CFR 1.10

I hereby certifi! that this Provisional Patent Application is being deposited with the
United States Postal Senrice as “Express Mail Post Office to Address-cc", label number
BH756230105US, in an envelope addressed to: Assistant Commissioner for Patents,
Washington, Dc. 20231, on October 14, 1997.

Date: é fig 1"? (€47
Mark Lauer

(person mailing Application)

at:infill!"Iftill"i:“fit[itIii-l'lil’iiiii]!El5534

Fret-intone! Pal. App. of Alacritech. Inc. l30
Inventors laumncc B. Bounher el al.

Express Mail Label if Ell-[75623010515

“Hi«90%) III" E '

ALA00138516

CAVIUM-1031

Cavium, Inc. v. Alacritech, Inc.
Page 134


