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This is a communication from the examiner In charge of your application.
COMMISSIONER OF PATENTS AND TRADEMARKS

Kl/This application has been examined I:I Responsive to communication filed on v D This action is made final.

A shortened statutory period for response to this action Is set to expire 3 month(s). Q days from the date of this letter.Failure to respond within the period for response will cause the application to become abandoned. 35 U.S.Ct 138

Part I THE FOLLOWING ATTACHMENT(5) AHE PART OF THIS ACTION:

1. IE/ otice of References Cited by Examiner. PTO-892. 2. Q’Notlce of Draftsman's Patent Drawing Review, PTO-948.
3. Notice of Art Cited by Applicant, PTO-1449. 4. D Notice of Informal Patent Application. PTO-152.
5. information on How to Effect Drawing Changes. PTO-1474.. 6. D

Perl ll SUMMARY OF ACTION

1. gCIalms I 5 3 a are pending in the application.
Of the above, claims are withdrawn from consideration.

2. D Claims \ have been cancelled.

3. El Claims are allowed.

4. E’Cialms I ’3 Q are rejected.

5. I: Claims are obleoted to.

6. I: Claims are subject to restriction or election requirement.

7. D This application has been filed with informal drawings under 37 C.F.Fi. 1.85 which are acceptable for examination purposes.
i

8. D Formal drawings are required In response to this Office action. /

9. D The corrected or substitute drawings have been received on 7: Under 37 C.F.F1. 1.84 these drawings
are D acceptable; El not acceptable (see explanation or Notice of Draitsrnan's Patent Drawing Review. PTO-948).

to. I: The proposed additional or substitute sheet(s) of drawings, filed on . has (have) been Dapproved by the
examiner; U disapproved by the examiner (see explanation).

11. I:I The proposed drawing correction. tiled , has been El approved; El disapproved (see explanation).

12. El Acknowledgement is made of the claim for priority under 35 U.S.C. 119. The codified copy has III been received El not been received
El been filed in parent application. serial no. :fiied on

13. I:I Since this application apppears to be in condition for allowance except for formal matters. prosecution as to the merits is closed in
accordance with the practice 'under Ex pa'r'te Quayle, 1935 CD. 11:453 0;G. 213.

14. D Other

EXAMINER'S ACTION
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DETAILED ACTION

Claim Rejections - 35 USC § 112

1. Claims 25-36 are rejected under 35 USC. 112, second paragraph, as being indefinite for

failing to particularly. point out and distinctly claim the subject matter which applicant regards as

the invention. The claims refer to the JPEG compression standard. However, the specification

does not indicate which JPEG compression standard is being referenced. Unless the date and

citation number of the standard are provided the claims will remain indefinite due to the indefinite

reference.

Claim Rejections - 35 USC § 103

2. The following is a quotation of 35 USC. 103 (a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in

section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would haVe been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatiVed by themanner in which the invention was made,

Claims 1—3, 5—9, 14—17, 20-24, 29, and 34-36 are rejected under 35 USC. 103(a) as being

unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to representative claims 14 and 15, and claims 1-3, 5-9, 29 and 34—3 6, Sugiura teaches

a method of compressing and transmitting images which produces decompressed images having

improved text and image quality, the method comprising:
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compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

forming a second quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).

Sugiura does not explicitly teach that the second quantization table is related to the first

quantization table scaled in accordance with a predetermined fimction of the energy in a reference

image and the energy in a scanned image. Agarwal teaches decompressing (decoding) a second

video frame by relating (comparing) the energy of the scanned image (block of the encoded

second video frame) to the energy of a reference image (corresponding to the scaled quantization

level for the block where the energy for the quantization level is selected in accordance with

training video frames) (col. 1, lines 35-60). It would have been obvious to a person of ordinary

skill in the art at the time of the invention for Sugiura to decompress using a quantization table

scaled in accordance with a predetermined fiinction of the energy in a reference image and the

energy in a scanned image as taught by Agarwal in order to decrease quantization errors.

As to claims 16 and 17, Sugiura teaches that the second quantization table (Inverse

Quantization Table) is determined independent of the order of transmission (fig. 1). It would
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have been obvious to a person of ordinary skill in the art at the time of the invention to scale prior

or subsequent to the transmission step since the second quantization table is determined

independent ofthe, order of transmission.

As to claims 20-23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality of the compression process. Images which have text including

text with a serif font are well known in the art (official notice).

As to claim 24, in using a reference image to control the quality of the compression

process of a scanned image it would have been obvious to a person of ordinary skill in the art at

the time of the invention that scanned image could be the reference image since the reference

image is readily available to be a scanned image and would serve as a check ofthe quality

assurance steps.

4. Claims 4, 10—13, 18, 25-28, and 30-33 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, further in view

of Tzou (4,776,030).

As to representative claim 18, and claims 4, 10-13, 25-28, and 30-33, Sugiura does not

explicitly teach use of the variance in the scaling factor to reduce the quantization error. Tzou

teaches that in an adaptive system the quantization of an image is ordered according to the

variance of the image coefficients to reduce quantization error (col. 2, lines 21—42). It would have

been obvious to a person of ordinary skill in the art at the time of invention to use the image
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variances as taught by Tzou with the reference and scanned image to arrive at the scaling factor of

Sugiura and Agarwal in order to reduce quantization error.

5. Claim 19 is rejected under 35 U.S.C. 103(a) as being unpatentable over Sugiura

(5,465,164) and Agarwal (5,488,570), fiirther in view of Applicant’s admissions of the prior art.

As to claim 19, Sugiura and Agarwal do not explicitly teach encapsulating the second

quantization table Qd with the compressed image data to form an encapsulated data file; and

transmitting the data file. Applicant admits that the prior art teaches that the data includes the

quantization tables for use in the decompression process (p. 5, lines 1-6). It would have been

obvious to a person of ordinary skill in the art to include the quantization table which will be used

in the decompression process in the transmitted data file as taught by the prior art for the data file

of Sugiura and Agarwal where the second quantization table would be used to decompress.

Conclusion

6. Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Brian Johnson whose telephone number is (703) 305—3865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The

examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Leo H. Boudreau, can be reached on (703) 305—4706.

Any inquiry of a general nature or relating to the status of this application should be

directed to the Group receptionist whose telephone number is (703) 305—4700.

Brian L. Johnson

May 12, 1997
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PATENTNO.: 5,465,164 Page l of g

DATED ; NoVember 7, 1995

INVBNOR§)I susumu SUGIURA, et al.

It is certified that error appears in the above-indentified patent and that said Letters Patent is hereby
corrected'as shown below: -

IN THE DRAWINGS

Sheet 7

Figure 8A, fiERRER“ should read —-ERROR-—
(both occurrences).

43; "an" should be deleted.

67, "main" should read -—the main—-.

8, "reminder" should read ——remainder-—.
40, "reminder" should read
-—remainder~~.

49, "reminder" should read
-—remainder-—.

13, “dominator” should read
-—denominator——. 
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IMAGE PROCESSING METHOD AND
DEVICE FOR THE SAME

BACKGROUND OF THE INVENTION

1. Field of the invention

The present invention relates to an image processing
method and device for the same by which image data is
quantized.

2. Related Background Art

At present. an Adaptive Discrete Cosine Transform
ADCT (Adaptivraphic Expert Group) system is intended to
be standardized as a compression system of a muiti-value
image data by iPEG (Joint Photographic Expert Group).

Also, it is contemplated to use the ADCT system in the
field of a color image communication. in particular. in the
field of a color facsimile.

Nevertheless. the above ADCI‘ system has been studied to
be applied to an image having the relatively small number of
pixels such as an image on a CRT.

Therefore. the application of the ADC? system, as it is. to
a fieid such as the color facsimile requiring a high resolution
gives rise to a new problem. More specificaliy, when the
ADCT system is employed for the color facsimile. as it is,
a deterioration of image quality such as shade off. disloca-
tion and spread of color is caused in the field of fine lines of
characters. graphics and the like.

Further. when data compressed by the ADCT system is
compared with data prior to compression. density is not
preserved and thus image quality is deteriorated.

SUMMARY OF THE INVENTION

Taking the above problems into consideration, a first
object of the present invention is to provide an image
processing method and a device for the same by which
image quality can be improved.

Another object of the present invention is to provide an
image processing method and a device for the same by
which a quantized error produced in quantization is reduced.

To achieve the above objects, according to a preferred
embodiment of the present invention. there is disclosed an
image processing device which comprises a conversion
means for convening an image data to a space frequency
component. a quantization means for quantizing the space
frequency component convened by the conversion means.
and a control means for controlling the quantization means
so that a quantization error produced when the converted
space frequency component is quantized by the quantization
means is diffused to nearby space frequency components.

Further, the present invention has another object for
further improving an image compression method referred to
as ADCT.

Furthermore, the present invention has a further object for
providing an image processing method and device for the
same by which a compression ratio as wcli as image quality
are improved.

Other objects and advantages of the present invention wili
become apparent from the following embodiments when
taken in conjunction with the description of the accompa—
nying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

HO. 1 is a block diagram showing the arrangement of an
embodiment according to the present invention;

FIGS. 2A and 23 are diagrams showing a zigzag scam
ning:

2

FIGS. SAMSC are diagrams showing a conventional quan—
tization method;

FIGS. 4A~4E are diagrams showing a quantization
method according to the present invention;

FIG. 5 is a block diagram showing a characteristic portion
of the present invention;

FIG. 6 is a diagram showing a second embodiment of the
present invention;

FIGS. 7A and 7B are diagrams showing an embodiment
embodying an error diffusion unit 601;

FIGS. Sit-43E are diagrams showing another embodiment
embodying the error diffusion unit 601;

FIGS. 9A and 9B are diagrams explaining the content of
a bit diminution unit; and

FIG. 10 is a diagram showing the arrangement of a third
embodiment according to the present invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 is a block diagram showing an embodiment of an
image processing device according to the present invention.
wherein 101 designates an image input unit composed. for
example, of a color scanner arranged as CCD line sensors
for R, G, B; 102 designates a coior component conversion
unit for convening R. G. B signais of each pixel produced
in the image input unit 101 to YUV (lightness. chromatic-
ness and hue) component signals; and 103 designates a DCT
circuit for causing each component signai of YUV to be
subjected to a discrete cosine conversion to thereby perform
an orthogonal conversion from a true space component to a
frequency space component; 104 designates a quantization
unit for quantizing the orthogonally convened space fre-
quency component by a quantization coefficient stored in a
quantization table 105; 107 designates a line through which
two»dimensional block data, which is quantized and made to
iinear data by zig-zag scanning, is transmitted; 108 desig-
natcs a Huiiman coding circuit having a DC component
composed of category information and a data value obtained
from a difi‘crcnce signal and an AC component classified to
categories based on the continuity of zero and thereafter
provided with a data value; 106 designates a Huffman
coding table wherein a document appearing more frequently
is set to a shorter code length; and 109 designates an
interface with a communication line through which a com
pressed image data is transmitted to a circuit 110.

On the other hand. data is received by an [IF 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specificaliy,
the data is Huffman decoded by a Huffman decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coefiicient
set from an inverse quantizing table 115. Next. the thus
obtained data is inverse DCT convened by an inverse DCT
conversion unit 116 and convened from the YUV color
components to the RGB color components by a color
component conversion unit 117 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a dispiuy and the like and
a hard copy printed by a laser beam printer, ink jet printer
and the like.

Although the above deterioration of image quality is
caused by various factors. one of main factors is contem—
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plated to be that an error (remainder) produced in quanti-
zation performed by a quantization table following to a
processing performed by DC’l‘ is cut off.

The present invention is devised to preserve the error
amount as effectively as possible to thereby prevent the
deterioration of image quality as much as possible.

Thus. according to embodiments ofthe present invention,
a reminder or error produced when quantization is per-
formed by a quantization table is multi-dimensionaliy difn
fused to nearby frequency components to keep the frequency
components ofan original image as much as possible so that
an image with less deteriorated quality can be reproduced.

A DC'I‘ portion as a main portion of the present invention
will be further described here prior to the description of the
characteristic portion of the embodiments of the presentinvention.

FIG. 2A shows an arrangement of frequency component
values subjected to a discrete cosine conversion of 8x8
which is a base of the DCT portion. Although this arrange-
ment is basically a two-dimensional frequency structure. it
can he made to a linear frequency arrangement by a rig—zag
scanning, as shown in FIG. 2B. In FIG. ZB. a DC compo-
nent, and linear frequency component up to ndimcnsional
frequency component are arranged from the left side thereof.
Each numeral in FIG. 2B is obtained by adding an address
in a vertical direction and an address in a horizontal direction
in FIG. 2A. and thus these numerals in FIG. 28 show an

address and do not show a value of a frequency component.
FIGS. 3Am3C show a conventional quantization system.

and FIG. 3A shows a value of a frequency component just
after DC'I‘ and F1033 shows a quantization table. FiG. 3C
shows a result of quantization performed by using FIGS. 3A
and 38. wherein the values shown in H6. 3A are simply
divided by the values shown FIG. BB and portions other than
an integer portion are cut elf. from which it is assumed that
a considerable error is caused by the cutting elf.

FIG. 4A4E show a portion of an embodiment of the
present invention.

FIGS. 4A, 4B and 4C correspond to FiGS. 3A.3B and 3C.
respectively. and FIG. 4D shows a reminder value after
quantization has been performed. For example. since the
data value of a first frequency component is 35 and a
corresponding table value is 10. a value 3 is obtained after
quantization and thus a remainder is 5. This remainder 5 is
shown in the second box in EEG. 4D. Therefore, a second
frequency component 45 is made to 50 by being added with
the remainder 5 in the previous frequency. Since this value
50 is divided by a table value 10. a quantized value of 5 is
obtained with a reminder of 0. An image of good quality can
be reproduced on a receiving side in such a manner that a
frequency component loss caused by cutting off is reduced
by diffusing a remaining error component to a nearby
frequency component. as described above.

FIG. 5 shows a specific arrangement for performing the
processing shown in FIG. 4. wherein 5i)! designates color
decomposition data of three colors YUV input from the
color component conversion unit 102; 502 designates a
buffer memory composed. for example, of an FIFO for a
plurality of lines for extracting data for each block of 8x8
pixel from the color decomposition data of the three colors;
503 designates a DCf conversion circuit. 504 designates a
zig—zag memory for storing a space frequency component
produced by being subjected to the discrete cosine conver-
sion and further subjected to the zigzag scanning conver-
sion as described above: and 505 designates an adder for
adding data from the zigzag memory 504 with data delayed

5

55

4

by a clock and supplied from a register 508 and outputting
resultant data. This addition operation of the adder 505
corresponds to an addition operation of the remainder value
and next data in FIG. 4. The data from the adder 505 is
divided by a divider 506 and only the integer portion of
resultant data is output as 513. Designated at 507 is a
subtractcr for subtracting a value obtained by multipiying
data of 513 made to integer by a quantization coefficient (an
output from a multiplier 514) from data supplied from the
adder 505 to thereby create remainder data. The remainder
data calculated by the subtractcr 507 is stored in the register
508 after delayed by a clock. On the other hand. a value of
the dominator in the divider 506 is a memory portion in
which quantization data stored in 509 is stored. Designated
at 510 and 511 are address counters for extracting data from
509. These address counters 510 and 511 are operated in
synchronisrn with a clock from a clock generator 512
together with the buffer memory 502, DCT conversion
circuit 503. memory 504. and register 508.

Note. although a system based on a linear error diffusion
is described in the above example. it is apparent that the
same effect can be obtained in such a manner that errors are
two-dimensionally diffused about the line connecting the
point 00, 00 to the point 70. 07 in FIG. 2A. and this is also
included in the present invention.

According to this embodiment. since a frequency com-
ponent conventionally cut off by the DCT quantization
portion is accumulated to a nearby frequency component
and corrected. a reproduced image is less deteriorated and
thus a reproduced image of good quality can be obtained.
Moreover, since the basic requirements of the ADCT are
observed. a special extension circuit is not required on a
receiving side and thus this invention is expected to greatly
contribute to a communication of a color image hereinafter.

Next. Fit]. 6 is a block diagram showing another embodi-
ment according to the present invention. wherein 101 des-
ignates an image input unit composed. for example. of a
color scanner arranged as CCD line sensors for R. G. B.

An output from the image input unit 101 is processed in
an error diffusion unit 601 such that the bit number of the
image data in the input unit 101 is diminished and an error
produced in the process of diminishing the bit number is
diffused to some nearby pixels of a subject pixel. Therefore.
an output from the error diffusion unit 601 is obtained in
such a manner that a result obtained by diffusing the errors
of the nearby pixels is added to the value of the subject pixel
and the number of bits of the subject pixel is diminished.
This output is processed such that the RGB signals thereof
are converted to YUV (lightness, chromaticness. hue) com—
ponent signals by a color component conversion unit 102.
next each component signal of the YUV is subjected to a
discrete cosine conversion by a DC’T circuit 103 and thus a
true space component is orthogonally converted to a fre-
quency space component. Designated at 104 is a quantiza—
tion unit for quantizing the orthogonally converted space
frequency component by a quantization eoellieient stored in
a quantization table 105; 107 designates a line through
which two-dimensional block data. which is quantized and
made to linear data by zig-zag scanning. is transmitted;
designated at 108 is a Huffman coding circuit having a DC
component composed of category information and a data
value obtained from a difference signal and an AC compo
nent classified to categories based on the continuity of zero
and thereafter provided with a data value designated at 106
is a Huffman coding table wherein a document appearing
more frequendy is set to a shorter code length; and desig-
nated at 109 is an interface with a communication line
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through which a compressed image data is transmitted to a
circuit 110.

On the other hand, data is received by an l/F 111 on a
receiving side through a process completely opposite to that
when the compressed data is transmitted. More specifically,
the data is Huffman decoded by a Huffman decoding unit
112 in accordance with a coefficient set from a Huffman
decoding table 113 arranged in the same way as that of the
Huffman coding table 106 and then inverse quantized by an
inverse quantizing unit 114 in accordance with a coefficient
set from an inverse quantizing table 115. Next, the thus
obtained data is inverse DCT converted by an inverse DCT
conversion unit 116 and converted from the YUV color
components to the RGB color components by a color
component conversion unit I17 so that a color image is
formed by an image output unit 118. The image output unit
118 can provide a soft copy such as a display and the like and
a hard copy printed by a laser beam printer, ink jet printer
and the like.

Therefore, in this embodiment, an input image of high
quality can be compressed by an ADCI‘ conversion circuit
without being affected by the number of bits of the input
image in such a manner that the input image is read by the
input unit 101. the number of bits thereof is diminished
without deteriorating the quality of the image by using an
error diffusion method even if the number of quantized bits
per pixel is increased and further the input image is sub-
jected to an ADCT conversion. in addition, it is possible that
the number of bits processed by the ADCT conversion
circuit is made smaller than a usual number by diminishing
the number of bits of an image data at the input unit to
thereby make the scale of the ADCT conversion circuitsmaller.

Further. the deterioration of image quality may be further
restricted by using an improved ADCT shown in FIG. 5 in
place of the ADCI‘ unit shown in FIG. 6 and a quantization
error produced after a DC'I‘ conversion is not cut off but
effectively preserved by an error diffusion.

FIG, 7A shows a first embodiment of the error ditfusion
unit 601. Image data of 10 bits input to the error diffusion
unit 601 are first input to adders 701. 702 and 703 and added
with difi‘usion errors of three color components output from
a D-fiipflop 706. Therefore, the data outputs from the addch
701, 702 and 703 have the number of bits up to ll bits. The
lower 3 bits of each of the outputs are cut oil" by alower bit
diminution unit 704 for cutting off bits and thus the output
becomes a signal of 8 bits and supplied to acolor component
conversion unit 102. Further, a lower bit extracting unit 705
extracts 3 hits having the same value as that cut off by the
lower bit diminutitm unit 704 from each of the outputs of 11
bits supplied from the adders 701,702 and 703 and supplies
the same to a D-fliptlop 706. Each of outputs from the lower
bit extracting unit 705 corresponds the diminution of bits
performed at the lower bit diminution unit 704 or an error
itself produced in the quantization. A pixel clock CLK in
synchronism with the outputs from the input unit 101 is
supplied to the D~0ipllop 706 and thus a delay of a pixel is
performed. Therefore, respective color component quanti—
zation errors RE, GE, BE output from the D-llipilop 706 are
input to the adders 701, 702 and 703 together with pixel data
spaced therefrom by a pixel and added therewith. Therefore.
as shown in FIG. 713, since a subject pixel (pixel being
processed) is added with a quantization error positioned in
front of it by a pixel, it can preserve a gradation correspond—
ing to 10 bits regardless of the subjectpixcl being quantized
to 8 hits by the lower bit diminution unit704. To supplement
the above description. an error produced by the cutting oil“

6

process in the lower bit diminution unit 704 has a positive
value. As a result, outputs from the adders have ll bits
without a sign.

FIG. 8A shows a second embodiment of the error diffu-
sion unit 601. Image data of respective color components R.
G. B each having 8 bits and input from the input unit 101 to
the error diffusion unit 601 are first input to adders 801. 802
and 803 and added with diffusion errors of three color

components output from error operation units 820, 817 and
818. Therefore, the data outputs from the adders 801, 802
and 803 have the number of bits up to 9 bits. The hits of
these outputs are diminished by bit diminution units 804.
805 and 806 and thus each of the outputs becomes a signal
of 4 hits and is supplied to a color component conversionunit 102.

Further. the outputs from the adders 801. 802 and 803 are
subtracted from the outputs from the bit diminution units
804, 805 and 806 by subtracters 807, 808 and 809 and thus
data Re, Go and Be can be obtained from errors 807, 808 and
809. Note that data from the bit diminution units 804. 805
and 806 are added with "0" and are normalized to corre-
spond to 9 bits. As shown in FIG. 8C, these errors are
divided to the circumference of the position of a subject

pixel at division ratios of A. B and C, wherein (A, B, C) may
be set. for example, to (0.4, 0.2. 0.4). Therefore, when errors
produced in the circumference of the position of the subject
pixel are assumed a, b and c as shown in FIG. 813, the errors
of An. Rb and Co are added to the position of the subject
pixel around the circumference thereof by the adders 801,
802 and 803, as shown in FIG. 8E. To supplement the above
description, the error Re of the position of the subject pixel
shown in FlG. 8C is divided as A-Rc, Brac and 0th to the
positions in the circumference of the subject pixel as shownin FIG. 8D.

Since the error operation units 820, 817 and 818 for
calculating the total of divided errors RE. GE, BE have the
same arrangement. the error operation unit 820 will be
described here. The error Re input to the error operation unit
820 is delayed by a pixel and by a horizontal line through a
D—llipllop DFF 811 and one line width FIFO memory 810,
respectively and an output from the one line width FIFO
memory 810 is further delayed by a pixel by a D—flipllop
DFF 812. Therefore, errors a, b and C in the circumferential
positions of the subject error position are obtained from the
D-flipllops DFF 811 and DFF 812 and one line width FIFO
memory 810 and these errors a, b and c are multiplied by a
division ratios A, B and C. respectively, by multipliers 814,
815 and 813 and the total amount thereof A-a+B-b+C-c are
calculated by an adder 816 to determine RE which is added
with the value of the subject pixel by the adder 801.

Next, operation of the bit diminution units 804, 805 and
806 will be described. As shown in FIG. 9A, a first example
is a method of cutting off the lower 5 bits of an input signal
of 9 bits and remains only the upper 4 bits thereof.

In a second example, the bit diminution unit is composed
of a table using a ROM and RAM. FIG. 9B shows an
example of the content of the table, which nonlinearly shows
the relationship between an input of 9 bits and an output of
4 bits. In this second example, data exceeding 255 repre-
sented by an input of 8 bits are rounded to a maximum value
of 4 bits and thus an output of 4 bits can be efl'ectchly used
without adversely affecting the process of the color compo—
nent conversion unit 102 and the processes following to it.
In the system shown in FIG. 9A, however. the number of hits
used is actually in the range of from 3 to 4 bits and thus this
system is a little disadvantageous. Further. in FIG. 93. it is
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preferable that data converted to data of 4 bits does not
exceed the value ofinput data when it is added with a bit “0"
as it is and converted to 8 bits by normalization. With this
arrangement, all the errors produced in the subtracters 007,
808 and 809 have a positive value and the values output
from the adders 001, 802 and 803 also surely have a positive
values accordingly. and thus no problem is caused. [fa value
obtained by normalizing an output shown in FIG. 9B
exceeds an output value. the following cases will result.

First, an output from the subtracters 807, 808 and 809 may
produce a negative error and thus an output from the adders
801. 802 and 803 may have a negative value. In this case. the
output becomes IO hits as an output by being added with a
sign bit. Accordingly, the bit diminution units 804, 805 and
806 are composed of a table for an input of 10 bits. In this
case, if an arrangement is such that when a negative value
is input, an output from the table becomes 0 by rounding the
value, data can be supplied to the color component converw
sion unit 102 without producing a negative output in the bit
diminution units 804, 805 and 806, and thus such a disad~
vantage that values of R. G and B are negative is not caused.

Therefore. in the system shown in FIG. 8A in which hit
diminution units 804, 805 and 806 are composed ofa table,
respectively, when an input value to the table exceeds the
number of bits of R, G, B to an input unit 101, an output
from the table is rounded within the number of bits input to
the input unit 101 (255 types of representations in the ease
of 8 bits) and a negative input value is rounded to 0. As a
result, the number of bits supplied to a color component
conversion unit 102 is effectiver used in a full range and an
error diii‘usion processing is performed without causing a
disadvantage that a negative value is produced, and thus a
gradation corresponding to the gradation at the input unit
101 can be provided.

To supplement the above description. when an input value
to the table exceeds the number of bits of R, G, B to the input
unit 101, one bit of the output bits (4 bits in this embodin
meat) from the table is needed for an error difl'usion and thus
these hits cannot be effectively used. Further, a negative
value less than 0 is output with respect to a positive or
negative input value to the table. one more hit is used as a
sign bit. in this case, a bit using efficiency is further lowered
as well as the color component conversion unit 102 must
process a not existing negative value ofR, G, 8, which is not
theoretically correct and sometimes calculation cannot be
performed.

As described above, according to this embodiment, the
number of bits of image data can be diminished prior to the
ADCT image compression process. and thus a circuit scale
of the ADCFcircuit can be diminished and input data having
bits larger than those which can be processed by the ADCT
circuit can be received.

Moreover. even ifthc number of bits of input image data
is diminished, the errors caused by the diminution are
divided to circumferential pixels, and thus luminance data or
density or gradation data can be preserved, whereby the
number of gradations achieved by the number of bits of the
input image data can be preserved as it is.

Next, a further embodiment of the present invention will
be described, This embodiment is characterized in that the
diffusion of errors is also applied to the DC component
obtained as a result of quantization in the ADCT. As
described above, a difference between a quantized value of
a usual DC component and a quantized value of a DC as
component in an 8x8 block positioned in front of the usual
DC component by a pixel in the ADCT and coded. However.

8

an error caused when the DC component is quantized is cut
off as it is. Therefore, the density or gradation ofan image
is not preserved unless the frequency of occurrence or the
size of positive errors and negative errors is normally
distributed or the total of positive errors coincides with the
total of negative errors over the entire image screen.

According to the embodiment of the present invention
described above, errors produced when the DC component
of an 8x8 block is quantized are diffused to nearby blocks or
a circumferential 8x8 pixel block and the blocks difl'used
with the errors are quantized after the errors are added to the
DC component. The DC component shows an average value
of image data in the 8X8 block, and thus when this average
value is preserved by the diffusion oftlte errors. a density or
gradation of the image is preservad as a whole and a
decrease in the reproduced number of gradations can be
prevented.

FIG, 10 is a diagram showing the arrangement of thisembodiment.

All the errors of the DC component of this embodiment
can be contained in a quantization unit 104. Since an error
diffusion process for an AC component is described above,
only an error diifusion process for a DC component will be
described here. First, only a DC component as the head
portion of data output from a zigzag memory 504 as a result
of an 8x8 DCT processing is hitched by a DC component
extraction unit 1001 and added with a quantization error of
a DC component of an 8x8 pixel of a previous block by an
adder 1002. An output from the adder 1002 is quantized by
being divided by a DC coefficient of a quantization table 105
by a divider 1003 and rounded. A value obtained as a result
of the division is multiplied by a DC quantization coefficient
by a multiplier 1004 and a difference between a thus
obtained value and an output from the divider 1003 is
determined by a subtracter 1006 and serves as a quantization
error. The quantization error is delayed by a block by being
latched once by a latch unit 1007 and then added by the
adder 1002 with an output from the DC component extrac-
tion unit 1001 which is a DC component of the next block,

On the other hand, the quantization data as the output
from the divider 1003 is deiayed by a block by being latched
by a latch unit 1005 and supplied to a subtractcr 1008, which
subtracts the one-block-delayed data as an output from the
latch I005 from the quantization data as the output from the
divider 1003 and outputs 21 thus obtained difference.

A switching unit 1009 switchineg and sequentially out-
puts the difference value of the DC component and the
quantized value of the AC component.

Note that the description of the same elements in FIG. 10
as those in FIG. 5 is omitted.

What is claimed is:

1. An image processing method for processing image data
arranged in image blocks, comprising the step of:

converting image data to a space frequency component
for each image block: and

difi'using a quantization error produced by quantizing a
space frequency component of an image block to
another space frequency component of the same imageblock.

2. An image processing device for processing image data
arranged in image blocks, comprising:

conversion means for converting image data to a space
frequency component for each image block:

quantization means for quantlzing said space frequency
component converted by said conversion means; and
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control means for controlling said quantization means so
that a quantization error produced by quantizing the
space frequency component of an image block is dif—
fused to another Space frequency component of the
same image block.

3. An image processing method according to claim 1,
wherein said quantization error is maitirdimensionally dif-
fused to said other space frequency components.

4, An image processing method according to ciaim 1.
further comprising the step of quantizing said space fre-
quency component.

5. An image processing method according to claim 1,
further comprising the step of assigning a Huffman code to
said quantized space frequency component.

6. An image processing method according to claim 1.
further comprising the step of transmitting said Hufi‘mancode.

7. An image processing method. comprising the steps of:
convening image data having a first number of bits to

10

image data having a lesser number of bits; and
diffusing an error produced in said conversion process to

nearby image data and then converting the error—dif»
fused image data into frequency component image
data.

8. An image processing method according to claim '7.
wherein the first converting step is an ABC? image com-
pression/extension processing.

9. An image processing method for processing image data
arranged in blocks, wherein the method is used in an ADCT
image compression/extension processing, comprising the
steps of converting image data to a space frequency com-
ponent for each image block. quantizing a convm‘ted space
frequency component and diifusing a quantized error pro
duced by quantizing a space frequency component of a
block to another frequency component of the image block.

* I: 1: I: 1! 
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BLOCK QUANTIZER FOR TRANSFORM CODING

BACKGROUND

Due to the advantages of digital transmission in tele—
communications and the flexibility of signal processing
by digital circuitry. digital images are preferred in vari-
ous applications. However, the transmission of images
in digital format needs much more bandwidth than
transmission of analog waveforms. in order to reduce 10
the unnsmission rate for digital images, various image
compression techniques have been developed. Among
them, transform coding has been proven to be an effi-
cient means of image compression.

In a typical transform image coding system. an image
is segmented into blocks of equal size as illustrated in
FIG. 1. In the illustration of FIG. 1. an image frame is
divided into 5X5 blocks, each of which includes
4x4==N2 picture elements (pixels). Within each block.
the coefficients can be identified by the rectangular
coordinates Li. A small number of blocks and picture

elements are used for purposes of illustration. but a
more typical system would include 8X B or 16x i6 pixel
blocks to complete a frame of 512x512 pixels.

A two-dimensional transform is applied to each
block, and a block coder is then used to encode the
transform coefficients. The decoding system is just a
reverse procedure corruponding to the encoding. Van'-
ous transforms have been studied for image coding
applications. Among them, the Discrete Cosine Trans-
form (DC!) is found to be the bat from the combined
standpoint of performance and computational effi-
ciency. '

With a discrete cosine transform an NxN array of
coefficients results from the transform of an NXN
block of pixels. With a discrete Fourier transform a
laser number of complex coefficients would be ob-
tained. Because natural images tend to have smooth
transitions, the coefficients tend to be greater in magni-
tude toward the lower frequencies, that is toward i,
j=0, 0. For that reason, more efficient use of bits is
made by allocating a greater number ofbits to the lower
frequency coefficients during quantization. A typical
allocation of bits by is shown in FIG. 1.

The most crucial task in designing a transform image
coding system is in designing a block quantizer to en-
code the two-dimensional tram-.form coefficients. For

nonndaptive types of coding, a zonal coding strategy
that uses a fixed block quandaer might allocate the hits
as, for example, shOWu in FIG. 1. Basically, this type of
block quantizer is dmigned according to the rate de-
rived from the rate-distortion theory. For Gaussian
sources with the mean squared error (MSE) distortion
measure, the optimal rate or number ofhits, RMD), for
the (Ljhh transform coefficient is found to be

{D

llos Iii/D of, >0

0 a-fi. so
R,_(D) a

where 07"“ the variance of the (i,j)th transform coeffi-
cient through the frame and D is the desired average
mean squared error. For most non-Gaussian sources.
the optimal rate could not be found from the rate-distor-
tion theory. Actually, there have been no known practi-
cal methods to achieve the minimum mean squared
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error, even for Gaussian sources. histead. the rate
RMD) in equation (1) is rounded to its closest integer
[RUGDJ], and an [R4,(D)]~bit optimal quantizer is used to
encode the transform coefficient. The optimality of the
ratedistortion block quantize: is lost by this rounding.
Further, a study recently showed that the distribution
of AC coefficients of the DCT is not Gaussian. Instead,
it is closer to a Laplacisn distribution.

In another approach the allocation of bits is deter-
mined for each frame by computing, for each bit to be
assigned to a block of coefficients. the change in quanti-
zation error which would result by assignment of that
bit to each of the coefficients. Each bit is then assigned
to the coefficient which provides for the greatest reduc-
tion in quantization error. A. K. lain, “Image Data
Comprusion: A Review" Proceedings ofrhe IEEE. Vol-
ume 69, Number 3, March, 1931. Pages 349—388, at 365.
The Jain approach requires extensive computations.

SUMMARY OF THE INVENTION

In an adaptive system. discrete coefficients in a block
of coefficients are quantized with different numbers of
quantization bits per coefficient. Corresponding coeffi-
cients in molt block are quantizcdhdsluclikuwnbazbf
bifif‘l‘o allow: the hits, the coefficients are ordered
according to the variance of the coefficients through a
frame of a plurality of blocks. (Because variance is the
square ofstandard deviation. ordering by standard devi-
ation would also order by variance.) Each quantization
bit is then assigned to a coefficient and the coefficients
are grouped according to the number of thus assigned
bits. The bits are assigned by determining, for each of
the plurality of quantization bits per block. the reduc-
tion in the quantization error ofthe frame ofblocks with
assignment of the quantization bit to the coefficient of
each bit group having the largest variance. The deter-

' mined quantization errors are then compared and the hit
is assigned to the coefficient for which the largest re-
duction in quanfization'error is obtained. The coeffici-
ents of each block throughout the frame are then quan-
tized with the assigned number of bits.

The system has been developed for quantizing the
coefficients resulting from a two dimensional transform
ofblocks of image data. Preferably, the change in quart»
tintion error is computed for each coefficient from the
variance of that coefficient through the frame and a
normalized change in quantization error for the particu-
lar bit being added. The normalized change in quantiza-
tion error can typically be defined for each bit group
based on the distribution of the incoming signal and the
nature of "ie quantizer to be used. The normalized
reductions in quantization error can be stored in tables

for known distributions such as the Gaussian and Lapla-cum.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other objects. featur, and advan-
tages of the invention will be apparent from the follow-
ing more particular description of a preferred embodi-
ment of the invention, as illustrated in the accompany-
ing drawings in which like reference characters refer to
the same parts throughout the different views. The
drawings are not necessarily to scale, emphasis instead
being placed upon illustrating the principles of the in-vention.

FIG. 1 is an illustration of an image display organized
in 5X5 blocks, each of4x4 pixels;
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FIG. 2 is a block diagram of an encoder embodying
the present invetion;

FIG. 3 is a flow chart of the comparison and logic
control of FIG. 2;

FIG. 4 illustrates the use of pointers to group vari- 5
shoes in the system of FIGS. 2 and 3;

FIG. 5 is a block diagram of a decoder embodying
the present invention.

DESCRIPTION OF A PREFERRED
EMBODIMENT

The present invention is based on the concept that
each bit to be allocated to a block of coefficients is best
allooated to that coefficient which provides for the
greatest reduction in quantization error with the addi~ 15
tion of that bit. For example, once three bits have been
allocated in a block, the fourth bit should be allocated to
that coefficient for which there will be the greatest
reduction in quantization error. If the two dimensional
array of NXN coefficients are mapped into a one di- m
mensional array of N2 coefficients, the mean square
error E which must be minimized is given as:

N1 (1)

E — k2] or: Elba)

within a fixed total hit number constraint

MBu 2 b
ksl 1‘

where or2 is the variance of each coefficient through the
frame, ['3le the number ofbits assigned to each coeffici-
ent It within each block and HM.) is the normalized 35
quantization error for each particular bL—hit quantizer.
Efl‘lk) is directly and explicitly related to the distribution
of the coefficients being encoded and the type of quart»
tizer used, and the quantizer can be either uniform or
nonuniform. In the case of DCT image coding. the AC
terms of the transform coefficients have a distribution
close to the Laplacian and the DC term has a distribu-
tion close to the Gaussian.

The reduction AEkin mean square error by allocating
another hit for coefficient k is

nineteen—Emmlsn’mo (3}

The design rule is to assign an available bit to the coeffi-
cient I: that provides the largest AEk. Nevertheless, the
computation of AB; and the comparison for choosing
the largest Alia data not have to be carried out over all
coefficients it. With a given number of bits previously
allocated to several coefficients. {Emkl—Eibk+ 1)] is
equal for all coefficients. Therefore. the greatest reduc-
tion in mean square error Ali}. will result by allocating
the hit to the coefficient having the greatest variance.

Identification of the coefficient having the greatest
variance is facilitated by initially listing the coefficient
variance by order of magnitude. initially, a single bit is
allocated to the coefficient having the greatest variance.
Thereafter. the coefficients are grouped according to
the number of bits allocated thereto and within each

group the variances are ordered according to the mag-
nitude thereof. To allocate each additional hit1 a compu.
tation is made according to equation 3 of the change in
mean square error which would occur if the bit were
allocated to the coefficient having the largest variance
in each group. The computed mean square error reduc-

4 .
tion from each group then determines the coefficient to
which the bit is to be allocated. and that coefficient is
moved to the group of one additional bit.

Therefore. if an extra bt were aliocated to Group Ga.
where b is the number of bits previously allocated. the
bit should be assigned to the group‘s first element. that
is. that having the largest variance. The comparisons
that have to be carried out become those of comparing
the AB; correSponding to the first elements of each of
these groups. The design procedure of the bit map for
an NXN transform with b bits assigned to each coeffici-
ent of each group can be summarized as follows;
Step 1. [Initialize variables. Set Ga={o'11.cr12. . . . crkz.

. . ownvz}
Gb:Empty for b; 1. Set counter Normal).

Step 2. If Neutmtotal bits allocated to the Nx N block,
then go to END.

Step 3. Calculate AE corresponding to the first element
of each group.

Step 4. Assign a hit to the first element of Group
G1, with the largest AE. and move that
element to Group 6.54.1.

Step 5. Increment counter; i.e. Nont=Ncnt+ i.
Go to Step 2.
A system for implementing the above approach is

illustrated in FIG. 2. A sequence of pixels for an image
frame arevapplied to a two dimensional transform 12
such as a DCT._In the transform the image is divided
into blocks as illustrated in FIG. I. and a two dimen~
sionai transform is computed for each block to generate
a set of coefficients U(i.j) for each block. The thus gen-
erated coefficients are stored in a RAM 14. The coeffi-
cients are used to determine an allocation of bits within
each block which is applied across the entire frame.
Once that allocation of bits is obtained, the coelficienta
are applied through a block quantizer 16 and quantized
to the assigned number of bits. The block quantizer 16
may use scalarquantizers of any available type. For
exampte. the optimai uniform and nonuniform quantiz-
ers proposed by l’. Max may be used. J. Max. "Quantiz-
ing for Minimum Distortion". IRE Trims. Information
Throat. 6. 7—12. (1960).

To determine the allocation of bits for the frame. the

variance o-Fdis computed at 18 for all coofficients i.j of
the frame. In the system illustrated in FIG. I. for exam-
ple. 16 variances would be computed. Those variances
are then ordered according to magnitude in a one di-
mentions! mapping unit 26 and stored in a RAM 21. In
a comparison and iogic control 24. pointers are gener«
ated and stored for grouping the variances according to
the number of bits assigned thereto. Initially all vari~
ances are assigned to a first group Go.

In order to compute the reduction in mean square
error with the allocation of each hit, the nature of the
distribution of the incoming signal must be determined.
For example. the DCT of a natural image has a distribu-
tion closer to the Gaussian distribution at DC and a
distribution closer to the Laplacian distribution at AC.
When the iogic control determines that the era2 corre-
sponding to UiJ2=0032 is being considered. a AB basedon a Gaussian distribution would be obtained. Other-
wise, a til-2(1)) based on a Laplacian distribution would
be required.

E is also dependent on the group Ga, being consid-
cred.

A precalculated table of AE(b) based on the type of
qualtizers in the block quantizer 16 being used can be
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provided in a ROM 26 for each type of distribution.
Different tables may also be stored for different types of
quantizers in the block quantizer 16 which may be used
in the system. Each table would include a different
value of AE{b) for each group 65. A particular table of 5

AE(b) is selected by a signal 28 based on the known type
ofqnantizer and the known distribution of the incoming _
signal. Alternatively, in a more complex system, the
AE(‘b) might be calculated for each sequence of frames.
Typically. the distribution is constant throughout an
image sequence.

The system further includes a set of multipliers 30.
each of which is associated with a bit group 65. The
multipliers are used to calculate the product of the larg-
est variance of each bit group with the normalized
change in quantization error AB of that bit group. The
Variances are addressed from the RAM 21 and latched
into buffers 32 by the comparison and logic control 24.
The changes in quantization error from the table 26
selected by the select signal 28 are latched into buffers
34. Alternative tables can be selected by the comparison
and logic control 24 by means of signal 36 when. for
example. the variance being multiplied is associated
with the DCterm which has'a Gaussian distribution.

The logic control 24 selects the appropriate AE(b) for
multiplication with each largest rrk1 obtained from each
group 65. The products obtained from multipliers 30'
are compared to detennine_ the largest reduction in
mean square error. The 7&2 which provides the largest
reduction in error is shined to the next larger group and
held as the smallest any.1 of. that group. Ali other vari-
ances are retained in their respective groups. The sys-
tem has a maximum number of bits hmax into which a
coefi'rcient may be quantized and the variances ofcorre-
sponding groups Gm may not be used in the compari-
son. The multiplications and comparisons continue until
all bits designated for a block have been allocated.
Therealter, the bits b}, are mapped to the two dimen-
sions id of the coefficients in 2-D map
coefficient of each block is quantized according to the
assigned bit allocation. ' '

Operation of the comparison and logic controller 24
is illustrated by the flow chart ofFIG. 3 and the illustra-
tions ofFIG. II. Throughout the sequence. the variances
are storedin addresses a m NL-l with the largest vari-
ance stored at address 0 and the smallest at address
NL—l. The variances are grouped by two pointers As
and 85 for each group. Abindicatm the largest variance
of the group and Ba indicates the smallest variance of
the group. The addressm are stored in registers in the 50
comparison iogic and control 24. Initially, all variances
are assigned zero bits and are thus included in group Go.
Thisisindicated bonequaltoOBoequaltoNlul as
illustrated in FIG. 4A. and those variables are
in Block 38 of FIG. 3. The other groups are initially
empty and this is indicated by setting As and B5 each
equal to — 1.

Each bit to a total number of bits Ntotal is then as-
signed to a respective group Ohio 3 ioop which includes
the return line 40. Within that loop. the Buffers 32 are
first loaded in a DO loop 42. Then. the changes in quan-
tiration error are calculated through the multipliers 30,
and the maximum change in error is"'determined in
Block 44 (FIG. 3. Sheet 2). Then. the pointers are modi-
fied to effectively transfer the variance which provides
the largest change in error to the next bit group 65.

A possible grouping of the variances by the pointers
A5 and Bi, is illustrated in FIG. 4B. In this illustration. 3

Handeaclxx

6
group of variances including 11 is included in group
Gama... This group is defined by addresses Bbmuflq and
Asmxn :. Group G4 is defined by address pointers
Erin: and mar. Note that group (33 is empty so Ba and
A3 wouid both equai -l. Group (32 incldes a single
element, so B; and A2 both equal t. Group 1 is defined
by Ba=N1—l and A1=u. Group Go is now empty, so
Bo and Aaboth equal —l.

As the system proceeds through the DO loop 42. it
first checks at 46 whether the address of the largest
variance of the group being considered is equal to D. If
it is. the AE(b) corresponding to a Gaussian distribution
is selected by signal 36 (FIG. 2) at block 48 (FIG. 3,
Sheet 1). That A503) is then applied to the buffer 34
associated with 12. Then. at 50 the variance 11 at the
address Al, is latched into the associated buffer 32. For
any other variance, the AE(b) from the usual look-up
table selected by signal 28 is used. For each Abnot equal
to zero, it is'determined whether the address is greater
than 0 at 51. If it is less than 0 an empty group is indi-
cated, and a zero is latched into the buffer 32 associated
with the group of b hits at 52. If the addrms is positive.
the group includes at least one element. and the largest
element is that in the address A1,. The variance at As is
loaded into the associated buffer 32 at 54. '

The DO loop 42 is continued until b=bmax— l. The
variances included in group bmaJr are no longer consid-
ered in the comparison because no further bits can be
assigned to the coefficients in that group. With the
variances and the ECb)‘s thus loaded in the buffers 32
and 34. the changes in quantization error resulting from
assignment of the next bit to the several bit groups are
available at no to Dom -1. The largest of those inputs
is selected at 44 to identify the bit group 12* having the
variance to which that bit aimuld be assigned.

Selected variances are shifted to next larger bit
groups by shifting the addreSScs'Bsand As from right to

. lea. The simplest case is where the selected variance is
taken from a group which had more than the one vari-
ance therein and is moved to a group which already has
a variance therein. In that case. as illustrated in a manic
of a variance from group (31 to group Go, the pointer
A1 need only be shifted one element to the led by add-
ing one to its address, and the pointer B: need only be
shifted one to the lefi by making its address equal to the
previous address of A1. These functions are performed
in Blocks 56 and 58. respectively. '

When the next larger group into which the variance
is shifted is empty, as is group 63 in FIG. 4B, the
pointer AV.“ is —1. so it can not simply be left as it
was; rather. it is given the previous address of Ab‘ as
indicated in Block 60. By thus defining the new Alf.“
and Br.“ in Blocks 60 and 58, anew group having the
single element taken from the address A5? is created.
Thereafter. Ag' may be shifted in block 56 as before.

Another special case is where the selected variance
comes from a group having only that variance as a
single element. An example is where the variance is
taken from group G: of FIG. 4B. In that case, the group
G5' is eliminated by setting both Ab‘ and 335*: _l in
block 62.

Once NCNT=NTOTAL. the assignment of bits to
each coefficient is determined from the group pointers
at 63. That assignment is converted to a 2D map at 37
(FIG. 2) to select the appropriate b-bit quantizer 16 for
each coefficient. Before transmission of the quantized
coefficients. the variances and the signal 28 indicating
the type of quantizer and the distribution are transmit-
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ted. The signal 28 need only be transmitted once for a
sequence of frames and the variances need only be
transmitted once for each frame. At the decoder. illus-
trated in FIG. 5. the quantized coefficients are stored in
a random access memory 64 and the bit variances. The 5
computation may be by a system which is identical to
that of the coder in that it includes a one dimensional

mapping unit 20', an reduction look-up table 26', a
RAM 21', buffers 32’ and 34‘. comparison and logic
control 24' and a 2«D mapping unit 37'. With the alloca-
tion of" bits known. the quantized coefficients stored in
buffer RAM 64 are applied to an inverse block quan-
tizer 78 to recreate the two dimensionai transform coef—

ficients, and those coefficients are then applied to an
inverse transform 80 to generate the original image.

While the invention has been particularly shown and
described with reference to a preferred embodiment
thereof, it is understood by those skilled in the art that
various changes in form and details may be made
therein without departing from the spirit and scope of 20
the invention as defined by the appended claims.

I claim:

1. A coding system in which discrete coefficients in a
~frame ofblocks of coefficients are quantized with differ-
ent numbers ofquantization bits per caefficient and like
numbers of bits for corresponding coefficients in the
blocks of the frame. the system comprising, for assign-
ing the quantization bits to the coefficients;

means for ordering the coefficients according to the
variance of the coefficients through the frame;

means for grouping the coefficients in hit groups
according to the number of bits, if any. already
assigned thereto and for regrouping the coeffi '-
enta as each bit is assigned;

means for determining, for each of a plurality of 35
quantization bits per block1 the reduction in quanti-
zation error for the frame ofblocks with the assign-
ment of a. quantization bit to the coefficient ofeach _
hit group having the largest variance; and . . ;_

means for comparing the determined reductions in 40
quantization errors and for assigning the next quan-
tization bit to the coefficient for which the largest
reduction in quantization error is associated.

2. A coding system as claimed in claim 1 further
comprising means for performing a two dimensional 45
transform to provide the discrete coefficients.

3. A coding system as claimed in claim 1 wherein the
means for determining the reduction in quantization
error computes the product of the variance of a coeffici-
ent and a normalized change in quantization error.

4. A coding system as claimed in claim 3 further
comprising a lookup table for storing the; normalized
changes in quantization error.

5. A coding system H claimed in claim 4 further
comprising means to select a table of the normalized
changes in quantization error based on the type ofdistrin
bution of the coefficients.

6. A coding system as ciaimed in claim 3 further
comprising means to identify the type of distribution of
the coefficients and for then determining the normal- 60
ized change in quantization error based on that type of
distribution.

7. A coding system as ciaimed in ciairn 1 further
comprising means for transmitting signals indicative of
the variances and the type of distribution with the quan- 65
tized data.

8. A coding system for transform image coding in
which discrete coefficients in a frame of two dimen-

25

8

sional blocks of coefficients are quantized with different
numbers of quantization bits per coefficient and like
numbers of bits for corresponding cocfiicients in the
blocks of the frame, the system comprising, for assign-
ing the quantization bits to the coefficients;

means for performing a two dimensional transform to
provide the discrete coefficients;

means for ordering the coefficients according to the
variance of the :oeificients through the frame;

means for grouping the coefficients in bit groups
according to the number of bits. if any} already
assigned thereto and for regrouping the coellici-
cuts as each bit is assigned;

means for providing normalized changes in quantiza-
tion error as a function of signal distribution;

means for determining. for each of a plurality of
quantizaan bits per block, the reduction in quanti-
zation error for the frame ofbioeks with the assign-
ment of a quantization bit to the coefficient of each
bit group having the largest variance by computing
the product of the variance of the coefficient and
the normalized change in quantization error;

means for comparing the determined reductions in
quantization error and for assigning the nest quan:
tization bit to the coefficient for which the largest
reduction in quantizaan error is associated; and

means for quantizing the cacfficient of each block of
caefficients with the assigned number of bits.

9. A method of quantizing discrete coefficients in
blocks of coefficients with different numbers of quanti-
zation bits per coefficient and like numbers of bits per
corresponding coefficients in the blocks. the method
compnsmg: _

for a frame of a plurality ofcmrff'icients. ordering the
coefficients according to the variance of the coeffi-
cients through thefrante; fl _ . _ ,

assigning a nuniber of quantization'bits to each of a
plurality ofcoefficients in each block and grouping
the coefficients in hit groups according to the num-
ber of thus assigned hits, the bits being assigned by
determining. for each of a plurality of quantization
bits per block, the reduction in quantization error
for the frame of blocks with assignment of the
quantization bit to the coefficient of each bit group
having the largest variance, comparing the deter-
mined reductions in quantization errors and assign-
ing the next quantization bit to the coefficient for
which the largest reduction in quantization error is
associated; and

quantizing the coefficients of each block of coeffici-
ean with the assigned number of bits.

19. A method as claimed in claim 9 further compris—
ing the step of performing a two-dimensional transform
to provide the discrete coefficients.

1]. A method as claimed in claim 9 wherein the re—
duction in quantization error is determined by comput-
ing the product of the variance of a coefficient and a
normalized change in quantization error.

12. A method as claimed in claim 11 wherein the
normalized change in quantization error is retrieved
from a lockup table.

13. A method as claim 12 further comprising the step
of providing the type of distribution for selecting the
normalized change in quantization error from the
lockup table.

14. A method as claimed in claim 11 further compris-
ing the step of identifying the type of distribution of the
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coefficients in order to determine the normaiized
change in quantization error.

15. A method as claimed in claim 9 further compris-

ing the step of transmitting with the quantized coeffici-
ents signals indicative of the variances and type of dis-
tribution of the coefficients.

16. A method of assigning a number of quantization
bits to each of a. piurality of discrete coefficients in
blocks of coefficients, the method comprising sequen-

tially assigning the available quantization bits to appro«
priate coefficients and grouping and regrouping the
coefficients in hit groups according to the number of
thus assigned hits, the bits being assigned by determin-
ing. for each assigned quantization bit, the maximum
reduction in quantization error for a frame of blocks of
coefficients with assignment of the bit to a predeter-
mined one of the coefficients of each bit group, and

assigning the bit to the coefficient, throughout the

15

20

10
frame of blocks of coefficients. which provides the
greatest reduction in quantization error.

17. A method as claimed in claim 16 further compris-
ing determining the reduction in quantization error
from a normalized change in quantization error which is
a function of the number ofbits already assigned to each
coefficient.

18. A method as claimed in claim 17 wherein the
normalized change in quantization error is determined
as a function of the type of distribution of the coeffici-cuts.

19. A method as claimed in 18 wherein the change in
quantization error is computed as the product of the
variance and the normalized change in quantization
error for the coefficient having the largest variance
within each group of coefficients having a particular
number of bits already assigned thereto.

20. A method as claimed in claim 16 wherein the

predetermined one of the coefficients of each hit group
is the coefficient having the largest variance.‘ t It I I 
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ENCODING AND DECODING VIDEO
SIGNALS USING ADAPTIVE FILTER

SWITCHING CRITERIA

This is a continuation of copending application Ser. No.
08/158,855 filed on Nov. 24, 1993.

BACKGROUND OF THE INVENTION

1. Field of the Invention
The present invention relates to image processing, and, in

particular, to computer-implemented processes and systems
for decompressing compressed images.

2. Description of the Related Art ‘ . _
It is desirable to provide real-time audio, video, and data

conferencing between personal computer (PC) systems
communicating over an integrated services digital network
(ISDN). In particular, it is desirable to provide a video
compression/decompression process that allows (1) real-
time compression of video images for transmission over an
ISDN and (2) real-time decompression and playback on the
host processor of a PC conferencing system.

It is accordingly an object of this invention to overcome
the disadvantages and drawbacks of the known art and to
provide a video decompression process that allows real-time
audio, video, and data conferencing‘between PC systems

_ Operating in non-real-time windowed environments. A
Further objects and advantages of this invention Will

become apparent from the detailed description of a preferred
1 embodiment which follows.

SUMMARY OF THE INVENTION

' The present invention is a computer-implemented process
and apparatus for encoding video signals. According to a
preferred embodiment, one or more training video names
are encoded using a selected quantization level to generate
one or more encoded training video frames. The encoded
training video frames are decoded to generate one or mine
decoded training video frames and one or more energy
measure values are generated corresponding to the decoded
training video flames. This trainirig processing is performed
for a plurality of quantization levels and an energy measure
threshold value is selected for each of the quantization levels
in accordance with the decoded training video frames. A first
reference frame is generated corresponding to a first video
frame. A block of a second video frame is encoded'using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame. The
block of the encoded second video frame is deceded to
generate a block of a second reference frame, by: (1)
generating an energy measure value con-esponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with the energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filterto generate the block of the
second reference frame in accordance with the comparison.
A third video frameis encoded using the second reference
frame. I

According to another preferred embodiment, a first ref-
erence frame is generated corresponding to a first video
frame. A block ofa second video frame is encoded using the
first reference frame and a selected quantization level to
generate a block of an encoded second video frame. The
block-of the encoded second video frame is decoded to _
generate a block of a second reference .frame, by: (1)

5,488,570 .
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‘ generating an energy measure value. corresponding to the
block of the encoded second video frame; (2) comparing the
energy measure value with an energy measure threshold
value corresponding to the selected quantization level for the
block; and (3) applying a filter to generate the block of the
second reference frame in accordance with the comparison.
A third video frame is encoded using the second reference
frame. The energy measure threshold value corresponding to
the selected quantization level for the block having been
determined by: encoding one or more training video frames
using each of a plurality of quantimtion levels to generate a
plurality of encoded training video frames; decoding the

encoded training video frames to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values corresponding to the decoded train-
ing video frames; and selecting an energy measure threshold
value for each of the quantization levels in accordance with
the decoded training video frames.

The present invention is also a computer-implemented
process and apparatus for decoding video signals. According
to a preferred embodiment, an encoded first video frame is
decoded to generate a first reference fiameL'A block of an
encoded second video frame is decoded to generate a block
of a‘secoud reference frame, by: (1) generating an energy
measure value corresponding to the block of the encoded
second video frame; (2) comparing the energy measure
value with an energy measure threshold value corresponding

' to a selected quantization level for the block; and (3)

65

applying a filter to generate the block of the second reference
frame in acacrdance with the comparison. An encoded third
video frame is deC’oded using the second reference frame.
The energy measure threshold value corresponding to the
selected quantization level for the block having been deter-
mined by: encoding one or more training video frames using
each of a plurality of quantization levels to generate a
plurality of encoded training video frames; decoding the
encoded training video frames to generate a plurality of
decoded training video frames; generating a plurality of
energy measure values corresponding to the decoded train—
ing video frames; and selecting an energy measure threshold
value for each-of the quantization levels in accordance with
the decoded training video frames.

BRIEF DESCRIPTION OF THE DRAWINGS

Other objects, features, and advantages of the present
invention will become more fully apparent from the follow-
ing detailed description of the preferred'ernbodiment, the
appended claims, and the accompanying drawings in which:

FIG. 1 is a block diagramrepresenting real-time point- ‘
to-point audio, video, and data conferencing between two
PC systems, according to a preferred emboditttent of the
present invention;

FIG. 2 is a block diagram of the hardware configuration
of the conferencing system of each PC system of FIG. 1;

FIG. 3 is a block diagram of the hardware configuration
of the video board of the conferencing system of FIG. 2;

FIG. 4 is a block diagram of the hardware configuration
of the audio/comm board of the conferencing system of
FIG. 2;

FIG. 5 is a block diagram of the software configuration of
the conferencingsystern of each PC system of FIG. 1;

FIG. 6 is a block diagram of a preferred embodiment of
the hardware configuration of the audio/comm board of
FIG. 4;
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FIG. 7 is a block diagram of the conferencing interface
layer between the conferencing applications of FIG. 5, on
one side. and the com. video, and audio managers of FIG.
5, on the other side; . ‘

FIG. 8 is a representation of the conferencing call finite 5
state machine (FSM) fora conferencing session between a
local conferencing system (i.e., caller) and a remote confer-
encing system (Le, callee);

V FIG. 9 is a representation of the conferencing stream FSM
for each conferencing system participating in a conferencing

v session; I _
FIG. 10 is a representation of the video FSM for the local

video stream and the remote video stream of a conferencing
system during a conferencing session;

FIG. 11 is a block diagram of the software components of
the video manager of the conferencing system of FIG. 5;,

FIG; 12 is a representation ofa sequence ofN walking key
frames;

FIG. 13 is arepresentation of the audio‘FSM for the local
audio stream and the remote audio stream of a conferencing
system during a conferencing session; ' 1

FIG. 14 is a block diagram of the architecture ofthe audio
subsystem of the conferencing system of FIG. 5;

FIG. 15 is a block diagram of the interface between the
audio task of FIG. 5 and the audio hardware of audio/comm
board of FIG. 2; ' V

FIG. 16 is a block diagram of the interface between the
audio task and the com task of FIG. 5:

FIG. 17 is a block diagram of the com subsystem of the
conferencing system of FIG. 5; V ‘

FIG. 18 is a block diagram of . the com subsystem
architecture for two conferencing systems of FIG. 5 partici-
pating in a conferencing session; ' * .

FIG. 19 is a representation of the comm subsyste
application FSM for a conferencing session bettveen a local
site and a remote site;

FIG. 20 is a representation of the com subsystem 1
connection FSM for a conferencing session between a local
site and a remote site; , n I . '

FIG. 21 is a representation of the'comm subsystem control
channel handshake FSM for a conferencing session between
a local site and a remote site;

FIG. 22 is a representation of the contra subsystem
channel establishment FSM for a conferencing session
between 'a local site and a remote site;

FIG. 23 is a representation of the comm subsystem
processing for a typical conferencing session between a
caller and a callee;

FIG. 24 is a representation of the structure of a video
packet as sent to or received from the com subsystem of

_ the conferencing system of FIG. 5;
FIG. 25 is a representation of the compressed video

bitstream for the conferencing system of FIG. 5;
FIG. 26 is a representation of a compressed audio packet

for the conferencing system of FIG. 5;
FIG. 27 is a representation of the reliable transport comm

packet structure; ' 3
FIG. 28 is a representation of the unreliable transpo

comm packet structure; -' ' ‘
FIG. 29 are diagrams indicating typical connectionsaup

and teardown sequences; ’ _

FIGS. 30 and 31 are diagrams of the architecture of the
audid/comm board; and

4

FIG. 32 is a diagram of the audio/comm board environ—
ment.

DESCRIPTION OF THE PREFERRED
EMBODIMENT(S)

Point-To-Point Conferencing Network .
Referring now to FIGf 1, there is shown a block diagram

representing real-time point-to-point audio. video, and data
conferencing between two PC systems, according to a
preferred embodimentof. the present invention. Each PC
system has a conferencing system 1100, a camera 102, a
microphone 104,- a monitor 106,‘ and a 5;: .tker 108. The
conferencing systems communicate viaan integrated ser-
vices digital network (ISDN) 110. Each conferencing system
100 receives, digitizes, and compresses the analog video
signals generated by camera 102 and the analog audio
signals generated by' microphone 104.. The compressed
digital video and audio signals are transmitted to the other
conferencing system via ISDN 110, where they are decom-
pressed and ‘convenedfor play on monitor 106 and speaker
108, respectively. Inaddition, each conferencing system 100
may generate and transmit data signals to the other confer-
encing system 100 for play on monitor106. In a prefmred
embodiment, the video. and data signals are displayed in
different windows on monitor 106. Each conferencing sys-
tem 100 may also display the locally generated video signals
in a separate‘window. .

Camera 102 may be any suitable camera for generating
NSTC orl’AL analog video signals. Microphone 104 may be
any suitable microphone for'generating analog audio sig-
nals. Monitor 106 may be any suitable monitor for display-

‘ ing video and graphics images and is preferably a VGA
monitor. Speaker 108 may be any. suitable device for playing
analog audio signals and is preferably a headset.
Conferencing System Hardware Configuration '

Referring now to FIG. 2, there is shown a block diagram
of the hardware configuration of each conferencing system
100 of FIG. 1, according to a preferred embodiment of the
present invention. Each conferencing system 100 comprises
host processor 202, video board 204. audio/comm board
206, and ISA bus 208.

Referring now to FIG. 3. there is shown a block diagram
of the hardware configuration of video board 204 of FIG. 2,
according to a preferred embodiment of the present inven-
tion. Video board 204 comprises industry, standard architec-
ture (ISA) bus interface 310. video has 312, pixel processor
302, video random access memory (VRAM) device 304. '
video capture module 306, and video analog-to-digital
(AID) converter 308.

Referring now to FIG. 4, there is shown a block diagram
of the hardware configmation of audio/comm board 206 of
FIG. 2. according to a preferred embodiment of the present
inventibn. Audio/commvboard 206 compriSes ISDN inter-
face 402, memory 404, digital signal processor (D8?) 406,
and ISA bus interface 408, audio input/output (1(0) hard-
ware ‘4 10. .' .

Conferencing System Software Configuration
Referring now to FIG. 5. there is shown a block diagram

of the Software configuration each conferencing system 100
of FIG. 1, according to a preferred embodiment of the
present invention.‘V1deo microcode 530 resides and runs on
pixel processor 302 of video board 204 of FIG. 3. Com
task 540 and audio task 538 reside and run on DSP 406 of
audio/comm board 206 of FIG. 4. All of the other software

modules depicted in FIG. 5 reside and run on host processor
202 of FIG. 2.
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Video. Audio, and Data Processing

Referring now to FIGS.‘3, 4, and 5. audio/video confer-
encing application 502 running on host processor 202 pro-
vides the top-level local control of audio and video confer-
encing between a local conferencing system (i.e.,' local site
or endpoint) and a remdte conferencing system (i.e., remote
site or endpoint). Audits/video conferencing application 502
controls local audio and video proceSsing and establishes
links with the remote site for transmitting" and receiving
audio and video Over the ISDN. Similarly, data conferencing
application 504, also running on host processor 202, pro-
vides the top-level local control of data conferencing
between the local and remote sites. Conferencing applica-
tions 502 and 504 Communicate with the audio, video, and
com subsystems using conferencing application'prog‘ram-
rning interface (API) 506, video API 508,'comrn API 510,
and audio API 512. The functions of conferencing applica-
tions 502 and 504and the APIs they‘use are described in
further detail later, in this'specitication. ' '

, Dining conferencing, audio IIO hardware 410 of audio/
comm board 206 digitizes analog audio signals received
from microphone 104 and storesthe resulting uncompressed
digital audio tomemory 404 via ISA bus interface 408.
Audio task 538. running on DSP 406, controls the compres-
sion of the uncompressed audio and stores the resulting
compressed audio back tormemory 404. Comm task 540,
also nmning on DSP 406, then formats the compressed
audio format for ISDN transmission. and transmits the com-
pressed ISDN-formatted audio to ISDN interface 402 for
transmission to the remote site over ISDN 110. .

ISDN interface‘402 also receives from ISDN 110 com-
pressed ISDN-formatted audio generated by the remote site
and stores the compressed ISDN-formatted audio to memory
404. Comm task540 then reconstructs the compressed audio ..
format and stores the compressed audio back to memory
404. Audio-task 538 controls the decompression of the
compressed audio and stores the resulting decompressed
audio back to memory 404. ISA bus interface then transmits
the decompressed audio to audio IIO hardware 410. which
digital-to-analog (DIA) converts the decompressed audio
and transmits the resulting analog audio signals to speaker
108 for play. ' '

Thus, audio capturclcompression. and decompression]
playback are preferably perfbrmed entirely within audio/
comm board 206 without going through the host processor.
As a result, audio is preferably continuously played during
a conferencing session regardless of what other applications
are rrmning on host processor 202. ' V .

Concurrent with the audio processing, video AID con-
verter 308 cf video board 204 digitizes analog video signals
received fiom camera 102 and transmits the resulting digi-
tized video to video capture module 306. Video capture
module 306 decodes the digitized video into YUV color
Components and delivers uncompressed digital video bit:
maps to VRAM 304 Vvia video bus 312. Video microcode
530. running on pixel processor 302, compresses the uncom—
pressed video bitmaps and stores the resulting compressed
video back to VRAM 304. [SA bus interface 310 then
transmits via ISA bits 208 the compressed video to' host
interface 526 running on host processor 202. ' ‘

Host interface 526 passes the compressed video to video
manager 516 via video capture driver 52. Video manager
516 calls audio manager 520 using; audio API‘ 512 for
synchronization information. Video manager 516 then time-
stamps the video for synchronization With the audio. Video
manager 516 passes the time-starhped compressed video to
communications (conun) manager 518 using comm appli-

6
cation programming interface (API) 510. Comm manager
518 passes the compressed video through digital signal
processing (DSP) interface 528 to ISA bus interface 408 of
audio/comm board 206. which stores the compressed video
to memory 404. Comm task 540 then formats the com-
pressed video for ISDN ‘ transmission and transmits ‘ the
ISDN-formatted compreSSed video to ISDN interface 402
for transr'niSsion to the remote site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 ISDN-
f6rmatted compressed video generated by the remote site
system and stores the ISDN-formatted compressed video to
memory 404. Comm task 540 reconstructs the compressed
video format and stores the resulting compressed video back
to memory 404. ISA bus interface then transmits the com-
pressed video to com manager 518 via ISA bus 208 and
DSP interface 528. com manager 518 passes the com-
pressed video to video manager 516 using comm API 510.
Video manager 516 decompresses the compressed video and
transmits the decdrnpressed video to the graphics device
interface (GDI) (not shown) of Microsofi® Windows for
eventual display in a video window on monitor 106.

For data conferencing, concurrent with audio and video
conferencing, data conferencing application 504 generates
and passes data to comm‘rrtanager 518 using conferencing
API 506 and com API 510. Comm manager 518 passes the
data through board DSP interface 532 to ISA bus interface
408, which stores the data to memory 404. Comm task 540formats the data for ISDN transmission and stores the

ISDN—formatteddata back to memory 404. ISDN interface
402 then transmits the ISDN—formatted data to the remote
site over ISDN 110.

ISDN interface 402 also receives from ISDN 110 ISDN-
formatted data generated by’ the remote site and stores the
ISDN-fonn'atted data to memory 404. Comm task 540
reconstructs the data format and stores the resulting data
back to memory 404. ISA bus interface 408 then transmits
the data to com manager 518, via ISA bus 208 and DSP
interface 528. Comm manager 518 passes the data to data
conferencing application 504 using comm API 510 and
conferencing API 506. Data conferencing application 504
processes the .data and transmits the processed data to
Microsoft® Windows GDI (not shown) for display in a data
window on monitor 106.
Preferred Hardware Configuration for Conferencing System

Referring again to FIG. 2, host processor 202 may be any
suitable general-purpose processor, and is preferably an
Intel® processor such as an Intel® 486 microprocessor. Host
processor 202 prsjerably has at least 8 megabytes of host
memory. Bus 208 may be any suitable digital communica-
tionsbus and is preferably an Industry Standard Architecture
(lSA) PC bus. Referring again to‘FIG. 3, video AID con-
verter 308 of video board 204 may be any stande hardware
for digitizing and decoding analog video signals that are
preferably NTSC or PAL standard video signals. Video
capture module 306 may be any suitable device for captur-
ing digital video color component bitmaps and is preferably
an Intel® ActionMedia® I] Capture Module. Video capture
module 306 preferably captures video as Subsarnpled 4:1:1
YUV bitmaps (i._e., YUV9 or YVU9). Memory 304 may be
any suitable. computer memory device for storing data
during video processing such as a random access memory
(RAM) deviCe and is preferably a video. RAM (VRAM)
device with at least 1 megabyte of data storage capacity.
Pixel processor 302 may be any suitable processor for
compressing video data and is preferably an Intel® pixel

' processor such as an Intel® i750® Pixel Processor. Video
bus 312 may be any suitable digital communications bus and
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is preferably an Intel® DVI® bus; ISA bus interface 310
may be any suitable interface between ISA bus 208 and
video bus 312, and preferably comprises three Intel®
ActionMedia® Gate Arrays and ISA Configuration jumpers.

Referring now to FIG. 6, there is shown a block diagram
of a preferred embodiment of the hardware configuration of
audiolchmm board 206 of FIG. 4. This preferred embodi-
ment comprises: ‘

’IWo 4—wire S—bus RJ—45 ISDN interface connectors, one
for output to ISDN 110 and one for input from ISDN
110. Pm of ISDN interface 402 'of FIG. .4. ‘

Standard bypass relay allowing incoming ,calls to be
redirected to a down-line ISDN phone (not shown) in
case conferencing system power is off or conferencing
software is not loaded. Part of ISDN interface 402. ,

Two standard analog isolation and filter circuits for inter-
facing with ISDN 110. Part of ISDN interface 402.

'IWo Siemens 8-bit D¥channel P13112085 ISDN interface
chips. Part of ISDN interface 402.

Texas Instruments (TI) 32-bit 33 Ml-Iz 320c31 Digital
Signal Processor. Equivalent to DSP 406. .

Custom ISDN/DSP interface application specified inte-
grated circuit (ASIC) to provide interface between 8—bit
Siemens chip set and 32-bit 'II DSP. Part of [SD

V interface 402.. ‘ _ -
256 Kw Dynamic RAM (DRAM) memory device. Part of

memory 404.
32 Kw Static RAM

memory 404.
Custom, DSPIISA interface ASIC to provide, interface

between 32—bit TI DSP and ISA bus 208. Part of ISA

bus interface 408. .
Serial EEPROM to provide software jumpers for DSP/

ISA interface. Part of ISA‘ bus interface 408. V
Audio Codec 4215 by Analog Devices, Inc. for sampling

audio in format such as ADPCM, DPCM, or PCM
format. Pan of audio I/O hardware 410. ' .

Analog circuitry to drive audio 1/0 with internal speaker
for playback and audio jacks for input of analog audio
from microphone “Head for output of analog audio to
speaker 108. Part of audio IIO hardware 410.

Referring now to FIGS. 30 and 31, there are shown
diagrams'of the architecture of the audio/comm board. The
audio/comm board consists basically Of a slave ISA inter-

}(SRAM) memory device. Part of

face, a TMSBZOCSI DSP core, an ISDN BRI S interface;
and a high quality audio interface.

The C31 Interface is a 32-bit non-multiplexed dataport to I
the vc ASIC. It is designed to operatewith a 27—33 Mhz
C31. The C31 address 'is' decoded for the ASIC to live
between 400 00011 and 44F FFFH.- All accesses to local
ASIC registers (including the FIFO’;) are 0 wait—State.
Accesses to the 1/0 bus (locations 440 OOOH through 44F
FFFH) have 3 wait states inserted. Some Of the registers in
the ASIC are S and 16 bits wide. In these cases, the data is
aligned to the bottom (bit 0 and up) of the C31 data word;
The remainder of the bits will be read as a “0”. All

non~existcnt or reserved register locations will read as a “0".

ISA Bus Signals
MEN

5

8

The B—channel interfaces provide a 32-bit data path to and
from the B1 and B2 ISDN data channels. They are FIFO
bufiered to reduce interrupt overhead and latency require-
ments. The Line—side and Phone—side interfaces both suppon
transparent data transfer—used for normal phone-c311,]
FAX. modem and H.221 formatted data. Both interfaces also
support HDLC formatting of the B data per channel to
support V.120 “data data" transfer. ‘

The receive and transmit FIFO’ 5 are 2 words deep, a word
being 32 bits wide (C31 native data width). Full, half and
empty indications for all FIFO's are provided in the B—chan-
nel status registers. Note that thepolarity of these indications
vary between receive and transmit. This is to provide the
correct interrupt signaling for interrupt synchronized data
transfer. . ,

The transparent mode sends data received in the B-chan—
nel transmit FIFO's to the SSI interface of the ISACs. The
transmitted data is not formatted in any way other than
maintaining byte alignment (i.e., bits 0, 8, 16, 24 ofthe FIFO
data are always transmitted in bit 0 of the B-chnnnel data).
The written FIFO data is transmitted byte 0 first, byte 3
last—where byte 0 is bits 0 through 7, and bit 0 is sent first.

'Ilransparent mode received data is also byte aligned to the
incoming B—channel data Stream and assembled as byte 0,
byte 1, byte 2, byte 3. Receive data is written into the receive
FIFO after all four types have arrived.

The ISAC [/0 Interface provides an 8 hit multiplexed data
bus used to access the Siemens‘PEBZOSSs (ISAC). The 8
bits of 1/0 address come from bits 0 through 7 of the C31
address. Reads and writes to this interface add 3 wait-states
to the C31 access cycle. Buflfered writes are not supported in
this version of the ASIC.

Each ISAC is mapped directly into its own 64. byte
address space (G'valid bits of address). Accesses to the ISAC
are 8 bits wide and are located at bit positions 0 to 7 in the
C31 32 bit word. Bits 8 through 23 are returned as “0"s on
reads.

The PBZDBSs provide the D-channel access using this
interface. V .

The Accelerator Module Interface is a high bandwidth
serial communication path between the C31 and another
processor which will be used to add MIPS to the board.

‘ certain future requirements such as g.728 audio compres—
sion will require the extra processing power.

The data transfers are 32bit words sent serially at about
1.5 Mbitsls. The VC ASIC buffers these transfers with

FICOs which are 2 words deep to reduce interrupt overhead
and response time requirements. The status register provide
flags for FIFO full, half, empty and over/under-run (you
should never get an under-run). Any of these can be used as
interrupt sources as selected in the Serial Port Mask register.

The following paragraphs describe the ISA interface of
the audio/comm board. The ISA interface is the gate array
that provides an interface between the multi-function board
and the ISA bus. Further, the ASIC will control background

' tasks between a DSP, SAC, and Analog Phone line inter-
faces. The technology chosen for the ASIC is the 1 micron
CMOS—6 family fr’om‘NEC.

_ Referring now to FIG. 32, there is shown a diagram of the
audio/comm board environment. The following is a descrip-
tion of the signal groups.

The address enable signal is used to tie-gated the CPU and other
devices from the bus during DMA cycles, When this signal is active
(high) the DMA controller has control of the bus. The ASIC does not.
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-continued

respond to bus cycles when AEN is active,
The IIO 16-bit chip select is used by 16-bit IIO devices to indicate that
it m'accommodate a 16-bit transfer. This signal is decoded off of
address only.
This is an active low signal indicating the an IIO write cycle is
being perforated. -. _
This is an active low signal indicating the an 1/0 read cycle is being
performed ’ . '
These signals are intemrpt requests. An interrupt request is generated
when an IRQ is raised horn a low to a high. The lRQ must remain
high until the interrupt service routine acknowledges the interrupt
This signal is used to initialize system logic upon power on.
The system bus high enable signal indicates that data should be driven
onto the upper byte of the 16-bit data bus.
These are the system address lines used to decode 1/0 address space
used by the board. This scheme is compatible with the [SA bus.
These addresses are valid during the entire command cycle.
These are the system data bus lines.

HlCLK is the use primary bus clock All events in the primary bus
are referenced to this clock. The frequency of this clock is half the
frequency of the clock driving the DSP. See the TMSSZOCil data.
manual chapter 13. V
These are the DSP 32-bit data bus. Data lines 16. 17. and 18 also

" intaface to the EEPROM. Note that the DSP must he in reset and thedata. bus tristatcd before access to the EEPROM. This data bus also
supplies the board ID when the read while the DSP is reset (see
HAUTOID register). '
This is the DSP active low reset signal.
“The” DSP address lines are used to decode the address space byASIC. .
This signal indicates whether the current DSP external access is a read
(high) or a write (low) ' _
This is an active low signal fortn‘the DSP indicating that the current -
cycle is to the primry bus. _
This signal indicates that the current cycle being performed on the
pfir‘naryhus ofthe DSP can be completed.
The Hold signal is an active low signal used to request the DSP
relinquish control of the primary bus. Once the hold has been
acknowledge all address, data. and status lines are tristated until Hold
it released. This signal will be used to implement the DMA andDRAM Refielh. ' v
This is the Hold Acknowledge signal which is the active low indication
that the DSP has relinquished cmrml of the bus.
This 61 interrupt is used by the ASIC for DMA and Command
intermpts.
Interrupt the C31 on COM Port events.
Analog Phone Interrupts.

These signals are active low write rtrobes for memory banks 1 and 2.
These signals are active low output enables for memory banks 1 and 2.
This is 3 active low chip selected for the SRAM that makes up bank2.
This the active low column address strobe to the DRAM
This the active low tow address strobe to the DRAM.
These signals are a 12 and 24 n5 delay ofthe HlCLK.
Muir is the signal that controls the external DRAM address mux.
When this signal is low the CAS addresses are selected and when it is
high the RAS addresses are selected.

This is the EEPROM clock signal. This signal is multiplexed with the
DSP data. signal 1Dl6. This signal can only be‘ valid while the DSP isin reset.
This is the input data signal to the EEPROM. This signal is
multiplexed with the DSP data. signal Dl'l. This signal can only bevalid while the DSP is in reset.
This is the data output of the EEPROM. This signal is
multiplexed with the DSP data a'gnal D18. This Sigral can only
he valid while the D8? is in reset.
This is the chip select signal for the EEPROM. This signal is NOT
multiplexed and can only be drive active (HIGH) during 136? reset.

This signal controls the SAC mode of operation When this signal is
high the SAC is in data or master mode. when this signal is 1w the
SAC is in control or slave mode. I
This is the Soundport clock input signal. This clock will either
originate from the Soundport or the ASIC.
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* I -continued

This serial data input from theSoundport. The data here is shifted in
on the falling edge of the SP_CLK. . '
This is Ihe serial data output signal for the Souudport. The an: is
shined out on the rising edge of the SP_CLK.
This is the frame synchmnization signal for the Soundport. This signal
will originate from the ASIC when the Soundport is in slave mode or
the Soundport is being programcd in control mode. When the
Soundport is in master mode the frame sync will originate from the
Souudport and will have a frequency equal to the sample rate.

cooac Signals

24.576MHZ ’ This clock signal is used to derive clocks used within the ASIC and the
. 1048MB: CODEC clock.

COD_.FSlV CDD_FSI, DOCJSB, CODJS4 These signals are the CODEC frame syncs, each signal correspond to
- one;of thofour CODECs. -

CODVSDOUT This signal is the serial data output signal of the CODES‘
COD_SDIN This signal is tin serial data input.sigrtal to the CODECs.COD_SCLK This a 2.048th clock used to clock data in and out of the {our

‘ CODECS, The serial data is clocked out on the rising edge and in on
the falling edge.

Analog Phom Signals

LPSENSLI Line 1 at? hook loop current sense. If this signal is low and
BYPSRLYI is high it indicates the Set'l has gone oh' hook. If the
signal is low and the BYPSRLYl is low it indicates that the board has
gone otf hook. This signal is not latched and therefore is a Real-time-

- signal.
LPSENSPHI Set 1 oti‘ hook loop current come. If this signal is low it indicates the

Set 1 hm gone at? hook. This can only take place when BYPSRLYI is
low. This signal is not latched and therefore is a Real-time-signal.

LPSENSL2 Line: ofi' hook loop current sense. If this signal is low and
BYPSRLYZ is high it indicates the set 1 has gone olf hook: If the
signal is low and the BYPSRLYZ is low it indicates that the board has
gone ott‘ hook. This signal is not latched and therefore is a Real-lime-
signal

LPSENSPHZ Set 2 oil hook loop current sense. Ifthis signal is low it indicates the
Set 1 has gone oif hook. This can only take place when BYPSRLY2 is

. low. This signals is not latched and therefore is a Real-dme-signal.
RINIGDE‘l'Ll . line 1 Ring Detect. If this input signal is low the Line is"118102-
RINGDEI'LZ Linel Ring Den-Let. If this input signal is low the Line is

' ringing. - .
CALLDETL’Z Call Detect for Line 1. This signal is cleared low by softwareto detect 1200 baud FSK data between the first and second

rings. '
CALLDETLI Call Detect for Line 2 This signal is cleared low by softwareto detect 1200 hand I‘SK data between the first and second

rings. ..
PDOHLl Pulse Dial OE hook for Line 1. This signal is pulsed to dial phone

numbers on pulse dial systems. It is also used to take the line oh” hookwhen low. .
PDOHIZ 1 Pulse Dial 0h“ hook for Line 2. This signal is pulsed to dial phone ‘

numbers on pulse dial systems. It is also used to take the line ofi' hook
when low. ,

BYPSRLYI and 2 This is an active low output signal controlling the Bypass Relay output.
When high the board is hy-passed and the Line (L or 2) is connected
the desk Set (1 or 1).

Miscellaneous Signals

6.144le This a. 6.144 MHz clock signal used to drive the module that can
attached to the board The module will then use this signal to
synthesize any frequency it requires. 1

TESTI, TEST2, 'l‘ESl‘B, TEST4 Thiase are four test pins used by the ASIC designers two decrease ASlC
' manufacturing test vectors. The TESTZ pin is the output or the nano—

tree used by ATE.
VDD. VSS

Those skilled in the an will understand that the present audio. and com, as well as the encode method for video
invention may comprise configurations of audio/comm (running on video board 204) and encode/decode methods
board 206 other than the preferred configuration of FIG;‘6. 50 for audio (running on audio/comm board 206). The capa-
Softwnre Arrihitecture for Conferencing System . , ' p bilities of the CSC infrastructure are provided to the upper

The software architecture of conferencing system 100 layer as a device driverinterface (DDT).
shown in FIGS. 2 and S has three layers of abstraction. A ACSC system softwarelayer provides services for instan-
computeréupported collaboration (CSC) infrastructure layer tiatiug and controlling the video and audio streams, syn-
comptises the hardware 64%., video board 204 and audio/ 65 chronizing the ttvo streams, and establishing and gracefully
Comm board 206) and host/board driver softtyare (i.c., host ending a call and associated communication channels. This
interface 526 and DSP interface 528) to support video, functionality is provided in an‘application programming
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interface (API). This API comprises the extended audio and
video interfaces and the communications APIs (i.e., confer-
encing API 506, video API 508, video manager 516, video
Capture driver 522, comm API 510, contra manager 518,
Wave AP1514, Wave driver 52%, audio API 512, and audio
manager 520). , . .

A CSCpapplicadons layer brings CSC to the desktop. The
CSC applications may include video armotation’ to video
mail, video answering machine, andiolvideo/data conferenc—
ing (i.e., audio/video conferencing application 502 and data.
conferencing application 504), and group decision support
systems. .

Audio/video conferencing application 502 and data cen-
ferencing application 504 rely. on conferencing API 506,

p which in turn relies upon video AP1508. comm API 510, and
audio API 512,to.interface with video manager 516, com
manager 518, and audio manager 520. respectively. Comm
API 510 and comic manager 518 provide a transport-
independent interface ('I‘lI)_that provides communications
services to conferencing applimtions 502 and 504. The
communications sofiware of conferencing system 100 sup-
ports dilferent transport mechanisms, such as ISDN (e.g.,
v.120 interface), SW56 (e.g., BATP's Telephone API), and
LAN (e.g.. SPX/IPX. TCPIIP, or'NetBIOS). The TH isolates
thereonferencing' applications from the underlying transport
layer (i.e., 'tt'ansport-medium-specific DSP interface 528).
TheTlI hides the thematic/connectivity specific Operations.
In conferencing system 100, the TH hides the ISDN layer.
The DSP interface 528 is hidden in the datalink'modnle‘
(DLM). The TH provides services to the conferencing
applications for opening cenmrnoication channels. (within
thesame session) and dynamically managing the bandwidth.
The bandwidth is managed through the transmission priority
scheme. ' ~

In a preferred embodiment in Which conferencing system
100 performs softWare video decoding, AVI captnre driver
522 is implemented on top of host interface 526 (the video
driver). in an alternative preferred embodiment in Which
conferencing system 100 performs hardware video decod-
ing, anAVI display driver is also implemented ontop ofhost
interface 526. V ‘ l - V.

The softwarearchitectnre of conferencing system 100
comprises three major subsystems: video, audio, and com-

.mnnication. The audio and video subsystems aredecoupled' _
and treated as “data types" (similar to text or graphics) With ,
conventional operations like open, save, edit, and display.
The video and audio services are available to the applica-
tions through video-management and audio-management
extended interfaces, respectively.
Audio/Video Cunferencing Application

Audio/video conferencing application 502 implements
the conferencing user interface.VConferencing application
502 is iniplemented as a Microsoft® Windows 3.1 applica-
tion. One child window will display the Ideal video image
and a second child window will display the remote video
image._Audiolvideo conferencing application 502 provides 55
the following services to conferencing system 100:

Manage main message loop.

Perform initializationand registers classes.
Handle menus.
Process toolbar messages.
Handles preferences.

Handles speed dial setup and selections.
Connect and hang up.
Handles handset Window
Handle remote Video.

14

Handle remote ‘video window.
Handle local video. '
Handle local video window.

Data conferencing Application
Data conferencing application 504 implements the data

conferencing user interface. Data conferencing application
is implemented as a ltdicroSoft® Windows 3.1 application.
The data conferencing application uses a “shared notebook"
metaphor. The shared notebook lets the user copy a file from
the computer into the notebook and review it with a remote
user during a call. When the user is sharing the notebook
(this time is called a “meeting”), the-users see the same
information on their computers. users can review it together,
and make notes‘directly‘ into the notebook. A copy of the
original file is placed in the notebook, so the original
remains unchanged. The notes users make during the meet—
ing are saved with the copy in a meeting file. The shared
notebooklooks like a notebook or stack of paper. Confer-
ence participants have access tothe same pages; Either
participant can create anew page and fill it with information
or make notes on an existing page. ’ '
Conferencing API ‘ I

Conferencing API 506 Vof FIG. 5 facilitates the easy
implementation of conferencing applications 502 and 504.
Conferencing API 506 of FIG. 5 provides a generic confer:
encin'g interface between conferencing applications 502 and
504 and the video.pcomrn, and audio subsystems. Confer-
encing API 506 provides a high-level abstraction of the
services that individual subsystems (i.e., video, audio, and
com) support. The major services include:

Making, accepting, and hanging—up calls.
Establishing and terminating multiple communication

channels for individual subsystems.
Instantiating and controlling local video and audio.
Sending video and audio to a remote site through the

network.

Receiving, displaying, and controlling the remote video
. and audio Streams. V

Conferencing applications 502 and‘504 can access these
services through the high-level conferencing API 506 with-
out worrying about the complexities of low-level interfaces
supported in the individual subsystems.

‘ In addition, conferencing API 506 facilitates the integra-
tion of individual software components. It minimizes the
interactions between conferencing applications 502 and 504
and the video, audio. and com subsystems. This allows the
individual software components to be developed and tested
independent of each other. Conferencing API 506 serves as
an integration point that glues difi‘erent software components
together. Conferencing API 506 facilitates the portability of

' audio/video conferencing application 502.»
Conferencing API 506 is implemented as a Microsoft

Windows Dynamic Link Library (DLL). Conferencing API
' 506 translates the function'calls from conferencing applica-

tion 502m the more complicated calls to the individual
subsystems (i.e., video. audio, and contra). The subsystem
call layers (i.e., video API 508, com API 510, and audio
API 512) are also implemented in DLLs. As a result, the
programming of conferencing API 506 is simplified in that
conferencing API 506 does not need to implement more
complicated. schemes, such as dynamic data exchange
(DDE), to interface with other application threads that
implement the services for individual subsystems. For
exairtple, the video subsystem will use window threads to
transmit/receive streams of video to/from the network.

Conferencing API 506 is the central control point for
supporting communication channel management (i.e., estab-
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fishing, terminating channels) for video and audio sub-
systems. Audio/video conferencing application 502 is
responsible for supporting communication channel manage-
ment for the data conferencing streams. ‘

Referring now to FIGL7, there is shown a block diagram
of the conferencing interface layer 700 betweenconferencj
ing applications 502 and 504 of FIGS. on one side, and
com manager 518. video manager 516, and audio manager
520, on the other side. according to a preferred embodiment
of the present invention. Conferencing API 506 of FIG; 5
comprises conferencing primitive validator 704, conferenc—
ing primitive dispatcher 708. conferencing callback 706, and
conferencing finite state machine (FSM) 702 of conferenc—
ing interface layer 700of FIG. ,7. Comm API 510 of FIG. 5
comprises comm primitive 712 and com callback 710 or
FIG. 7. Video API 508 of FIG. 5 Comprises video primitive
716 of FIG. 7. Audio API 512 of FIG. 5 comprises audio
primitive 720 of FIG. 7. V ’

Conferencing primitive validator 704 validates the syntax
(e.g., checks the conferencing call state..channel state,and
the stream state with the conferencing finite state machine
(FSM) 702 table and verifies the correctness of individual
parameters) of each API call. If an error is detected. primi-
tive validator 704 terminates the call and retums the error to

the application immediately. Otherwise, primitive validator
704 calls conferenu'ng primitive dispatcher 708, which
determines which subsystem primitives to invoke next.

Conferencing primitive dispatcher 708 dispatches and
executes the next conferencing API primitive to start: or
continue to carry out the service requested by the applica-

v tion. Primitive dispatcher708 maybe invoked either directly
from primitive validator 704' (is... to start the first ofa set cf
conferencing API primitives) Or from conferencing callback
706 to continue the unfinished processing (for asynchronous
API calls)..anitive dispatcher 708 chooses the conferenc—
ing API primitives based on‘thc information of the current
state, the type of message/event, and the next primitive
being scheduled by the previous Conferencing API primitive.

After collecting and analyzing the completion status from
each subsystem, primitivevdispatcher 708 either (l)_rettirns
the concluded message back to the conferencing application
by returninga message or invoking the applicationprovided
callback routine or (2) continues to invoke another primitive
to continue the unfinished processing. . .

There are a set ofprimitives (i.e.. comm primitives 712,
video primitives 716,‘ and audio primitives 720) imple-
mented for each API call. Same primitives are designed to
be invoked from a callback routine to carry out the asyn-
chronous services. .

The subsystem callback routine (i.e., comm callback >710)
returns the completion status of an asynchronous call to the
com subsystem to conferencing callbabk 706, which will
conduct analysis to determine the propcr'action to take next.
The com callback 710 is irnplemented as a separate thread
of execution (vthread.exe) that receives the callback
Microsoft® Windows messages from the com manager
and then calls VCI DLL to handle these messages.

Conferencing callback 706 returns the completion status
of an asynchronous call 'to the application. COnferencing
callback 706 checks the current message/event type, ana-
lyzes the type against the current conferencing API‘st'ate and
the next primitive being scheduled; to determine the actions
to take (e.g., invoke another primitive or return the message
to the application). If the processing is not complete yet,
conferencing callback 706 selects another primitive to con—
tinue the rest of the processing. Otherwise, conferencing ,
callback 706 returns the completion status to the application.

15
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The conferencing callback 706 is used only for com
related conferencing API functions; all other conferencing
API functions are synchronous.

The major services supported by conferencing API 506
5 are categorized as follows;

Call and Channel Servrces (establish/terminate a confer-
ence call and channels over the call).

Stream Services (capture, play, record, link, and control
the multimedia audio and video streams).

Data Services (access and manipulate data from the
multimedia streams).

Interfacing with the Com Subsystem
Conferencing API 506 supports the following comm

services with the com subsystem:
Call establishment—place a' call to start a conference.
Channel establishment—establish four comm channels

for incoming video. incoming audio, outgoing video,
and outgoing audio. These 4 channels are opened
implicitly as part of call establishment, and not through
separate APIs. The channel APIs are for other channels
(e.g., data conferencing).

Call termination—hang up a call and close all, active
channels. ‘

25 Call EstabliShment
Establishment of a call between the user of conferencing

system A of FIG. 1 and the user of conferencing system B
of FIG. 1 is implemented as follows:

Conferencing APIs A and B call BeginSession to initialize
their-comm subsystems.

Conferencing API A, calls MakeCdnnection to dial con-
ferencing API B’s number. _

Conferencing API B receives a CONN_REQUESTED
callback. _

Conferencing API B sends the call notification to the
graphic user interface (GUI); and if user B accepts the
call via the GUI, conferencing API B proceeds with the
following steps.

Conferencing API B calls AcceptConnection to accept the
incoming call from conferencing AP] A.

Conferencing ‘APIs A and B receives CONN__AC-
CEPTED message. '

Conferencing APls A and B call RegistetChanMgr for
channel management. '

Conferencing API A calls OpenChannel to open the audio
channel.

Conferencing API B receives the Chan.Requested call-
back and accepts it via AcceptChannel.

Conferencing API A receives the Chan__Accepted call-
back. , _ I

The last three steps are repeated for the video channel and
the control channel.

Conferencing API A then sends thevhusiness card infor-
mationron the control channel, which conferencing API‘ B receives.

Conferencing API B then turns around and repeats the
above 6. steps (i.e., opens its outbound channels for
audio/video/mntrol and sends its business card infor-

‘ mation on its control channel).
Conferencing APls A and B then notify the conferencing

applications with a CFM_ACCEPT_NTFY callback.
65 Channel Establishment

Video and audio channel establishment is implicitly done
as part of call establishment, as described above, and need
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‘ not be repeated here. For establishing other channels suCh as
data conferencing, the conferencing API passes through the
request to the com manager, and sends the com manag-
er‘s callback to the user’s channel manager.

Call Termination ‘
Tennination of a call between users A and B is imple- '-

mented as follows (assuming user A hangs up):

Conferencing API A unlinks locallremote video/audio
streams from the-network. _ .

Conferencing API A then calls the com manager's
CloseConnection. ‘ .

The com manager implicitly closes all channels; and
sends ChaLClosed callbacks toconfcrencing API A.

Conferencing API A closes its remote audio/video streams
on receipt of the‘ChanflClosed callback for its inbound
audio/video channels, respectively.

Conferencing AP] A then receives the CONN_CLOSE_
RESP from the com manager after the call is cleaned

up completely. COnferencing API A notifies its appli-
cation via a CFM__HANGUP_NTFY.

In the meantime, the com manager on B wouldvhave .
received the bangup notification, and would have
closed its end of all the channels; and notified confer-
encing API B via Chan_Closed.

Conferencing API B closes its remote audio/Video streams
on receipt of the Chan‘__Closed callback for its inbound
audio/video channels, respectively. . .‘ y, ‘ . ;

Conferencing API B unlinks its local audio/video streams
from the network on' receipt ‘of the Chan__Closed
callback for its outbound audio/video channels, respec-

tively. _ ’
Conferencing API B then receives a CONN__CLOSED

notification from its comm manager. Conferencing API
B netifies its application via CFM__HANGUP_NTFY.

Interfacing with thevAudio and Video Subsystems
Conferencing API 506 supports the following services

with the audio and video subsystems:
capturdmonitor/tr‘ansmit local video streams.
Capturelttansmit local audio streams. i
Receive/play remote streams.
Control local/remote streams.

Snap an image from local video stream. I
Since the'video‘ and audio streams are closely synchronized,
the audio and video subsystem services are described
together; .,
Capone/Monitoerth Local Streams

The local video andaudio streams are captured and 50
monitored as follows: _

Call AOpen to open the local audio stream.
Call VOpen to open the local video stream.

5,488,570
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Call ACapture to capture the local audio stream from the
local hardware.

Call VCaptute to capture the local video stream from thelocal hardware.

Call VMonitor to monitor the local video stream.
The local video and audio streams are begun to be sent out

to the remote site as follows:
Call ALinkOut to connect the local audio stream to an

output network channel.
Call VLinkOnt to connect the local video stream to an

output network channel. _
The monitoring of the local video stream locally is

stepped as follows:
Call VMonitor(otf) to stop monitoring the local video

stream. , .

Receive/Play Remote Streams
Remote streams are received from the network and played

as follows: I

Call AOpen’to‘open the local audio stream.
Call VOpen to open the local video stream.

Call ALinkIn to connect the local audio stream to an inputnetwork channel. ' '

Call VLiukIn to connect the local video stream to an input
network channel. a

Call APlay to play the received remote audio stream.
Call VPlay to play thereceivcd remote video stream.

Control Local/Remote Streams V
The local video and audio streams are pauscd as follows:
Call VLinkout(ofl) to stop sending local video on the

network.

Call AMute to stop sending local audio on the network. ‘
The remote video and audio streams are paused as fol-

lows:

If CFJhySneanKofl‘) is called. conferencing API calls
'APlay(ofi) and VPlay(ofl).

The local/remote video/audio streams are controlled as
follows:

Call ACntl to control the gains of a local audio stream or
the volume of the remote audio stream.

Call VCntl to control such parameters as the brightness,
tint, contrast, color of a local or remote video stream.

Snap an Image'fnom Local Video Streams
» A snapshot of the local video stream is taken and returned

as an image to the application as follows:

Call VGrabframe to grab the most current image from thelocal video stream.

' Conferencing API 506 supports the following function
calls by conferencing applications 502 and 504 to the video,
comm. and audio subsystems:

Reads in the conferencing configuration parameters (e.g.‘. pattiname of
the directory database and directory name in which the conferencing
software is kept) from an initialization file; loads and initializes the
software of the comm. video, and audio subsystems by allocating and
building internal data structures; allows the application to choose
between the message and the callback routines to return the event
notifications from the remote site.
Make: a call to the remote site to establish a connection for
conferencing. The call is paforrnerl asynchronously.
Accepts a call initiated firm the remote site based on the information
received in the CHA_CALL_MFY message.
Rejects incoming call, if appropriate, upon receiving a
CFM..CALL__NTFY message.
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-continued

CF_Hangup(hll Hangs up a call that was previously established; releases all resources,
including all types of streams and data structures; allocated during the
call.

CF_GetCallState Returns the current state of the specified call.
CF_CapMon Starts the‘ capture of analog video signals from the local camera and

displays the video in the local_video_window which is pro-opened by
the application. This function allows the user to preview his/her
appearance before sending the signals out to the remote site.

CF_PlayRevd Starts the reception and display of remote video. signals in the
remote__video_window, which is pre-opcned by the application; starts
the reception and play or remote audio signals through thevlocal '
5W?- ' i V , ' .

CF_Dmrny Destroys the specified stream group that was created by CF__CapMon
or CF_PlayRcvd. As part of the destroy process, all operations (e.g.,
sending/playing) being‘perforrned on the stream group will be stopped
and all allocated system resources will be freed. '
Uses AMute to turn on/ofl' the mute function being performed on the
audio strum of a specified stream group. This function will
temporarily stop or restart the related operations. including playing and
sending. being performed on this stream group. This function may be
used to hold temporarily one audio rtream and provide more bandwidth
for other streams to use.

CF_SnapStreimr 'I‘alres a snapshot of the video stream of the specified stream
group and returns a. still image (reference) to the
application butfen indicated by the hbul’l‘er handle.

CF___Contrul Controls the capture or playback functions of the local or remote video
and audio stream groups.

CF_SendStream Uses ALiukOnt to padre/unpause audio. . A
CF__GetStreamInfo Returns the current state and the audio video control block (AVCB)

data strnenrre. preallocated by the application; of tbe‘specified stream
groups. ,

CF_PlayStream Stops/starts the playback of the remote audio/video streams by calling
» v APlayNPlay.

30

These functions are defined in further detail later in this - I -continued
specification in a section entitled “Data Structures, Func-. » ,. . calla! by caller.
“0113i mgMessascs- ;-. i ' ‘ . ccsr_c0NNacrED ’ Call mm . mm of cnllel' and mile:

In addition, corrferencrng API supports the followtng during conferencing amnion.
messages returned to conferencing applications 502 and 504 (IN—CLOSING . A harleth 0“ 6‘" clamp is in timer“:-
from the video, comm, and audio subsystems in response to I
some of the above-listed functions: . At the CCST_.CQNNFCI'ED state, the local application

may begin capturing, monitoring, and/or sending the local
_ . audio/video signals to the remote application. At the same

GIN-CW flmtfi‘tfn has time, the local application may be receiving and playing the
m mum remote audio/Video Signals, »

CFMJROGRESSJTFY Indicates that a call slate/progress , , Referring'now to FIG. 9, there is shown a representation

finggfihas been received from of the conferencing stream FSM for each conferencing_ e. 03° Wm“ “13PM- systeru participating in a conferencing session. according to
GEM-ACCEPT” mm“ “m “1‘ m” me has a preferred embodiment of the present invention. The pos—'th all st ' d . .

Ah: semifind; “gusting srble conferencrng stream states are as follows:
application when CF_AcoeptCal
completes. r

Cranmer-NH has”; that the “mom she has CSST_,lNIT Initialization state — state of local. and remote
' rejected or the lam file has failed stream after CCST_CONNEC’I'ED state isto make the call. ' first reached.

CFMJ-IANGUPJTFY Indicates um the remote site has CSST_ACTIVE Capture smc - state of local stream being
hung up the cnll; captured. Receive state - state of matestream being received.

. . v ._ CSSTJAILURE Fail state - state of locallrcmote stream
Referring now to FIG. 8, there is shown a representation after resource failure. .

of the conferencing call finite state maclune_(FSM) for a I

conferencing SCSSiOn between a 100.31 Confemnqing System Conferencing stream'FSM represents the states of both the
(Le... caller) and a remote confergnmng system (1.8-, callee), local and remote streams of each conferencing system. Note
according to a preferred embodiment of the present inven- that the Incal stream for one conferencing system is the
tion. The possible conferencing call states are as follows: remote stream for the other conferencing system ,

‘ In a typical conferencing session between a caller and a
ccsrnwu. Null Stale _ state of uninitialized' caller! can“, both the can.“ and can” bqgm-m “.‘e QCSTTNULL

“new ‘ , call state of FIG. 8. The conferencing sessron ls initiated by
CCSTJDLE ldle State ~ state of caller/callee ready both the caller and callee calling the function CF__Init to

to make/twin “118- ' initialize their own conferencing systems. Initialization
CCSLCALL‘NG gaze? ' “9° “f “11" “mg '° involves initializing internal data structures. initializing
CCST_CALLED Called mm _ mm of “me being communication-and configuration information, opening a

local directory data base, verifying the local user‘s identity,
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and retrieving the user’s profile inforrnation from the data-
base. The CE_.’Init function takes both the caller and callee
from the CCST_NULL call state to the CCST_lDLE call
state. The CF_Jnit function also places both the local and
remote streams of both the caller arid callee in the CSST_
INIT stream state of FIG. 9. ‘ -

Both the caller and callee call the CF_CapMon function
to start capturing local video and‘audio signals and playing
them locally, taking both the caller and callee local stream
from the CSST_IN1T stream state to the CSST_ACTIVE
stream state. Both the caller and callee m'aythen call the
CF_Control function to control the local video and audio

signals, leaving all states unchanged. 1 ,
The caller then calls the CF__MakeCall function to ioitia

a call to the callee, taking the caller from the CCST_IDLE
call 'state to the CCST_CALLING call state. The callee
receives and processes a CFM_CALL_NTFY message
indicating that a call has been placed from the caller, taking
the callee from the -CCHfiLE call state to the CCST_
CALLED call state. The callee calls the CF;_AcceptCall

. function to accept the call from the caller, taking the callee
from the CCSTfiCALLED call state to the CCST_CON-
NECI'ED call state. The-caller receives and processes a
CFM_ACCEPT__NTFY message indicating that the callee
accepted the call..taking the Caller from the CCST_CALL-
ING call state to the CCST_CONNECTED call state.

- Both the' caller and callee then call the GF_PlayRcvd
function to begin reception and play of the video and audio
streams from the remote site. leaving all states unchanged.
Both the caller and callee call the CF_SendSt:ream function '
to start sending the locally captured video and audio streams ‘
to the remote site, leaving all states unchanged. Ifnece'sSary.
both the caller and callee may then call the CF_Control
function to control the ' remote video and audio streams,
again leaving all'states unchanged. The conferencing session

v then proceeds with no changes tothe call and stream states.
During the cenferencing ses'sion,‘the' application may call
CF_Mute, CF_PlayStream, or CF__SendStream. These
affect the state of the streams in the audio/video managers,
but not the state of the stream, group. . .

When the conferencing session is to be terminated, the
caller calls the CF_HangupC'all function to end the confer-
encing. session, taking the caller from the CCST_CON-
NFCTED call state to the CCST_IDLE call state. The callee
receives andprocesses a CFM___'HANG_UP_N'I‘FY message
from the caller indicating that the caller has hung up, taking
the callee from the CCST_CONNECTED call state to the
CCST_IDLB call state. ‘ ‘ _' V _

Both the caller and callee call the CF_Destroy function to
stop playing the remote video and audio signals, taking both
the caller and callee remote streams from the CSST__
ACHVE stream state to the CSST-_]NIT stream state. Both
the caller and callee also call the CF_Destroy function to
stop capturing the local video and audio signals, taking both
the caller and callee local streams from the CSST_ACI‘IVE
stream state to the CSST_1NIT stream state.

This described scenario is just one possible scenario.
Those skilled in the an will understand that other scenarios

2
may be constructed using the following additional functions

and state transitions:
If the callee .does not answer within a specified time

periOd. the caller automatically calls the CFfiHangup—
Call functidn to hang up, taking the caller from the
CCST_CALLING call state to the CCST_IDLE call
state.

The callee calls the CF_RejectCall function to reject a
call from the caller, taking the callee from the CCST_g
CALLED call state to the CCST_IDLE call state. The

caller then receives and processes a CF’M_REJECI‘,3
NTFY message indicating that the callee has rejected
the Caller’s call, taking the caller from the CCST__
CALLING call state to the CCST_lDLE call state.

The callee (rather than the caller) calls the CF_Hangup-
Call function to hang up. taking the callee from the
CCST_CONNECTED call state to the CCST_IDLE

call state. The caller receives a CFM__HANGUP__
NTFY message from the callee indicating that the
callee has hung up, taking the caller fi'om the CCST_
CONNECTED call state to the CCST_IDLE call state.

The CF_GetCallState function may be called by either the ,
caller or the callee from any call state to detemrine fire
current call state without changing the callstate.

During a conferencing session, an unrecoverable resource
failure may occur in the local stream of either the caller or
the callee causing thelocal stream to be lost. taking the local
stream from the CSST__ACTIVE stream state to the CSST__
FAILURE stream state. Similarly, anunrecoverable resource
failure may occur in the remote stream ofeither the caller or
the caller: causing the remote stream to be lost, taking the
remote stream from the CSST4ACITVE stream state to the
CSST_FA]LURE stream state. In either case, the local site
calls the CF‘__De.-‘1troy function to r‘eCOVc'r from the failure,
taking the failed stream from‘the CSST_FAILURE stream
state to the CSST_INIT stream state.

I The"CF_GetStream1nfo function may be called by the
applicatiOu from any stream state bf either the local stream
or the'remote stream to determine information regarding the
specified, stream groups. The CF__SnapStrearn and
CF_RecordSlream functions may be called by the applica-
tion for the local stream in the CSST_AC1‘IVE stream state
or for the remote stream (CP_RccordStream only) in the
CSST_ACTIVE stream state. All of the functions described
in this paragraph leave the stream state unchanged.
Video Subsystem V

The video subsystem of conferencing system 100 of FIG.
5 comprises Video AP] 508. video manager 516, video
capture driver 522, and host interface 526 running on host
processor 202. of FIG. 2 and video microcode 530 running
on video board 204. The following sections describe each of
these constituents of the video subsystem.
Video API ‘ I >

Video AP] 508 of FIG. 5 provides an interface between
audio/video conferencing application 502 and the video
subsystem. Video API 508 provides the following services:

. .

Capture Service Captures a ngle video stream continuously from a local video
hardware source. for example, a video camera or VCR, and directs the
video stream to a video software output sink (in, a network
destination).

Monitor Service Monitors the video stream being captured from the local video
hardware in the local videti window previously opened by theapplication. '
Note: This function intercepts and displays a video stream at the
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-continucd

hardware board when tltelstream is first captured. This operaan issimilar to a "Short circuit" or a UNIX tee and is ditTerent from the
“play” function. The playfunction gets and displays the video stream '
at the host. In conferencing system 100, the distinction between
monitor and play services is that one is on the board and the other at
the host. Both are carried out on the host (i.e.. software playback).
Ratha. the distinction is this: remote: service intercepts and displays,
on the local system, a video stream that has been captured with the
local hardware (generated locally). By contrast, play service operates
on a video stream that has been captured on a remote system's . .
hardware and then sent to the local system (generated remotely),
Suspends capttning or playing of an active video stream; resumes
capturing or playing of a previously suspended video stream.
Grabs the mt current complete still Unage (called a refierence franc.)
from the specified video stream and returiu it to the application in the
Microsofi t3 DIE (Device-Independent Bitmap) format. '
Plays a video stream continuously by consuming the video frame: from
a video software source (i.e;‘. a network source). ,
Links a video network source to be the input of a video stream played

Pause Service

Image Capture

Play Service

Link-[n- Service
locally. This servitx allows applications to change dynamically the
saltware input sotuce of a video streamLinlcOut Service links a network source to be the output or a video captured
loudly. This service allows applications to change dynamically the
software output scrim of a video stream.Control Service
contrast, frame rate, and data. rate.

Information Service I
Initialization/Configuration

Controls the video stream “on the fly," including adjusting brightness.

status and information about a specified video stream.Initializes the video subsystem andcalculates the cost. in terms
of system resources, required to sustain cumin video
configurations. These costs can be used by other subsystems to

' determine the optimtun product configuration for the given
system

' Video AP1508 supports the following function calls by 3°
audio/video conferencing application 502 to the video sub-

. system:

Opens a ‘video stream with specified attributes by
allocating all necessary system mources (53..
internal data mantras) for it.

‘ Slartslatopa capturing avideo stream from a local
video hardware wince, such as a video camera or
VCR. I . ' .
Startslstops monitoring a video stream captured
fromlocalavideo cametaorVCR.
Starts/stops playing a video stream from a V
networhor remte. video source. When starting
to play. the video hurries areccnsumed hunt a
network video source and displayed in a window
pro-opened by the application. , . '
lisdrslonlinks a network . to/from a specified
video strearm which will be played/is being played
locally.
links/unlinb a network . . . to/from a specified
video stream. which will be capturcdfts being
captured from the local camera or VCR.
Grabs the roost eta-rent still image (reference
ironic) from a specified video stream and returns
the frame in ancpplicationpmvided buEer.
Starts/stops pausing a video stream captured]
played locally.
Controls a video stream by adjusting its
parameters (c.g.. tint/contrast, frame/data rate).
Returns the status (VlNFO and state) of a video
stream. - p I .
Closes a video stream and releases sllsystem
resources allocated for this stream. 1
Initializes the video subsystem. starts capture and
playback applications. and calculates system
utilization for video configurations. I
Shuts down the video subsystem and stops the
capture and‘playback applications.
Calculates and reports the percentage CPU
utilization required to support a given videostream. ' .

VOpen

VCapture

These functions are defined in further detail later in this

specification in‘ a section entitled “Data Structures, Func-
tions, and Messages.” .

. Referring now to FIG. 10, there is shown a representation
of the'video FSM for the local video stream and the remote
video stream of a conferencing system during a conferenc-
ing session, according to a preferred embodiment of the
present invention. The possible video states are as follows:

initial state - state of local and remmc video
streams after the application calls the CP__Init
function.
Open rtate - state of the local/remote video
stream afier system msotn’ces have beenallocated.
Capture state - state of local video stream
being captured. , ILink-out state - state of local video stream
being linked to video output (e.g., network
output channel or output file).Link-in state - state of remote video stream
being linked to video input (e.g.. network
input channel or input file).
Play state - state of remote video stream
being played
Error state - state of locallremote video
stream after a system resource failure occurs.

VSTfilNlT

VST_OPEN

VST_CAPTURE

VSTJINKDUT

VSTJNKM

VST_PLAY

VST_ERROR

_In a typical conferencing session between a caller and a
calico, both the local and remote video streams begin in the
VST_INIT video state of FIG. 10. The application calls the
V0pen. function to open the local video stream, taking the
loCal video stream from the VST__INIT video state to the

VST__OPEN. video ‘stnte. The application then calls the
VCttpture function to begin capturing the local video stream,
taking the local video stream from the VST_0PEN video
state to the VST_CAPTURE video State. The application
then calls the VLinkOut function to link the local video

stream to the video output channel. taking the local video
stream from the VST_CAPTURE video state to the VST__
LlNKOUT video state.
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The application calls the VOpen function to open the
remote video stream, taking the remote video stream from
the VST_lNIT video state to the VST_OPEN video’state.
The application then calls the VLinkIn function to link the
remote video stream to the video input channel, taking the
remote video stream from the VST_OPEN video state to the
VST_LINKIN video state. The application then calls the
VPlay function to begin playing the remote video stream,
taking the remote video stream from the VST_LINKIN
video state to the VST_PLAY video state. The conferencing

- session proceeds without changing the video states of either
the local or' remote video stream. . I '

When the conferencing session is to be terminated, the
application calls the VClose function to close the remote
video channel, taking theremote video stream from the
VST_;_PLAY video state to the VST_INIT video state. The
application also calls the VClose function topolose the local
video channel, taking the local Video stream from the
VST_LINKOUT video state to the VST_INIT video state.

This described scenario is just one possible video sce—
nario. Those skilled in the'art will understand that other
scenarios may be constructed using the following additional
functions and state transitions: .

The application calls the VLinkOut function to unlink the
local video stream from the video, output channel,
taking the local video Stream from the VST_LINK—
OUT video state to the VST_CAPI'URE video state.

The application calls the VCapture function to. stop cap-
turing the local video stream, taking the local video
stream from the VST_CAPTURE video state to the
VST_OPEN video state. ‘ .

The application Calls the VClose function to close the
local video stream, taking the local, video stream from
the VST_OPEN video state to the VST_INIT video ‘state. .

The application'calls the VClosefunction to close the
local video stream, taking thelocal video stream from
the VST_CAP'I‘URE video state to the VST_INIT

video state. I _ ’ '
The application calls the VClose function to recover from

a system resource failure, taking the local video stream

‘ Network Library

from the VST_ERROR video state to the VST_INIT ‘
video state. I .

The application calls theVPlay function to stop playing
the marine video stream, taking the remote video
stream from the VST_PLAY video state to the VST_

LRQKH‘I video state. '
The application calls the VLinkln function to unlink the

remote video stream from the video input channel,
taking the remote video stream from the VST_
LINKIN video state to the VST_OPEN video state.

The application calls the VClose function to close the
remote video stream. taking the remote video stream
flom the VST_OPEN video state to the VST_INTI‘
video state.

The application calls the VClose function to close the
remote video stream, taking the remote video stream
from the VST_LINKEN video state to the VST_INIT
video state.

The application calls the VClose function to recover from
a system resource failure, taking the remote video
stream from the VST_ERROR video state to the
VST_[NIT video state.

The VGetlnfo and VCntl functions may be called by the
applicalion from any video state ofeither the local or remote
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video stream, except for the VST_INIT state. The VPause
and VGrabFrame functions may be called by the application
for the local video stream from either the VST_CAPTURE
or VST_LINKOUT video states or for the remote video

stream from the VST_PLAY vrdeo state; The VMonitor
function may be called by the application for the local video
stream from either the VST_CAPTURE or VST_LINK-
OUT video states. All of the functions described in this
paragraph leave the video state unchanged
Video Manager '

Referring now to FIG. 11, there is shown a block diagram
of the software components of video manager (VM) 516 of
FIG. 5, according to a preferred embodiment of the present
invention. Video manager 516 is implemented using five
major components:

(VM DLL 1102) A Microsoh ® Windows
Dynamic Link library (DLL) that provides
the library of functions of video API 508.
(VCapt EXP. ll04) A Microsoft ® Windows
application (independan executable control
thread with stack message queue, and data)
whiéh controls the capture and distribution of
video homes from video board 204.
(VPlay EXE 1106) A Microsofi ® Windows
application which controls the playback 6.9.,
decode and display) of video frames receivedfrom either the network or a co-residcnt
capture application.
(Netw D11. 1108) A Microsoft ® Windows
Du. which provides interfaces to send andreceive video frames across a network or in a
local loophack path to a coresident playback
application. The New DLL hides details of
the underlying network support from the
capture and playback applications and
implements (in a manor hidden from those
applications) the local loophack function
(avsync DU. run) A Microsofl 0 Windows
DLL which provides interfaces to enable the
synciuonizotion of video firms with a
separate stream of audio frames for the
purposes of achieving “lipsyncltoniaetion.”
AVSyne DLL 1110 supports the
implementation of an audio-video
synchronization technique descnhed later in
this specification.

Library

Capture

The five major components, and their interactions, define
h0w the VM implementation is decomposed for the pur-
posesof an implementation. In addition, five techniques
provide full realization of the implementation:

A technique for initially starting. and
restarting, a video stream. If a video stream
consists entirely of encoded. “delta” floater.
then the method of stream start/restart
quickly supplies the decoder with a "key"or reference frame. Stream restart is used
when a video stream becomes out-of-syne
with respect to the audio. .
An audio-video synchronization technique
for synchronin'ng a sequence, or stream, of
video frames with an external audio source.
A teclmique by which the video stream bitrate is controlled so that video frame data
coexists with other video conferencing
components. This technique is dynamic in
nature and acts to "throttle" the video
stream (up and down) in response to higher
priority requests (higher than video data.
priority) made attire network interface.
A technique by which multiple video
formats are used to optimize transfer,
decode. and display costs when video frames

Stream Restart

Synchronization

Bit Rate Throttling

Multiple VideoFormats
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~continued

m moved between video board 204 and
host processor 202..'l‘his technique balances
video frame data transfer overhead with
host processor decode and display overhead
in order to implement efficiently a localvideo monitor. .

‘A self-calibration technique which is used to
detcnnine the amount of motion video PC
system can support. This allows .
conferencing system 7100 to vary video
decode and display configurations in order
to run on a range of PC systems. ltis' V
particularly applicable in sofiware~playback
systems.

Capture/Playback Video Eifects I, '_ ' _ V '
This subsection describes unimportant feature of the VM

implementation that has an impact on the implementation of
: both the capmrevand playback applications (VCapt EXE

1104 and VPlay EXE 1106). One of the key goals of‘VM
capture and playback is that while local Microsoft® Win-
dows application activity may impact local video playback;
it need not reflect remote video playback. That is, due to the
non-preemptive nature of the Mitzrosoft® Windows envi-
mnmenc‘the VPlay application may not get control to run,
and as such. local monitor and remote playback will be
halted. However, if captured frames are delivered as a part
of capture hardware interrupt handling. and network inter-
faces are accessible at interrupt time, then captured video
frames canbe transmitted on the network, regardless oflocal
conditions." ‘ g . ‘ '

With'respectto conferencing system 100, both 'of these
conditions are’satisfied. Thisis an importantfeamie in an
end-to-end conferencing situation, Where the local endpoint
is unaware of remote endpoint processing, and . can only
explain local playback starvation as a result of local activity.
The preferred capture and playback application design
ensures that remote video is not lost due to remote endpoint
activity. » ,
Video Stream Restart '

The preferred video compression method for conferenc~
ing syStem 100 (i.e., ISDN rate video or IRV) contains no
key frames (i.e., reference frames). Every frame is a delta
(i.e.. difference) frame based on the preceding decoded
video frame. In order to establish a complete video image,
IRV dedicates a small part (preferably Vssth) of each delta
frame to key frame data. The part of an IRV delta frame that
is key is complete and does not require inter-frame decode.
The position” of the key information is-relativc, and is said to
"walk" with respect to a delta frame sequence, so that the use
ofpartial key information may be referred to as the “walkin

' key frame.” I v
Referring now to FIG. 12, there is shown a representatitin

of a sequence of N walking key frames. For a walking key
frame of size llN, the kth frame in a sequence of N frames,
where (k<=N), has its kth component consisting 'of key
information. On decode, that kth component is complete and
accurate. Provided frame k+l is decoded correctly. the kth
component of the video stream Will remain accurate, since
it is based on a kth key component and a k+l correct decode.
A complete frame is generated every N frames in order
to provide the decoder with up-to-datc reference information
within N frames. ‘ '

For a continuous and uninterrupted stream of video
frames, the walking key frame provides key information
without bit-rate fluctuations that would occur if a complete
key frame Were sent at regular intervals. However, without
a complete key fiamgvideo stamp requires collecting all
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walking key frame components, which requires a delay ofN
frames. If video startup/restart occurs often, this can be
problematic, especially if N is large. For example, at 10
frames per second (fps) with N=85, the stamp/restart time tobuild video from scratch is 8.5 seconds.

v In order to accelerate IRV stream startup and restart, an
IRV capture driver “Request KeyFrame’T interface is used to
generate a complete key frame on demand. The complete
key frame “compresses” N frames of walking key frames
into a single frame, and sham immediate Stream startup
once it‘is received-and decoded. Compressed IRV key
frames for (160X120) video images are approximately 6-8
KBytcs in length. Assuming an ISDN bandwidth of 90 kbits
dedicated to video. ISDN key frame transmission takes
approximately 0.5—0.6 seconds to transmit. Given a walking
key frame size of l/ss (N-—-85), and a frame rate of 10 fps, use
of a complete keyframe to start/restart a video stream can
decrease the startup delay from 8.5 secs to approximately V:sec.

In order for walking key frame compression to be suc-
cessful, the delta frame rate must be lowered during key
frame transmission. Delta frames generated. during key
frame transmission are likely to be “out-of-sync" with
respect to establishing audio-video synchronization, and
given the size of a key frame. too many delta frames will
exceed'the overall ISDN bandwidth. The IRV capture driver
bit rate controller takes imo account key frame data in its
frame generation logic and decreases frame rate immedi-
ately following a key frame. V

A key frame once received may be “out-of-sync" with
respect to the audio stream due to its lengthy transmission
time. Thus, key frames will be decoded but not displayed,
and the video, stream will be-“in-sync" only when the first
follow-on delta frame is received. In addition,,the “way-
out-of-sync" window is preferably sized appropriately so
that key frame transmission does notcause the stream to
require repeated restarts. .

Once it is determined that a stream requires restart, eithc
as part of call establishment or due to synchronization
problems, the local endpoint requiring the restart transmits
a restart control message'to the remote capture endpoint
requesting akey frame. The remote capture site responds by
requesting its capture driver to generate a key frame. The
key frame is sent to thelocal endpoint when generated. The
endpoint requeSting the‘restart sets atimer immediately
following the restart request. If a key frame is not received
after an adequate delay, the restart request is repeated.
Audio/Video Synchronization V ,

I Video manager 516 is responsible for synchronizing the
video stream with the audio stream in order to achieve
flip—synchronization." Because of the overall conferencing
architecturethe audio and video subsystems do not share a
common clock. In addition, again because of system design.
the audio stream is a more reliable, lower latency stream
than the video stream. For these reasons. the video stream is
synchronized by. relying on information regarding capture
and'playback audio timing.

For VM audio/video (AN) synchronisation. audio stream
r packets are timestamped from an external clock at the time

they are captured. When an audio packet is played, its
timestamp represents the current audio playback time. Every
video frame'captured is stamped with a timestamp, derived

, from the audio system, that is the capture-timestamp of the
last audio packet captured. At the time of video playback
(decode and'display, typically at the remote endpoint of a
video conference), the video frame timestamp is compared
with the current audio playback time, as derived from the
audio system.
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Two windows, or time periods, 6, and 52, are defined,
with 5552, as part of VM initialization. Let V'Tbe the
timestamp for a givbn video frame, and let A,- be the current
audio playbaCk time when thevideo frame is to be played.

' A/V synchronization is defined as follows: '
If lArVfiéfil,‘ then the video stream is _“in-syuc" and
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played normally (i.e., decoded and displayed immedi— p
, ately).

If 61<IAr—V74§62, then the video stream is “out-of—sync"
and a “burry-up'.’ technique is used to attempt re-synchro-
uization. If a video stream remains out-of-sync for too
many consecutive frames, then it becomes “way—out—of-
sync” and requires a restart.

If SszT—Vzl, then, the video stream is “way-out—of-sync”
and requires a restart. - k _
Because ofthe overall design ofconferencing system 100,

a video stream sent from one endpoint to another is “behind” '
its corresponding audio stream. That is, the transmission and '
reception ofa video frame takes longer than the transmission
and receptiim of an audio flame. This is due to the design of 26
video and audio capturepand playback sites relative to the
network interface, as. well as video and audio frame size
difi'erences. In order to compensate for this, the audio system
allows capture and playback latencies to be set for an audio
stream. Audio capture and playback latenCies artificially
delay thecaptu‘re and playback of an audio stream.

As part of the VLinkOut function, video'manager 516
calls audio manager 520 to set an audio capture latency. As
part of the VLinkln function, video manager 516 calls audio
manager 520 to set an audio playback latency. Once the
latencies are set; they are preferably not changed I The
capture and playback latency. values are'spccified inmilli-

, seconds, and defined as part of VM initialization. They may
be adjusted as part of the Cah‘bration process I .

In order to attempt re-synchronization when a Stream is
not too far “out-of-sync" as defined by the above rules, an
feature called “Hurry—up” is used When passing a video
frame to the codec for decode, if hurry-up is specified, then
the codec performs flame decode» to a YUV intermediate

V format but does not execute the YUV-to-RGB color con-
version. Though the output is not color converted for RGB
graphics display, the hurry-up maintains the playback
decode stream for following frames. When Hurry—up is used,
the frame is not'displayed. Bydecreasing the decode/display
cost per' frame and processing frames on demand (the
number of frames processed fer playback per second can
vary), it is possible for a video stream that is out-of-sync to
become in-sync. '
Bit Rate Throttling ,

Conferencing system 100 supports a number of different
media: audio. video, and data. These media are prioritized-in
order to share the limited network (e.g.. ISDN) bandwidth.
A priority order of (highest-to-lowest) audio, data, and video
is designated. In this scheme, network bandwidth that is
used for video will need to give way to data, when data
conferencing is active (audio is not compromised). In order
to implement the priority design, a mechanism for dynami-
cally throttling the Vvidco bit stream is used. It is a self- I
throttling system, inthat it does notrequire input from a
centralized bit'rate controller. It both throttles down and
thrdttles up a video bit stream'as a function of available
network bandwidth. 1 . -

A latency is a period of time needed to complete the
transfer of a given amount ofdata at a given bit rate. For
example, for 10 kbits‘ at 10 kbits/sec, latency=l. A throttle
down latency is the latency at which a bit Stream is throttled
down (i.e., its rate is lowered), and a throttle up latency is the
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latency at which a bit stream is throttled up (i.e., its rate is
increased).
Multiple Video’Formats

Conferencing system 100 presents both a local monitor
display and a remote playback display to the user. A digital
video resolution of (160x120) is preferably used as capture
resolution for ISDN-based video conferencing (i.e., the
resolution of a coded compressed video stream to a remote
site). (160x120) and (320x24) are preferably used as the
local monitor display resolution. (320x240) resolution may
also be used for high-resolution still images. Generating the
local monitor display by decompreSsing and color conven-
ing the compressed video stream would be computationally
expensive. The video capture driver 522 of FIG. 5 simulta-
neously generates both a compressed video stream and an
uncompressed video stream. Video manager 516 makes use
of the uncompressed video stream to generate the local
monitor display. Video manager 516 may select the format
of the uncompressed video stream to be either YUV-9 or
8-bits/pixel (bpp) RGB—7Device Independent Bitmap (DIE)

format. For a (160x120) local monitor, the uncompressed
DIB video stream may be. displayed directly. For a (320x
240) monitor, a (160x120) YUV-9 format is used and the
display driver “doubles” the image size to (320x240) as part
of‘the color conversion process. t .

In the RGB and YUV-9 capture modes, RGB or YUV data
are appended to capture driver [RV buffers, so that the
capture application (VCapt EXE 1104) has access to both
fully‘encoded IRV heroes and either RGB or YUV data.
Conferencing system 100 has custom capture driver inter-
faces to select either RGB capture mode, YUV capture
mode, or neither.
Self-Calibration _

CPU, IIO bus,,and_ display adapter characteristics vary
widely from computer to computer. The goal of VM self-
calibration is to support software-based video playback on a
variety ofPC platforms, Without having to “hard-code" fixed
system parameters based on kno'Wledge of the host PC. VM
self-calibration measures a PC computer system in order to
determine the decode and display overheads that it can
support. VM self-calibration also offers a cost function that
upper-layer software may use to determine if selected dis-
play options, for a given video compression format, are
supported. . _'

, There are three major elements to the self-calibration:
l. The calibration of software decode using neural video

decompress cycles to measure decompression costs. Both
RGB/YUV capture mode and IRV frames are decoded in
order to provide accurate measurement of local (monitor)
and remote video desode. YUV (160x120) and YUV
(320x240) formats are also decoded (color converted) to
provide costs associated With the YUV preview feature of
the video subsystem.

2. A calibration ofPC displays, at varying resolutions, using
actual video display cycles to measure display costs.

3. A video cost function, available to applications. that takes
as input frame rate, display rate, display resolution, video
format, and miscellaneous video stream characteristics,
and outputs a system utilization percentage representing
the total system cost‘fo‘r Supporting a video decompress
and display having the specified characteristics.

The calibration soflware detects a CPU upgrade or display
driver modification in order to determine if calibration is to
be run, prior to an initial run on a newly installed system.VM DLL

. Referring again to FIG. 11, video manager dynamic link
library (VM DLL) W3 is a video stream “object manager.”
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That is, with few exceptions, all VM DLL intérfaces take a
“Video Stream Object Handle" (HVSTRM) as input. and the
interfaces define a set ofVoperations or functions on a stream
object. Multiple stream objects may be created.

' Video API 508 defines all of external interfaces to VM
DLL WB. There are also a number ofVM internal interfaces
to VM DLL WB that are used by VCapt'EXE WC, VPlay
EXE WD, Netw DLL'WE, and AVSync DLL WE for the
purposes of manipulating a video stream at a lower level
than that available to applications. The vm.h file, provided to
applications that use VM DLL WF, contains a definition ofall EPS and VM internal interfaces. BPS interfaces are

prefixed with a ‘V'; VM internal interfaces are prefixed with
a ‘VM'.'Finally. there are a number of VM private inter-
faces, available only to .the VM DLL-code, used to imple-
ment the object finictions. For example, there are stream
object validation routines. The self-calibration code is a
separate module linked _with the VM DLL code proper.

Video API calls, following HVSTRM and parameter
validation, are typically passed down to either VCapt or

V VPlay for processing. This is implemented using the
Microsoft® Windows SDK SendMessage' interface. Send-
Message takes as input the Window handle of the target
application and synchronously‘calls the main window proc
of that application. As part of VM initialization, VM starts
execution of the applications, VCapt and VPlay. As part of
their WinMain processingthese applicationss make use of
a VMRegister interface to return their window handle to VM
DLL WB. From registered window handles. .VM DLL WB
is able to make use of the SendMessageintetface. For every
video API interface, there is a corresponding parameter
block structure used to pass parameters to VCapt or Why.These structures are defined inthe vm.h file. In addition to
the WinExee startup and video API interface calls, VM DLL
WB can also send a shutdown message to VCapt and VPlay
for termination processing. - , _ V

Immedime following the .snccessful initialization of
VCapt andVPlay, VM 516. calls the interface ‘videoMea-
sure’ in order to run self-Calibration. The VCost interface is
available, at run-time, to return measurement information,
per video stream, to applications. .
VCapt EXE

The video capture application (VCapt EXE WC) imple—
ments all details of video fra'me capture and distribution to
the netWork. including: V ’

Control of the ISVR capture driver.
Video fennat handling to support IRV and KGB/YUV

capture mode.
Video frame capture callback processing of captured

video frames. V . . V
Copy followed by PostMessage transfer of video frames

to local playback application .(VPlay EXE). ‘
Transmission, via Netw DLL WE, of video frames to the

network. I .
Mirror, zoom, camera video attributes, and miscellaneous

capture stream control processing. '

Restart requests from a remote endpoint.
Shutdown processing.
VCapt EXE WC procesSing may be summarized asa 5°

function of the Microsoft® Windows messages as follows:
WINMAIN

Initialize application.

Get VCapt EXE initialization (IND settings.
Open ISVR driver

Register window handle (and status) with VM DLL WB.

10
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Enter Microsoft® Windows message loop.

WM__VCAPTURE_CALL (ON)

Registeraudio callback with audio manager 520.
Set audio capture latency with audio manager 520.
Initialize the ISVR capture stream based on stream object

V attributes.
WM_VLINKOUT_CALL (ON)

Register Netw callback handler for transmission comple-
tion handling.

Initialize bit rate throttling parameters.
WM_MONITOR_DATA_RTN

Decrement reference count on video frame (uSer context
butfers).

WM_PLAY_DATAHRIN

Add bufl‘er back to capture driver.
This message is only in loopback case of remote playback—
pmferably for testing only.
WM_RESTART_STREAM

' Request key frame from capture driver.
WM__VCNTL_CALL V

Adjust video stream controls based on VCutl parameters
1 (from VM DLL WB).

WM_PLAYBACK

Get stream format type (IRV, YUV).
Set ISVR RGB/YUV capture mode controls: lf IRV

(160x120) playback then RGB; if lRV 320x240 play-
back, then YUV. _ . _

This message is from local playback application (VPlay
EXE} WD) in response to local window (monitor) size
changes. I - ‘
WM_SHUTDOWN p

Disable capture; includes closing the capture driver.

Uri—initializes capture application.
DestroyWindow.
VCapt capture Callback is a key component of the VCapt

EXE application. VCapt Capture Callback processes indi-
vidual frames received, in interrupt context, from the capture
driver (ISVKDRV). The main steps of callback processingare:

Time stamp the video frame using AVSync DLL WF.
Set the peeket sequence number of the frame (for network

error detection).

If the video stream is in the Monitor state, then copy the
' frame outfof interrupt context into a local monitor

playback frame first-in first-out (FIFO) device. If the
video fomiat is YUV, then only the frame header is
copied, since YUV data does not go to the network, and
is not “real—time.”

If the video stream is in the LinkOut state of FIG. 10, then
call the NETWSendFrame function to send the frame to
the remote playback site. and then add the frame butfer
back to the capture driver. Also, use interface Dat-
aRste’I‘hmttleDown to adjust the video bit rate, as
needed. .

VPlay EXE
The video playback application (VPlay EXE WD) imple-

ments all details of video playback, including:
' Opening an instance of the IRV playback codec for each

playback stream: local monitor and remote playback.
Maintaining display mode attributes for each stream,

based on playback window sizes ,
Maintain palette “awareness” for each video stream.
Receive video frames for decompress and display.
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Filter video frames using AVSync DLL WF and playbackframe FIFO state.

Restart video stream as necessary.
Decompress video frames via Microsoft® Windows 3.1

SendDriverMessage Codec interface; 5
Display video frames

interfaces.

Handle VMDLL messages generated as a result of video
V API interface calls.

Handle application shutdown. ‘
In order to encapsulate decode and display attributes for a
video stream in a “Display Object," references to a Display
Object are passed to internal VPlay procedures. The struc-
ture of the Display Object is defined in the vplay.h include
file. -

VPlay EXE WD processing may be summarized as a
function of the Microsoft® Windows messages as follows:
WINMAIN

Initialize application. .
Get VPlay initialization (1ND settings. I

Register window handle (and status) with VM DLL WB.
Enter Microsofi® Windows message loop. '

WM__TIMER

. Kill the outstanding restart timer:
If the stream associated With the message is still in the

restart state. then RestartStream. v _ '
Initialize the ISVR capture stream based on stream object

- attributes. .
WM_MONITOIL.DATA .

Validate mam state (MONITOR) and video frame data.
ProcessPlayFrame. ' .
Set reference count to 0 (copy frame FIFO).

WM_PLAY__DATA
Validate stream state (PLAY) and video frame data.
ProcessPlayFrame. , . p, - _ V
NEI‘WPostFr-ame to return frame buffer to the network.

WM_VMONI’IOR_CALL (ON)

‘ Get videO stream attributes and determine internal stream
playback values.

Set up codec for stream; set up decompress structures,
RestartStream.

WM__VPLAY_CALL (ON)

Get video stream attributes and determine internal stream
playback values.

Set up codec for stream; set up decompress structures.
RestartStream.

WM__VLINKIN_CALL (ON) V p I
AVRegisterMonitor to set AVSync audio manager call—back. ' '

AVSetLatency to set audio manager playback latency.
NETWRegisterIn to register receive data complete call-

backs -from network and post video frame network 55
bufl’ers. ’

WM__VCNTL_CALL-

Adjust video Susam controls (via codec) based on VCntl
parameters (from VM DLL WB). ‘

WM_VGRABFRAME_CALL V
Copy out the current RGB display bufl’er for the stream.

WM__MEASURE_’BEGIN
Turn on video statistics gathering

WM_MEASURE_END. >
Return decode and display playback statistics for the

stream

via Microsoft® GDI or DrawDIB
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WM_MEASURE_BEGIN

Turn on ' video . statistics gathering.
WM_SHUTDOWN

Clean up codec.

DestroyWindow. V
Unregi'ster Class. The ‘ProcessPlayFrame’ procedure is a

key Component of the playback application (VPlay
EXE WD). It processes individual fraines received, in
user context, from either the VCapt capture callback. in
the case of. local monitor playback, or from the Netw
receive data complete callback, in the case of remote

. playback. The main steps of ‘ProcessPlayFramc‘ pro-
cessing am

Send the video frame through the ‘SyncFilter'.
If the frame isi‘hvay-outrof-sync," then restart the stream
If the frame is “out-of—sync," then ‘hurry__up'=TRUE
Else, ‘hurry_qup'-—‘FALSE.

Based on the stream display frequency attribute, deter-
mine if the frame should be displayed. If the frame is
not to be displayed, then ‘hurry_up’=TRUE; else
‘hun'y_up'=FALSB.

If the stream is REMOTE, then decode with IRV decom-
press. ,

If the stream is LOCAL, then:
If the stream is IRV (Le, not ROB/YUV capture mode),

_ then decode with lRV decompress;
Else if the stream is RGB capture mode. then copy to

RGB display bufl'er; V , ,
Else if the stream is YUV capture mode, then decode

with IRV Color Convert;
Else if the stream is YUV, then decode with IRV Color

Convert; ‘ e

If all frames have been deeompressed (no more frames in '
playback flame FIFO) and ‘hurry_up'=FALSE, then
Display Frame.

SyncFilter, a procedure used by ProcessPlayFramc, is
implemented as follows:

If the playback frame Fifo length is> AVFrameHighWa-
terMark, then return (“way-out—of—sync”). '

If the stream is REMOTE, then if there is a Frame Packet
Sequence Number Error, then return (“way-out-of—
sync"). V ' ‘

If the stream is REMOTE, then return (AVFratneSync
(StreamObject, FramePtr».

The first test is important: It states that the number of frames
queued for playback has exceeded a high water mark, which
indicates that VPlay EXE WD has been starved and the
stream playback is “way-out—of-sync.” The AVFrameSync
interface (AVSync DLL WE) is preferably only used with
remote streams. since local streams do not have the concept
of an associated audio playback time.

DisplayFrame, a procedure used by ProcessPlathrame,
is implemented as follows: Based on the stream Display
Object mode, use Microsoft® Windows DrawDib. BitBlt, or
StretchBlt to display the frame. The diaplay mode is a
function of playback window size and video format resolu-
tion. . '

RestartStream is a procedure that handles details of
stream restart Its implementation is:

Clear the playback frame FIFO (the ClearFramFifo
procedure recycles queued video frames to the network
or VCapt, as needed).

Set the stream state to ‘RESTART’.
If the stream is LOCAL, then:
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If YUV/RGB capture mode is not enabled; then Post-
MesSage (WM_STREAM_RESTART, 0, 0) to
VCapt EXE WC indicating a key frame request. If
YUV/RGB capture mode is enabled, then every

36

AVSync DLL
AVSync DLL WF provides a library of interfaces

designed to support the capture and playback applications in
the implementation of the audio-video synchronization tech-

captured frame contains a RGB or YUV capture 5 nique, including:
mode key frame, and a key frame request is unnec-
essary. _ , , _

Else (stream is REMOTE) NETWSendcntl (WM_RE—
START_STREAM) to have the network send a restart
control message"; Set theKey Frame Request timer.

One of the more important areas of the VPlay implemen-
tation is its “Palette Awareness" logic. In order that video
displays retain proper colors in a palettized environment,
VPlay must respond to a MiCrosoft® Windows palette
change and get new palette messages. To accomplish this,
VPlay “hooks” the window specified in the WM_VPLAY__
CALLmessage parameter block, soth'at palette messages to
the “hooked” .window will be tranSrrtitted.to a procedure
within VPlay that properly handles the palette management.
Netw DLL . .

Networklibrary (Netw DLL WE) provides a library of
network interfaces designed to hide the capture and play-
back applications from details of the underlying nettvork
Service, including: ' I ‘

Management of network bufi‘ers.
Asynchronous interrupt-time callbacks when data is

receivedor transmission is complete.
Video frame and control message transmission.
Compaction of video frame headers, from Microsoft®

Video for Windows (VfW) defined headers‘to packed
headers suitable for low-bandwidth networks (cg,
ISDN). ‘ ‘

Transparent local loopback of Video frames (supports
single machine testing cf video subsystem). V

Netw DLL WE defines a ‘SUPERVIDEOI-IDR‘ structure.
which is an. extension of the. ‘VIDEOHDR' structure

defined by Microsoft® Video. for Windov'vs. The
VIDEOI-IDR ‘structure is used by VfW capture and
playbackapplications on a sirtglePC. The SUPER-
V'IDEOHDR contains the VIDFJDHDR structure, plus
VM-speciftc control information, an area where
VIDEOHDR data can be compacted for network trans-
mission, and a contiguous frame data buffer. The con-
tiguity of the SUPERVIDEOHDR structure allows the
VfW structure to be used without modification by
VCapt and VPlay (which are also .VfW applications),
while at the same time allowing a video frame to be
transmitted on the network in a single operation.

The interfaces provided by the Netw DLL are as follows:
NETWCallbackIn—Csllback used for VLinkIn streams;

processes received data from the network.
NETWCallbackOut'—Callback used for VLinkOut

screams; processes send completions from the network.
NETWInit—Initializes network buffers.

NETWRegisterIn—Register a network input channel and
post buffers for receiving data.

NETWRe‘gisterOut—RegiSter a network output channel.
NEI'WSenantl—Send a control message.
NE‘I'WSendFrameL—Send a video frame.
NETWPoStFraJhe—Post a video frame buffer to the net—

work interface.

NETWCleanup—Un—initialize NETW' Support; bufiers,etc.

Implementing audio system callbacks used to deliver
timestamp values.

Iniplerne'nting audio system latency settings.
Maintaining capture stream and playback stream times-

tamps.

Video frame comparison with video stream timestamp
values. ..

The interfaCes provided by the AVSyrtc DLL are as15 follows:
AVInit—IrtitialiZation. Includes getting critical AV sync

values from INI file.

‘AVRegiste‘rMonitor—Regism timestamp callback for avideo stream ‘

AVUnRegisterMonitor—Unregister timestamp callbackfor a video stream.

AVSetALatency—Set a capture or playback audio latency
value. »

AVReSetALarency—Reset a capture'or playback audio
latency value.

AVFifoIfighWaterMark—Reuun a configuration-defined
value forthe high water mark of a video frame FIFO.
(Used in VPlay SyncFilter.)

AVFrameTuneStarttp—Time stamp a video frame with an
associated audio capture time stantp.

AVFrameSync—Determine if a video frame is “in-sync”
as defined for "in-sync." “out—of-sync," and “way-out—

_ 7 cf-sync”- disclosed earlier in this specification.
Video Capture Driver '

Video capture driver 52 of FIG. 5 follows driver speci-
fications set forth in the Micmsoft® Video for Windows

(VtW) Developer Kit documentation. This documentation
specifies a series of applicntion program interfaces (APIs) to
which the video capture driver responds. Microsoft® Video
for Windows is a Microsoft extension to the Micmsoft®

Windctws operating system. VfW provides a common
framework to integrate audio and video into an application
program. Video capture driver 522 extends the basic
Microsoft® API definitions by providing six "custom" APIs
that provide direct control of enhancements to the standard
VWV specification to enable and control bit rate throttling
and local video monitoring.

Bit rate throttling controls the bit rate of a transmitted
video conference data stream. Bit rate throttling is based on
two independent paratneters: the quality of the captured
video image. and the image capture frame rate. A user of
conferencing system 100 is able to vary'the relative impor-
tance of these two parameters with a custom capture driver
API. A high-quality image has more fine detail information
than a low—quality image.

Thedata bandwidth capacity of the video conference
communication channel'is fixed. The amount of captured

60 video data to be transmitted is variable. depending upon the
amount of motion that is present in the video image. The
capture driver is- able to control the amount of data that is
captured by changing the quality of the next captured video
frame andby not capturing the next video frame (“dropping"
the frame). '

The image quality is detemrined on a frame~by~frame
basis using the following equation:
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(Tar elSize - ActualFramcSize) .ConstantScalcFaetorQualily=

Quality is the relative image quality of the next captured
frame. A lower quality number represents a lower image
quality (loss image detail). ’I‘argetSize is the desired size of
a captured and compressed frame. TargetSize is based on a
fixed, desired capture frame rate.

Normally, the capture driver captures new video frames at
a fixed, periodic rate which is set by the audio/video
conference application program. The capture driver keeps a

- running total of the availableicommunication channel band-
width. When the capture driver is ready to capture the next
video frame, it first checks the available channel bandwidth
and if there is insufficient bandwidth (due to a large; previ-
ously captured frame). then the capture driver delays cap-
turing the next video frame until suflicient bandwidth is
available.‘anlIy, the size of the Captured video frame is
subtracted from the available channel bandwidth total. _

A user of conferencing system 100 I may control the
relationship between reduced image-quality and dropped
frames by setting the minimum image quality value. The '
minimum‘image quality value controls the range of permit-
ted image qualities, from'a widerange down to a narrow
range of only the best image qualifies. ‘

Bit rate throttling is implemented inside of the video
capture driver. and is controlled: by the following VfWextension APIs: '

Sets the data rate of the
communications channeL
Sets the minimum image
quality value. .
Sets the desired wpnne
frame rate. ‘

______.—_—.————-——————-———

CUSTOM_S'E‘I‘_DATA_RATE

CUSPOALSET_QUAL_PERCENT

CUSI'OM_SET_FPS

The local video monitoring extension to VfW gives the
video capture driver the ability to output simultaneously
both a. compressed and a non-compressed image data stream
to the application, while remaining fully compatible with the
‘Microsoft® 'VfW interface specification, Without local
video monitoring, the audio/video conferencing application
program would be required to decompress and display the
image stream generated by the capture drivenvvhich places
an additional burden on the host processor and decreases the
frame update rate of the displayed image. ‘

The VfW interface specification requires that compressed
image data be placed in an output buffer. When local video
monitoring is active, an uncompressed copy of the same
image frame'is appended to the output buifer immediately
following the compressed image data. The capture driver
generates control informatidn associated with the output
boner. This control information reflects only the compressed
image block of the output buffer and does not‘indicate the
presence of the uncompressed image-block, making local
video monitoring fully compatible with other VfW applica-
tions. A “reserved,” 32-bit data word in the VFW control
information block indicates to a, local video monitor aware

' application that there is a valid uncompressed video image

5

bleak in the output buffer. The application program may then i
read and directly display the uncompressed video image
block from the Output buffer.

‘ The uncompressed imagegdata may be in either Device
Independent Bitmap (DIE) or YUV9 format. DIB format
images may be displayed directly on the computer monitor.
YUV9 format images may be increased in size while retain-
ing image duality. YUV9 images are converted into DlB
format before they are displayed on the computer monitor.

38
The capture driver allows the uncompressed video image

to be captured either normally or mirrored (reversed left to
right). In normalmode, the local video monitoring image
appears as it is viewed by a video camera—printing appears
correctly in the displayed image. In mirrored mode, the local
video monitoring image appears as if it were being viewed
in a mirror. »

The CUSTOM_SET_DIB__CONTRDL extension API
controls the local video monitoring capabilities of the video
capture driver. ‘ .
Custom APIs for Video Capture Driver

The CUSTOM_SET_FPS message sets the frame rate
for a video capture. This message can only be used while in
streaming capture mode.
_ The CUSTOM_SET_ICEY message informs the driver
to produce one key fi'arne as soon as possible. The capture
driver will commonly produce one‘delta frame before the
key. Once the key frame has been encoded, delta frames will
follow normally. .

The CUSTOM_SET_.DATA_RATE message informs
the driver to set an output data rate. This data rate value is
in KBits per second and typically corresponds to the data
rate of the cominuuications channel over Which the com-
pressed video data will betransmitted;

The CUSTOM.SEI‘_QUAL__PERCENT messagecon-
trols the relationshiprbctwecn reducing the image quality
and dropping video frames when the compressed video data
stream size exceeds the data rate set by the CUSTOM_
SET_DATA__RATE message. For example, a CUSTOM_
SET-_QUAL_PERCENT value of 0 means that the driver
should reduce the image quality as much as possible before
dropping frames and a value of 100 means that video frames
should be dropped before the image quality is lowered.

The CUSTOM_-SET_DIB_CONTROL message con-
trols the 8-bit DIBIYUV9 format image output when the
IRV compression format has been selected The RV driver
is able to simultaneously generate the IRV compressed data
stream plus an uncompressed image in either DIB‘ or YU'V9
format. If enabled, the IRV driver can return the DB image
in either (80x60) or (160x120) pixel resolution. The (160x
120) image is also available in YUV9 format. All images are
available in either minored (reversed left to right) or a
normal image. This API controls the following four param-
eters:

DIB enable/disable

Mirrored/normal image

The DIBimage size ,
Image data format The default condition is for the uncom-

pressed irnage to be disabled. Once set, these control
flags remains in effect until changed by another CUS-
TOM_SET_DIB_CONTROL message. The uncom-
pressed image data is appended to the video data bufl'er
immediately following the compressed IRV image
data. The uncompressed DIB or YUV9 data have the
bottom scanline data first and the top scan-line data last
in the buffer.

The CUSTOM_SEng’IDEO message controls the
video demodulator CONTRAST, BRIGHTNESS, l-IUE

(TINT), and SATURATION parameters. These video
parameters are also set by the capture driver at initialization
and via the Video Control dialog box.
Video Microcode ,

. The video microcode 530 of FIG. 5 running on video
board 204 of FIG. 2 performs ._video compression. The
preferred video compression technique is disclosed in later
sections of this specification starting with the section entitled
“Compressed Video Bitstream."
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Audio Subsystem
The audio‘ subsystem provides full duplex audio between

two conferencing systems 100. The audio streams in both
directions prefer-ably 'nrn virtually error free, and do not I
break up due to activity on host processor 202.- While the
video subsystem is responsible for synchronizing video with
audio, the audio subsystem provides an interface to retrieve
synchronization information and for control over audio
latency. The synchronization information and latency con-
trol is provided through an interface internal to the audio and
video subsystems; j -

The audio subsystem provides an interface for control of
the audio streams. Output volume, selection of an audio
compression method, sample size, and sample rate are
examples of audio attributes that may be selected or adjusted
through the interface-1n addition to . controlling audio
attributes, the audio subsystem provides an interface to send
audio streams out to the network, receive and play audio
streams from the network, and monitor the local audio
stream ' ' ' ' -

When audio/comm board 206 is nothing used for video
conferencing, the Microsoft® Wave interface provides
access to the stereo audio codec (SAC). Wave driver 524
supports all of the predefined Microsoft® sample rates, full
duplex audio,'both eight and sixteen bit samples, and mono
or stereo audio. Wave driver 524 provides the audio sub-
system with a private interface that allows the Wave driver
to be disabled.
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com board as a SPOX® operating system task. These two
software components interface with each other through
messages passed through the DSP interface 528 of FIG. 5.

Referring again to FIG. 1, in order for the audio sub-
system to achieve full duplex cornmtmication between two
conferencing systems, there is a network connection (i.e.,
ISDN line 110), between two conferencing systems. Both
conferencing 'systerns run the same software. This allows the
audio task on one conferencing system to communicate with
another instantiation of itself on the other conferencing
system. The ISDN connection is full duplex. There are two
B-Channels in each direction. Logical audio channels flow-
ing through the ISDN connection are provided by the
network tasks and have no physical representation The
audioth on each of the conferencing systems is respon-
sible for playing back the compressed audio generated on
the remote system. and for transferring the compressed
audio generated locally to the remote system. I

_ Referring now toyFIGS. 1 and 13, audio samples gener»
ated on‘confer'encing system A are first sampled by micro-
phone 104, digitized by the stereo audio codec (SAC),
filtered and compressed by the stack ofdevice drivers 1304,

. and delivered to the audio task 538. The audio task pack-
etiZes the compressed audio (by time stamping the audio
information), and then sends the audio to conun task 540 for
delivery to the remote system. The audio. Samples consumed

‘ (i.e., played back) by conferencing system A are delivered

In a preferred embodiment, the Microsofi® Wave inter- .
face performs record and playback ofaudio during a con-
ferencing session. To achieve this. the audio subsystem and _
the Wave implementation cooperate during video confer-
encing so that the audio stream(s) can be split between the
Wave interface and the source/sinker the audio subsystem.

Referring now to FIG. 13, there is shown a block diagram
of thearchitecture of the audio subsystem, according to a
preferred embodiment of the presont invention. The audio
subsystem is structured as a “DSP application." Conforming
with the DSP architecture forces the audio subsystem‘s
implementation to be split between host processor 202 and

by the comm task after conferencing systemB has gone
through the same process as Conferencing system A to
generate and send a packet. Once conferencing systemA has
the audio packet generated by conferencing system B, the

V comm' task records the time stamp, and sends the packet
’ doivn the device stack 1302 to be decomp'rdssed and sent to

audio/comm board 206. Conceptually. audio tasks on the -
audio/comm board conununicate directly with a counterpart
on the host processor. For example. Wave driver 524 (on the
host processor) communicates directly with Wave task 534
(on the audio/comm board). In FIG. 13, these communica-
tions are represented by broken lines representing virtual
connections. _

I The bulk of the audio subsystem is implemented on the
audio/comm board as a Spectron _SPOX® DSP operating
system task. The portion of the audio subsystem on the host
processor provides an interface to control the SPOX®
operating system audio task. The programming interface to
the audio subsystem is implemented as a DLL on top of DSP
interface 528. The DLL will translate all function calls into ‘
DSP messagesand respond to messages passed from audio
task 538 to the host precessor. .

The audio task 538 (running on the audio/comm board
responds to control information and requests for status from
audio manager 520_(running on the host processor). The
audio task is also respt‘msible for hardware monitoring of the
audio input source on the audio output sink. A majority of

i the audio task’s execution time is spent fulfilling its third and
primary respOnsibility: full duplex_ audio comrr'tunication
between two conferencing systems.

.The conferencing application'vs- interface to the audio
subsystem is implemented on the host processor, and the
audio processing and control is implemented on the audit)!

the codec‘ (i.e., audio hardware 1306). As the remote'audio
samples are being transferred to the codec. the codec may
mix them with local audio samples (depending on whether
the local system is in the monitor state or not), and finally
sends the samples to the attached speaker 108.
Audio API V ' - _

Referring again to FIG. 5, the audio API 512 for the audio
subsystem is an internal pmgrarrnrting interface used‘by
other software components of the conferencing system,
specifically video manager 516 and the conferencing API
506. The audioAPI is a library that is linked in with the
calling application. The audio API translates the procedural
interface into Driver-Proc messages. See Microsoft® Device
Driver Development Kit (DDK) and Software Development
Kit (SDK) for the definitions of the Driveer entry point
and installable device drivers. The audio 'API layer also
keeps the state machine for the audio subsystem. This allows
the state machine to be implemented only once for every
implementation of the audio subsystem.

Audio API 512 of FIG. 5 provides an interface between
audio/video conferencing application 502 and the, audio

' subsystem. Audio API 512 provides the following services:

60

Captures a single audio stream
continuously from a local audio
hardware source, for example, a
microphone. and directs the audio
stream to a audio software output
sink (i.e., a network destination).
Monitors the audio stream being
captured from the local audio
hardware by playing the audio
stream locally. Note: This firncu'on
intercepts and displays a audio

capture Service

Monitor Service
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-continued

stream at the hardware board when
the stream is first captured. This
operation is sindlartc a “Short
circuit“ or a UNIX tee and is
difl'erent from the “ lay" function.
The play function gets and displays
the audio stream at the host.
Plays an audio stream continuously
by consuming the audio data from
an audio software source (i.e., a
network source). ,
Links an audio network source to
be the input of an audio stream
played locally. This service allows
applications to change dynamically
the software input source of anaudio stream.
Links 5 network source to be the
output of an audio stream capttned
locally. This service allows
applications to change dynamically
the soflware output source of an
audio stream.
Controls the audio stream “on the
fly," including adjusting gain.
volume, and latency.
Returns requested information
regarding the specified videostream.
Initialize at OPEN time.

Control Service

Information Service

InitializationlConfiguration

Audio API 512 supports the following function calls by
audio/video conferencing application 502 to the audio sub—
system:

Renieves the number of difl'erent audio
managers installed on the system
Fills the ADevCaps strucone‘ with
information regarding unspecified audio
manager. _ . p - .
Opens an audio stream with specified
attributes by allocating all ntmssary system
resources (eg. internal data structures) for it.
Starts/stops capturing an audio stream from a
local audio hardware source, such as a
microphone.
Starts/stops monitoring on audio stream
captured from a local microphone.
Starts/stops playing an audio stream by
consuming the audio data from an audio
network source. _ .
Links/unlinks a network input channel or an
input file tolt'rom the specified audio stream
that will be played or is being played locally.
Links/unlinks a network output channel
tclfrom the specified audio stream that will be
captured or is being capuued from the local
microphone.
Controls an audio stream by adjusting its
parameters (cg, gain. volume). .
Returns the stems (AlN'FO and state) of an
audio stream.
Closes on audio stream and releases all system
resources allocated for this stream.
Registers an audio stream monitor.
Returns the packet number of the current
audio packet being‘played back or recorded. .

AGethmlJevs

AGetDevCaps

AOpcn

ACaptme

ACntl

AGetInfo

ACloae

ARegisterMonitor
APacketNumber

These functions are defined in further detail later in this
Specification in a section entitled “Data Structures, Func-
tions, and Messages." ' p ‘

Referring now to HG. 14, there is showu a representation
of the audio FSM forthe local audio'strearn and the remote
audio stream of a conferencing system during 'a Conferenc-
ing session, according to a preferred embodiment ofthe
present invention. The possible audid states are as follows:

42

AST__lNIT Initial state — state of local and remote
audio streams afier the application calls the
CF_Init firnctiou.
Open state - state of the local/remote audio
stream aher system resources have been
allocated
Capture state - state of local audio stream
being captured.
Link-out state - state of local audio stream
being linkedltmlinlced to audio output (cg.
network output channel or output file).
Link-in state - state of rooms audio stream
being linked/unlinked to audio input (c.g..

‘ network input channel or input tile).
Play state - state of reroute audio stream being
played.
Error state — state of local/remote audio
sown afier a system resource failure occurs.

AST~OPEN

ASI‘_CAPTURE

AST_L1NKOUT

AST_LINKEN

AST_PLAY

AST_ERROR

In a typical conferencing session between a caller and a
callce, both the local»de remote audio streams begin in the
AST__IN1T audio state of FIG. 14. The application calls the
AOpen function to open the local audio su'enrn, taking the
local audio'stream from the.AST___lNIT audio state to the
AST__OPEN audio state. The application then calls the
ACapturc function to begin capturing the local audio stream.
taking the local audio stream from the ASTfiOPEN audio
state to the.AST_CAPTURE audio state. The application
then calls the AlinkOut function to link the local audio
stream to the audio output channel, taking the local audio
stream from the AST_CAPTURE audio state to the AST__
LINKOUT audio state.

The application calls the AOpen function to open the
remote audio stream. taking the remote audio stream from
the ASTJNIT audio state to the AST__0PEN audio state.
The applicationthcn calls the ALinchn function to link the
remote audio stream to the audio input channel, taking the
remote audio stream from theAST_’0PEN audio state to the
AST_LINK]N audio state. The application then calls the
APlay function to begin playing the remote audio stream.
taking the remote audio stream floor the AST__LlNK]N
audio state to the AST__PLAY audio state. The conferencing
session proceeds without changing the audio states of either
the local or remote audio stream. V

' When the conferencing session is to be terminated, the
application calls the AClose function to close the remote
audio channel. taking .the remote audio stream from the
AST__PLAY audio state to the AST__INIT audio state. The
application also calls the AClose function to closo the local
audio channel, taking V the local audio stream from the
AST_L1NKOUT audio state to the AST_INlT audio state.

This described scenario is just one possible audio sce—
nario. Those skilled in the art will understand that other
scenarios may be constructed using the following additional
functions and state transitions:

The application calls the ALinkOut function to unlink the
local audio stream from the audio output channel,
taking the local audio stream from the AST___L]NK-
OUT audio state to the AST_CAPTURE audio state.

The application calls the ACapture function to stop cap-
turng thelocal audio stream, taking the local audio
stream from the AST_CAPTURE audio state to the
AST_OPEN audio state. *

The application calls the Adam function to close the
local audio stream. taking the local audio stream frbm
the AST__0PEN audio state to the AST_INIT audiostate. .

The application calls the AClose function to close the
local audio Stream, taking the local audio stream from
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the AST_CAPI'URE audio state to the AST__INIT
audio state. .

The application calls the AClose function to recover from
a system resource failure, taking the local audio streamto the ASTJNITfrom the AST_ERROR audio state
audio state. .

The application calls the APlay"function to. stop playing
the remote audio stream; taking the remote audio
stream from the AST_PLAY audio state to the AST_
LINKIN audio state. g V

The application calls the ALinkIn-fimction to u‘nlink the
remote audio stIeam from the audio input channel,
taking the remote audio stream from the AST__LINKIN
audio state to the ASTROPEN audio'state.

,5

10

The application cans the Across function to close the 15
remote audio stream, taking the remote audio stream
from the AST__OPEN audio state to the AST__INIT

audio state. V ' ‘ I
The application calls the AClose function to close the

- DRV__OPEN

remote audio stream, taking the remote audio stream 20
from the AST_LINKlN audio state to the AST__1NIT
audio state. _

The application calls the AClose function to recover from
a system resource failure, taking the remote audio 25
stream from the AST_ERROR audio state to the

‘ AST__INIT audio state. " . -
' The AGetDevCaps andlAGetNumDevs functions may be
called by the application from any audio state of either the
local or remote audiovstream. The AGetInfo; ACntl, and 36
APacketNumber functiOus 'may be called by the application
from any audio state of either the local or remote audio
stream; except for the AST__1NIT state. The Monitor
ftmction may be calledby the application for the local audio
stream from either the AST__CAPTURE or AST_LINK- 35
OUT audio states. The AchisterMonitor function may be
called by the application for the local audio stream from the
AST_LINKOUT audio state or for the remote audio stream
from either‘the AST_LINKIN or AST__PLAY audio states.
All of; the functions described in this paragraph leave the 40
audio state unchanged.
Audio Manager .

The function of audio manager 520 of FIGS. 5 and 13, a
Microsoft® Windows installable, device driver, is to‘ inter-
face with the audio task 538 running on the audio/comm 45
board 206' through the DSP interface 532.} By using the
installable device driver model, many difl'erent implemen-
tations of the audio manager may. co-exist on the same
machine. Audio manager 520 has two logical parts:

A device driver interface (DDI) that comprises the mes- 50
sages the device driver expects, and

An interface with DSP interface 528.
Audio Manager Device Driver Interface

The device driver interface 'specifies the entry points and .
messages that the audio manager’s installable device driver 55
supports. The entry points are the same for, all installable
device drivers (i.e., Microsoft® WEP, LIBENTRY, and.
DriverProc). All messages are passed through the Driver-
Proc entry point. Messages concerning loading, unloading,
initializing, opening, closing, and configuring the device 60
driver are predefined by Microsoft®. Those messages spe-
cific to the audio manager are defined in relation to the
constant MSG_AUDIO_MANAGER»(these message will
range from DRV__RESERVED to DRV_USER as defined
in Microsoft®WINDOWSH). All messages that apply to an 65
audio stream are serialized (i.e., the application does not
have more than one message per audio stream pending).

44
The installable device driver implementing the audio

manager responds to the open protocol messages defined by
Microsoft®. The expected messages (generated by a
Microsoft® OpenDrivcr SDK call to installable device
drivers) and the drivers response are as follows:

Reads any configuration parameters associated
with the driver: Allocate: anymemory
required for execution This call is only made
the first time the driver is opened.

I Set up the Wave driver to work with the
audio manager. Ensures that an audio/comm

1 board is installed and functional. Foraudio/comm board 206 of FIG. 2, this means
the DSP interface 532 is accessible. This call

I is only made the first time the driver is
opened.,
“locates the per application data. This 1
includes information such as the callback and
the application instance data. If this is an input
or output call, stem the DSP audio task and
sets up communication between host processor
and the DSP audio [as]: (cg, sets up mail
boxes, registers callbacks). The audio manager
may be opened once for input. once for output
(i.e,, it supports one full duplex conversation),
and any number of times for device
capabilities query. This call is made each time
OpenDrivcr is called. »

DRV__LOAD

DRV_ENABLE

These three messages are generated in response to a single
application call '(OpenDriver). The OpenDriver call is
passed a pointer to the following structure in the lParamZ of
the parameter of the call: ‘

typedef struct OpenAudioMnngerStruct { '
BOOL _ GetDevCaps;
LPACAPS . lpACaps;
DWORD SynchronousError;
LPAINFO Alnfo:
WORD dwCallbaek;
DWORD dwCallbacklnstanec'.
DWORD dwFlags;
DWORD , ‘ wField: ‘

} OpenAudioManager. FAR " lpOpenAudioManager;

All three messages receive this parameter in their lPararnZ
parameter. If the open is being made for either capture or
playback, the caller is notified in response to an asynchro-
nous event (i.e., DSP_OPEN generated by dspOpenTask).
If the open is being done in order to query the devices
capabilities (indicated by the field OpenAudioManager with
GetDevCaps being set to TRUE), the open is synchronous
and only fails if the board cannot be accessod.

The DRV_OPEN handler always checks for error con-
ditions, begins execution of the audio thread, and allocates
per audio stream state information. Once the open command
sets state indicating that a DRV__0PEN is pending, it will
initiate execution of the audio thread via the DSP interface.

dspOpenTask posts a callback when the audio thread has
successfully begun. This callback is ignored unless it indi-
cates an error. The task will call back to the audio driver
once it has allocated all the necessary resources on the

‘ board. The callback from the DSP interface sets the internal

state of the device driver to indicate that the thread is
running Once the task has responded, a DRV_OPEN
message call back (i.e., post message) back to the caller of
the open command with the following values:

Pararnl equals A__OK, and
Paraml contains the error message returned by the board.
The installable device driver will respond to the close

protocol messages defined by Microsoft®. The expected
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messages (generated by the Microsoft® SDK CloseDriver
call to installable deviCe drivers) and the drivers response
are as'follows: ‘

DRV_CLOSE ' Frees the per applimtiuu data allocated in
DRV__OPEN message. ;- ' . ‘
Shuts down the DSP audio task Enables the

'Wave driver and Wave task Frees all
memory allocated during DRV__LOAD.
Ignored.

DRVJISABLE

DRV_FREE

This call sequence is symmetric with respect to the call
sequence generated by OpenDrivcr. It has the same charac-
teristics and behavior as theopen Sequence does. Namely, it
receives one to three messages from the CloseDriver call
dependent on the driver’s state and it generates one callback
per CloseDriver call. Three messages. are received when the
driver's final instance is being closed. Only the» DRV__
CLOSE message is generated‘for other CloseDriver calls.

DRV_CLOSE message closes the audio thread that cor-
responds Io the audio stream indicated by HASTRM. The
response to the close message is in response toa message
sent back fi'om the board indicating that the driver has
closed. Therefore. this call isasynchmnous-Therc is a race
condition on close. 'I'heaudio task 00in close down afier the
close from the DRV has mmpleted. If this is tbe,case,.th_e‘
DRIVER could be unloaded before the callback room-n
this happens, the callback will call into nonexistent'code.
The full driver close sequence is preferably generated on the
last close as indicated by, the SDK. See Microsoft® ‘Pro-
grammers Reference, Volume 1: Overview,pages 445—446).

The installable device driver. implementing the host por-.
tion of the audio subsystem recognizas specific messages
from the audio API layer. Messages are pasSed to the driver
through the SmddeerMessage. and are received by
DrvProc. The messages and their expected parameters are:

lParam2_ Message lParIml

I‘M—CAPTURE
AM_MUTE.
AMJ’LAY
WIN
AM_LINKOUT
AM_Cl‘RL

mowoan
LPDWORD
LinoanLPDWORD
LPDWORD
LPDWORD

BOOL
BOOL-
BDOL .
FAR * AunkStruct 4

1 FAR 4‘ Alinksuuct. FAR ' ControlStruct

ANLREGISI‘ERMON LPRegisterlnfo LPDWORD
AMJACKEI‘NUWER NULL - _ NULL_____—_———————————

AM__CAI’I'URE Message.
The AM_CAP’IURE message is sent to the. driver when-

ever the andio manager function ACaptu're is called This
message uses Paraml to pass a boolean value and‘yParamZ is
used for along pointer to a DWORD where synchronous
errors can be returned. The stream handle Will be checked to
ensure that it is a capture stream, and that there is not a
message pending; The state is not checked because the
interfaoemodule should keep the state. If an error state is
detected, the appropriate error message will be returned. The
BOOL passed in Paramz indicates whether to start or stop
capturing. A value of TRUE indicates capturing should staff,
a value of FALSE that Capturing should be stopped. 'ACAP-
TURE__TMSG is sent to the audio task running on the »
audio/cornmboatd and the message pending flag isset for
that stream. ’When the audio task receives the message via
the DSP interface, it will change its state and call backto‘the
driven'When the driver 'receives this callback, it will call
back/post: message to the appropriate entity on. the host '
procesSor, and cancel the message pending flag. This call is
a toggle, no state is kept by the driver, and it willcall the
DSP interface regardless of the value of the BOOL.

65

46
AM_MUTE Message .

The AM__MUTE message is sent to the driver Whenever
the audio manager function AMute is called. This message
uses Paraml to pass a boolean value and Paramz a long
pointer to a DWORD for a synchronous error value. The
stream handle is checked to ensure that it is a capture stream,
and that no messages are pending. If an error state is
detected, the appropriate error messageis returned. The
BOOL passed in Paraml indicates whether to start or stop
muting. A value of TRUE indicates muting should start, a
value of FALSE that muting should be turned on“. The driver
posts the‘ message AMUTE__TMSG, to the audio task
through the DSP intérfaco, and sets the message pending
flag. When the driver receives this callback, it will call
back/post message to the appropriate entity on the host
processor, and then cancel the message pending flag.
AM_PLAY Message

The AM_PLAY message is sent'to the driver whenever
the audio manager function APlay is called. This message
uses Paraml to pass an audio manager. stream handle
(HASTRM) and Parath to pass a boolean value. The APlay
message handler checks the stream handle to ensure that it
is a playback stream, and verifies that there is not a message
pending a‘gainst'this stream. If an error is detected, a call '

' back/post message is made immediately. The BOOL passed
in Paraml indicates whether to start or stop playing the
remote stream. A value of TRUE indicates that playback
should start, a value of FALSE that playback should stop.
The APLAY_TMSG is posted to the audio task through the
DSP interface and the message pending flag is set for this
stream. When the callback is processed, the caller is notified
(via callback/post message); and finally the message pend-
ing flag for this stream is canceled.
AM_L1NKIN Message

The AM_LIN_KIN message is sent to the driver whenever
the audio manager functiOn ALinkIn is called. Paraml
passes. the Audio Manager stream handle (HASTRM).
1Param2 contains a pointer to the following structure:

typedef struct_ALinltSuuct {BOOL Tel—ink;
CHANID Chanld;

lALinkSn-uct, FAR " lpALinksrmct;

ToLink contains a BOOL value that indicates whether the
stream is being linked in or unlinked (TRUE is linked in and
FALSE is unlinked), Ifno error is detected and ToLink is
TRUE, the channel and the playback stream should be
linked together. This is done by Sending the Audio Task the
ALINKIN_TMSG message with the channel ID as aparam-
eter. This causes the Audio Task to link up with the specified
comm channel and begin playing incoming audio. Channel
ID is sent as a paratheter to ALINKIN_TMSG implying that
the channel ID is valid in the board environment as well as
the host processor. In response to this message, the audio
manager registers with the com task as the owner of the
stream. " .

Breaking the link between the audio stream handle and
the channel ID is done when the ToLink field is set to

FALSE. The audio manager ser is the ALINKIN_TMSG to
the task along with the channel ID. Since the link is made,
the 'audio task responds to this message by unlinking the
specified channel ID (i.e., it does not play any more audio).

Errors that the host task will detect are as follows:

The chanhellD does not represents a valid read stream.
The audio stream handle is already linked or unlinked

(detected on host processor).
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The audio stream handle is not a playback handle.
If those or any interface errors (e.g., message pending) are
detected, the callback associated with this stream is notified
immediately. If no errors are detected, the ALINKIN_
TMSGS is issued to the DSP interface and the message
pending flag is set for this stream. Upon receiving the
callback for this message, the callback associated with’this
stream is made, and finally the message pending flag is
unset. ‘ '
AM_LINKOUT Message '

The AMMLINKOUT message is sent to the driver when-
ever the audio manager function ALinkOut is called._l_’aram1
passes the audio manager stream handle (HASTRM).
lParam2 contains a pointer to the following structure:

typcdet' mar_.ALinkStrucr {
EOOL ToLink;
CHANlD' , Chnnld;

}ALinkStrnet, FAR " lpALinkStruet;

ToLink contains a BOOL value that indicates whether the
stream is being linked Out or unlinked (TRUE is linked out
and FALSE is unlinked). If no error is detected and ToLink
is TRUE, thefchannel and the audio in Stream should be »

linked together. Thisis done by sending the Audio Task-the
ALIN'KOUT_TMSG message with the channel ID as a .
parameter. TheAudio Task responds to this by sending‘audio
over the logical channelthrough the com task. Channel ID
is sentas apararneter to‘ALlNKOUT_TMSG implying that
the channel 1]) is valid in the board environment as well as
on the host processor. > . -

Breaking the link betweentheaudio‘ stream handle. and
the channel ID .is done when field is set to FALSE.
The audio manager sends the ALINKOUT_TMSG'to the
task along with the channel ID. Sinde the link is made, the
Audio Task responds to this message by vunlinldng the
specified channel ID (i.e., it does not send any more audio).

Errors that the host task detects‘are as follows:
The channel ID does not represents a valid write stream.

. The audio handle is, already, linked or unlinked
(detected on the host processor). w'

The audio stream handle is not an audio handle.

If those or any interface errors (e.g.,vrnessagc pending) are
detected, the callback asso'ciated with this stream is notified
immediately. If no errors are detected, the ALINKOUT_
TMSG is issued to the 'DSP interface and the message
pending flag is set for this stream. Upon receiving the
callback for this message, the callback associated with this
stream is made, and finally the message pending flag isunset.

AM_CRTL Message
111: AM_CRTL message is sent to the driver whenever

the audio manager function Athl is called Paraml‘ contains
the HASTRM (the audio stream handle) and I‘aramz con-
tains a long pointer to the following structure:

typedef struct_ControlStruet{
LPAINFO . lpAinfo;
DWORD - flags;

) ControlStrucl. FAR ' lpControlStruct:

The flags field is used to indicate which fields of the AINFO
structure pointed to by lpAinfo are to be considered. The
audio manager tracks. the state of the audio task and only
adjust it if the flags and AENFO structure actually indicate
change.
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Error checking will be for:
Valid audio stream state. 1
Values and fields adjusted are legal.
Pending calls on the current stream.

5 if there many errors to be reported, the audio manager
immediately issues a callback to the registered callback
indicating the error.

If there are no errors, the audio manager makes the audio
stream state as pending, saves a copy ofthe structure and the
adjustment to be made, and begins making the adjustments
one by one. The adjustr'nents are made by sending the audio
task the ACNTL_TMSG message with three arguments in
the dergs array. The arguments identify the audio stream,
the audio attribute to change, and the new value of the audio
attribute. Each time the audio task processes one of these
messages, it generates a callback to the audio manager. In
the callback, the audio manager updates the stream‘s

' attributes, removes that flag from the flags field of the
Structure (remember this is an internal copy). and sends
another ACNTL_TMSG for the next flag. Upon receiving
the callback for the last flag, the audio manager calls back
the registered callback for this stream, and unsets the pend-
ing flag for this stream. V ,
AM__REGISTERMON Message ,

The AM;_REGISTERMON message is sent to the driver
whenever the audio manager function AchisterMonitor is
called. Paramz contains a LPDWORD for synchronous error
messagesand Paraml contains a-long pointer to the follow-
ing structure: ‘

typedefshucLRegislerMonitor{ -
DWORD dwcallback;

. DWORD dwCallbacklnstance;
DWORD dwfiags;
DWORD _ dwRequestFrequency;
LPDWORD , lpdeetFteqacncy

} Registchonitnr, FAR ‘ LPRegisterMorritor;

The audio manager calls this routine back with information
about the status of the audio packet being recorded/played
back by the audio task. There may only be one callback
associated with, a stream at a time. If there is already a
monitor associated with the stream when this call is made,
it is replaced.

Errors detected by the audio manager are:
Call pending against this audio stream
Bad stream handle. ’ . _

These errors are reported .to the callback via the functions
return values (i.e., they are reported synchronously).

If the registration is successful, the audio manager sends
the audio task a _AREGISTERMON_TMSG via the DSP
Interface. The first DWORD of dergs array contains the
audio stream ID, j and the second specifies the callback
frequency. In response to the AREGIS’l‘ERMON_'IMSG,
the audio task calls back with the current audio packet
number. The audio task then generates a callback for every
N packets of audio to the audio manager. The audio manager
callback generates a callback to the monitor function with
AM__PACKET_'NU1V£BER as the message, A__0K as
PARAMl, and the packet number as PARAMZ. When the

audio stream being monitored is closed, the audio manager
calls'back the monitor with A_STREAM,_CLOSED as
PARAMI.

' AM_PACKETNUMBER Message
. The. AM_PACKETNUMBER message is sent to the

driver whenever the audio manager function APacketNum-
her is called. Paraml and Param2 are NULL. If a monitor is
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registered for this stream handle, the audio task is sent a
APACKETNUNIBER__TMSG message. In response to this
message, the audio task calls back the audio manager with
the current packet number. The audio manager in turn calls
back the registered monitorwith the current packet number.

This is one of the few calls/messages that generates both
synchronous and asynchronous error messages. The mes-
sages have been kept asynchronous whenever possible to be
consistent With the programming model. Synchronous errors
that are detected are: '

The stream has no monitor registered.
Bad IIAS'TRM handle. .

If there is no monitor registered (i.e., no callback function to
call) or if the HASTRM handle is invalid (again no callback
to Call), the error is given synchronously (i.e., as a return
value to the function). Asynchronous errors are as follows:

There is a call pending on this audio stream.
The stream is in an invalid state (i.e.. not AST_LINK-

OUT or AST_PLAY). . . '_
The asynchronous errors are given to the monitor function,
not the callback registered with the audio stream on open. »
Audio Manager Interface With the DSP Interface

This section defines the messages that'fiow between the
_ audio task 538 on the audio/comm board 206 and the

installable device driver on the host processor 202. Mes-
sages to the audio task are sent using dspPostMessage. The
messages that return information front the audio task to the
host driver are. delivered as callback messages.
Host Processor to Audio/Comm Board Messages

All messages from thehost processor to the‘audio/comru
board are passed in a DSPMSG structure as the deg field.
Additional paralneters (if used) are specified in the derg's
DWORD army, and are called out and defined in each of the
following messages: ‘

Causes the audio task to start
or stop the flow of data from
the audio source. This message
is a toggle (Le, if the audio is
flowing, it is stopped: ifit is

' not, it is started).
Toggles the codes into or takes
it out of muting mode.
Toggles phyhnck of audiofrom a network source.
Connemsldisconnects the audio '
task with a virtual cireirit
supported by the network task.
The virtual circuit 1]) is passed
to the audio task in the first
DWORD of the dergs may.
The virtual circuit (or
channel ID) is valid in both
the host processor and the
audio/com hoard environ-
ment. . V
Connects the audio task with a

' virtual circuit supported/by the
network mskThevirtuAl cir-
cuit 1D is passed to the audiotask in the first DWORD of
the dergs array.
Registers a monitor on the
specified stream. The stream
ID is passed to the audio taskin the first DWORD of the
dergs army, the second con-
tains the notification frequency.
Issues a callback to the Audio
Manager defining the current
packet number for this stream
The stream 1]) is passed to the

ACAPTURLTMSG:

AMUTE__TMSG:

APLAY_TMSG:

ALJNICIN_TMSG:

ALINKOUT_TMSG:

AREGISTBRMON_TMSG:

APACKEI‘NUMBRTMSG:

5

ID

15

' AOI’EN__TMSG
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-continued

audio task in the first DWORD
of the dergs array.
Sets the value of the specified
attribute on the audio device.
’Inree elements of the dergs
array are used. The first
parameter is the stream ID. the
second indiurtcs the audio
attribute to be adjusted. andthe third is the value of the
audio attribute.

ACNTL_TMSG:

Audio/Comm Board to Host Processor Messages
All messages from the audio/comm board to the host

processor are passed back through the registered callback
function. The message from the DSP task to the host driver
are receiVed in the dearaml parameter of the registered
callback function.

Each message sent to the audio task (running on the
audio/comm board) from the hoSt'processor is returned by
the audio/comm board through the callback function. Each
time a message is sent to the audio/comm board, a DSPMSG
is generatedfrom the audio/comm board to respond. The
message is the same message that was sent to the board. The
pararfieter is in DSPMSG.dergs[STATUS_H‘lDEX]. This
pararueter is either ABOARD_SUCCESS or an error code.
Error codes for each of the messages from the board were
defined in' the previous section of in this specification.

Messages that cause response to host processor action
other thanjust sending messages (e.g., starting the audio task
through the DSP interface) are as follows:

Message rammed in
response to the device
uttering properly
(i.e..,called in response
to dspOpen’l‘ask).
Once the installable driver
receives the
AOPEN_TMSG from the
board, it ds a data stream
hufl'er to the task containing
additional initialization
information (e.g.. com—
pression and SAC stream
stack and initial attributes).
Once the task has processed
this information, it sends an
ASEI‘UP_TMSG messageto the host.
This message is delivered to
the host when the Cont-
munication subsystem notifiesthe task that the channel
upon which it was
transmitting/receiving audio
samples went away.

AsaruLmso

ACHANNEL_HANGUP_TMSG

Wave Audio Implementation
, The DSP Wave driver design follows the same architec—
ture as the audio subsystem (i.e., split betWeen the host
processor and the audio/comm board). For full details on the

' Microsoft® Wave interface, see the Microsoft® Multimedia
Programmer's Reference. Some of the control functions
provided by the audio manager are duplicated in the Wave!
Media Control Interface. Others, such as input gain or input
and output device Selection, are controlled exclusively by
the Media centrol interface.

Audio Subsystem Audio/Comm Board-Resident Implemen-tation

The audio task 538 of FIGS. 5 and 13 is actually a pair of
SPOX® operating system tasks that execute on the audio]
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com board 206 and together implement capture and play-0
back service requests issued by the host processor side of the
audio‘subsystem. Referring again to FIG. 13, the audio task
connects to three other subsystems running under SPOX®
operating system: . p

1. The audio task connects to and exchanges messages
I with the host processor side of the audio; subsystem via the
host device driver 536 (DSH_,HOST)."1'MB_getMessage
and TMB__postMessage calls are used to receive messages
from and route messages to the audio manager 520 through
the host device driver 536.

2. The audio task connects to the audio hardware on the
audio/comm board via a stream of Stackable drivers tenni-
nated by the SAC device driver: This connectitm is bi-
directional. Staclrable drivers on the stream matting from the
SAC driver to the audio task-include the compression driver
and automatic gain control driver. 7 ‘ >

3. The audio task cennects with com task 540 (the
board-resident portion of the comm subsystem) via a mail—
box interface exchanging control messages and a streams
interface for- exchanging. data. The streams, interface.
involves the use of pipe drivers. Ultimately, the interface
allows the audio task to exchange compressed data packets
of audio samples across ISDN lines with a peer audio task

' matting on an audio/comm board located at the remote end
of a video conference. ' . v p 7 .

The audio task is composed of two SPOX® operating
system tasks referred to as threads for the. purposes of this
specification.‘0ne thread handles the'capture side of the
audio subsystem, while the other supports the playback side.
Each thread is created by the host processor side ofthe audio
Subsystem in response to an OpenDriver call issued by the
application. The threads exchange compressed audio buffers
with the com task. via a‘strearns interface that involves
bouncing bufl’ers oif a pipe driver. Control messages are '
eitchang'ed betrheen these threads and the comm task using
the mailbox interface which is alreadypin'plaoe for transfer-
ring messages between DSP tasks and the host device driver

The playback thread bloCks, waiting for audio buffers from
the cum task."I'he capture thread blocks waiting for audio
bufl’ers from the SAC. While active, each thread checks its
dedicated controlchannel mailbox for'commands received
from the host processor as well as unsolicited messages sent
by the com task. A control channel is defined as the pair
of mailboxes used to communicate between a SPOX®
operating system task and its DSP counterpart running on
the host processor. . ' ‘
Audio Task Interface With Host Device Driver _V

The host processor creates SPOX® operating system
tasks for audio capture and playback. Among the input
parameters made available to these. threads at entry is thename each thread will use to create a stream of stackable

drivers culminating in the SAC device driver. Once the tasks
are created, they send an.AOPEN__TMSG message to the
host processor: This prompts the host processor to deliver a
buffer of‘additional information to the task. One of the fields
in the. sent structure is a pathname such as:

"ltsp/gmuO/nwO/espNCachK"

The task uses this pathnarne and other sent parametms to
complete its initialization. When finished, it sends an
ASE’I‘UP__TMSG message to the host signaling its readi-
ness to receive additional instructions.

In most cases, the threads do not block while getting
messages from TMB_MYMBOX or posting messages to
TMB_HOSTMBOX. In other words, 'IMB_getMessage
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and TMB_putMessage are called with timeout=0. There-
fore, these mailboxes are preferably of sufiicient depth such.
that messages ' sent to the _Host- by the threads are not
dropped. The dspOpen'Iask lpdsp'l'aschttrs “nMail-
boxDept ” parameter are preferably set higher than the
default'value of 4. The audio task/host interface does not

support a data channel. Thus, the “nToDsp” and
“nFromDsp” fields ofdspOpenTask lpdspTaskAttrs are pref-
erably set to 0. -'. '
AudioTask' Interface with Audio Hardware

Referring now to FIG. 15, there is shown a block diagram
of interface between the, audio task 538 and: the audio
hardware of audio/comm board 206 ofFIG. 13,,according to
a preferred embodiment of the present invention. FIG. 15
illustrates how input and output streams to the audio hard-
ware might lo‘ok afier successful initialization of the capture
and playback threads, respectively.

On the capture side, audio data is copied into streams by
the SAC device driver 1304 (the SAC). The buffer comes
from a pool gallocated to this. IO__SOURCE driver via
IO_free() calls. The data works its way up to the capture
thread 1502 when the latter task issues an SS_get() call. The
data is transformed each time it passes through a stackable
driver. The mirror/splitter driver1510 may amplify the audio -
signals or it may split the audio stream sending thesecond
half up to the host to allow for the recording (if a video
conference. The data is then compressed by the compression
driver ‘ 1508.. Finally, timestamp driver 1506 appends a
timestamp to the buffer before the capture thread receives it

v completing the SSJCIO. The capture thread 1502 either
queues the bufl’er internally or calls>IO_free() (depending
on whether the capture thread is trying to establish some
kind of latency or is active but unlinked), or the capture
thread sends the butter to the com task via the pipe driver
interface. .

0n the playback side, audio data is received in streams
heifers piped tothe playback thread 1504 from the com
task. The. playback thread internally queues the butfer or
frees the butfer by passing the bufl‘er back to the pipe driver;
or the playback thread calls SS__put() to send the buffer
down the playback stream ultimately to the SAC 1304 where
the samples are played. First; the timestamp is stripped oif
the'bufier by tim'e'stamp ddVer 1506. Next, the bufi‘er is
decompressed by decompression driver 1508. Prior to it
being played,.the audio data undergoes one or more trans-
formations mixing in other sound or amplifying the sound
(mixer/splitter driver 1510), and reducing or‘ eliminating
echoes (echo/suppression driver 1512). ane‘the data has
been output to the'sound hardware, the containing buffer is
readyto be freed back up the stream satisfying an IO_al-
loc() issued from the layers above.
'Iimestamp Driver . I

The video manager synchronizes with the audio stream.
Therefore, all the audio task needs to do is timestamp its
stream and provide an interface allowing visibility by the
video manager into this timestamping. The interface for this
is through-the host processor requests AREGIS’I‘ERMObL
'I‘MSG and APACKEI‘NUMBER_TMSG. The timestamp
is a 32-bit quantity that is initialized to 1. incremented for
each block passed to the audio task fromthe IO_SOURCE
stackand added to the block; The timest is stripped from
the block once received by the audio task executing on the
remote node.

The appending and shipping of the timestamp is done by
the timestamp driver 1506 of FIG. 15. Performing the
'stamping within a separate driver simplifies the audio task
threads by removing the responsibility of setting up and
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maintaining this header. However, in order to implement the
APACKETNUMBER_TMSG host command, the threads
are able to acoess and interpret this header in order to
determine the packet number. p "

On the capture side of the audio task, the capture thread
will have allocated stream buffers whose size is large enough
to contain both the packet header as well as the compressed

data [110ch The fimestarnp driver deals with each,bufi“er as
a SPOX® operating System'IO_Frame data type. Before the
frames are IO'_fre'e()’ed to the compression stackable driver
below, the timestamp driver subtracts the siZe ‘of the packet
header from the frame’s current size. When the frame

returns to the timestamp driver via IO_get(), the driver
appends the timestamp by restoring the size to “maxsize”
and filling the unused area with the new header. The
handling is reverSed for the playback side. Bufiers received
from the comm task contain both the Cornpresried data block .
and header. The timestamp driver strips the header by
reducing “size” to "maxsize" minus the header size.
(De)Compression Drivers »

In a preferred embodiment, the DSP architecture bundles
the encode and decode fimctions into one driver that is
alwaysstacked between the audio task and the host proces-
sor. The driver performs either compress. or decompress

' functions depending on whether it is stacked} within an
IO_SINK or IO_SOURCE stream, respectively. Under this

' scheme, the audio task only handles uncompressed data; the
stackahle driver compresses the data stream en route to the
host processorflO_SlNK) and decompresses the stream if
data. is, being read from the host proCessor (IO__SOURCE)
for playback ‘

In an alternative preferred embodiment, the audio task 35
deals with compressed data in fixed block's since that is what
gets stamped or exarr‘n’ned on route to or from the ISDN
comm, task, respectively. In this embodiment, 'the’DSP
architecture is implemented by the DXF transformation
driver 1508. Either driver may be placed in an 40
IO_SOU'RCE or IO_SINK stream; ' 3 .

' Due to the audio subsystem’s preference to manage
latency reliably, the audio task threads know how much
capture or playback time is represented by each compressed
data sample. On the capture side. this time may be calculated 45
from the data returned by the enmpression driVer via the
DCO_FILLEXTWAVEFORMAT control ‘ conmrand.
DCO___ExtWaveFormat data fields ‘hSamplesPerSec’v’ and
“wBitsPerSarnple" may be'used to calculate a buffer size
that provides control over latency at a reasonable level of 50
granularity. ’ , ,

Consider the following example. Suppose we desire‘to
increase or decrease latency in 50 millisecond increments.
Suppose filrther that a DCO,_FILLEXTWAVEFORMAT 55
command issued tothc compression driver returns the
following fields: '

nChannels =
nSamplesPerSec =
nBlocchlign =
wflitsPcr-Sanrple =

If we assume that compressed samples are packed into each
32-bit word contained in the bufl'er, then one TI C31 DSP 55
word contains 16 compressed samples. The butter size
containing 50 ms worth of data would he:

30
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words=( two—sa—‘S‘E‘fi moss») :M =25ec word

5 To this quantity, the capture thread adds the size of the
packet header and uses the total in allocating as many
streams bufi'crs as needed to service its IO__SOURCE
stream. s v

, 0n the receiving side,‘the playback thread receives the
packet containing the bulfer ofcompressed data. The DCO_
FILLEXTWAVEFORMAT control connnand is supported
by the encoder. not the decoder which the playback thread
has stacked in its IO_.SINK stream. In fact, the thread has
to send the driVer a DCO_SETEXTWAVEFORMAT com-
mand before it will decompress any data. Thus, we need a
mechanism for providing the playback thread a DCD_
ExtWaveForrnat structure for handshaking with decompres-
Sion driver prior to entering the AST__PLAY state.
Mixer/Splitter Driver ‘

The mixer/splitter driver 1510 (i.e., the mixer) is a stack-
able driver that coordinates multiple accesses to the SAC
1304, as required by conferencing. The mixer allows mul-
tiple-simultaneous Opens of the SAC for both input and
output and mixesthe channels. The mixer also supports
priority preemption of the control—only SAC device "sac-
ctrl.” . ' ' - r

p The SPOX® operating system‘inrage for the audio/comm
board has mappings in the device time space to transform
references to SAC devices into a device stack specification
that includes the mixer. For example, a‘task that attempts to
open “lsac’? will actually open “lmxrllsac”. The mapping is
transparent to the task. To avoid getting mapped through the
mixer, an alternative set of names is provided. The alterna-
tive names consist ofthe standard device name prefixed with
“VC’T. For errample, to open the device “ade8K” without
going through the; mixer, a task wOuld use the name
“NCachK”. To obtain priority access to the SAC, the
software opens the device “lmerfVCachK”.

V For output operation, the software opens the mixer with
device ID 0; any other client opens the mixer with device 1])
1. Device 1D 0 may be opened only once; when it is, all other
currently open channels are muted. That’is, output to the
channel is discarded; Subsequent opens of device ID 1 are
allowed if the sample rate matches. Device 11) 1 may be
opened as manyptimesas there are channels (other than
channel 0). All opens after the first are rejected, if the sample
rate does not match the first open. When more than one
channel is open and not muted, the output of all of them is
mixed before it'ispassed on to the SAC.

Forinput operations, the software opens the mixer with
device ID 0; any other client opens the mixer with device ID
1. Device_ID 0 may be opened only once; when it is, if
channel 1 is open; it is muted. That is. get operations return
frames of silence. Device ID 1 may be opened once before
channel ll is open (yielding channel 1: normal record opera-
tion); Device ID 1 may also be opened once after channel 0
is opened (yielding channel 2: conference record operation).
In the second case, the sample rate'must match that of
channel 0. Channel 1 returns data directly from the SAC (if
it is not muted). Channel 0 retumsdata from the SAC mixed
with data from any output channels other than channel 0.
This allows the user to play back a recording during a video
conference and have it sent to the remote participant. Chan-
ne12 returns datafrorn the SAC mixed with the output to the
SAC. This provides the capability of recording both sides of
conference. - .

There are four control channels, each of which may be
opened only once. They are prioritized, with channel 0
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having the highest priority, and channel'3 having the lowest.
Only the open channel with the highest priority is allowed to
condo] the SAC. Non—conferencing software, which opens
"lsacctr", is connected to channel 3, the lowest priority
channel. ‘
Mixer Internal Operation

For output operation, the mixer can, in theory, support any
number of output channels. The output channels are all
equivalent inth sense that the data-from all of them is
mixed to form the output'sent to the SAC. However, there
is one channel that is designated the main channel. The first
channel opened that is not muted'is’ themain channel. When
the main channel is closed, if there are any other non-muted
channels open, one of them is promoted to be the main
channel. Opening channel 0 (conference output) mntes any
channels open at the time and channel 0 cannot be muted.
Thus, if channel 0 is open, it is always the main channel. Any
open output channel that is not than the main channel is
called an auxiliary channel. , I '

When an IO_put Operation is performed on a non-muted
auxiliary channel, the frame is placed on the channel's ready
list. When an IO_put operation is performed on the main
channel, data from the auxiliary channels’ ready lists are
mixed with the frame, and the frame is past'sed immediately
through tothe SAC. If an auxiliary channel is not ready, it
will be ignored (and a gap will occur in the output from that
channel); the main channel cannot be held up waiting for an
auxiliary channel. _ '

When an IO_put operation is performed on a muted
channel, the frame is placed directly on. the channel's free
list. The driver then sleeps for a period of time (Currently 200
ms) to ‘simulate the time it would take for the data in the
frame to be played. This is actually more time than it would
normally take for a block of datato be played; this reduces ‘ l

V the CPU usage of, muted channels. W
An IO_alloc operation (in the main channel is passed

directly through to the SAC; on other channels, it returns a
frame from the channel's free list. If a frame is not available,
it waits on the condition freeFra‘rneAvailable. when the
condition is signaled, it checks. again whether the channel is
the main channel. If themain channel was closed in the
meantime, this channel may have been promoted.

The mixer does not allocate any frames itself. All the
frames it manages are those provided by the task by calling
IO_free or IO_put. For an auxiliary channel, frames passed
to IO_free are placed on the channel’s flee list. These are
then returned to the task when it calls IQ alloc. After the
contents of a frame passed to IO_put have been mixed with
the main channel, the frame is returned to the channel’s free
list. Since I/O operations on the main channel. (including
IO_free and IO_alloc) are passed through to the SAC, no
buffer management is done by the mixer. for the main
channel, and the free list and the ready list are empty.
However, the mixer does keep track of all frames that have
been passed through to the SAC by IO;,free or IO_put and
returned by IO_get or IO__alloc. This is done to allow for
the case where the main channel is preempted by opening
the priority channel; In this case, all frames that have been
passed to the SAC are recalled and placed on the mixer's
free list for that channel.

Another special case is when the main channel is closed,
and there is another open non-muted channel. In this case,
this other channel is promoted to be the main charmel. The
frames on itsready list are passed immediately to IO_put to
be played, and the frames on its free list- are passed to
IO_free. These frames are, of course, counted, in case the
new main channel is preempted again.
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For output mixing, aframe on the ready list of an auxiliary
channel is mixed with both the main output channel and with
input channel 0 (conference input), if it is open. I/O opera—
tions on these two channels are running independently,.so
the mixer does not know which channel will perform IIO
first. or whetheroperations on the two will strictly alternate.
or even if they are using the same frame size. In practice, if
the conference input channel is open. the main output
channel is conference output, and the two use the same
frame size; however, the mixer does not depend on this.
However, the auxiliary channel typically will not be using
the same frame size as either of the main channels.

,To handle this situation,'the mixer uses Ivvo lists and two
index pointers and a flag for each channel. The ready list,
where frames are placed when they arrive. contains frames
that contain‘data that needs to be-rnixed with both the input
and the output channel. When either the input side or the
output side has used all the data in the first frame on the

_' ready list, the frante is moved to the mix list. The flag is set
to indicate whether the mix list contains data for the input
side or the output side. If the mix'list is empty, both sides
take data from the ready list. When all the data in a frame on
the mix list has been used, the frame is moved to the free list.

Mixing operations are done in units .of a main-channel
frame. This may take a portion of an auxiliary channel frame
or it may take parts of more than one. The mixing routine
loops over themain channel frame. Each pass through the
loop, it determines which auxiliary channel frame to mix
from, takes as much data from that frame as it can, and
moves that frame to a new list if necessary. The auxiliary
channel frame to mix from is either the first frame on the mix
list, if it is non—empty and the flag is set to indicate that data
has not been used from that frame yet, or the first frame on
the ready liSt. The index,,either inReadylndex or outReady-
Index. specifies the first lunusedsarnple of the frame.

' Fur example, suppose mixing is 'with the. main input
‘ channel (conference in), and the data for an auxiliary output
channel is such that the rad list contains two frames C and
D and the mix- list contains two frames A and B, wherein

mixFlags equals MXR__INPUT_DATA and inReadyIndex
equals 40. Assume further that the frame size on the main
channel is 160 words and the frame size on the auxiliary
channel is 60 words. 1

The first time through the loop in mix_frame, the mix list
is not empty, and the mix flag indicates that the data on the
mix list is forgthe input channel. The-unused 20 samples
remaining in the first frame on the mix list are nrixed with
the first 20 samples of the main channel frame. inReadyln-
dcx is incremented by 20. Since it is now equal to 60, the
frame size, 'we are finished with the frame. The output
channel is finished with it, since it is on the mix list, so the
frame is moved to the free list and set inReadyIndex to 0.

The second time through the loop, mix_index is 20. All
60 samples are mixed out of the first frame on the mix list,
and the frame is moved to the free list. .

The third. time through the loop, ruix__index is 80. The
mix liSt is empty. All 60 samples are mixed out of the first
frame on the ready list. Again the frame is finished, but this
time it came from the ready list, so it is moved to the mix
list. The mix flag is changed to indicate that the mix list now
contains data for the output channel. outReadyIndex is not
changed, so the outputchannel will still start mixing from
the same onset in the frame that it would have used if the

frame had not been touched. '
The fourth time through the loop, mix_index-is 140. The

mix list is no: empty, but the mix flag indicates that the data
on the mix list is for the output channel, so it is ignored. The
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remaining 20 samples are mixed from the first frame on the
ready list. All the data in the frame has not been used, suit
is left on the ready list; the next time a frame is processed
on the main input channel. processing Continues where it left
01f. Afier mixing is complete, the ready list contains only
frame D,,the mix list contains only frame C, rnixFlags equals
MXR_OUTPUT_D/XI‘A, and inReadyIndex equals 20.

After each step described, the data structures are com-
pletely self-consistent. In a more typical situation, the
frames on the auxiliary channel will be much larger (usually
1024 words), and only a portion of a frame Will be used for
each frame on the main channel. However, the processing is
always similar to one ortwo of the four steps described in
the example. . . V

For input operations, unlike the output channels. the three
input channels have distinctly different semantics. The main
channel is always channel 0 if it is open, and channel 1 if
channel 0 is not open. Channel 1 will always be muted if it
is when channelo is opened, and cannot be opened
while channel 0 is open. Channel 2 is never: the main
channel; it can be opened only while channel 0 is open, and
will be muted if channel 0 is closed, .’

Operation of the main channel is similar to the operation
described for output. When IO_get or IO_l'ree is called, the
request is passed on to the SAC. For channel 0, when the
frame is retumed from the SAC, any output ready on
auxiliary output channels is mixed with it before the frame
isretumedtothecaller.‘_" C

When channel 2 (conference record) is open, output
frames on channel 0 (conference output) and input frames on
channel 0 (conference input) (including the mixed auxiliary
output) are sent tothe function record_frahie. RECOId__
frame copies these frames to frames allocated from the free
list for channel 2, mixes the input and output channels, and
places the mixed frames on the ready list. When IO__get
operation is performed on channel 2. it retrieves a frame
from the ready list, blocking if necessary until one is
available. If there is no frame on the free list when record_
requires one-the data will not be, copied, and there will he
a dropout in the recording; however, the main channel
cannot be held up waiting for the record channel. I

'For conference record mixing. record_needs to mix
frames from both Conference input and conference output
into a frame for channel 2. Again, 110 operations on‘the
conference channels are running independently;The mixer
uses the mix list of the conference arecord channel as a
holding place for partially mixed frames. readylndex con-
tains the number of samples in the first frame on the mix list
which are completely mixed. _'Ihe frarne sizecontains the
total number of samples from either channel that have been
placed in the frame. The diflerenCe between the frame size
and teadyIndex is the number of samplesthat have been
placed in the frame from one channel but not mixed with the
other. The flag ,mixFlags indicates jwhich channel these
samples came from. . ;

Mixing operations are done invunits of .a main-channel
frame, as for output This may take a portion of a record
channel frame or it may take parts ofmore than one. The
mixing routine loops over the main channel frame. Each
pass through the loop,it does one of the'following: I
1. If the mix list contains data from the other channel, mix

with the first frame on'the mix lisL readylndex indicates
the place to start mixing. If the frame is now fully mixed,
move it to the ready list. ' - ‘ _

Z If the mix list contains data from this channel (or equal

parts from both channels), and there is free space in the
last frame on the mix list, copy the data into that frame.
The frame size indicates the place to start copying.

3. If neither of the above is true, allocate a new frame from "
the free list and add it (empty) to the mix list. On the next
iteration, case 2 will be done.

5
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_ To provide mutual exclusion within the mixer, the mixer
uses a semaphore. Every mixer routine that manipulates any
of the data for a channel first acquires the semaphore. The
semaphore mechanism is very similar to the monitor mecha-
nism provided by SPOX® operating system. There are two
major difi'erences: (1) a task within a SPOX® operating
system monitor cannot be suspended, even if a higher
priority task is ready to run, and (2) when a task within a
SPOX® operating system monitor is suspended on a con-
dition, it implicitly releases ownership ofall monitors. In the
mixer, it is necessary to make calls to routines which may
block, such as IO_alloc, while retaining ownership of the
critical region. The semaphore is released when a task waits
for a mixer-specific condition (otherwise, no other task
would be able to enter the mixer to signal the condition). but
it is not releaSed when the task blocks on some condition
unrelated to the mixer, such as within the SAC.
Echo Suppression Driver _

The echo suppression driver (ESP) 1512 is responsible for
suppressing echoes prevalent when one or both users use
’open speakers (rather than headphones) as an audio output
device. Thepurpose of echo suppression is to permit two
conferencing systems 100 connected by a digital network to
carry on an audio conversation utilizing a particular micro-
phone and a plurality of loudspeaker device choices without

' having to resort to other measures that limit or eliminate
acoustic feedback (“coupling”) from loudspeaker to micro-
phone. ' , . .

Specifically, measures obviated by the ESP include:
An audio headset or similar device to eliminate acoustic

coupling. » ‘ .
A commercial (“speakerphone' attachment that would

perform the stated task otfthe PC and‘would add cost
and complexity to the user. ._ ‘ I .

The ESP takes the form of innovations embedded in the
context of» an known variously as “half-duplex speaker-
phones" or ‘half—duplex hands-free telephony" or “echo
suppression" TheESP does not relate to an known as “echocancellation."

The general ideas of “half-duplex hands-free telephony"
are current practice'Electronic hardware (and silicon) exist
that embody these ideas. The goal of this technology is to
eliminate substantially acoustic coupling from loudspeaker

'to' microphone by arranging that substantial microphone
gain is never coincident with substantial speaker power
output when users are speaking. '

, The firndamental idea in current practice is the following:
Consider an audio system consisting of a receiving channel
connected to a loudspeaker and a transmitting channel
conneeted to a microphone If both channels are always
allowed to conduct sound energy freely from microphone to
network and from network to londspeaker, acoustic coupling
can result in Which the sound emanating from the loud-
speaker is received by the microphone and thus transmitted
back to the remote station which produced the original
'sound. This “echo” elfect is annoying to users at best and at
worst makes conversation between the two stations impos-
sible. In order to eliminate this effect, it is preferable to place
an attenuation device on each audiochannel and dynami-
cally‘control the amount of attenuation that these devices
apply by a central logic circuit. This circuit senses when the
remote microphone is receiving speech and when the local
microphone is receiving speech. When neither channel is
carrying speech energy, the logic permits both attenuators to
pass audio energy, thus letting both stations receive a certain
level of ambient noise from the Opposite station. When a
user speaks, the logic configures the attenuators such that the
rnicrophoneenergy passes through to the network and the
network audio which would otherwise go to the speaker is

' attenuated (this is the “talk state"). When on the other hand
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speech. is being received from the network and the local
microphone is not receiving specch,lthe logic configures the
attenuators conversely, such that the network speech is
played by the speaker and the microphone's acoustic energy
is muted by the attenuator on that channel (this is the “listen
state").
. The ESP operates without a'separatededicated speaker—
phone circ‘uit device. The ESP operates over a network

3 featuring an audio codec that is

The ESP etfoctively distributes computational overhead
such that redundant signal processing is eliminated.

The ESP is a distributed digital signal prbcessing algo-
rithm. In the following, the algorithm .is spoken of as
"distributed." meaning that two instantiations of it reside on
the two conferencingsystems connected by a digital, net—
work, and their operation is interdependent). “Frame
energy" means a mean-sum of the squares‘of‘the digitized
audio samples within a particular time segment called a
“frame.” _ - p : ‘ . '

p The instantaneous configuration of the two attenuations is
encoded as a single integer variable, and the attenuations are
implemented as a fractional multiplier as a computational
functionof the variable. ._

In order to classify a signal as speech, the algorithm
utilizes a frame energy threshold which is computed as an'

. ofi'set from the mathematical mode of a histogram in which
each histogram b‘in represents the count of frames’yin a
particular energy range. Thisthreshold varies dynamicallyover time as it is recalculated. 'lhe‘re exists a threshold for
each of the two audio channels. . V

Since both stations need access to the threshold estab-
lished at a particular station (in that one station’s transmit
stream becomes the other station’s receive stream), the
threshold is shared to both instantiations of the algorithm as
an out-of-band network signal. This obviates the need for
both stations to analyzethe same signal, and makes the
stations immune to any losses or distortion caused by the
audio-coder; r . ' .

The energy of a transmitted audio frame is embedded
within a field of the communication format which carriesthe
digitally-compressed form of the frame. In this way, the
interactive performance of the station pair is immune from
any energy distortion oilo’sses involved in the audio codec.

The ESPmakesj possible hands-free operation for video
teleconferencing products. It is well-known that hands-free
audio conversation is a much more natural conferencing
uSage model than that of an audio headset. The user is freed
from a mechanical attachment to the PC and can participate
as one would at a conference table rather than a telephone
call.
Audio Task Interface with Conun Task V

The interface between the audio task to the audio hard-
ware is based on SPOX® operating system streams. Unfor-
tunately, SPOX® operating system Streams connect tasks to
source and sink device drivers, not to each other. Audio data
are contained within SPOX® operating system array objects
and associated with streams. To avoid unnecessary bufier
copies, array objects are passed back and forth between the

permitted to distort signal ~
energies without aflecting the performance of the algontlun. ‘
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driver. The actual pipe driver used will be based on a
SPOX® operating, system driver called NULLDEV. Like
Spectron’s version, this driver simply redirects buffers it
receives as an IO_S_INK to the IO_SOURCE stream; no
bufl'er copying is performed. Unlike Spectron's pipe driver,
however, NULLDEV does not block the receiving task if no
bufiers areavailable from the sending stream and discards
buffers receiVed from the IOfiSOURCE stream if no task
has made the.[O_SlNK stream connection to the driver. In
addition, NULLDEV will not block or return errors to the

‘ sender. If no free butfers are available for exchange with the
sender's live butler. NULLDEV_retums a previously queued
live bulfer. This action simulates a dropped packet condi-tion.. ’ - .

setup and teardown of these pipes will be managed by a
message protocol between the comm task and audio task
threads utilizing the existing TMB mailbox architecture built
into the Mikado DSP interface;

The interface assumes that the com task is running, an
ISDN connection has been established, and channel ID's

(i.e., virtual circuit ID's) have been allocated to the audio
subsystem by the conferencing-AH. The capture and play-
back threads become the Vchannel handlers for these ID's.
The interface requires the com task first to make available
to the audio threads the handle to its local mailbox ’I‘MB__
MYMBOX. This is the mailbox a task uses to receive
messages from_,the host processor. The mailbox handle is
copied to a global memory location and retrieved by the
threads using the global data package discussed later in this
specification, _‘
Message Protocol . _

Like the com task, the audio task threads use their own
'I'MB__MYMBOX-mailboxes for receiving messages from
the com task. For the purpose of illustration, the capture
thread, playback thread and com task mailboxes are called
TMB__CAPTURE, TMBJLAYBACK, and TMB_COM-
MMSG',, respectively.- The structure of the messages
exchanged through these mailboxes is based on TMB_Msg
defined in “’I‘MBJ—l" such that:

typedef struct TMB_Msg {
11‘“ ms: ’
Uns wordsITMB_MSGLEN];

-l 'l'M-B.Mss;

The messages that define this interface will be described via
examples. Currently, specific message structures and con-
stants are defined in the header file “ASH”.

Referring now to FIG. 16, there is shown a block diagram
of the interface between the audio task 538 and the com
task 540 of FIGS. 5 and 13, according to a preferred

‘ embodiment of the present invention. For audio capture,
when the capture thread receives an ALinkOutTMsg mes-
sage from the host processor, it sends an AS_REGCHAN-
HDLR message to the 'I‘MB_COMMMSG mailbox. The
message contains an on—board channel ID, a handle to the
mailbox owned by the capture thread, and a string pointer to
the pipe.

typedef struct AS__OPENMSG {Uns
Uns
TMB_MBox
String

I‘ msg = = AS_REGCHANHDLR. 1’]I" On board channel ID *I
/" Sending Task's mailbox. 'I
l' Device name to open. *I

mflgl .
Channel_ID;
mailbox; '
Dchame;

} AS_0PENMSG;

com and audio-subsystems running on the audio/comm
board using SPOX® operating system streams and a pipe

65
Channel_ID is used to retrieve channel specific informa-
tion. The task stores this information in the global name
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space. A pointer to this space is retrieved via the routine
GD_getAddress(ID). The information has the followingstructure:

typedef so-uct COWUDIOJATA {street {
unsigned int .
unsigned int initialized
unsigned int read

} boo];
Uns locallD;
Uns remoteID;

} CommAudiolJata. ’CcmmAudioDataPtr; ‘—__‘_—__.———_-_—I—I——__——-

This structure is declared in “ASH”. From this structure, the
com task can determine if the butfer is initialized (it
always should bear the audio tasks would not be calling),
if the task is expecting to read or write data tolfrom the
network (if read is 1, the com task will open the pipe for
write and put data from the network there), and finally the
local and remote IDs of the network channels. The following
pseudo code illustrates the actions performed by the capture
thread to establish a link with the com task:

62

com task via the pipe driver. After each SSgputO to the
pipe driver, the capture thread notifies the com task that an
incoming bufi'er is on the way via an AS_RECE1VECOM-
PLETE status message.

audio = (ASJNFDMSG *) &message;
audio—mg ; AS_STATUS;
audio—>Cbalmel_lD = AS_CAP1'URE__CHAN;
audio—>ststuscode = AS_RECEIVECOMPLETE:
TMB..posLMessage (TMB_COMMMSG, audio, 0);

The com task sends the butfers to the ISDN driver which
transmits the data frame on the audio output's ISDN virtual
channel.

Between each input streams bufl'er processed. the capture
thread checks IMB_CAPTURE for new requests messages
from the com task or the host processor. When a second

ALINKOU'LIMSG message is received from the host
processor, the capture thread stops sending data buffers to
the pipe driver and notifies the com task of its intention to
terminate the link:

__________.___._.._.__'_.__.__——————————
AS_OPENMSG *audio: .
TMB_Msg manage;
CommAudioDataPn' - pCAData:
pCAData = (ComAudinDataPtr) GD_gctAddress(AS_CAPTURE_CHAN)
<set pCAData fields> g -
audio = (A5 OPENMSG ') dametssge;
audio-mug = AS_REECHANHDLR; .
audio—mm = (Uns) AS_CAPI'URE_CHAN;
audio—mailbox =‘(MB_MBox]1MB_CAPTURE;andio—>Deanme = (String) "Inuit";
TMBMumgeGMLCONnfl/lsu. audio, 0);_______.____—————————-—-—-——-

The com task‘s first action will be to call GD_getAd—
dress() and retrieve an address to the CommAudioData
stmctnre. It validatesthe structure using the local and remote
[Ds linking the thread with the appropriate ISDN channel. V
Finally, the com task responds by connecting to its end of 40 '
audio->DevName (“hull”) and returning status to the cap-
ttn'e thread via a message directed to TMB_CAPTURE
such that:

35

audio : (AS_!NFOMSG *) Message;
audio—>an = AS_CLOSE__CHAN;
audio—>Channc1_ID = AS_CAPTURB__CHAN;
TMBJostMessage (IMB_CDMMMSG. audio, 0);

Capture treats the 'AL’I'NKOULTMSG message as a
toggle: the first receipt of the message establishes the link,

____________..'__..____—_
TMB_Msg message;
CommAudioDmPtr pCADna;
AS__0PENMSG audio:
typedef struct AS__1NFOMSG {Una msg:

Uns ChanneLID:
Uns stamsCode;
Uns stamsExm,

} ASJNFOMSG ‘comm ', I _
TMB___getMessagc (TMB_COMMMSG. (1MB__Msg)&audio, 0);
pCAData: (CammAudioDalafftr) GD_getAddtes§(audio.Channel_lD);
<validate pCAData fields and open audio. DevName>
comm = (ASJNFOMSG *) semessage;
comm->tnsg = AS__STATUS; ‘
comm—>ChamleD = audio.Chanuel_1D;
can'trn—>statuseode : AS,REGCHANI-[DLR_OK;
TMBJostMes‘sage (andiomailbox, comm. 0);

I* On board channel ID *I
I‘ Status Code *I . .
1* Additional status info ‘I

l* AS_CIDSE_CHAN or AS_STATUS *I

____________——-'————~—

It the com task detects anerror, the statusCodeand
the second receipt terminates it. The com task first closes
its half of the pipe driver and then terminates its connection
with the capture thread via an AS_CIDSE__CHAN_OK
message.

statusExtra fields are set to thesappropriate error codes
defined in the section Status and Error Codes; ' ‘

The capture thread subsequently receives ‘stream butfets 65
filled with time star‘npe'd and compressed audio data from the
input driver stack via SS_get0 calls and routes them to the
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comm—>tmg = AS_STATUS: '
comm—>ChannelJD = ChanneLID;

64

At any time during the link state, problems with or a
normal shutdown of the ISDN logical channel may generate

a hang-up condition. The comm task notifies the capturecomm—>statuscodc -'= AS__CHANCLOSE_OK;

TMB_postMessagc (TMB_CAPTURE, com, 0); and/or playback thread via the unsolicited status message
, AS_COMM_HANGUP_NOTIFY:

On the other side of the audio task, the playback thread waits
for the ALINKIN__TMSG message from the host processor
after first opening the IO_SINK side ofa second pipe driver
“luullZ”. When that message finally arrives; the playback
thread opens the communication pathway to the com task
and registers as the audio input. channel handler via" an
ASJEGCHANHDLR message. Like the capture thread,
the playback thread supplies the channel ID, its response
mailbox. and a string pointer to the second pipe driver:

pCAData = (CommAudioDntnPtr) GD_getAddress(AS_PLAYBAG(_C}-IAN)
<set pCADsla field» V ‘
audio = (AS_QPWSG *) &message‘.
audio—mg = AS_REGCHANHDLR; ' ,
eudio—>Channel_ID = [Uns) ASJLAYBACLCHAN;
audio—>rnailbox = (TMB_MBoxJ TMBHPLAYBACK;
audio—>DevName = (String) “Inullz”; v .
TMB__poltMessage ('1'MB__COMMMSG, audio, 0); _ .___—___—___——-——-—-——

Exactly as with the capture thread, the com task behaves
as follows:

TMB_getMessege (TMB_COM.MMSG, ('IMB_Msg)&audin, 0);
pCAData. = (CommAudioDataPtr) GD__getAddres's(audio.Channcl_ID);
<va1idste pCADatu fields and upon audio. DevName>
comm = ‘(AS_INFOMSG ") amassage;
comm—>me = AS_STATUS:
comm—>ChmmeLID = andio.ChanneLJDi
cmnm—mmsCode = ASJEGG-IANHDLR_OK;
TMBJmMessage (nudiomailbox, cumin. 0); ___________._.__.__._————————

Once this response is received, the playback thread blocks

com = (AS_IN'RJMSG i") Message:
contra—mug = AS_STA'IUS;eemm—>Channel_lD = ChannelJD; .
eomm—xtatusCode = ASHOOMM_HANGUP_NOTIFY;
comm—~_>statusextra = <QMUX error>
TMB_postMcssay: (dMEJLAYBACK or TMSECAPI‘URE >, com 0);

waiting for notification'of input bufiers delivered by the 50 Inresponse, the threads close the channel, notifying the host
comm task to its side the pipe driver. After each bufier is put processor in the process.
to pipe, the com task notifies the playback thread: As defined in "ASH", the following are status and error

- ' codes for the statusCode field of AS_STATUS messages:
couun = (AS_1NFOMSG ") Kan-lessees;
commute; = AS__STATUS;
cornm—>Channel_ID = GrauneLjD.
comm—>sansCode = AS_RECEIVE.COMPLEI‘E;
TMB_po_stMessage (I‘MH_PLAYBACK, com, 0);

The playback thread collects each buffer and outputs the 60
audio data by SS_put()’ing each butfet down the driver

stack to the SAC 1304. ‘ '
The handing of the second ALlNKlNflTMSG request

received from the host processor is the same as on the 65

capture side. The playback thread closes “lnull2.” and uses
AS_CLOSE_CHAN to sever its link with the com task.

AS__REGGdAN'l-IDLR_OK

AS_REGG£ANlDLR_FAm
AS_CHANCLDSE_OK

AS_Cl-iANCLOSE_FA&

AS__COMM_HANGUP_NOTIFYAS_RECEIVECOMFLEPE

AS_LOST_DATA

ASJEGCHANl—DLR
request succeeded.
AS_REGCHANHDLR
request failed,
AS_CHANCLOSE
request succeeded.
AS_CHANCLDSE
request failed
Open channel closed
Data packet has been sent 'to NULLDEV.
One or more data packets
dropped.
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Regarding bufier management issues, the ‘ audio task
maintain a dynamically configurable amount of latency on
the audio streams. To do this, both audio task threads have
control over the. size of the buffers that are exchanged with
the com task. As such, the com task adopts the bufier
size forthe streams assigned it by the audio task In addition,
the‘number of buffers which exist within the NULLDEV
link between the com task-and an. audio taskthread are

defined by the threads. Mechanisms for implementing this
. requirement involves the following steps: * -‘

1. Both audio task threadscreaie their SPOX® operating
system stream connections to the NULLDEV pipe driver
before registering with the com task Each thread issues
an SS_createO specifying the bufier size appropriate for
the audio compression method and time stamp framing to
be performed on each bufi'er. In addition, the sitrs.nbufs
field is set to the desired number of buffersaVailable for
queuing audio data within the NULLDEV link.

2. When setting"th its NULLDEV streams; the 00an task
sets the SS_crmteO. bufl’er-size parameter to —1 specify-
ing that a “device-dependent value will be used for the
stream buffer size”. See SPECI'RON.’s SPOX® Applica-
tion Prograniming Reference Manual, VerSion 1.4,Vpage
173; In addition; the attrsnbufs are set to 0 'ensuringthat
no additional bufi'ers are added to the NULLDEV link.

3. After opening the stream, the com task will query for the
oonect buffer Size via an SS_sizeofO call. Thereafter, all

, buifers it receives from the capture thread and all buffers
it delivers to the playback thread are this size. It uses this
size when creating the SA_Atray object used to receive
ham and send buffers to NULLDEV. . _

The com task preferably perform: no bufl‘ering of live
audio data. Commiinicatibn between audio task‘endpoints is
unreliable. BeCause audio data is being captured, transmit-
ted1 and played back in real time, it is undesirable to have
data blocks retransmitted across an ISDN channel.

Whether unreliable transmission is supported or not. for
the audio stream. the NULLDEV driver drops data blocks if
live buifeis back up. NULLDEV does not allow the‘sender
to become bufl‘er starved. It continues to exchange butfers
with the task issuing the SS_put(). If no free buifers are
available to make the exchange, NULLDEV returns the live
buifer waiting at the head of its ready queue.
Global Data Package . v

The SPOX® operating system image for the audio/comm
board contains a package referred to as the Global. Data
Package. [t is a centralized repository for global darn that is
shared atnong tasks. The interfaces to this package are
defined in “GD.H". The global data. is contained in a

' GBLDATA struct that is defined as an arrayof pointers:

typedef struct GBLDKI'A ( . 1
Po- avmlshleDnlalMAX_GLOBAl.S];

} GBLDATA;

Like all SPOX® operating system packages, the global data
package contains an initializatibn entry point.GD_init0 that
is called during SPOX® operating system initialization to
set the items in GBLDATA to their initial values. Tasks that
wish to access the global data will contain statements like
the following to obtain the contents of the GBLDATA
structure: v '

Ptr pointerToGlobathject;
pointet’IbGlobathfiect = '
GD_getAdress(OBJECI‘_NUMBER)-,

In apreferred embodiment, there is no monitor or semaphore
associated with the global data. So by convention, only one
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task will write to an item and all others will only read it. For
example, all data pointers are set to NULL’by GD_init(). A
pointer such as availableData[ConunMBox] would then be
filled in by the com task during its initialization with the
following sequence: '

pointerI‘oGlobleata: GD_getAddress(AS_COMMMBOX);
pointerToGlobalData->CommMBox= TMB_MYMBOX:

Tasks that wish to communicate to the com task can check

I that the task is present and obtain its mailbox handle as
follows: '

pointefibGlobaletn: GD_getAddress(AS_COMMMBOX);
if (puinter’l‘oGlobalData—flommMBox != NULL) {

l‘ COMMTASK is present ‘3]
TMB_postMerssge ( pointet’l'oGiohalDam—>ConnnMon ,

- aMessage,
fichutValue);

}
else { .

I“ IT IS NOT ’/
}

NULLDEV Driver V
y The SPOX® operating system image for. the audio/board
contains a device driver that supports interprocess commu-
nication through the stream (SS)_ package. The number of
distinct streams supported by NULLDEV is controlled by a
defined constant N'BRNULLDEVS in NULLDEV.H..Cur-

rently, NULLDEV supports two streams. One is used for the
audio task capturethread to communicate with the com
task. The other is used by the playback thread to commu<
nicate With the com task. The assignment of device names
to tasks is done by the following two constants inASTASKH:

#dcfine AS_CM’I'URE_PIPE
#defiue ASJLAYBACUIPE .

“lnnll”
“lnnllZ”

Support for additional streams may be obtained by changing
the NBRNULLDEVS constant and recompiling NULLD-
VR.C. The SPOX® operating system config file is also
adjusted by adding additional device name strings to this
section as follows:

driver NUUJJEV_driver {
“mull”: devld = 0;
"/nullZ": devid = l;

l;

The next device is the sequence has devid=2.
SS_get() calls to NULLDEV receive an error if

NULLDEV’s ready queue is empty. It is possible to
SS_put() to a NULLDEV stream that has not been opened
for SS_getO on the other end. Data written tothe stream in
this case is discarded. In other Words, input live bufi'ers are
simply appended to the free queue. SS_put() never returns
anerror to the caller. Ifno buffers exist on the free queue for
exchange with the incoming live bulfer, NULLDEV
removes the buffer at the head ofthe ready queue and retums
it as the free bufi'er. ‘

Comm Subsystem ‘
The communications (comm).subsystem of conferencing

system 100 of FIG. 5 comprises comm API 510, com
manager 518. and DSP interface 528 running on host pro-
cessor 202 of FIG. 2 and com task 540 running on
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audio/comm board 206. The com subsystem provides
connectivity functions to the conferencing application pro—
grams 502 and. 504. It maintains and manages the session,
connection, and the virtual channel states. All the connection
control, as well as data communication are done through the
communication subsystem. . ' > .

Referringnow to FIG. 17, there is shown a block diagram
of the com subsystem of conferencing system 100 ofFIG.
5. according to- a preferred embodiment of the present
invention. Thc'comm subsystem consists of the following
layers that reside both on host processor 202 and theaudio/comm board 206: ' ’

Transport independent interface (TILDLL),
Reliable datalink module (DLMDLLHCPDAPIDLL,

where KPDAPIDLL is the back-end of the DLM
which communicates with the DSP interface), and

Datelink module. TILDLL and RDLMLDLL reside
’ entirely on the host processor: Datalink module com-

. prises DLMDLL residing. entire host processor, and
control (D channel),' D channel driver, data comm
tasks. and B channel drivers residing on audio/com
board 206. , . .

The com interface provides a. “transport independent
interface". for the conferencing applications. This means that
the comm interface hides all the netwOrk dependent features
of the conferencing system. in a preferred embodiment,
conferenCing system 100 uses the ISDN Basic Rate Interface
(BRI) whichprovides 2*64 KBits/sec data (B) channel'sand
one signaling (D) channel (28+D). AlternatiVe prefeu'ed
embodiment may use alternative transport media such as
local area networks (LANs) as the communiCation network.

Referringnow to FIG. 18, there is shown a block diagram
of the comm subsystem architecture for two conferencing
systems 100 participating in a conferencing session, accord- ‘
ing to a preferred embodiment of the present invention. The
com subsystem provides an asynchronous interface
between the audio/comm board 206 and the conferencing
applications 502 and504.‘ ‘ .

Thecomm subsystem provide all the software modules
thatmanage the two ISDN B channels. The com sub-
system provides a multiple virtual Channel interface for the
13 channels. Each virtual channel is associated with trans-
mission priority. The data queued for the higher priority
channels are transmitted before the data in the lower priority
queues. The virtual channels unidirectional. The confer-
encing applications open write-only channels. The confer-
encing applications acquire read-only Channels as a result of
accepting a open channel request from the peer. The DLM
supports the virtual channel interface. g ._

During a conferencing session, the comm subsystem
software handles all the multiplexing and inverse multiplex-
ing of virtual channels over the B channels. The number of
available B channels (and the factthat there is more than one
physical channel available) is not a concern to the applica-
tion. ' . ' _

The com subsystem provides the D channel signaling
software to the ISDN audio/comm board. The com sub-
system is responsible for providing the ISDN B channel
device drivers for the ISDN audio/comm board. The com
subsystem provides the ISDN D channel device drivers for
the ISDN audiolcomrn board. The cor'nm softwareis pref-
erably certifiable in North America (U.S.A., Canada). The
signaling software is compatible with NT], AT&T Custom.
and Northern Telecom DMS—lOO.

The comm subsystem providesvan interface by which the
conferencing applications can gain access to the communi-
cation hardware. The goal of the interface is to hide the
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implementation of the connectivity mechanism and provide
an easy to use interface. This interface provides a very
simple (yet functional) set of connection control features, as
well as data communication features. The conferencing
applications use virtual Channels for data communication.
Virtual channels are simplex. which means that two virtual
channels are open for full duplex communication between
peers. Each conferencing, application opens its outgoing
channel which is write-only. The incoming (read-only) chan-
nels are created by “accepting” an “open channe "request
from'the peer. I V .
qMUX MULTIPLE CHANNEL STREAMING MODULE

The QSourc'e Multiple Channel Streaming Module
(qMUX) is-b'ased on the need to utilize the high bandwidth
of two bearer (B) channels (each at 64 kbps)_as a single
high-speed channel for the availability of multiple upper
layer users. This section V specifies the various interfaces
MtweeleSOurce qMUX- medule and other QSource mod-
ules or application modules, to achieve this objective.

()5on qMUX is a data link provider for one or more
end-to—end connected upper layers to exchange data between
themselves at a higher data rate than is possible over a single
bearer (B) channel. qMUX accepts messages from upper
layer providers and utilizes both B channels to transfer the
data. on the receiving end. qMUX will reassemble received
bufiers from Layer 1 in sequential order into a user message
and deliver the message to the aWaiting upper layer. There
is no data integrity. insured by qMUX. There is no Layer 2
protocol (i.e., LAPB) 'used in the transmisSion of packets
between the two endpoints; however, packets are transmitted
using HDDC framing. Throughout this» section, the term
ULP means Upper Layer Process or qMUX User.

V qMUX is a data link provider process that receives user
data flames from upper layers (data link user) and equally
distributes them (I‘vch the two B channels. This achieves a
higher bandwidth for an upper layer than if a single B
channel was used. Several higher processes can be multi-
plexed throughthe’qMUX process. each being assigned its
own logical channel through qMUX. This logical channel is
known as a qMUX logical identifier (qLI).

A priority is assigned to each qI_.I as it is opened This
priority ensures that buffers of higher priority are sentbefore
buffers of leséer priority are transmitted over the B channels.
This enables an upper layer, ~whose design ensures a smaller
bandwidth usage, to be handled in a more timely manner.
ensuring a more rapid exchange of data between the two endusers. ' .

qMUX is an unreliable means ofdata transfer between
two end users. There is no retransmission of message data.
Although received packets are delivered to the higher
requesting layers. there is no guarantee of data integrity
maintained between the two cooperating qMUX processes.
Packets may be lost between the two endpoints because
there is no Layer 2 protocol (i.e.. LAPB) used in the
transmission of packets between the two endpoints; how‘
ever, packets are transmitted using HDDC framing. In order
to provide reliability. a transport provider such as TPO
(modified to work with qMUX) is preferably used as a ULP.
qMUX considers a message as one or more data bufi'ers from
the higher layer. These chained buffers are unehained,
assigned Sequence numbers within the message sequence,
and transferred to the far end. Fach buffer contains a
sequence number that reflects its place within the message.

At the receiving end, the buffers are reassembled into
messages and delivered to the awaiting upper layer. Message
integrity is not_guaranteed. Messages are discarded on the
receiving end if buffers are not received before final reas-
sembly and delivery.
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All messages transmitted by, qMUX are preferably split
into an even number ofbufi'ers, independent ofmessage size. .'
'l'Wo processes, namely SMZ and SCUD, split messages into qMUX—DATA'REQ Egifixcfijafifi
equal buffers. In an altemative preferred embodiment; mes- The message is comprised
sages are split after exceeding a Specific size (160 octets). 5 of one ai- more QSouree
Splitting messages into an even number of buifers, regard- I n“ 53"” Wk“-
less of size, ensures timely delivery of data. In another q ‘ATTACHJEQUEST 3:352:53ng a
alternative preferred embodiment, qMUX transmits a mess ~ cmcrs are assumed m.

sage contained in a single buflen , . ' 31c cunncciertihat this time:U ' ' ' ' e state of 6 two Bpper layers ensure that both endpoints are synchronized 10 chum“ i; M
on their qLI (logical channel identifier) and priority. Once .
both E channels are established; the ULP establishes a 3:; 1:13:33.
qMUX logical interface with the qMUX process. This qLI, . 15:5)qu (0) fora
assigned by the‘ULP, allows for the transfer of data between - .
qMUX and the ULP. This qLI assignment may be trans- 15 “mum-REQUEST $331353;
fer-red or massigned toqanother ULP, by use of the q'MUX_ bound to the requesting
BIND__REQUEST primitive. The qLI may be used by only . ULP.A]1 subsequent
one ULP at a‘time. Themaximum qLI value in a system is Ki‘gg “if " flu
defined as a stainp parameter (MAX_LOGICAL__CHAN- U”: '° “"5 ’5
NELS). A ULP requesting a quwhen all of the assignable 20 QWEAITACWUESI‘ Used by a ULP to end its
qLI are in use is denied. . ' ' . ' - “use “WU-Ans"? d

If a message is received for aqLI that is not assigned, then v 53‘1"?" “5‘83” "Fm"
the message is discarded. A received; message has the flfiiflidbfiwg
sending qLI and theintended receiverls qLI contained in the and the logical connecan
message. If the ULP assigned to the qLI does not have an 25 and reception ofdatn.
outstanding‘request to receive data when a message is
“waived. the message is discarded 35 well- ' The following primitives are sent from qMUX to the

A qLI of 0 (zero) is used see control channel for a UL ULP. .
requesting assignment as a controlling ULP. The controlling '
qLI may be used to synchronize the two end ULPs cooper- 30 V
ating in the data exchange. . qMULDATAJDICATIDN Indicates that user data is

When a qLI is requested, the requesting ULP assigns a emirath “WEE T1“MSW 15 0116 of mm
priority for the handling ofmessages. Those ULPs requiring Qsom gym bum.
a high throughput with very little‘bandwidth should request , QMUX_0K_ACK Acknowledges to the ULP um
a high priority toits messages. Priority is'valid for outgoing 35 a previously received primitive
messages only; that is, the ptiorityis used when the buifer “:5 mm" “REESE”!!!- '1‘“
is queued to the 3' channel driver. .- » t . . - gemw'fgmez’é‘h‘f' a“

Data transfer between the ULP and qMUX is performed m m ULP am a
on a message basis. A message is defined to be one or more previously issued request was
data buifers containing user data. The buffers are dis— 4o “Wand- Th° 125"?“ in cm"

. assembled, assigned sequence numbers. and transferred over :imegfigm
the available bandwidth of the two B channels in their ‘ the our.
assigned priority order, and reassembled on the far-end for .
delivery to a requesting ULP. ShOuld a fragment of the - ‘ ‘- . .
message not be delivered, the entire message is discarded; 45 hThe fflwng szn‘gi'm “Changed between PH (B
no retransmission of the message or its. parts are attempted c an“ . V“) an M ‘
by qMUX. '_ ' , .

End-to-End flow control is not performed by qMUX. PH_DATA_REQUEST Used to request that the user data
Before bufiers are queued to layer 1, the queue depth is v contained inthe 050m? mum
checked. Ifthe number of butters on a B-channel queue so ‘ :flzznmgfgggfmwlm ‘he
exceeds 15, the message is discarded, and notification given mDATA_mDmA1-ION Used u, indium ,0 gm M a”to the ULP. r ' user data in the QSouree system

qMUX maintains a message window per qLI that efi‘ec- buffer is intended for an ULP. This' particular bufl'er may only be a
tively buffers incoming messages. This guards againstnet— , ‘ pm ohms“ 5
work transit delays that may exist due to the two bearer 55, g '
channels in use. The current size of the message window is . .
three. For example, it is possible for qMUX to have corn- PPLDATAJEQUEST Used to request that the user
pleter assembled message numbers 2 and 3, while waiting _ data contained in the QSouroe system bufier be trans-
fer the final part of message 1. When message 1 is com- mitted on the indicated B channel.
pletely assembled, allithree are then queued, in message '60 PH-DATA—INDICAHON Used m indicate to. r . _V , qMUX
01113“: ‘9 the appropriate ULP" If any Part Of mesng 4 15 _ that the user data in the QSource system boiler is
received before message 1 is complete, message 1 is dis- , . , _
carded and the ULP: notified. The message window then intendw for “ULP- Th“ Patna-‘13: bu-fibr “my "my be

' .a part of a message.Slides to include messages 2, 3, and 4. Since messages 2 and ‘ . ‘
3 are complete, they are forwarded to‘ the ULP and the 65 The 11,110ng example 0f the “5356 Of qMUX by two
window slides to message 4. The following primitives are ‘ cooperafing‘ULPs (raferted to as ULP-A and. ULP-B)
sent from the ULP to qMUX: v assumes that a connection has already been established:
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The session manager sends a QMUX_CONNECT_REQ
primitive to qMUX that states that both B-channels are
available. ULP—A and ULP-B establish both B Chan-
nels at their respective ends. .

ULP-A issues a qMUX_A’ITACH_R.EQUEST for a 5
controlling qLI to qMUX, and two qMUX_AT—
'1'ACH_REQUESTs for a data exchange path. The first
path is for sending and the second is for receiving data.

ULP-B also issues a qMUX_‘ATTACH_REQUEST for a
controlling qLI (of zero) to qMUX, and two qMUX_ to
ATI‘ACl-I_REQUES'IS' for a data exchange path. ULP
assigns zero for the conlrolling qLI requests and qLI
and 6 for ULP—A and qu Stand 6 for LP-B. '

ULP—A formats a peer-tweet (ULP-A to ULP-B) request
for informing ULP-B that messages for ULP-A should 15
be directed over qLI 6. ULP-A sends the message via
qMUX over the controlling qLI. ‘

ULP—B also formats a peer-to-pcer (ULP-B to ULP-A)
request for informing ULP-A that messages for ULP-B
should be direcmd over qu 6. ULP-B sends the mes~ 20
sage via qMUX, over the controlling qLI.

ULP-A receives the request from ULP-B from the con-
trollinquI. A response is formatted which gives the
qLI for ULP—A as 6 and ULP-B as 6. It is sent to qMUX
for transfer over the controlling qLI. '

ULP-B receives the request from ULP-A from the con-
trolling qLI. A response is fortnatted which gives the

25

qLI for ULP—B as _6 and ULP-A as 6. It is sent to qMUX
for transfer over the conhofling‘qLI.

Once both ULP peers have received the responses to their
peer-to- peer requests. they an exchange data.‘ '

The following scenario illustrates the interface and design
of qMUX for the exchange of datalvideolaudio: V

ULP—A issues a qMUX_DATA_RE_QUEST over (11.15 35
for delivery at the far—end to qLI 6. The message was
segmented. into two QSource system buffers by SMZ/
SCUD and sent to the B channels asfollowa:
Segment one: marked as START__;OF_MESSAGE,

sending .qLI' is 5, receiving (111 is 6, sequence 40
number is 1 (one). It is sent to the B. channel driver
for B channel 1 with a primitive of PH_’DATA__
REQ. '

Segment two: marked as END_OF”_MESSAGE,
sending qLI is 5, receiving qLI is 6, sequence 45

- number is 2.(two). It is sent to the B channel driver
for B Channel 2 with a primitive of PH_DATA_

- REQ. .

qMUX at the receiving end receivesthe hutfers as fol—lows:

Segment one: received from 3 channel» driver’on B
channel 1. Buffer has header of START__OF_MES-
SAGE, sequence number 1. State is now AWAIT—
IMG_EOM for qLI 6.

Segment two: END_0F__MESSAGE received Bnfi'er 55
‘ is chained to buffer two. Primitive is made qMUX_

DATA_]ND1CATION and sent to the ULP-B who
had bound itself to qLI 6. State is now set to
AWAlTING’START_OF_MESSAGE. .

'I'he'above activity occurs during the message windowvfor 60
this qLI. The message window is currently set at three. A
message window exists on a qLI basis.
Comm API - V -

Comm API 510 of FIG. 5 prdvides an interface between
conferencing applications 502 and 504 and the com sub- 65
system. Comm API 510 consists of a transport-independent
interface (TIIDLL of FIG. 17). The T11 encapsulates the

30
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network driver routines provided to the upper—layer modules
(ULMs). Comm API 510 provides the following services
and functions:

Initialization Commands. ‘
BeginSession: Begins a comm. session. Only one

“threa ” of execution is allowed to begin the com
session for agiven media. This thread specified the
session handler. which is the focal point of all the
connection management events. All connection
related events are given to the session handler.

EndSession: Ends a com session.
Connection Control Commands

MakeConnection: Makes connection to a remote peer.
A MakeConnection command sends a connection
request to the . session handler of the specified
“address”.

CloseConnection: Closes a cennection. rthis command
closes all the open virtual channels and the connec-
tion. All the relevant handlers are notified of the
events causedby this command. .

AcceptConnection:-Acccpts a peer’s request-for con-
nection. The session handler of the application which
has received a connection request issues this com-
mand, if it wants to accept the connection.

RejectConnection: Rejects a peer's request for connec-
tion.

Virtual-Channel Management
RegistchhanMgr: Registers the piece of code that will

handle channel events. This call establishes a chan-

nel manager. The job of‘channel manager is to field
the “open channel" requests from the connected peer.

RegisterChanl-iandler. Registers the piece of code that
' will handle data events. The channel handler is
notified of the data related events, such as receipt of
data and completion of sending of a data bufl’er.

OpenChannel: Opens a virtual channel for sending
data ‘

AcceptChannel: Accepts a virtual channel for receiving
data. , .

RejectChannel: Rejects the virtual channel request.
CloseChannel: Clases an open channel.

“Data” exchange 3
SendData: Sends data over a virtual channel.
ReceiveData: Posts buffers for incoming data over a

virtual. channel. Communications Statistics

GetChanInfo: Returns information about a given chan-
nel (e.g., the reliability and priority of the channel).

GetChanStats: Returns statistical information about a

given channel (e.g., number of transmissions,
receives, errors).

GetTiiStats: Returns statistical information about the
current TII channels.

Transport-Independent Interface
Comm API 510 supports calls to three diiferent types of

transport-independent interface functions by conferencing
' applications 502 and 504 to the com subsystem: connec-

tion management functions, data exchange functions, ses-
sion management. and communications statistics functions.
Connection management functions provide the ULM with
the ability to establish and manage virtual channels for its
peers on the network. Data exchange functions control the
exchange of data between conferencing systems over the
network. Communications statistics functions provide infor-
mation about the channels (e.g., reliability, priority, number
of errors, number of receives and transmissions). 'lhese
functions are as follows:
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Connection Management Functions

RegisterChauMgr Registers a camJack or an application window whose message
processing function will handle lowvlevel notifications genanted
by data channel initialization operations. This function is
invoked before any Opchhannel calls are made.

Registerflranflandlct Registers a callback anon application window whose message
processing function will handle low-level notifications generated
by data channel input/output (llO) activities. The channels that
are opened will receive CHAN,DATA..SENT. and the eccepted
channels will receive CHAN_RECV;COMPLTE. .
Requests 8. sub-channel connection from the peer application.
The result of the action is given to the application by invoking
the callback routine specified in the RegisterChaanndler: The
application must specify an ID for this transaction. This 1D is
passed to the callback routine or posted in amessage.
Note: All Connection requests are for establishing connections
for sending data. The receive channels are opened as the result
of accepting a' Conn'ectChannel request. ‘ g
A peer application ma issue AcceptChannel in response to a
GlAN__R.EQUEST(Opm01armel) message that has been
received. The result ofthe AcoeptChannel «all is a one-way
communication sub-channel for receiving data Incoming data
notification will be sent to the callback or window application
(via FostMesssge) tn the Channelendlen '

RejectChanncl Rejects an OpenChan‘nel réquest (CHANJEQUEST message)
from the peer.

Closeatannel Close: a sub-channel that was opened by AcceptChannel or
' ConnectChsnnel. _
Data Exchange Functions '

SendData Sends data. Data is normally sent via this mechanism.
ReceiveDua Remives data. Data is rim-malty received through this mechanism. '

This call is nominally issued in response to a DATA_AVAILABLE
. - message. ,,

Communiutions Statistics Functions -- '

GetCnanlnfo Returns channel information. . V ‘
GetChanStats : Remus various statistical information about a channel.Get’fiiStals Returns various statistical information about a TII channel.

These functions are defined in further detail later in this
specifibation in a section entitled “Data Structures, Func-
tions, and Messages.” ' " , ' " .‘ .

In addition, comm API. 510 supports three "types of 40
messages and callback parameters returned to Conferencing
applications 502 and. 504 from the com subsystem in
response to some of the above—listed functions: session
messages. connection messages, and channel messages.
Session messages are generated in response to Change of 45
state in the session. Connection messages are generated in
response to the various connection-related functions.
Message‘and Callback Parameters V

This section describes the parametersthat are passed
along with the messages generated by the communication
functions. The events are categorized as follows:

Connection Events: Connection-related messages that are sent to the session handler (c.g.,
- r ‘ connection Inquest. connection accepted. connection closed). '

Gianncl Events: Channe1~related messages that are handled by the channel manager
(eg, channel request. channel accepted, channel closed).

Data Events: Events related to data communication (e.g., oats. sent1 receive
' completed). These events are handled by the channel handlers. Eachvirtual channel has a channel handler. I

. 65
The following messages are generated in response to the 1

various connection related functions:
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______._—.______—_———————-

comgnaoun'srao , ‘wParam Connection handle
lparam Pointer to incoming connection informationstructure;

i
WORD Session handle
LPTADDR Pointer to caller’s address
LPCON'N_CHR Pointer to connection attributes
} .

CONNJCCEPYED Response to MakeConnection or AoccptConnectinn
request.

wParam Connection handle
lparam Pointer to connection information structure:

i .
DWORD ‘ Transld (specified by user in

enrlier request)
LPCONN_CHR Pointer to connection attributes
}

CONNJEIECFED Response to MakeConnectlon request.
IvParnm Reason
lParnm Transld (specified by application in earlier

. request) “ V V >
CONN_TDVlEOUT Response to MakeConoection request).

lParam Transld (specified by application in earlier
resume!) ‘ '

common Indication of connection closed due to fatalerror.
wParam Connection handle

1 Parent Error >
CONNJLOSED Indication of remote Close.

wParam Connection handle ‘
CONN_CLOSE_RESP Response to CbseConnection request.

wpamn " Connection handle »
lPatam 'l‘mnsld. (specified byeppllcltion in earlier Close

v ' request]
SBSS__CLOSED . Response to EndSesslon request

wPanm Session handle '_.______.__.._—__——————-—-—————

Channel Manager Messages _ ..
The following messages are generated in résPonse to the

various channel management functions as described with the
function definitions;

_________________—.___....———————-
indication of remote OpchJmnnel request.

wparnm Channel handle
Pointer to Channel Request infornmdoo structure:
l .
DWORD Transld (to be preservedin

AccepURejectChennel)HCONN, Connection handle
LPCHAN__1NFO Pointer to CHAN_lNFO passed by

remote application
}

CHANJCCE‘PTED Keeponse to OpenChannel request.
wParsrn Channel handle
lParam TransID specified by application in OpenChannel

request ' .
CHANJEJECI‘ED Response to OpenChanrrel request. . ’

lParam Tranle specified by application in OpenChannel
request

CHAN_CLOSED Indication of remote CloseChannel.
wPamrn Channel handle 3

CHAN_CLOSE_RF5P Response to CloseChannel reques
wParam Channel handle . V
lParam Tranle specified by application in CloseChanncl______________._____——————-—-——--

Channel Handler Messages
The following messages are generated in response to the

various Channel [/0 functions its described with the function
definitions:
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CHAN_DATA_SENT
wPamrn »
lParam

CHAN_RCV_COMPLEI‘E
isram 1
[Farm

CHANJATAALOSTwPamm
Iqu'arn

Response to SendData.
Actual bytes sent

Respoe to ReceiveDnm.
Actual bytes receive!

Bytes discarded
'lhmsll) warmed by application

Data Structures _
The following are the important data structures for the

com subsystem:

TADDR, LFI‘ADDR:
CHAN_IN'PO, IPCl-lAN_lNFO:
CONN_CHR, LPCONN_CHR:

Chmnel information snucmre.
Connection Attributes strucnn'e.

The com subsystem provides two difi'erent methods of
g event notification ' to the conferencing applications:

Micmsoft® Windows messages and callbacks. A conferenc-
ing application program instructs the com Subsystem as to
which method should be used for notificationzof different
events. Microsoft® V Windows messages employ -, the
Microsoft® Windows messaging mechanism to notify the
conferencing application that an event has occurred. For

callbacks, the com subsystem calls a user.procedure'when
an event has taken place. There the restrictions on what the
conferencing application may or may not do within a
callback routine. V . V

Referring now to FIG. 19; there is shown a representation
of the com subsystem application finite state machine

(FSM) fora conforcncing session betWerm a local confer-V
encing system (i.e., local site or caller) and a remote
conferencing system (15;, remote site or callee), according
to a preferred embodiment of the present invention. The
possible application states are as follows:

or null state
Conferencing session begun , ‘
Incoming connection request received from remote site
Outgoing connection request made to remote site

NIT
IN_SESSION
CONN_lN
CONN_0UT
CONNCI‘ED

remote site for outgoing connection)
Incoming channel request received from remote site
Outgoing channel request made to remote site
Incoming channel accepted by site
Outgoing channel accepted by remote site

CHAN_IN
CHAN_OUT
RECEIVE
SEND

Referring now to FIG. 20. there is shown a representation 55
of the com subsystem connections FSM for a conferencing
session betweena local shown a remote site, according to
a. preferred embodiment of. the present invention. The pos-
sible connection states are as follows:

Null state
Idle state I.
Awaiting response from 10:11 site
Awaiting acceptance response
Awaiting response from remote
site.
Connection is alive

NULL
IDLE
AWAYTJDCAL_RBP
AWAlT__ACCEPT_RESl-"
AWAII‘_REMOTE_RESP

ALIVE

Tranle specified by implication in SendData

Address structure for'caller/eallee.

4O

ESTABLISHED

Transfl) specified by application in IRcceiveDato

-continued

Connection is established

Referring now to FIG. 21, there is shown a representation
of the Canon subsystem control channel handshake FSM for
a conferencing session betr'veen a local site and a remote Site,
according to a preferred ernbodiment of the present inven-
tion. The possible control channel handshake states are as
follows: '

NULL _
AWAIT_C1‘LOPEN

Null stile .
Awaiting opening of controlchannel 0
Awaiting message that control
channel is alive ,
Control channel established

AWAlT..ALIVE_MESSAGE
MABLISHED

Referring now, to FIG. 22, there is shown arepresentation
of the com subsystem channel establishment FSM for a

/ conferencing session between a heel site and a remote site,

Connection accepted (by local site for incoming connection and by

according to a preferred embodiment of the present inven-
' tion. The possible channel establishment states are as fol-

lows:
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________________.____._——'—-—————-—
NULL Null state
IDLE Idle state
CHAN_AWAIT_DLM__OPN_RX
AWAl'l‘_LOCAL_RESP

receive channel »
CHAN_RECEIVING Receive channel open
CHANJWAIT_DLNL_OPN~TX
AWA”_,RELLRESP.

send channel
CHAN__SENDNG Send channel open

Referring now to FIG. 23, there is shown a representation
of the com system processing for a typical conferencing
session between a caller'and acallee, according to a pre-
ferred embodith of the present invention. Boththe caller
and callee call the BeginSession' function to begin the
conferencing session The caller thencalls the MakeCon-
nection function to initiate a connection to the callee, which
causes a Conn'ectRequest message to be sent to the callee.
The callee responds by calling the AccepKZonnection'func—
tion, which causes a CamcCIAccept message to be sent to
the caller and'the callee. . v _-. -

Both the caller and callee then call the RegisterChanMan
function to register the channel., Both the caller callee
then call the OpenChannel function to open a channel to the
other, which Causes ChannelRequest messages to be
exchanged between the caller and callec. Both the caller and
call'ee call the AcceptChanncl function to accept the channel
requested by the other. Which causes ChannelAccepted
messages to be exchanged between. the caller and callee.
Both the caller and callee call 'the RegisterChanHandlc'r
function two times to register both the incoming and out: '
going channels. ' ,

The Callee calls the ReceiveData function to be ready to '
receive data: from the caller. The caller then calls the
SendData function, which causes conferencing data to be
sent to the callce. The caller receives a locally generated
DataSent message with the sending of the data is complete.
The callee receives a ReceiveComplcte message when the
receipt of the data is complete. Note that the caller does not
receive a message back from the callee that the data was
successfully receiVed by the callee. g ‘ - g

The scenario of FIG. 23 is just one possible scenario.
Those skilled in the art will understand that other scenarios

may be constructed using other function calls and state *transitions.

Comm Manager
The com manager 518 of FIG._5 comprises three

dynamically linked libraries of FIG. 17: transport indepen-
dent interface (TlI). reliable datnlink module (RDLMDLL)
and datalink module interface (DLM.DLL). The DLM inter-
face is used by the III to access the services of the ISDN
audio/comm board Other modules (Le, KPDAPIDLL
and DSEDRV) function as the interface to the audio/comm
board and have no other function (i.e., they provide means
of communication between the host processor portion of the ‘
DLM and the audio/comm portion of the DLM. The host
processor portion of the DLM (i.e., DLMDLL) uses the
DSP interface 528 of FIG. 5 (under Microsoft® Windows
3.1:) to communicate with the ISDN audio/comm board side

Awaiting DLM to open send channel
Avilaiting reroute application response to request to open

Awaiting DLM to open receive channel ' , .
Awaiting local application response to request to open

portions. The DLM interface and functionality must adhere
to the DLM specification document.

The TH provides the ability to specify whether or not a
virtual channel is reliable. For reliable channels, TII
employs the RDLM to provide reliability on a virtual
channel. This feature is used to indicate that the audio and

video virtual Charmels are unreliable, and the data virtual
channel isreliable.
Data Link Manager

The DLM subsystem maintains multiple channels
between the clients and supports data transfers up to 64K per
user message. The upper layer using DLM assumes that
message boundaries are preserved (i.e.. user packets are not
merged or fragmented when delivered to the upper layer at
the remote end). ‘

Before data. can be'transferted via DLM, the two com-
municating machines each establish sessions and a connec-
tion is set up between them. This section details the func-
tions used to establish seasions and connections. DLM
provides the following functinns for call control:

DLM_BeginSesslon
DLM_EndSession
DLM_Listen
DLM_MakeConncction

DLM_Acc_eptConnection
DLM__RejectConnection
DLMwCloseConnection The following calls should be

allowed in an interrupt context: DLM_MakeConnec—
tion, DLMJcceptConnection, DLM_RejectConnec—
tion, and DLM_CloseConnection. These functions
may generate the following callbacks to the session

> callback handler. described below.
CONN_REQUESTED
CONN__E.STABLISHED
CONN_REJECI‘ED

CONN_CLOSE COMPLETE
CONN_CLOSE NOTIFY
SESS_CLOSED
SESS_ERROR .

CONN_ERROR
Most of the session and connection management func-

tions of the DLM are asynchronous. They initiate an action
and when that action is complete, DLM will call back to the
user via the session callback. The calling convention for the
callback is as follows:
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FAR PASCAL ConnectionCallback (LPEVENTSI'RUCI‘ Event);
Event is a far pointer to a structure:sn'uct EVENTSTRUCF
i ,

WORD Event’l'ype;
WORD ' Status;
BYTE Dlmlcl;
BYTE. Mdmld;
DWORD DlmSessionId;
DWORD DlmConnld;
DWORD Token;
LPTADDR Addr,
LFCONNCHR Glaraotetistios:

}
where: I I
Event'l‘ype Specifies the type of event which triggered thecallback. ,, -
Status indicates the status of the event. V
Dlmld Unique ID of (III: DLM performing the callback

(Equals 0 for DOW.)
Unique 11) of the MDM that processed the event
(Equals 0 far-DGM&S.) ,
Indicates the Session 1D. assigned by DLM, on
which this event occumed. (Equals O for DGM&S;)
Indicates the Connection Id, assigned by DLM. on
which this event occurred. (Equals 0 for DGM&S.)

Token The token value was given in the call to initiate
an action. When the callback notifies the user
that tin action is cumpletei the token is returnedin this field.
Specifies the LFTADDR of the caller. 1. I
This fielcl is e LPCONNCHR to the eonneclion» characteristics..

Mtlmld

DlmSessionIti

DirnConnId

For each flmction defined below which generates a call-
back. all of the fields of the DLM event structure are listed.
Ifa particular field contains a valid value during a'callback,
an X is placed in the table for the callback. Some fields are
only. optionally returned by the DLM (and underlying
MDMs). Optional fields are noted with an ‘0’ in the tables.
If a pointer field is not valid or optionally not returned the

DLM will pass a NULL pointer in its place. The upper layer

should not assume that pointer parameters such as LPE-
VENTSTRUCT. LPTADDR, and LPCONNCHR are in
static memory. If the upper layer needs to process them in a
context other than the callback context it should make a

private copy of the data. 



OLYMPUS EX. 1016 - 567/714

5,488,570

Status Indicates the status of the event.

DlmId Unique ID of the DLM performing the callback.
(Equals 0 fer DGM&S.)

MdmId- Unique ID of the MDM that processed the event.
' (Equals 0 for DGM&S.)

DlmSessionId Indicates the Session ID, assigned by DLM, on
which this event occurred. (Equals O for DGM&S.)

DlmConnId Indicates the Connection Id, assigned by DLM, on
' which this event occurred. (Equals'o for DGMSLS.)

Token The token value was given in the call to initiate
an action. When the callback notifies the user.
that the action is complete, the token is returned
in this field.

Add: specifies the LPTADDR of the caller.

Characteristics This field is a LPCONNCHR to the connection
characteristics. '

For each function defined below which generates a callback, all of the fields of

the DLM event structure are listed. If a particular field contains a valid value during a

callback. an X is placed in the table for the callback. Some fields are only optionally a

returned by the DLM (and underlying MDMs). Optional fields are noted with an ’0’ in the

tables. If a pointer field is not valid or optionally not returned the DLM will pass a NULL

pointer in its place. The upper layer shouldnot assume that pointer parameters such as

LPEVENTSTRUCT, LPTADDR, and LPCONNCHR are in static memory. If the upper

layer needs to process them in a context other than the callback context it should make a

private copy of the data.

DLM~BeginSession: Prepares DLM for subsequent connectionestablishment. It is done at both ends

before a connection is made or accepted.
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WORD DLM_BeginSession(BYTE DlmId,
BYTE MdmId,
LPTADDR LocalAddress

FARPROC SessionCallback,
LPDWORD llemSessionId);

{Me
ADlmId: IGlobal identifier of the DLM that is to be used.(

for DGM&S) ' .

MdmId: Global identifier of the MDM that is to be used.(
for_DGM&S)

LocalAddress Far Pointer to,a TADDR at which the local
connection will be made. This may not be relevant
for DLMs such as DGM&S.

Sessioncallback ‘ callback funCtion for the seSsion responses.

llemSessionId Output parameter, the session ID allocated.
(DGM&S-wi11 return a Session Id'= 0). Only a
single session need be supported by DGM&S.

Return value: Status Indication ‘
E_NOSESSION Session could not be opened.‘ ~
E_IDERR , DlmID parameter_does not match the DLM ID of the

called library.

Local_Callhacks:
None

Peer Callbacks:
None

This fUnction does not perform a listeni Session IDs are unique
across all DLMs. Uniqueness is guaranteed.

DLM_£ndSession: Ends the specified session at the given
address. Any outstanding connections and/or
channels on the session and their callbacks

are completed before the local SESS_CLOSED
callback.

WORD DLM_EndSession (DWORD DlmSessionId);

Parameters: ,

DlmSessionId: Session identifier returned in DLM_BeginSession

Return_value: Status Indication
E_SESSNUM ' DlmSessionID is not valid.
E_SESSUNUSED Session is nOt in use.
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E_SESSCLOSED Session has been closed.
E_SESSNOTOPEN Session is not open.
EuIDERR Session is not active on this DLM.

Local Callbacks:

SESS_CLOSED

Event Parameter SESS_CLOSED
EventType‘-
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr

Characteristics

Peer Callbacks:
NONE

DLM_Listen: Initiates a listen on the specified connection.
when an incoming connection request arrives,
asynchronous notification is done to the Session
callback funCtion. The LiSten Stays in effect
until DLM_EndSeSsion is performed.

WORD DLM__Listen (DWORD DlmSeSSionId, .
LPCONNCHR Characteristics);

Parameters: . .
DlmSessionID Session identifier returned in

DLM_BeginSession.
Characteristics Desired characteristics of an incoming

connection. Passed uninterpreted to the
lower layers.

Return Value: Status indication

EWSESSNUM DlmSessionID is not valid.
E_SESSUNUSED Session is not in use.
E SESSCLOSED Session has been closed.

E:SESSNOTOPEN Session is not open.
E_IDERR Session is not active on this DLM.

Local Callbacks:

CONN_REQUESTED
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Event Parameter CONN_REQUESTED
EventType '
Status
DlmId
MdmId
DLMSessionId
DLMConnId
TDken
Addr
Characteristics

Peer Callbacks:
None

DLM_M:kaConnection: Makes a connection to the specified address.
It generates_a callback when the connection
is cdmplete which provides the DLM connection
ID to he need in-all-further operations on
thiS"connection., Connectidn IDs are.unique
across all DLMs. Uniqueness.is guaranteed.
(DGM&S support a single connectiOn, with a
Connection Id =.0). ‘ v

WORD DLM_MakeConnection (DWORD DlmSessionId,
LPCONNCHR Characteristics.
DWORD Token,
LPTADDR RemoteAddress);

Parameters: ,
DlmSessionID: V -Session identifier returned in

DLM_BeginSession, ,
Characteristics Desired characteristics of the connection.

Passed uninterpreted to the lower layers.
Token ‘Uninterpreted token returned to the upper

layer in the response callback.
RemoteAddress Address on the remote site on which to make

the connection.

Return Value: Status Indication

E_SESSNUM DlmsessionID is not valid.
E_SESSUNUSED Session is not in use. '
E SESSCLOSED Session has been closed.

E:SESSNOTOPEN Session is not open. V
E_IDERR Session is not active on this DLM.
E_NOCONN Unable to allocate local connection.

Local Callbacks:'
CONN ESTABLISHED

CONN:REJECTED
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Event Parameter CONN_REJECTED CONN_ESTABLISHED
EventType
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr
Characteristics

N<Db<Nb<Nifi>¢M
Peer Callbacks: ,
CONN_REQUESTED Satisfies a previous DLM_Listen on this address.

Event Parameter CONN_REQUESTED
EventType
Status
DlmId
MdmId .
DLMSessionId
DLMConnId
Token
Addr

Characteristics

DLM_AcceptCOnnectian: Accepts an incoming connection request.

WORD DLM_AcceptConnection(DWORD'DlmConnID,
DWORD Token);

Parameters:

DlmconnID: Connection identifier returned previously in the
CON'N_REQESTED callback. .

Token Uninterpreted DWORD returned to the caller in the
CONN_ESTABLISHED response callback.

Return Value: Status Indication _
E_SESSNUMv ConnID is not valid.
E_SESSUNUSED SessiOn is not in use;
E_SESSNOTOPEN Session is not open. .
E_IDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is not valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open.

Local Callbacks:

CONN_ESTABLISHED
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Event Parameter CONN_ESTABLISHED
EventType X
Status X
DlmId x
MdmId X
DLMSessionId X
DLMConnId X
Token X
Addr . o
CharacteristiCs X

Peer Callbacks:’ I
CONN_ESTABLISHED Satisfies a previous DLM_MakeConnection onthis address.

Event Parameter CONN~ESTABLISHED
EventType
Status
DlmId
MdmId*
DLMSessionId
DLMConnId
Token
Addr
Characteristics

x<3N><x>4x>¢x
DLM_RejectConnection: Rejects an incoming connection request.

It returns a WORD status.

WORD DLM_RejectConneCtion(DWORD DlmConnId);

Parameters: . r m
DlmConnID: Connection identifier returned in the

CONN;REQESTED callback.

Return Value: Status Indication

E;SESSNUM _ »ConnID is not valid.
E_SESSUNUSED_ Session is not in use.
E_SESSNOTOPEN session is not open. ; '
E IDERR .*. ConnID dbes not refer to a connection on this DLM.

,E:CONNNUM. v ConnID is not valid.
E_CONNUNUSED Connection is not in use.

E_CONNSTATE Connection has been closed or is already open.

Local‘Callbacks:None

Peer Callbacks:

CONN_REJECTED Satisfies a previous DLMhMakeConnection on thisaddress.
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Event Parameter CONN_REJECTED
EventType
Status
Dlmld
MdmId ,
DLMSessionId
DLMConnId
Token
Addr -
Characteristics

DLM_closeCOnnection:‘ Tears down an established connection.
This call is allowed only for
connections that are established.

WORD DLM_CloseConnection(DWORD DlmConnId,
- DWORD Token);

Parameters:

DlmConnID: Connection identifier returned in the
' CDNN;ESTABLISHED callback or through a call to

DLM_MakeConnection. . . I
Token » Uninterpreted value returned to the upper layer in

the response callback.

Return Value: Status Indication

E_SESSNUM ' ConnID is not valid.
E_SESSUNUSED Session is not in use.
E*SESSNOTOPEN2 Session is not open.
E_IDERR ConnID does not refer to a connection on this DLM.
E_CONNNUM ConnID is not valid.
'E_CONNUnUSED Connection is not in use. .
E_CONNCLOSED Connection has been closed already.

Local'Callbacks:

CONN_CLOSE_COMPLETE

Event Parameter CONN_CLOSE_COMPLETE
EventType
Status
DlmId
MdmId
DLMSessionId
DLMConnId
Token
Addr
Characteristics

x:sx:4x:4x
Peer Callbacks:

CONN_CLOSE_NOTIFY
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Event Parameter VCONN_CLOSE_NOTIFY
-EventType
Status
DlmId.
MdmIdv

DLMSessionId
DLMConnId
Token
Addr .
Characteristics

Referring now to Fig. 29. there are shown diagrams indicating typical

connection setup and teardoWn sequences. :

Interfaces - Channel Management & Data Transfer

' . Once connections are established between two machines, DLM will provide

the user with multiple logical channels on the connections. This sectioanetails the functions

and callbacks used to set no, tear'do'wn, and send data on channels. DLM has the following

entry pOints for channel management and data transfer.

DLM~Qp8n
DLM;_Send "
DLM_PostBuffer

DLM_Close

DLM_GetCharacteristicsr

Each of these functions is Callable from an interrupt or callback context. These functions

generate callbach into the user’s code for completion of a send Operation, receipt of data,

and events occurring on 'a given channel. These callbacks are described and their profiles

given a later section of this speCificétion.
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Referring now to FIG. 29, there are shown diagrams
indicating typical connection setup and teard‘own sequences.
Interfaces - Channel Management & Data Transfer

. Once connections are established between two machines,
DLM will provide the user with multiple logical channels onthe connections. This section details the functions. and

' callbacks used to set up. tear down, and send data on
channels. DLM hasthe following entry points for channel
management and data transfer.

DLM_Open '
DLM__Send
DLM_PostBu.ffer

5,488,570

. 100
DLM_Close

DLM_GetCharactexistics

Each of these functions is callable from an interrupt or
callback content. Those functions generate callbacks into the
user’s code for completion of a send operation, receipt of

data, and events occurring on a given channel. These call-
backs ate described and their profiles given a later section of

10 this specification.

Initializcs a new data channel for a. connection. Itdoes not communicate with the remote site. Its role is
simply to declare the channel identifier to the DLM so
that incoming and outgoing packets can then use the
givenchannel.

WORD DLM__Open(DWORD ,Cn‘nnlD,

Characterisch
EventCallbnek

EeceiveCallback
SendCallback
Return Value:
E___NOCHAN

EJBSN'UM»
E_SESSUNUS
E_SBSSCLOSED
LSESSNOTOPEN
E_)DERR ‘
E_CONNNUM
E__CONNUNUSED
E_CONNCLOSED
LCONNNOTOPEN ‘
Local Callbacks:

BYTE ChannelID.
LPCHANCH'R Characteristics,
FARPROC Ev'enlCallback.
FARPROC ReceiveCallbnck.
FARPROC SendCallback)

Connection on which to open the channel.
identifier of the channel to open, between 0 and N
'where N is implementation defined. The value of
255 is reserved to indicate an unknown or invalid
channel in callback functions. .
Dtsired characteristim of the channel.
Callback function for events occurring on this
channel. (This includes all events except for
data received and send complete) .
Callback filtration for data reception on this
channel. V .
Callback function for data sent on this channel.
Status Indication f _ '
Unable to allocate channel ID or 11) already inuse.
ConnlD is not valid;
Session is not in use.
Session has been closed.
Session is not open. .
ConnlD does not refer to a connection on this DLM.
ConnlD is not valid. _
Connection is not in userConnection has been closed.
Connection is not currently open.

CHANNEme callback to the event callback for this channel.
DLM_Scnd Entry point for sending data via the DLM.
WORD DLM_.Scnd(DWORD ConnlD.

Parameters:
CcanlD:
Buffer
Bufl‘chize _
OriginatingChannel
ReceivingChannel

Callanko

Rennn Value:
EJOCHAN
E_SESSNUM
E_SESSUNUSED
LSESSCLOSED
E_.SESSNOTOPEN
E_1DER.R
E__CONNNUM u
E_CONNUNUSED
E_CON'NCL.OSED
E_CONNNOTOPEN

BYTE FAR ’Bafier.
WORD Bufi'erSize. V
BYTE Originatingclunnel.
BYTE ReceivingChannel,

’ DWORD Chllefl‘olecn)

Connection to use. .
Far pointer to the user bulfcr to send.
Number of bytes in the user buffer.Local channel on which to send the data. .
Channel [D from the remote machine which
receives tltedata. ’
Token which will be returned to the user in
the send complete callback for this buffer.
Status Indication '.
Originating channel is not valid or is closed.
CannlD is not valid.
Session is not in use.

' Session has been closed.
Session is not open. IConnID does not refer to a connection on this DLM.
ConnID is not valid,
Connection is not in use.Connection has been closed.
Connection is not currently open.
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-continued

E_CHANNUM
E_CHANUNUSED
E_CH.ANCI.DSED
EMNOMEM '

Originating channel ID is not valid
originating channelis not in user
Originating channel is closed.
Unable to allocate enough memory to perform thesend.

E___lNTERNAL An internal error has occurred within the DLM.
Local Callbacks: -
Callback to the send complete function for this channel when this
butter is posted to the net ,

The return value of DLM_Send specifies the synchro-'
nous status of the send. Ifit indicates success; the request has
been accepted to be sent on the network for this channel and
at some time the send complete callback will be activated for
this bullet. Between the call to DLM_S'ehd and the send
complete callback, the user must not change the contents of
the buffer. When the callback occurs, DLM is finished With
the bufi'er and the user is free to alter it in any fashion. The
DLM does not guarantee that the call to DLM_Seud.com-
pletes before the send complete callback occurs. If the
synchronous status indicatés that the send operation has
failed, the send complete callback will not be activated for -
this buifer and the bullet is immediately available for 25

15

modification by the user.

DLM_PostBufier Supplies bulfers m DLM in which to place incomingam ~
WORD D1M__PestBufl"er(DWORD ConnID. .

Parameters:
ConnlD:
Bnfl'a'
Bnfiersiu
ChannellD

, Caller'l'olten

Return Value:
' E_NOCHAN
E_SESSN'UM v
E_SESSUNUSED
E_SESSCIDSED
LSESSNOFOPEN
EJDERR -
E‘_CONNNUM
E_CONNUNUSED
E_CONNCI.DSED
E_CONNNOTOPEN
E_CHANNUM
B.CHANUNUSED '
E_CHANCLOSED
EJOMEM
EJNTERNAL
Local Callbacks:

BYTE PAR 'Bulfer,
WORD BufierSim
BYTE GmnnellD,.
DWDRD CallerTolcen)

Connection to use.
I‘m- pointer to the user bufia to use.
Size of the user bufl‘er in bytes.
Local channel to use this ,huEer for.
Token which will be renamed to' the user in thethis receive callback for this butter.
Status Indication» '
Channell'D is not valid or is closed.

- Comm '5 not valid.
Session is not in use.

' Session has been closed;
Session isnotopen. x IConnID does not refer to a connection on this DLM.
ConnID is notrvalid. .connection is, not in use.
Connection has been closed. 1
Connection is not currently open.ChannelID is not valid.
Channel is not. in use. :
Channel is closed. . V
Unable to allocate enough memory to store the buffer.An internal error has occurred within the DLM.

Callback to the datarweive function for this channel when DLM

loads the user hulfer with incoming data.

The return value is a word indicating thestatus of. the so
operatiomlf indicates success, the boiler has been
enqueued for the given channel and will be used for incom-

ing data. if it indicates failure, a receive callback will never
occur for this buifer. DLM preserves the order of butters on
data receives. Provided that no errors occur, the first bufl’er
posted will be the first one used for data, the second one will
be the second used, etc. 



OLYMPUS EX. 1016 - 577/714

5,488,570
103

DLM__.Close Used to close a previously opened channel.
WORD DIM Close(WORD ConnlD,

BYTE Channel)
Parameters:
ConnID:
Channel
Raum Value:
E__SESSNUM
E__SESSUNU_SED
E_SESSCUOSED
E.5ESSNO'IDPEN
E_IDERR
LCONNNUM
E_CONNUNUSEDLCONNCLDSED
LCONNNOTOPEN
E_CHANNUM
EHCHANUNUSED
LCHANCLOSED
Local Callbacks: . V
Callback to theevent mllhack function for tln's channel with the
CHANNELflOSED event after the close has completed

, Commotion on-which to close the channel.Local channel to close.
Status Indication
ConnlD is not .valid.
Session is not in use.
Session has been closed.
Session is not open. .
Canon) is not valid.

. Connection is not in use.
Connection his been closed.
Connection is not currently open.Channel is not valid.
Channel is not in use.
Channel is already closed. '

I The function DLM_Close shuts'down a given channel.
All future references to this channel are considered invalid.
It performs a forced shutdoWn in that thecallback functions
for all pending sends and receivesare immediately activated
with a status value indicating that a close occurred. DLM
does not guarantee that the call to DLM__Close will retum
before the callback is activated.

DIM_GetCharacteristics Gets relevant data about the DLM (asynchronous call).
WORD DIJLGelChmctu'isticsasPCEmSTRUCr
Cturoelerilties) ' I -
Parameters: A
U’CHARSTRUCI' For pointer to the character-lines sh'ucturc

tobefilled hythiscallv
Local Callback: ' '
None

Send Callback . I _ ' V
The send completecallback is activated whenever data

has been extracted from a user's bufier and enqueued for
transmission; [t is not a guarantee that the data has actually
been delivered to the remote site. The entry point for the
send complete callback is defined SendCallback parameter
to DLM__Open. This is a far pointer to a far pascal function
defined as follows.

ConnlD does not refer’to a connection on this DLM.

void FAR PASCAL sm’cmmnnWosD Comm,
arrs FAR 'BufierSenl.
WORD ByteCount..
BYTE OriginatingChanncl,
BYTE ReceivingChannel,
DWORD Token,
WORD StatusOtSend)

Parameters: ‘
ConnID:
BufierBufi'ersizc -
OriginatingChannel

ReceivingChannel

Callet’l'olcen

Connection on which data was sent
Far pointer to the user butter sent.
Number of bytes sent to the network.Local channel on which to the data was
sent. - ,
Giannel ID from the remote machine

which will receive the data.
Token‘ which war given in the call to
DLM_Send for this butter.

Data Receive Callback

The data receive callback is acn'vated when data has
arrived on the network for a particular channel. The entry
point for the data receive callback is defined in the Receive-
Callback parameter to DLM__0pen, described below. It

must be a far pointer to a far pascal function defined as
follows:

void FAR PASCAL ReceichallbncKDWORD Conth,

Parameters:
ConnID: 'BuEerReceived
ByteCount
OriginatingChanncl

RemivingChannel
Token

SratusOiReceive

BYTE FAR *BchrReccived.
WORD ByteCou-nt,
BYTE OriginatingChnnncl,
BYTE ReceivingChannel
DWORD Token. ‘
WORD StatnsOtReceive)

Connection on which the data was received,
The user supplied bulfer that was received.
The number of bytes received.
Channel identifier of the channel on the
remote machine which sent the data,
Channel identifier on the Inca! machine that
received the data
Token value that was given in DLM_PostBulfer
when this bull'er was posted to DLM.
Status of the operation.

The StatusOfReceive parameter can be any of the following values:E_OK
E_TOOSMALL

indicates that the receive mewedw.
indicates that the beginning of a data packet has
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continued

arrived and the given buifer was enqueued but it
is too small to contain the entire data packet.
Indicates that the buffer was in the receive queue
when the‘channel on the local machinewas closed.
Indicates‘that a data packet has arrived and there
is no hnfi'er in the queue for the receivingchannel.

Indicates that part of a data packet has been
dropped. either by the network or by internal

LflDSE)

E_DA’I‘ADROP

EJAKHAL

memory limitationsof. the MDM or DLM. The hulTer
represents eVEry'thing received up to the droppeddata.

The state of the parameters depends on the status of‘ the
operation. The table below lists all possible status values 15
correlating them with the values returned in the other
pararneters, and entry of Valid indicates that this parameter
contains meaningful data. The conneclion‘ID is always r
valid.

Original Receiving
Channel .Giannel

Valid Valid
Valid
Valid
Valid
Valid

Buses anaemia:
Valid

Smut:

Valid
Valid
Valid

‘ NULLValid

E_OK . »
E_TOOSMALL
LCLOSED
E_DATADROP
LPARI‘IAL

Valid
Valid Valid

When errors E_TOOSMALL, EJATADROP or E__PAR—
'I‘IAL are r'emrned the upper layer may not depend on the
contents of the retumed data bufi'er. '

Activated when an action completes for a given
channel. The entry pointvfor the drannel event
callback is defined in the EventCnthack par-mister
to DI..M_Open. It is a for pointer to a {at pascal
funaion defined as follows.

, Void FAR PASCAL BventCullbackaORD ConnID, "
BYTE Channel.
WORD Event.
WORDStatus) v

EventCsllbaclr

Parameters:
ConnID:
Channel

Connection on Which the event occurred. ‘
Channél on which the event occm'red.

Event The type of the event
Status Status of the operation
The event may be any of the following values.
CHANNlfl._OPl-IN The given channel has been opened and is now

available for data. nursfer. I
CHANNEL,CLOSED The given chanmfl hasan closed.

DSP Interface . _ V
The ISDN connn task 540 of FIG. 5 which run on the

ISDN audio/comm board 206 of FIG. 2 communicate with
the host processor 202 via the .DSP interface 528. The host
processor operates under Microsoft® Windows 3.x environ—ment.

Comm Task ' _ .
V The com task 540 of FIG. 5 communicates with the
audio task 538 on the ISDN audio/comm board 206,The '
channel ID of the audio virtual channel is accessible to both
the host processor and the audio/comm board. The model is

_ as follows: -

A channel is opened by the host processor or an open,
channel request is granted by the host processor.

55

60

The host processor signals the audio task on the audio]

comm board that a channel is accepted/opened on its
behalf.

Token

Valid
Valid
Valid

anid'»

The audio task on the audio/comm board notifies the
com task that. all incoming (if the channel was
accepted) or outgoing (if‘the channel was opened) will
be handled by' the on-board audio task.

Application-Level Protocols - . '
The application-level protocols for conferencing system

100 ofFIG. 5 are divided into those for the video, audio, and
data streams. - ' «
Video Protocol

Referring now to FIG. 24, there isshown a representation
of the structure of a‘video packet as sent to or received from
the cemm subsystemtaocording to a preferred embodiment
Of the. present invention. Source video is video that is
captured (and optionally monitored), on the local conferenc-
ing system and sent to the com subsystem for transmission

 



OLYMPUS EX. 1016 - 579/714

5,488,570
107

to a remote system. Sink video is video that is captured
remotely, received from the com subsystem, and played
back on the local systemJI'he first ten fields (i.e., those from
lpData through dwReserved[3]) are defined by Microsoft®
as the VIDEOHDR structure. See the Microsoft® Program-
mer's Guide in the Microsofl® Video for Windows Devel-
opment Kit. The video packet fields are defined as follows:

Long pointer to the video frame data hufl‘er. V
Length of the data buffer pointed to by lpData, in bytes,

' Length of bytes used in the data butter.

lpData
deulferLenth
deytesUsed

108

invention. Each compressed video bitstream represents one
frame of video data stored-in the Data field for a video data
packet of FIG. 24. The video,compression/decompression
method asSociate‘d With the compressed video bitstream of
FIG. 15 is used for low-data—rate, relatively-low-frame-rate,
teleconferencing applications. The method preferably oper-
ates at approximately (160x120) resolution, a data rate of

Time, in milliseconds, between the current frame and the beginning of
the capnue session. This‘field is preferably used to carry a timestamp
used to synchronize audio and video frames at the receiving endpoint.
Reserved for application use. ' ‘
Information about the data bufi'er, defined flags are:
VHDLDONE Data butter is ready for the application.
Vl-EDRJNQUEUE Data butler is queued pending playback.
WERJGSYFRAME ‘ Data buffer is a key frame.
VHDUREPARED Data butter has been prepared for use bythe driver.

dwTimertnred

daner
dwFlagr

Reserved for driver use.
Type of the packet. defined types are: ,
VDATA(=1) .Video data packet.
'VCNTL(=2) . , Control packet. -
Unused for video data packets. For control, packets, may be one of the
following: ., , r
RESTART (=WNLUSER+550h) Request for a key frame. -
When a RESTART-comml packs is sent, no video frame data is suit.

. WM_USER is a Microsofi ® Windows defined value and is preferably
400th, RBTART indicates the video stream needs to be restarted to
recover from problems. WM_USER is, a Microsoft (ED-defined constant.

‘ indicating that all values greater than this numberare application-defined constants.

Data Compressed video data.

Video data packets are used to exchange actualrvideo frame
data and are identified by the ’l‘ypevfieldnln this _cnse,*the
video software redirects the VIDEOHDR lpData pointer to
the Data array which starts at the‘eud of the packet. In this
way, the packet header and data are kept Contiguous in linear
memory. The VIDEOHDR deufl‘erLength field is used to
indicate the actual‘amount. of :vid‘eo data in the bufler and
therefore the. amount 'of data to be sent/received. Note that
the receiving application must: lpData to itseopy of
Data since the memory pointer only has local significance.
In a preferrai embodiment, Data lengthrhas an upper bound
of .18K bytes. ‘
Compressed Video Bitstream

Referring now to FIG. 25, there is shown a representation
of the compressed video bitstrcam for conferencing system
100, according to a preferred embodiment of the present

approximately 100 Kb/sec, and a frame rate of around 10

frames/sec'Undcr these conditions, the compressed video
bitstream may be encoded or decoded in realftime by an

Intel® i750® processor, or decoded in real-time by an
Intel® architecture processor such as an Intel® 30386,
80486, or Pentitihi® processor. r

The fields of the compressed video bitstream of FIG. 25
defined as follows:

———————_—.___—_—___
VersionNumber
Flags Compression method ID.

Contains various flag hits defined as follows:
FLAGS_MV ' l
FLAGS_.FELTER 2
FLAGS_STIIL_JMAGE 4
FLAGS_STILL_BLKS 8

DataSize '
Reserved]
lmageHeight
lmageWidth
Uunnnt
Yquanr
StillStn'p

Size of the bitstream in units of bits.
Reserved field.
Height of image in pixels.
Width of image in pixels.
Base quantization value for the U and V planes.
Base quantization value for the Y plane. . .
Strip of blocks encoded as still blocks (for delta images only). If
StillStri'p = 0. there is no stillstrip. Otherwise, the strip of blocks is
determined as follows. Consider the blocks of the Y, V. and U planes
in raster order as a linear sequence of blocks. Divide this sequence of
blocks into groups of 4 blocks. and number each group with the

v sequential integers 1. 2 3. etc. These numbers correspond to the value
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- , -continued_____.________________________________________________

of StillSh-ip. In a preferred embodiment. all planes have dimensions
that are integer ‘nnrltiplesiof 4.
Locations of additional blocks in the image that are encoded as still
blocks (only if the FLAGS_STILL_ELKS flag is net). The rule for
identifying these blocks is based on the quantization value quant for
each‘bloek “determined during the decoding procedure. A block is n. still block if

mmu<=5flflmuh
These still blacks areindependent of the blocks in the still strip, which
are encoded as still blocks regardless of their quant values.
Blanks to which the loop filter is to be applied (only if the]
FLAGS_FlL'IER flag is set) The rule for applying the loop filter is to
apply it to a block if

quant < = Filta’l'hresh .
MotinnVectarsi 1 Array describing the motionyectnrs used in decoding the image (only

present if the FLAGS_MV flag is setli There is one 8-bit motion
vector field'for each (16 x 15) black in the image.

hufi‘nmn data The compressed data for the image.

FLAGs_Mv indicates-‘whether motion vectors are . . _-oonunued
present in the bitstream (i.e., whether the MotionVectanD 2° »
array is present). A. delta frame ‘with FLAGS MV=0. is 5 4 s 5 5 5 5 5
interpreted as one in which all the motion vectors are 0.

. FLAGS_FILTERH indicates whether, the loop filter is
enabled for this image. If enabled, then the‘loop filter may
be used on each block in the image, as determined :by‘the
value of Filter'l'lireSh. FLAGS_ST1LL‘__IMAGE indicates

'whether the image is‘ a mu fi'nrne 9rddelta (non-still) frame. - g g g g g g g
A still frame is one in which all blocks are encoded as still 4 4 5 5 5 5 6 6
blocks. In a delta frame; most blocks are delta blocks; but 5 5 5 5 5 5 6 5
theremay be a strip of still blocks in' the image, as specified 5 5 5 5 5 5 6 6
by the StillStrip field. and there may be. additional still 5 5 5 5 5 5 6 6

blocks as determined by the value ofStillThresh.‘ FLAGS_ g; g g: 2 g:
S'I‘ILL_BLKS indicates whemer‘.“‘additional still blocks" 6 6 5 5 5 5 6 6
are enabled for, this image. If enabled, their any block with - 5 4 4 4 5 5 6 6' ' ' " ' ‘ 44445566
quantization value lessthan orchal to ShllThreshis coded 4 4 4 4 s 5.6 6
asastillblock. ' HY ’ . 44445566

A quantization value is anumber in the range 0—15 that ‘ s s s 5 s 5 5 5
indicates One of a set of sixteen (8%) quantization man-ices, 5 5 5 5 s 5 6 6

with 0 indihafing' the CoarsestquantiZation andlS indicating g g g 2 g 2 E?
the finest; The Uunant and Yqua'nt Variables are referred to - 5 4 4 4 5 5 5 5
as base quantization values. The base quantization value is 4 4 4 4 s 5 5 5
the valuevselected for use at‘the beginning of a plane. and is 4 4 4 4 5 5 s s4 . V v .. 5 44445555
used forthe entire plane unless changed by aNEWQ code . 55555555
inserted in the bitstream. The preferred 16 quantization - 5 5 55 5 5 55
mmfimsme , 55555555~ - 55555555

54444455
44444455
44444455
44444455
44444455
44444455
55555555
55555555
43445566
33445566
44445566
44445566
55555566uqqa‘a‘mmammmuqqqqq mmuumaa‘ma‘maood-aqqqq

(II A III "I
44555 44445555
555555 44445555
55555577 ' 55555555
55555577 55555555
55555577 55555555
77777777 55555555
77777777 43444455

\rqqqqqqqqqqmmmwmwmm uqqqqqqqqqqmmmwmmmm 
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-continued 7 »

33444455
44444455
44444455
44444455
44444455
55555555
55555555
43334455
33334455
33334455
3353445544444455
44444455
55555555

-55555555
45334444
33334444
33334444
3333444444444444
44444444
44444444
44444444

443333355
33333355

mu.) mu:
m

MUHMMWUU wmuuuuuuw UUUMMWUWUJ mummumumu ‘fi-#IIILJMUIUIM ahauuummm
H
M
H
H
H
H
33
33333344
33333344
33333344
44444444
44444444
33222233
33222233
22222233
22222233
22222233
22222233
33333333
33333333 _

There is one motion vector per (16x16) block of the Y plane,
listed in block raster-scan order. The number of (16X16)
blocks in the image, and hence the ’size of this array, can be
determined from ImageHeight and Image Width as: ‘

mmgeHeight+15)>>4)‘((lmageWrdth+l5)>>4)

In each byte of the MotionVectorfl array, the upper 4 bits
specifies the X component of the motion vector and the
lower 4 bits specifies the Y component (both in two’s-
complement notation). Both components . of the motion
vector are between +7 and —7. inclusive. The motion Vectors
preferably apply to the plane only; the U and V planes are
processed by the decoder using motion vectors of 0.
Video Decoding Pmcedure

For conferencing system 100, images are encoded in a
9-bit YUV format (i.e, YUV 411:1 format), in which there
are three 8-bit planes of pixels (Y, U, and V) with .U and V
subsampled by 4x in both directions. 'Each plane is subdi-
vided into a grid of (8x8) blocks of pixels, and each block
is encoded using a'frequency-domain transform, The planes
are encoded in the order Y. V. and U, and within each plane
the blocks are traversed in raster—scan order. -

If a given plane’s dimensions are not evenly divisible by
8, “partial blocks" at the right or bottom edges will occur.
Partial blocks are encoded by padding them out to the full
(8x8) size (using whatever method the encoder chooses,

6
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such as replicating the last column and/or row or pixels) and
encoding them as if they were full blocks. In the decoder.
such blocks are reconstructed by first decoding the full (8X8)
block but then writing only the partial block to the final
image bitmap in memory. ,The decoder can determine the
location and sizes of partial blocks entirely. from its knowl—
edge of the image dimensions (ImageHeight and Image-
Width). .

Each (8x8) block is encoded using a transform method.
Instead of the discrete cosine transform (DCT), a simpler
transform known as the'discrete slant transform (DST) is
used. The DST is alniost as good at the DCT, in terms of
compression and quality, but is simpler and faster for both
an Intel® i750®_processor and an Inte1®_ architecture pro-
cessor such as'an Intel® 80386. 80486, or Pentium® pro-
cessor to compute. v ‘ ‘

All the data in the bitstream, after the header. is Hufl’man
encoded. Unlike H.261 and MPEG,’ which have a multiplic—
ity or Hufiman tables, for conferencing system 100, a single
Hutfrnan table is used for encoding all values. This singleHuifrnan table is:

# codes

fix ' 4
[Mn 8

110xxxx 16
V lllexxKx 32' 11110xxxxxx 64
lllllexxxxx 64

1111110xxxxxx 64

’ Total 252

This table defines £2 Hufl'man codes of lengths 3, 5, 7. 9,
11,12, and ]3 bits. Only the first 231 ofthese Hufl'man codes
are preferably used; the remaining ones are reserved for
future expanSion. In the pseudo-code below, the function
huifdeco appears. This function does a hufi‘man-decoding
operationlon the next bits in' the bitstrea'm; and returns the
index of the code word in a lexicographically—ordered list,like so:

Code word

«D
W1
om
0H

1mm
lufll
1mm
no

The first step in decoding a block is to decode what are
known as the “run/value pairs" (or run/val pairs. for short)
for the block. Each run/val pair represents one non-zero DST
frequency-domain coefficient.

This procedurealso updates-the current quantization value
(held in the variable quant) when a NEWQ code is received
from the bitstream. The value of quant is initialized at the
start of each plane (Y; U. and V) to either Yquant or
Uunant. but may be adjusted up or down by NEWQ codes
in the bitstream. Note the following important rule, not made
explicit by the pseudo-code below: a NEWQ code may
preferably only occnr at the beginningof a block. A decoder
may use this fact to make decoding faster, since it'need not
check for NEWQ Codes in the middle of parsing a block.

The procedure for decoding the run/val pairs and NEWQcodes is as follows: -
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The function tosignedO converts from an unsigned number
k _ o. to a non-zerosigned number, as folloWs:
wnue'u) ‘

( v = hufl'decO; ’ losig-uedm)_ _ ‘l

1f(vb—mal‘.?3) ‘ v=(n>>1)+l;
else if.(v = NEWQ) V 2mg) " ' ""

quam += Ioslgnedflmfi‘decO); , 'else if (v =ESC) ll get explicit run,val fromll bilstream v
{ .

mm.” hnmuo + 1‘ This conversion-is used on both the quantization change and
f . - ' , the explicit value mad afiel- an ESC, both of which are

"“""”H°“g““’.“’“““°°0'mufidgctksén. non~zem signed numbers. EOB, ESC, and NEWQ are
else II lockup nm.val in tables specific decoded values defined as follows:
‘ 1'5 EOB=0nmIk-H-l = runlhllv];

val[kH—] = valtbl[v]; ESC=30

} NEWQ=6 , ..
Finally, mmblfl and valthU are preferably defined as fol-
lows:

}

p.—l-ILni-UII—V-INNUID-lN_=——Mm~mm— n wwmowoquwm _aa~uuum~u
F‘N

nu—r-o.:-—anou.pp—u—
at» n—-.--

h‘m’-unqmo‘ewuéuqnfimufigmwp-u‘n—mammun amt—NHnu—un—.—

0
1
4
l
7
2
1
l
7
2
1

12
14
IO
30 31
l9 2!
22 21
26
17
2
3
3
l
2
2
6

' 7
4
6

HMI—HF-Nh-
.-~

maumannunmda‘
vallblU ={

I:.L.LHN'JINF‘“NFMDIH.-
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-2
4
3

,4
3
4

The next step in decoding is to convezt the pairs 1° ’- ~ , -ooutinued
into an (8x8) block of DST ooeflicieuts, as follows: Define '
the scan path through an (8x8) matrix by the following im[1_[2.,3'r4'r5"rfivr7lrg;
numbers: int MI.‘p;

' if (fwd)
i ll 5"

“iii'
o 1 4 9171837
2 3 810197.539
5 7111424 2644

12131527 32 4716 20 23 28 3133 52
2122 29 30 34 35. 55'
364043 48 51‘56 59
4142 49 so 57 53 62

eesxasae 11u11IIIIIIII| Iemanation Eiiii
where the scan path is found by traversing these numbers in
increasing order. The (8x8) block of DST co‘eflicients coeif
[8][8]is cteated by the folloWiug precedure:

for (i=0; ks; i+1-)
for (i=9: j<83 .i'H‘)

coefllilljl é 0;
start It position "—1' on the scan path (one step "before"
0) for (each run/val pair)
{

step forward by 'run‘ positions on the scan path
deposit 'val‘ at the new position

l

The next step is to dequantize‘the block of coefficients. '
This is done by applying quantization matn'x number quant,
as follows:

for (i=0; i<8; i-H-)
for (i=0: j<81j+rl .

l"(X’ofl'lillil =. 00cfillilljl <3 Ili‘mfllixl‘i‘lfil'l‘llilll]:

The next step is to undo “DC pmdiction,” which is used
to- further compress the DC coeflicient coetf[0][ll] in still
blocks. If the block being decoded is a still bloek (either
because this is a still image. or because this block is part of
the still ship in a relative image), DC prediction is undtme 50
by applying the following equations: '

eoeB'IDHDHquVDC -

pvaC=caeflI0][0] 55

The value of prevDC is initialized to 8*128 at the stat of
each image puma ~ ‘ V _ p where butterfiy(x,y) is the following operation:

The next step is to transform the (8x3) coeflicient array g '
into the spatial domaim This is done by applying an (8X1) bummww:
DST to each of the 8 rows and 8 columns of coefiI][]. The 60 t= Hy;
(8x1) DST can be described as follows: 1! -= H;x=u

slantflxl(s.d,hvd) II 5 = Sn: army. d = an array, ,
in[5[|,d[]'{wd; // fwd = 1 for forward xrom,o for and SlantPaItl, SlantPartZ, SlantPartS, SlantPart4 are four
I/ inverse manros defined as follows:
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hdefine SlautPanl\
bfiy(rl,r4);\
hfly(rZr3);\
bfly(r5,r8);\
bfiy(r6,r7);\

fldefine SlantPurt2\
bflfir1,r2);\
rcfiect(r4,r3);\
bfly'(r5J6);\reflecttrtifl):

#defim SlantPart3\
bfiy(rl,r5);\
bfly(r2,16);\'
bfiy(r7,r3):\
bfiy(r4,r8):' >Mefine SlantPart4 .
t =.r5 _.- (15»3) + (r4>>l);\
r5 = r¢ — (r4>>3) — (r5>>l);\
r4 = t; .

fidefine reflecKs'l',sZ) . )
t = sl 4'- (sl>>2) + (sb>1)~,\
32 = —-52 — (52>>2) + (sl>>l);\
51 = t:

The (8x1) DSTs are preferably perfOrmed in the following
order: rows first, then columns. (Doing columns fellowed by
rows givesslightly diferent, incorrect results.) After doing
the (8x1) DS’Is, all 64 values in the resulting (8x8) array. are
preferably right—shifted by 3,bits, and then clamped to the
range (—128, 127), if a delta block, or to the range (0, 255),if a still block. »

1f the block being decoded is a son block, no more
processing is required'The DST calculation produces the,
block of reconstructed pixels to be written to the image. .

If the block being decoded is a relative block, the block
of reconstructed pixels is calculated as:

for (i=0; i<8z “4-)
for (i=0;j<8;j+t—)

imagefilfi] e. clmrp0_255(prev[i][jl + myliJLil):

where array[][] is the result of the. DST calt'mlalion, prevflfl
is the (8x3) block of pixelsfrom the previous image, and
c1amp0_~2550 is a function th’at‘clamps a’ value to the range
(0.255). The previous block is the one in the same spatial _
location as the block in the merit image,.but ofiset by the
motion vector for that block, which is either determined
from the MotiouVector array (if processing the Y plane) or
is 0 (ifprocessing the U or V plane. or if FLAGS_MV=0).

During decoding the loop filter may need to be selectively
applied. It the FLAGS_FILTER flag is set, and if a block is
not a still block, and if the quantizatidn value for a block
satisfies ,

quantc=filtefllnesh

and if the block is not empty (i.e., does not consist of only
. BOB), then the loop filter is applied to prev“ before adding
the arrayflfl deltas. The preferred loop filter is afilter with
kernel as follows: '

where the pixel marked x is replaced by:

118
x=(a+b+c +d)>>2

where a,b;c,d are the four pixels in the corners of the (3x3)
block. 0n the edges of an (8x8) block, a one-dimensional (1
D 1) kernel is preferably used. The comer pixels of the block
are preferably not filtered.
Intro/Inter Decision Rules

Acertain class ofmotion compensated video compression
systems encode certain blocks in motion compensated dif-
ference images as “in " blocks and others as “inter”
blocks. The decision to encode a block as an intro or inter
block is based on a decision rule which is referred to as the

“irttralinter decision rule". This section describes a preferred
method for generating an intra/inter decision rule for con-
ferencing systemzlflo. The intra/inter decision rule generated
by this method is (1) computationally simple, (2) encoded
implicitly (requiring no hits for difierentiating intra vs. inter
blocks, (3) adaplive to spatiotemporal image content, and.(4)
statistically optimal in providing a means of differentiation
between motion compensation artifacts and scene features.

’ (The obnveutionul objective of encoding some blocks as
inns in motion compensated difference frames is to reduce
the number orbits required to encode these blocks that have
low spatial jvariatio‘n but high temporal variation. The objec-
tive of encoding some blocks as inns in difi’erencehames is
to reduce the effects ofhigh frequency motion compensation

artifacts (sometimes refenedv'to as "mosquitoes" in the
literamre) without having to use (computationally expen-
sive) loop filtering. An area in a motion compensated
difference frame that exhibits mosquitoes when encoded as
a quantized difi‘ei'e'itce will instead appearblurred if encoded
as a quantized inu'a‘. v '

'I‘hepreferred technique for generating an iota/inter deci-
sion rule for agiven motion cdmpensated video compression
system works as follows: .
Given:
1. A transform

2. A set of N quantizers for Inter blocks (Ql; Q2, . . . , QN)
3. A set of M quantizers forIntra blocks (Kl, K2. . . . . KN)
.4. A set of “training data” that is representative of the

application in hand. I .
Let S'AD(i.j) denote the “Sum of absolute differences" for
block (id) in n motion compensated difi’crence image.
Step 1: j ' ' '

For each Quantizer Qi,.perform the following operation:
a. Compress the training data, using Qi as the quantizer

for all the blocks in the all the motion compensated
diiference images. ;.

b. By a visual observation ofthe (compressed and decom-
pressed) training image : sequences, collect all blocks
that contain perceptible mosquitoes.

c. From the set of blocks collected in (h), find the block
With the lowest SAD.‘ Denote the SAD of the block
with the lowest SAD as LSADi (corresponding to
quantizer Qi). _.

d. From the set of blocks collected in (b), select a subset
of 11 blocks with the lowest SADs in the set.

e. For each block in the subset collected in ((1), determine
the number of bits required to encode the block. Let B
be the average number of bits required to encode a
block in the subset. ,For each intra qu'antizer Kj. deter-

. mine the average number of bits BKj required to
encode a block in the subset as an intra (using quantizer

_ Kj). From the set {BKL 3K2, . . . , BKM}, find j such
' that IB-BKjl is minimized. Kj is the intra quantize:

assigned to Qi.
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Step 2: .
From Step 1, for each Qi, there is a corresponding LSADi

which is the lowest SAD value for which there are percep~
tible motion compensation artifacts and an intra quantizer
Kj. The inns/inter decision'rule' isdefined as follows: 5

For each block (p,q)in a motion compensated difference
frame, given 'a quantizer Qi (as determined by an
external quantizer selection process) the block is
encoded as intra if and only if SAD(p,q)_ >LSADi. Intra
quantizer Kj is used to encode the block. ‘ j 10

A major advantageofthe inns/inter decision rules general
by this technique is that the intralinter decision is implicit in
the method and is known to both the encoder and decoder.

Therefore, it dOes not'need to be explicitly transmitted an'
thus requires no bits; _ _ . ' 15
Post Reconstruction Loop Filtering

This section describes a preferred method of “loop filter-
ing" for conferencing system 100 for the reduction of high ‘
frequency artifacts associated with motion compensated ‘
video ‘compression'for the present invention. A traditional
loop filtering operation operates on the previously decoded
(reference) image. Certain blocks of the previously decoded
image are low-pass filtered prior to ‘rnotion compensation.
This reduces the high frequency'content in the reference
block and, as a result, the high frequency content in the final
output. ' . ‘ . , I

In the preferred method of loop filtering, a low-pass filter
is applied to certain blocks after the motiOn compensation _
and addition operatibn to generate a filtered reconstructed
image. This approach to loop filtering has two major advan-
tages: g . ,
1. It is easier to implement. since the-motion estimation and

differencing operations may be merged into one opera—tion. ' . ~ '

2. It has a greater low-pass filtering effect on the recon-
structed image since the final image is filtered instead of
the reference image only. '

Adaptive Loop Filter Switching Criteria _
‘ This section describes a preferred method for generating
a criterion for the Switching (“On" or "011”) of a loop filter
in conferencing system 100.'The loop filter switching cri-
terion generated by this method is better adapted to the
spatiotemporal'image content and provides a differentiation
between motion compensation artifacts and scene features.
A traditional loop filtering operation operates on the previ—
ously decoded (reference) image: Certain macroblocks
(typically 16x16 areas) of the previously decoded image are .
low—pass filtered prior to motion compensation This reduces
the high frequency content in the reference macroblock and,
as a result, the high frequency content in the finalloutput.

The objective of loop filtering is to reduce high frequency
artifacts associated with residual quantization noise} in
motion compensated difference images. Ideally, only those
macroblocks should be filtered that exhibit such motion
compensation artifacts. A criterion for deciding‘whether or
not a given macroblock should be loop filtered or not is
referred to as the “loop filter switching criterion."

A conventional loop filter switching criterion is to apply
a loop filter if the macrbblock has a non—zero motion vector
and not to apply it if the motion vector for, the given
macroblock is the zero vector. A major drawback of this
criterion is that it filters macrohlocks thathave non-zero
motion but no motion compensation artifacts. -

V The preferred methOd for generating a loop filter switch
ing criterion works as follows:
Given:
1. A transform

55
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2. A set of N Quantizer (Q1, Q2, . . . , QN)
3. A set of representative “training data" for the application

at hand. ‘
Let SAD(i.j) denote the “Sum of absolute diiferences” for
Macroblock (i5) in a motion compensated difference image.
Step 1: ‘

For each Quantizer Qi. perform the following operation:
a. Compress the mining data, using Qi as the quantizer

for all the macrobloclts in the all the motidn compen-
sated difl’erence' images. ,

b. By a visual observation of the (compressed and decom-
pressed) training image sequences, collect all macrob-
locks that contain perceptible high frequency motion
compensation artifacts (sometimes referred to as “mos-
quitoes" in the literature). »

c. From the set of macroblocks collected in (5), find the
macroblock with the lowest SAD. Denote the SAD of
the macroblock with the lowest SAD as LSADi (cor-

, - responding to quantizer Qi).
Step 2:, . ,

From Step 1; for with Qi, there is a corresponding LSADi
which is. the lowest SAD value for which there are percep-
tible motion obmpensation artifacts. The loop filter sWitch-
ing'criterion is defined as follows: ,

For each Macroblock (p,q) in a motion cempensated
difierence frame, given a quantizer Qi (as determined
by an external quantizcr selection process) the loop

V filter is applied if only if SAD(p,q)>L'SADi.
Dosign of Quantization Tables ‘ .

This section describes a preferred method for designing
quantization tables to he used for quantizaan in conferenc-
ing system 100. This preferred method exploits the percep-
tual properties of the human visual system ina statistical
sense to arrive at quantization tables that per-
ceived quantization artifacts at a:given efi'ective bit rate.

In conventional video compreSsion systems, the quanti-
zation process 'is spatially adaptive. Diil'erent'regions in the
image are quantized using diiferent quantizers. In a trans—

v form-based Video. compression system that uses linear quan-
tization. the quantization operation may be completely
specified by a table of numbers, each of which corresponds

‘ to the (linear) quantiaer step size to be used to quantize a
Specific frequency band in the transform domain.

The present invention relates to the design of the quan-
tization table Q[8][8]for-- conferencing system 100. The
design process is as follows: .
Given: fl -
1. Transform-based conferencing system 100
2. A set of video sequences that are representative of the

application at hand I ‘
3. A specification of target bitrate (or compression ratio) for

the. application.
I Objective:

To design a set of N quantization tables Q1, Q2, . . . , QN
such that: -

a. QN/2 results in target binate for typical video
sequences. >

b. Ql,‘ . . . , QN meet a specified dynamic range specifi—
cation. For a given video sequence, the bitrate gener-
ated usthl should beaboutK times the bitrare
generated by QN. Here K is the dynamic range speci-
fication and is usually dependant on the variability of
the allocated channel bandwidth of the channel over

which the compressed video bitstrcam is being trans-
mitted. ‘

. Q1, . , QN'minimize the perceived artifacts in the
processed (compressed and decompressed) video
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sequence at their point of operation (in terms of bit
rate). '

Procedure: V
Step1. Design of Q1 » 1

V , Q1 is the weakest quantizer table and is designed so as to
generate no perceptible snifacts at the expense of a bitrate
that is potentially much higher than Target Bitrate. Q1 is
designed as follows: . V

Set Q[i][j]=1 for all i,j (all frequency bandsJStarting from
the lowest frequency band to the highest frequency
band,

Increment Q[i]lj} ‘ . p ,
Use QIEHS] as the quantizer in the given video compression
system . _ ‘
If there are any pcrceivsble artifacts in the processed video
sequence.

i. Decrement Qlilljl
Goto the next band

Else gate (a)

The above process generates a quantizer table (Q1) that is at
the perceptual threshold, referred to as the perceptual thresh-
old quantizer (PTQI, '
Step 2.‘Design of Q2, Q3, . . . ,QN/2 _ . V

Let Bl be the bitrate' generated using quantizer Q1 with a
typical video sequence. LetBT be therrarget'bin'ate. The?
objective now is to design Q2, Q3. V. .3. QN/2 such that QN/Z
generates target bitrat‘e (ET) for typical sequences and Q2,

- Q3, . , QN/_2-l generate monotonically decreasing inter-
mediate bitrates bettveen El and ET. From the perspective
ofabitrate controller, it is desirable to have a linear decrease
in bitrate with qua‘ntiZer table index..Tables Q2, 03, . . . ,
QNIZ are designed with this requirement in mind. The
following is the design procedure for tables Q2,Q3, . . -. ,
QNIZ: ' ' -

Let dB=(Bl—BT)/(N/2).
Set Q2=Q1 ’ . I ‘ V

For each quantizer Qk', k=2 to N/Z '
Starting from the highest frequency band to the lowest

frequency band,

Set Qk = Qk-l .
I Increment all QinILil with the same horizontal or vertical
frequent! . ‘ :
Use Qk[8][8| as the quantizer in the given video compression
system .
lfthe bin-ate is reduced by dB. -

i. Save the slate of Qk[8][fi]
ii. Goto the next hand all
Else goto 2. ’ ' . ‘ _
Amongst the quantizer states saved in (d)(i), select that
quantize: that has the least perceptible artifacts for
typical video. This is the choice for Qk.

Step 3. Design of QNI2+1. . .' . , QN.
From the perspective of'a bitrate Controller, it is desirable

to have a progreSsively increasing decrease in bitrate with
quantizer table. index fromtableN/ZH to table N. The

V design of tables 'QNI2+1, . . . , QN is the seine as the design
for tables 2, . . . , NIZ except that for each new table, dQ
increases instead of remaining constant. «The magnitudes of
the dQs forquantizers ‘QN/2+l, . . . , QN depend on the
desired dynamic range in'bitrate and themanner of decrease
in bitrate with quantizer table index. For example. if the
desired dynamic range is BT to BT/4 from QN/2 to QN and
the decrease in bitrate is logarithmic then ' ‘

5

65

dQ(NI2+l) == deN/Z)
for i=(NI2+2) to (NIZ)
in = dei—l
dQ(NI2+l) + dQ(N/2+2) + . . . + dQN = ET — E'I‘l4
dQ(N/2)(1+ k + k*k + k‘k‘k + . . . ) = SET/4
(I + k + k‘k + k‘k‘k + . . . )= 3BT/4 / (dQN/Z)
(l+2+3+4+ .. . +(NI2—l)) logk = log (SET/4 I dQN/Z)
logk = log GET/4 I dQNIZ) / N/4
k = (SET/4 I dQNn) to the power 4IN

Adaptive Transform Coefi'icient Scanning .
This section describes a preferred method of transform

coefficient scanning in conferencing system 100, a trans-
fomt-based image and video compression system, that
exploits the properties of the transform and the associated
quantization technique to generate coefiicient scan orders
that generate the lowest bin-ates. The image (for image
compression) or motion cempensated dih’erence (for motion
compensated video compression) is transformed. The trans-
formed coefficients are quantized. The transformed quan-
tizedcoeflicients ate scanned in a certain order from a two
dimensional array to a one dimensional array. This one
dimensional array. is re-represerited by a run-length - value
(RV) representation. This representation is then entropy
coded and the result transmitted or stored to be decoded.

The prefean method applies to the “scan'l part of the
processing wherethe quantized transformed coefiicientsare
scanned from a Mo dimensional array to a one dimensional
array. The purpose of this seaming is to facilitate eficient
representation by a RV representation. Theisame scan-order
is applied to every block in the representation.

' The preferred method of scanning involves the following
operations: ‘
Given:
1. A transform. , .

2. A set of N quantizers (typically quantization matrices)
denoted by Q1, Q2... . . , QN. .

3. Representative “training? data for the target application.
Step 1. I V .

For each quantizer Qi, generate quantized transformed
blocks for all of the training data.
Step 2.

Compute the‘average amplitude for each of the transform
coeflicients from the quantized transformed blocks for all
the training data. ’ '
Step 3. .

Sort the average amplitudes computed in Step 2,
Step 4. ‘

VFor quantizer Qi, the scanorder Si is generated by the
locations of the (amplitude sorted) coehicients from Step 3.
The largest coeflieient is the first in the scan order and the
smallest is the last. . ,
Using this preferred method, a scan order Si is generated for
each quantizer Qi. In the encode and decode process, for
each block for which Qi is used as the quantizer, Si is used
as the scan order. ' - I

The advantage of this invention over previous scanning
techniques is that due to the adaptive scan orders, the RV
representations are more eflicient and for a given quantizer,
fewer bits are required to encode a given block titan with
conventional nonadaptive zigzag scanning.
Spatially Adaptive Quantization

This sectiondesczibes a preferred method of spatially
adaptive quantization for conferencing system 100. The

preferred method provides a means of efficiently encoding
motion compensated difi'erence images. Aconventional non-
adaptive quantization teclmique siniply takes a given quan-
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tizer for each'frame and applies that quantizer unifome to'
every macroblock'UGXlfi area) in the image. An adaptive
quantization technique applies different quantizers to difl’er—
ent macrohlocks in a given harne. Information about which
quantizer has been applied to which block is also encoded
andtransmitted." ' . V
‘ The preferred method of spatially adaptive quantization is -
based on the “sum of absolute ditference” (SAD) that has
already been computed for each macroblock by the motion
estimation subroutine. .The preferred quantizer selectionmethod works as folloWs:

Step 1. - _ _
The mean SAD for the entire frame is computed. This

denoted by. MSAD. .
Step 2. - ' .

Foreach,_macroblock, if the SAD of the macroblock is
lower than the mean, then it is asSigned a finer quantize: than
the mean quanti'zer (which is theglobal ‘unantizer for- this
frame passed down by the bit-rate controller). Conversely, if
the SAD in the macrohl‘ock is higher than the mean. then it
is assigned acoarser quantizer.» " g . -

In a case where there are 16 quantizets, numbered 1
through, 16 with higher numbers denoting liner quantizers.
let SAD(i,i) be the 'SAD assodiated with the current mac— _
roblock (i,j). Lat MSAD be the mean SAD inthe frame. Let
Q(i,j) denote the quantizer. assigned to the current macrob-'
lock. LetQG denote the global quantiZerfor the frame. Then
Q(i.j) is assigned as: ' ‘ ‘
' . Q(iJ)=QG+8“1032

~ MSAD» -.

Q(iJ) is saturated to the range (1,16) alter performing the
above operation. ~ ' .

_ There are 2 majoradvantages of the preferred spatially
adaptive quantization technique over obnventional tech-
niques: - ' ’ n H
1. The spatial adaptation, is based on values that have already

been computed in the motion estimation routine. There-
fore the" spatial adaptation process is computationally
simple. , ' ' . . '

2. The spatial. adaptation process generates .an optimal
' quality image given the bit-budget ofthe current frame by
distributing bits to difl'erent macrohlocks in proportion to
the perceived efl’ect of quantization on thatmacnoblock.

Fast Statistical Decode I ' ' '
Host processor 202 preferably performs fast statistical

decoding. Fast'statistical decodingon host processor 202
~ allows time efiicicntdecoding of statistically coded data

(e.g., Hufi'man decoding). Moreover, 'since statistical Hulf-
rnan coding uses code words that not fixed (bit) length,
the decoding of such codewords is generally accomplished
one bit at a time. The preferred method is as follows:
1. Get ‘nextinput bit and juxtapose with bits already in

’ potential codeword.(initially none).
2. If pctential codeword is a complete codeword, then emit

“symbo ", eliminate bits in potential codeword, and go to
(1). Otherwise. if potential codeword is not a'complete
codeword,"then go to (l). I

The preferred ' method of the present invention provides
decoding of one “symbo ” in one operation, as follows:

a. Get next (fixed number) several input bits. ‘
b. Use the input bits to select a symbol and emit symbol; -
c. Go to (a). ' ' . .

((SAD(ij)+2MSAD)/(2SAD<i,j)+

The statistical code used is designed to be “instanta— ,
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unambiguously yielding a symbol corresponding to the
codeword. The potential codeword is guaranteed to contain
a complete codeword since it starts with a codeword, and it
is as long as the longest codeword.
Contrast, Brightness, and Saturation Controls

This section, describes a preferred integer implementation
of contrast, brightness, and saturation controls for the
present linvention'for adjusting and for application of the
controls to realtime video. The irnplementation has two
parts. The first is a method ofgenerating translation tables to
implement adjustable brighmess, contrast, and saturation
controls. The second is a method of using the tables to
change the appearance of video being displayed.

The generation of thetables uses integer operations in the
generation'of tables that express floating-point relations.

' Prior to application of any controls, the video data consists
of a description of the Y, V. and U components'at 8 bits per
valuenThe problem is to provide a translation from the
decoded Y values to Y values that reflect the current setting
of the brightness and contrast controls. and timber to pro-
vide a translation from the decoded U and V values to U and

V values that reflect the current setting of the saturation
control. ' I .,

The method begins with an identity, translation table -
(f(x)=x). As controls are changed, the identity translation
becomes perturbed cumulatively. In the case of brightness.
control changes are indicated by ’a signed biased value
providing both direction and magnitude of the desired
change. The current translation table are changed into f(x)=
x-k, for x>=k, and f(x)=0 for 0<=x<k (decrease) or f(x)=x+k,
for x<=2557k,'and f(x)=255 for 255);x>255—k (increase).:
, In the case of contrast, control changes are indicated by a
scaled fractional value. The value indicated “n” represents
“(MD/SCALE" changezra “change” of (SCALE-l) yields no
change; a change of (SCALE) yields a change by 'IISCALE
in each of the translation table values. The definition of
contrast as y'fintu—lzs))+128 (for 8 bit values) is then
provided by subtracting 128 fromthe translation table value.

' multiplying by SCALE, multiplying by the indicate control
change value,.a.nd then dividing by SCALE twice to remove

. the scale multiple implied in the representation of the control
change‘value, and the multiply explicitly performed here.
128 is then added to the modified translation table value and
the result is clamped to the range of 0 to 255 inclusive.

This method avoids the use of floating point arithrhetic in
the chmputation of the proper translation table values. In the
definition otfered of - “contrast” the value “n”.i's a floating
point number. Saturation is simply contrast as applied to the

' chrominance data, and is handled in the same way as the

60

neous,” which means that no 'codeword “A” is a “prefix” of 65
any codewords “B”. This allows a lookup amble to be
constructed which may be indexed by a potentialwdewor'd,

contrast control, but with a ditferent copy of the translationtable.
The translation tables are made available to the host

processor in the same locale as the data that they are used to
translate: after generation of the modified translation tables,
the tables are appended to the data area for the luminance
and chrominance, at known fixed offsets from the start of
same data areas (on a per instance basis, each video window
has its own copy of this data.) This allows the host processor
to access the translation tables with a 1 processor clock
penalty in address generation (for an Intel® 486 micropro-
cessor; there. is no penalty on an Intel® Pentium® proces-
sor). and with a high degree of locality of reference, and no
pointer register reloads (due to the fixed ofl’set.)

The translation of the decoded Y, V, and U values is
performed by reading and translating eight values and then
Writing the eight translated values as two 32-bit values to the
destination. This is important to Inte1® architecture micro—
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processors. and in particular is important to the Intel® 486
processor, which usually runs with a write saturated bus.

For the method of performing the tmnslation,~the BX
register is assumed to contain zeroes in the high order 8(24)
bits."l‘he low order 8 bits are loaded with the value to
translate, and the value is used as the base register with an
index register (set to the oifset of the translation table +base
of data bufi'er) in an indirect load to accomplishthe trans-
lation. The destination 'of the load is changed asthe opera-
tion is rcpeated'over multiple values, until register storage is
exhausted, at which point the translated values are written
out and the 'cycle' repeats. The process here described
executes at a sustained three or fear clocks per value

-’ translated.

Audio Protocol _
Referring now to FIG. 26, there is shown a representation

of a compressed audio packet for conferencing system 100,
' - according to a preferredembodiment of the present inven-

tion. Source audio is audio that is Captured (and optionally
monitored) at- the. local system and sent to the. com
subsystem for narrsmission. Sink audio is ‘ audio that is
received from the com subsystem for playback on. the local

‘ syStem.-Audio is preferably‘handled on audio/comm board
206 and not on host procesz 202. The compressed audio
packet ofFIG. 26 is that which is actually sent/received from
the communications subsystem and, not necessarily that
manipulated by an application onfitht: hostprocesSor. The
audio packet fields are defined as follows:

Value used to synchronize audio and video frames
at the receive endpoint. The audio stream preferably
generates timestamps as a master clock that are
copied to the captured video Rattles before

. transmission. ' -
Reserved field. . _ ' _
Bitindieates ‘whetlrer or not the audio stream is ‘
muted or noti'l’he audio is united when the bit is set
When the Mute bit is set, no audio data is sent.

Data Compressed audio data. , . ' ‘ .

musing

The length ofthe audio data is not explicitly specified in the
packet . header. A receiving endpoint's comm subsystem

. reassembles an audio packet and therefore implicitly knows
the length and can report it to its application. The length-of
an audio packet is a run-time paran'reter and depends on the
compression method and the amount of latency desired in
the system. The preferred audio compressionldecompres'sion
method implementation has 100 .rnsecond latency, which
translates to 200 bytes of compressed audio data per packet.
Compressed Audio Bitstreau: - I .

The preferred audiostream for conferencing system 100
is a modification of the European Groupe Speciale Mobile
(GSM). GSM was develdped in the context of the standard-
ization of the European digital mobile radio. It resulted from
the combination of the Regtrlarqulse Excitation/Linear-
Predictive-Coding‘ codec developed by Philips'(Gennany)
with the Multi-Pulse-EncilationlLinear-Predicfive-Coding
codec devised by IBM (France). For further information, see
the ETSI-GSM Technical Specification, GSM 06.10; version I
3.2.0, UDC 521396.21, published by the Eu'ropean‘Tele—
oomrnrmication Standards Institute in 'Valbonne Cedex,

The data rate of the standard GSM codec is 13.0 kbitslsec.
The preferred GSM. inrplementation for conferencing. sys:
tem lODvhas a bit rate of 16 kbits/sec. The mean opinion ~
score (MOS) quality rating of the preferred GSM imple-
mentation is 3.54. It isnot prone to'rapid quality degradation 65
in the presence of noise. The relative complexity is about _2
MOPSs/s. Due to implementatibn processing consider-
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ations, the standard GSM implementation is adjusted to
yield the preferred GSM implementation. In addition, head-
ers are added to provide extra control information, such as
frame counting and muting. ‘ .

V In order to saveprocessing, the 260-bit audio frame is not
packed. This results in a 320—bit frames. These frames occur
every 20 mseconds. This increases the bit rate from 13
kbits/sec to 16 kbits/sec. The compbsition of the preferredaudio frame is as follows:

unsigned int larl:
unsigned int larl:
unsigned int IBl'3:
unsigned int 15:4:
unsigned int lari:
unsigned int lam:
unsigned int 131’]:
unsigned int lard:
unsigned int lag
unsigned in: gain
unsigned int grid
unsigned int xrmx
unsigned int 10
unsigned int xl
unsigned int x2 -
unsigned int x3
unsigned int x4
unsigned int :5
unsigned in 1:6
unsigned int x?
unsigned int x8
unsigned int 19
unsigned int x10
unsigned int xll

‘ unsigned int x12
typedef strum ( 51‘? frame;

LTP_RFE lub-
W (4);

typedef struct{ 6; \‘ stp parameters ’\5.

} STP:
typedef struct {

/* ltp parameters ‘I
' ' I‘ tpe parameter: *I

I“ pulse amplitude‘l

- t } manna

} GBMBrrs;

The result of not packing these structs on a Texas Instru-
ments® C31 DSP, a 32-bit precessor, is a 320<bit frame. At
a frame rate of 50 frames/sec, the datarate is 16.0 kbitslsec.

A header has also been added to” groups of frames. The
length of the header is one 32-bit Word The M83 is a mute
flag (1=mute).* The remaining bits represent a timestamp.
This time stamp is not actually time, but is preferably a
frame counter. The initial value of it is arbitrary. It is
therefore a relative. number. representing the progress of
audio frames and useable for synchrdnization.
Data Protocol ' o , o v ‘

Data packets are inside Til packets. The data conferenc-
ing application will have its own protocol inside the TH
protocol stack.- ‘ - , .
CommunicationaLevel Protocols

The application-level . audio. video, and data packets
described in the previous section are sent to the com
subsystem fortransmission to the remote site. The com
subsystem applies its own data structure to the application-
level packets, which the com subsystem treats as generic

' data, and defines a protocol for transport. In a preferred
embodiment of the present invention, the basic transport is
unreliable. That is;'at the basic level. there is no guarantee
that applicatibn data will reach the destination site and, even
if itdoes, there is no guarantee as to the correctness of the
data delivered. Some applications will use the unreliable
communication services; such as audio and video. For
applications requiring guaranteed delivery ofdata, reliability

. is built on the basic unreliable service. Application data is an
eXample of a data type requiring reliable transport; control
information betweenrpeer processes is another.
Reliable Transport ‘COmm Protocols

Referring now to FIG. 27, there is shown a representation
of the reliable transport comm packet structure, according to
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a preferred ’embodiment'of the present invention. For reli-
able transport. conferencing system 100 preferably uses a ,-
protocol akin to LAPB‘; Since tran'spdrt is preferably on 1
ISBN B-ehannels, whichane assumed to have already been ‘
set up, there is no need to include those portions of LAPB 5
that deal with circuit establishment and teardown (cg.
SABM, FRMR, DA; and DISC). Therefore, the prefened
reliable-transport comm protein] is void of those portions.
The fields of the preferred reliable transport comm packet

are defined as follows: m

Defines the type of packet and relays acknowledgment
information. The types of packets ale: quamration (I).
Receiver Ready (RR), Receiver Not Ready (RNR).
and Reject (REJJ, . _ i ’
length of the client data portion of the packet, in
bytes. ' '
Cyclic redundancy check code.
Client data of length specified by the Length field.

Control

Length
CRC '
Data

For an Information (I) packet. the format of the control 20field is as follows:

5—7
NR

[—3 4
NS P(on) a

(Field) 0
. V V 25'

The NS bit field is used to refer to it send sequence number.
NS is interpreted as specifying to the receiving site the next
packet to be sent. The NR bit field is used to refer'to a
receive sequencenumber. ,It is used to acknowledge to a'
sender that the receiver has receivedpacket NR-I and is '30
expecting packetNR. The I’ bit field is the LAPB poll bit and
is are not used in the preferred embodiment. All sequence
numbers are modulo-8 meaning that at most 7 packets can
be outstanding. It is the responSlbility of the transmitting
sites to assurethat they do not have more than 7 packets 35
outstanding. An Information packet isvused to send client
data. The receive aclcidwledgme‘nt can be piggybacked on in
theNRbitfield.‘ , - ' ,'

'Ihe Receiver Reedy (RR), Receiver. Not Ready (RNR); I
and Reject (RE!) packets are supervisory packets that are 40
used for acknowledgment, retransmission. and flow control.
They are not used to carry client data. V

For a Receiver Ready (RR); packet, the
control field is as follows:

format of the

'45
4 5—7
in NR(Bit) 0 . I 2 3

(Field) 1 o o 0

The PF bit field is the LAPB poll/final bit and is not used in so
the preferredxembodiment. The RR packet is'used in two'
cases. The first case is to acknowledge packet receipt when
there are no packets bending transmission on which to
piggyback the acknoivl'edgment. The second case is. when

the link is idle. In this case; all RR packet is sent periodically 55to assurethe remote site that the lobal site is’ still alive and
doing well. . ‘ -

For aReceiver Not Ready (RNR) packet, the format of the
control field is as follows:

(Bit) 1
(Field) 1 0 l

The RNR packet is sent by a receiver to indicate to the
remote site that the remote site should stop sending packets; 65
Some condition has occurred, such as insufficient receive
buffers, rendering the remote site unable to accept any

128 '
further packets. The RNR packet is intended to be used for
temporary flow control. When the remote site is able to
accept more packets it issues an R frame.

, For a Reject (REJ) packet, the format of the control field
is as follows:

5—7
NR

0 I 4
PF(Bit)

(Field) 1 o. o 1

The REJ packet is sent as a form of negative acknowledg—
ment. The receiver of an REI packet interprets the NR bit
field as: a reguest to retransmit all packets from NR to the
most currently sent, incluSive. .
Unreliable Transport Comm Protocols

At the lowest layer, of conferencing system 100, an
unreliable protocol is preferably used to transport data on the
ISDN Bjchannels. For those applications requiring reliabil-
ity, the reliable protocol discussed in the previons section is
added on topof the unreliable protocol discussed in this
section. The unreliable protocol sits atop of HDLC framing
which the unreliable protocol usEs for actual node-to-node
transport of packets. Even though HDLC framing is used, a
data link protocol is not implemented. In particular, there is
no guarantee that data packets will be delivered or that they
will be uncorrupted at the receive node of a link. The CRC
validation of the HDLC is used to detect corrupted data.

The unreliable protocol provides for logical‘channels and
virtualization of the two Basic Rate ISDN B-channels.
Logical channels are local site entities that are .defined

V between the IDLM and TH is layer and the client (i.e..
application program) using them. The logical channels pm-
vide the primary mechanism clients use to send multiple
data types (e.g.; audio, video, data). The layer services
multiplex these data. types together for transmission to the
remote, sites. . ‘

In a preferred embodiment. logical channel zero is used as
a control Channel. Site peers (i.e., two conferencing systems
in a conferencing sessiOn) use this control channel to
exchange information on their use of other logical channels.
Logical channels are half—duplex. Therefore. two channels
are necessary to send and receive data. Apriorlty attribute is
associated with a logical channel (andtherefore with a data
type). The unreliable protocol asserts that higher priority
data will always be sent ahead of lower priority data when
both are pending. Priorities are assigned by an API call to the
T11 service's. Audio has the highest priority, then data, and
last video. ' 5 _ '

Although the ISDN'Basic Rate Interface (BRI) defines
two physical 64 kbit/second BLChannels for data, the ser-
vices at both DLM and T11 virtualize the separate B-chan-
nels as a single '128 kbitlsecond channel..Client data types,
defined by their logical channels, are multiplexed into a
single virtual stream on this channel. In a preferred embodi-
ment, this inverse multiplexing is accomplished by breaking
all packets into an even number of fragments and alternating
transmission on the two physical B-channel connections.
Initially, after channel establishment. the first fragment is
sent on the B lchannel, the second on the BZ—channel, etc. At
the receiving site, fragments are collected for reassembly of
the packet. . 1

Referring now to FIG. 28, there is shown a representation
of the unreliable transport comm packet structure, according
to a preferred embodiment of the present invention. The
fields of the preferred unreliable transport comm packet are
defined as follows:

 



OLYMPUS EX. 1016 - 590/714

' 129

Standard HDLC Flag field I _
The receiving te’s logical channel identifier. The
transmitting site pair acquires this 113 by . _
communicating to the rentals site before exchanging
data. This is done using a control logical chnnnel (i.e.,
channel zero). ' ' I ' V
The sending site's logical channel identifier; The type.
of data in the packet can be determined by knowing the '
logical channel lD—‘to-dnta typc‘mapping. ‘Ihe current
implementation uses the following mapping: The a _
mappingisfiom DLM channels to’Tll channels, which
occur at the T11 level. At the time' the TH channel is
opened for a datatype. 'l'll dynamically assigns unique
DIM channels for difi‘elent data types in ascending
order starting from one (1). v' I ‘-
The packet sequence number. Distinguished from the
FragNo field which counts theftagments within a
packet. The Pitth field is used by the r'ecei‘ving site
peer to implement a sliding window protocol; This
allows lacket buii'ering which is used to compensate
for transmission delays. ’ V
If the SOP bit is set, then the eta-rent fragment is the
mutof npacket. ' I v _ ' ‘
If the BOP hit is set. then the current fragment is the
end of a packet. '
Reserved field. . V
The flagment sequence number. Distinguished from the
Mo field which counts the number of whole packets.
The .FrngNo is used by the receiving site peer to '
reassemble fragments into packets. The SOP and
EOP fields are used to locate the start and end of a-
whole packet, respectively.' The data field.

5,488,570

cnc
Flag

130
continued

Standard HDLC CRC field.
Smodard.}DLC Flag field.

Data Structures, Functions, and Messages
This section contains the data structures and definitions of

the functions and messages for Conferencing API 506. video
API sos,'audio API 512, and com API 510.
Conferencing API Data Structures, Functions. and Messages

Conferencing AP1506 utilizes the following data types:

LPHCALL
LPAVCB

LPCCB

LPBITMAPINFO

musics? .' . . .LPABBUSCARDINPO

Pointer to a call handle
'Pointer to an Audio Video Control
Block (AVCE).
Pointer to a Configure
Block (CCB).
Pointer to n Micmsofi ® Windows
BITMAPENFO structure that defines a.

rim Control

' DIE (Device-Independent Bitmap).
Pointer to the handle of a stream group.
Pointer to a ABBUSCARDINFO.‘
which defines the personal card
information, from Address Book.
Contains business card information;
format is specified by the GUI.

V Conferencing API 506 utilizes. the folloWing structures
that are passed—to conferencing API 506 in function calls
‘(e.g., CF___Init, CF_CapMon) and then passed by confer-
encing API 506 to the audio/video managers: 
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LPAVCB Pointer to an Audio Video Control Block
(AVCB) . ‘

LPCCB Pointer to a Configuration Control Block
I (CCB) .

LPBITMAPINFO ' Pointer to a Microsoft® Windows BITMAPINFO
structure ,that defines a DIB ’(Device-

Independent Bitmap) .

LPHSTGRP Pointer to the handle of a stream group.

LPABBUSCARDINFO‘ Pointer to‘ a ABBUSCARDINFO, which defines the
personal card, information, from Address Book.
Contains business card information; format is
Specified by the GUI.

Conferencing API 506 utilizes the' following structures

that are passed toconferencing A151 506 in'function calls (e.g.,

CF__Init, CF_CapMon) and then passed by conferencing API 506 to

the audio/video managers :

MCB (Media Control Block) v

» WORD wTypc Mediatype: ' _ M M)
» » CFM’LAUDIO - Audio Type (e.g., narrow or M
» . CFMT_VIDEO - Video Type -"

CCB (Configuration Control Block) >
» WORD wVersion Version Number I V
» MCB thediafl list of Media types supported by the system.

AVCB (Audio Video Control Block)
» WORD wType Local or remote AVCB type: ’
» CFAVCB_LOCAL - local AVCB type
» ' CFAVCB_REMOTE - remote AVCB type

Union {
// local AVCB
strum {

WORD wAln Audio input, hardware source
WORD wAGain Gain of the local microphone
.WORD wAMute _On/0ff flag for audio muting
WORD len Video input source
DWORdeVDRate , Maximum videovdata rate
WORD WVConn‘ast Video comrast adjustment
WORD wVTim Video tint adjustment
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wVBrightness ' Video brightness adjustment
wvcolor Video color adjustment
wVMonitor On/Off flag for local video monitoring"

wVMute On/Ofi‘ flag for local video muting. A’s‘the flag is
turned on/ot'f, it will temporarily stop or restart the
related operations, including playing andsending,
being perforined on this stream group. This can be
temporarily hold one video stream and provide
more bandwidth for other streams to use. For

example. a video stréam can be paused while ‘an
> audio stream continues, to speed up a file transfer.

} localcb

/.l remote AVCB

Struct { f , n
' WORD wAOttt Audio, Output hardware destination

WORD WAVol Volume of the local speaker ‘
WORDw‘AMute Orr/Off flag for audio muting
WORD wVOut Video output source ‘
WORD wVContrast Video contrast adjustment ‘

v worm wVTint _ Video Hot adjustment v .
WORD wVBrightness Video brightness adjustment
WORD wVColor ’ ' Video color adjustment .
WORD wVMute ' ‘ OnIOfi‘ flag for, local video muting

} remoter ‘ i

If ADDR Information - the address to be used for the conf. oppliCation to make a
, ' Connection/call, via issuing the CF_MakeCall with the remote site.

I" NOTE: This is the same as the TADDR 'struclure defined by TH. ‘
stntct { ' '

WORD w'l‘ype ' Type of Address, e.g., phone number, intemet
. ‘ address. etc; >

WORD wSize Size of the following address buffer
LPSTR lpsAddrBuf Address buffer

Conferencing API .506 utilizes the following constants:

Congerenc lng Call State's:

CCST_,_NULL Null State
CCST IDLE Idle State;
CCST:CONNECTED Connected state
CCS’I‘_CALLING Calling State
CCST_ACCEPTING Accepting _ State
CCST_CALLED Called state
CCST__CLOSING Closing State  
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Conferencing channel Statesé

CHST_READY , Ready State
CHST_OPEN V Opened state
CHST_OPENING Opening state
CHST;SEND Send state
CHST_RECV > Recv state
CHST_RESPONDING ‘ .V Responding state
CHST_CLOSING Closing state

Conferencing Stream Statee:

CSST_INIT Init state
CSST_ACTIVE 'Active state
CSST_FAILED Failure state

CStatus Return Values:

CF___OK _
CF;ERR_PATHNAME
CF_ERR__CCB' "
CF__ERR_AVCB v
CF_ERR_._TOO_MANY_._CAPIURE
CF__ERR__CALLBACK
CF.»_ERR_FIELD '
CF_ERR_STATE
CF_ERR__CARDINFO
CF;ERR_STRGRP
CF__ERR__FFQ_RMAT
CF_ERR_HANDLE
CF_ERR_PHONE#

' CF_ERR_.TIMEOUT' -
CF_ERR_INSUFF_BUFSIZE
CF__ERR__CALL '
CF__ERR__R-ESOURCE_FAIL

In the *abdve return valnes, CF_ERR_xxx means that the Pxxx"

parameter is invalid.

The functions utilized by conferencing API 506 are

defined as follows:

CF_Init

This function reads in the conferencing configUration parameters
(e.g., directory names in which the conferencing system software  
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are kept) from an initialization file (e.g., c:\cyborg\vconf.ini),
loads and-initialises the software Of video, comm., and audio
subsyStems. In addition, this function acquires the phone resource
that no other applications can access the resource until this
application makes a call to CF Uninit later to relinquish the phoneresource. '—

Also, it allows the application to choose between the messaging and
the callback interfaces to return the event notifications. The
callback interface allows the conferencing Software to call a user
designated function to notify the application of incoming events.
The messaging interface allows the conferencing_to notify the
application of incoming events by posting messages to application
message queues. The parameters to the function varying depending onthe notification methOd chosen. .

CStatus CF_Init( LPSTR V lpIniFile,
‘ ' ‘ LPADDR lpLocalAddr, '

LPCONN;CHR mlpConnAttributes,
I‘WORD. wFlag, . _

CALLBACK chppcall,
LPCCB , 1pch) I H

input vlpIniFile: thev pathname to the conferencing INIfile. '

lpLocalAddr:, pointer to the local address

lpConnAttributes pointer to the attributes requested for
incoming calls '

wFlag: Indicates the type of notification to be used:
CALLBACK_FUNCTIQN for callback interface
CALLBACK_WINDOW for post message interface

chppCall: the callback routine or the message interface to
return the notifications from the

remote site to the application.

output ‘

{lpch: v retUrns the handle to the configuration control
block, preallocated by the .

application that contains the configurationinformation.

Valid state(s) to issue:

Null Statev

State after execution:

CCST’IDLE
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Return values:

CF_OK _
CF_ERR_PATHNAME
CF_ERR_CCB
CF_ERR_CALLBACK
CF_ERR~RESOURCE_FAIL‘
CF_ERR_ALREADY_INITIALIZED

Callback routine: ,
FuncName (WORD wMessage, WORD wParam, LONG lParam)

wMessage: I the Window message type (e.g.,wCFM_XXXX_NTFY)
wParam:_ 'the Call Handle ' _'
lParam: _ additional Information which is message-specific

'NOTE: the parameters.of the callback function_are_equivalent to
the last three parameter passed to a Window message handler
function (Win 3.1).

'CF;Uninit

This_function'Writes out the conferencing configuration
parameters back to the initialization file (e.g., p
c:\cyborg\vconf.ini), 'unloads and uninitializes the software of

video, comm., and audio subsystegfiriJénIaddition, this function'With CF_Init.relinquishes the phone resource

CStatus CF_Uninit (LPCCB lpch)
ingut p ’ ,
lpch: the handle to the configuration control block that

contains the configuration information.

Valid state(s) to issue:
CCST_IDLE

State after execution:
CCST_NULL

Return values:
CF_OK
TED

Status Message:

CFM_UNINIT_NTFY: vUnInit complete.

Communication
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Call Management _
The Call Management functions_will provide the application the
ability to establish and manage callS/conneCtions to its peers on

' the network.

CF_MakeCall

This function makes a call to the remote site to establish a
call/connection for the video conferencing. This call will be
perfdrmed asynchronously.

After allv related {Operations fOr _CF_MakeCall. is .eventually
complete, the callback routine.(or the message) specified in the
CF_Init function will return the status of this call.

The Deer application will receive a CFM_CALL_NTFY callback/message
as a result of this call.

CStatus CF;MakeCall ( LPADDR - lpAddress,
' LPCONN_CHR‘ ' lpConAttributes.

-LPABBUSCARDINFO lpabCardInfo,
WORD TimeOut,
LPMTYPE lpMedial

in ut .

lpAddress: pbinter to the. address structure of the
destination (or Callee),.

1pConnAttributes pointer to the attributes requested for the' call. '

lpabcardlnfo: ‘ pointer to business card information of the
caller. ‘

wTimeOut: - Number of seconds to wait for peer to pickup
the phone.

1pMedia: pointer to a list of desirable media types.
~ If‘a null pointer is specified, the default

(best possibility) will be selected.

Valid state(S) to issue:
CCST_IDLE

State after execution:

'.CCST_cALLING

Return values:

CF_OK
CF_ERR_STATE
CF.ERR;HANDLE V
CF_ERR_RESOURCE_FAIL
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Peer Messages: .
A CFM_CALL NTFY message will be delivered to the remote site
to indicate the call request.

Status Messages: ,

' CFM_ACCEPI_NTFYE The peer process has accepted_' the call

CFM_PROGRESS_flTFY:. The optional progress
. information of the call

CF_PROG_D IAL_'I'.ONE
CF_PROG_DIALING4
CE_PROG_RINGBACK

CFM_REJECT_NTFY: . The error reported for the
V call -

CF;REJ_TIMEQUT
CF_REJ_ADDRESS .
CF_REJ;NETWORK_BUSY
CF_REJ_STATION_BUSY
CF_REJ_RESOUCE_FAIL

CF_AcceptCall

This function isgiifired to accept a call request,'received as partof the CFM_CALL
peer.

_ Jacallback/meSSage,-that was initiated from the

Both sides will receive a CFfl_ACCEPT_NTFY callback/message as a
result of this call.

CStatus CF_AcceptCall ( HCALL ; hCall,
LPABBUSCARDINFO lpabCallee;
LPMTYPE .. ~1pMedia)

hCall: .' handle to the call (returned by the CFM_¢ALL_NIFY
message).

lpabCallee: pointer to ABBUSCARDINFO of the callee who issuesthis function.

lpMedia: pointer to a list of desirable media types. If a
null pointer is specified, the default (best
possibility) will be selected.

Valid state(s) to issue:
CCST_CALLED

State after execution:

CCST_ACCEPTING
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Return values:
CF_OK "
CF;ERR_STATE
CE_ERRéCARDINFO
CF_ERR_HANDLE
CF_ERR_RESOURCE_FAIL

Peer Messages: ' v
A CFM;ACCEPT_flTFY message will be received by the remotesite.

Status Messages: ‘ ‘
A CFM_ACCEPT_NTFY message will be received by the acceptingsite.

cr_3éjéctCa11

Upon receiving a.CFM_CALL;NTFY message, this function can be issued
to‘ reject the incoming call request. In. fact, this. function
neither picks up the incoming call, nor sends a rejectiOn'message
to' the remote. Instead} it will simplyf ignore. the call
notification and let the peer appliéation time—out. This would
avoid.the unnecessary telephone charge or thequnpleaSeast rejection
to the caller. v ' W

The peer application will receive a CFMfiTIMEOUT_NTFY
callback/message aS'a result of this call.

CStatus CF_RejectCall (HCALL hCall)
input- -

hCall: __ handle to the call (returned. by the CFM_CALL_NOTIFY
message).

Valid state(s) to iSSue:
CCST_CALLED

Stete after execution:
CCST~IDLE

Return values:

CF_OK.
CF_ERR_STATB ,
CF_ERR_RESOURCE_FAIL

Peer Messages:

A CFM_REJECT_NTFY message will be resulted to the remote app

Status Messages:
none
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CF_HangupCa11

This function hangs up a call that was preViously established. It
releases all system resOUrces, including all types of streams,
channels, and data structures; allocated during this call.

CStatus CF_HangupCa11 (HCALL hCall)’
i222;
hCall; handle to the call

Valid state(s) to issue:

'CCST¥CONNECTED

State after execution:
CCST_CLOSING

Return values:

CF_OK
CF_ERR_STATE
CF_ERR_RESOURCB_EAIL

Peer Messagei ‘ l > ) _
A CFM_HANGUP_NTFY measage will be delivered to the remotesite. '

Status Messaée: _
A CFM HANGUP NTFY message will be delivered to the local
sitethen the Hangup is complete.

CF‘GetCallInfo

This functionv returns the current status information of the
specified call. '

CStatus CF_GetCallInfo ( HCALL . r hCall,‘
. LPCONN_CHR lpConnAttributes,

LPWORD ». lprtate,

LPMTYPE _ . lpMedia ‘
LPABBUSCARDINFO lpabCardInfO)

i gut . V -
hCall: handle to the call

outpgt
lprtate: current call state

lpConnAttributes: Connection Attributes

lpMedia: v a list of selected media types used for this
call. Note that thiS'liSt can be different
from the desired list.
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lpabCardInfo: peerYs business card information

Valid state(s) to issue:
- all Call states

state after execution:

unchanged

Return values:
CF_OK V
CF;ERR_RESOURCE_FAIL
CF;ERR_HANDLE ‘

Channel Management." v .
These Channel management functions will provide the application
the ability to establish and manage virtual channels to its peers
on the network. ’ ' >

CF_RegisterChanMgr‘

This function registers-a Callback or an application window whose
message processing funCtion will handle notifications generated
by network channel initialisation operations. 'This function must
be invoked before-any CF_0penChannel calls are made.

CStatus CF_RegisterChanMgr t HCALL .hCall,
WORD . .- wFlag.
CALLBACK chetCall)

input

hCall: handle to the call

wflag: /Indicates,the type of notification to be used:
CALLBACK_FUNCTION for callback interface-
CALLBACK_WINDOW for post message interface

chetCall: Either a pointer to a callback function, or a
window handle to which messages will be posted,
depending on flags;

Valid state(s) to issue:
sall_s£ete
‘ CCST;CONNECTBD

State after execution:
calI state ’ _

CCST_CDNNECTED

Return values:

CF_OK
CF_ERR_HANDLE
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Callback routine format:_
FuncName(UINT Message, WPARAM wParam, LPARAM lparam)

Message: The message type,
wParam: ‘Word parameter passed to function
lParam: Long parameter passed to function

NOTE: the callback function parameters are equivalent to the
second, third, as fourth parameters that are delivered to a
Window message handler function (Win 3.1).

Status Messages: none
Peer Messages: none,

CF_openChannel

This routine requests to open a network channel with the peer
application. The reSult of the action is given to the application
by invoking the callbadk routine specified by-the call to
CF_RegisterChanMgr; The application must specify an ID for this
transaction; This ID is passed to the Callback routine or posted
in a message,

Note that the channels to be opened by the CF_OpenChannel call is
always "write—only", whereas'the channels to be opened by the
CF_AcceptChannel call is always "readhonly".

CStatus CF;OpenChannel(HCALL hCall, LPCHAN_INFO lpChan, DWORD
dwTransID)

ingut'
hCall: handle to the call;

lpChan; ' Pointer to a channel structure.v Filled by
application. _
The structure contains:

— A channel number. .
- Priority of this channel relative to other

channels on'this_connection. Higher numbers
represent higher priority.

‘— Timeout value for the channel
- Reliability of the channel.
— Channel specific information. See CHAN_INFO
idefinition in TII- ‘

dwTransID: An application-defined identifier that is returned
with status messages to identify the channel
request that the measage belongs to.

Valid state(s) to issue:
g_a_1L_e_t_at'_e ‘

CCST_CONNECTED
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shasnel_etate
CHST_READY

State after execution:

call state__
CCST_CONNECTED

ghennel_atete
CHST_OPENING

Return values:

CF_OK
CF;ERR_HANDLE
CF_ERR_STATEpgmszV
CF_ERR;PEGRPFM ‘
CF_ERR;NO;CHANMGR
CF_ERR_CHAN_NUMBER
CF_ERR_CHAN_INUSE

Status Messages: .
CFM_CHAN;ACCEPT_NTFY: . The peer process has accepted

. request. .

CFM_CHAN_REJECT_NTFY: The Peer process has rejected
_ ’ request. '

CFM_CHAN;TIMEOUT_NTFY: No ansWer from peer

Peer Messages:
CFM;CHAN_OPEN;NTFY:

CF_Acceptchanne1

'A peer applicatign can issue Acceptchannel-in response to a
CFM_CHAN_OPEN;NTFY (Openchannel) message that has been received.
The.result of the Acceptchannel call is a one-way network channel
for receiving data.

Note that the channels to be opened by the CF_ppenChannel call is
always "write—only”, whereas the channels to be opened by the
CF_AcceptChannel call is always "read—only".

CStatus CF4A¢ceptchanne1(HCHAN hChan, DWORD dwTransID)
ingut
hChan: handle to the channel

dwTransID: A user defined identifier that was received as part
of the CFM_CHAN_OPEN;NTFY message.

Valid state(s) to issue:
s:ll.etate

CCST_CONNECTED
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channel state

CHST_RESPONDING

State after execution:
call state .

CCST_CONNECTED

channel st te

,CHST_OPEN

 
Return values:

‘ CF_0K
CF_ERR_HANDLE
CF_ERR_STATE;'
CF_ERR_CHAN_NUM>

Status Messages? none
Peer Messages:

CFM_CHAN_ACCEPT_NTFY The TransID is sent in lParam.

»CF;RejectChannel

This routine rejects en CFM_CHAN;OPEN_NTFY from the peer.

Cstatus CE_RejectChannel(HCHAN hChan, DWORD dwTransID)innnt ‘

hChan: Handle to the channel.

dwTransID: ‘A user defined identifier that was receive as part
' of the CFM_CHAN;0PEN_NTFY mesSage.

Valid state(s) to issue:
call state_

CCST_CONNECTED

channel state ;
CHST_RESPONDING

State after execution:
seil_§t§te

CCST_CONNECTED

stennel_§tete
CHST_READY
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Return values:

CF40K‘ .
CE_ERR_HANDLE
CE_ERR_STATE
CF_ERR__CHAN_NUM

Status Messages: none
Peer Messages: ' _: v

CFM_CHAN_REJECT_NTFY The TransID is sent as lParam.

'CF_RegiéterChanHandler

This function registers a callback or an applioation window whose
message proceSsing function will handle notifications generated
by netWork channel IO activitiesi The channels that are opened
will receive CFM4DATA SENT NTFY, and the accepted channels‘ will

receive CFM;RECV;COMPETE_NEFY.

CStatus CF_RegisterChanHandler(HCHAN hChan, WORD wFlag, CALLBACK
chhanHandleCall) . .
ingut v _
hChan:. ' handle to the channel.

wFlag: Indicates the type of notification to be used:
CALLBACK;FUNCTION for callback interface'
CALLBACx4WINDOW - ' for pest message interface
NOCALLBACK V for polled status interface.

chhanHandleCall: . ,
Either a pointer to a callback function; or a window handle
'to which_messages will be poeted, depending on flags.

Valid state(s) to issue:
gall—state

CCST_CONNECTED

W
CHST_pPEN

State after execution:
call state ‘

' 'CCST_CONNECTED

channel state I

CHST~SEND (FOR OUTGOING CHANNEL)
CHST4RECV (FOR INCOMING CHANNEL)
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Return valuesi

CF_0K'
CF_ERR_HANDLE
CF_ERR_STATE..
CF_ERR_CHAN_NUMBER

Callback routine format: .
FuneName(UINT Message, WPARAM wParam, LPARAM lParam)

Message: _The message type _
wParam: Word parameter passed to function - -
lParam: Long parameter passed to function (TransID)

NOTE that the callback function-parameters are equiValent to the
second. third, as fourth parameters that are delivered to a
Window message handler function (Win 3:1).

Status Messages: none

Peer Messages: none

CF_CloseChanne1

This routine will close a _network channel that was opened by
CF_ACCeptChannel or CF_ppenChannel. The handler for this channel
is automatically de#registered.

'Cstatus CF4CloseChanne1(HCHAN hChan, DWORD dwTransID)
input . .

hChan: _ handle to the Channel to be closed.

dwTransID: An application defined identifier that is returned
with the response notification.

Valid state(s) to issue:
sall_etete

CCST_CONNECTED

channel state ‘ I

CHST_SEND, CHST_RECV, CHST_OPEN

State after execution:
call state

CCSTLCONNECTED

Channel state r

CHST~CLOSING
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Return vaers:

CF_OK
CF;ERR_HANDLE
CF_ERR_STATE

Status Messages:
CFM_.CHAN_ CLOSE_NTFY :

Peer Messages: , .
CFM_CHAN_CLOSE_NTFY :

Data,Exchange

All the data communication is done in "message passing" fashion.
This means that any send will Satisfy any receive on a specific
channel, regardless of the length of the sent data and the
receive buffer length. If the length of the sent message is'
greater than the length of the posted receive buffer the data
will be truncated.

All these calls are "asynchrcnousfl, which means that the data in
the send.buffer must_not be changed until a CFM_DATA_SENQ;NTFY
notification has been sent to the applicationh and the contents of
receive buffer is net valid until a CFM_RECV_COMPLETE_NTFY has been
received for that channel.

CF_SendData

Send data to peer. If there are no receive buffers posted on the
peer machine, the data will be lost.

CStatus CFfiSendData(HCHAN hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID)
ingutv

hChan: Handle to the channel.
lpsEuffer: A pointer to the buffer to be sent.
Buflen: v The length of the buffer in bytes.
dwTransID: . This is a user defined transacticn ID which will

be passed to the channel handler along with other
status message data to identify the transaction
that the response belongs to.

Valid state(s) to issue:
call state

CCST_CONNECTED

W
C’HST_SEND
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State after execution:
call state _ ‘

V CCST;CONNECTED

thatnel_stets
CHST_SEND

Return values:

CF_OK_ _
CF_ERR;CHAN_NUMBER
CF_ERR_STATE ,
CF_CHAN;TRAN_EULL (Channel transaction table full)

Status Messages:
CFM_DATA SENT NTFY

Tells the application that the data has been extracted
from the buffer and it is available for reuse.

CFM_DATA_LOST;NTFY _
This message will be delivered to the caller if the
data could not be sent. -

Peer Messages: V”
CFM_RECV;COMPLETE_NTFY

indiCates that data was received.

CFM CHAN bATA LOST NTFY

* this message Will be delivered to the peer if there are
no Rechata calls pending. ,

CF_RecVData

Data is received through this mechanism. Normally this call is
issued in order to post-receive buffers to the system. When the
system has received data in the given bUEfers, the Channel
Handler will reseive a_CFM;RECV_COMPLETE_NTFY.

cstatus CF_Rechata(HCHAN hChan, LPSTR lpsBuffer, WORD Buflen,
DWORD dwTransID) ‘ -

input ,!
'hChan: Handle to the channel_ ;
lpsBuffer: A pointer to the buffer to be filled in.
Buflen: The length of the buffer in bytes; Max. bytes toreceive., ' »

dwTransID: This-is a user defined transaction ID which will
be paSSed to the channel handler along with other
status message to identify the transaction that
the response belongs to.  
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Valid state(s) to issue:
call state

CCST_CONNECTED'

channel state

CHST_RECV -

State after execution:
call state (

CCST4CONNECTED

staaaelistate
CHSTLRECV

Return values:

CF_OK
CF_ERR_CHAN_NUMBER
CF ERR STATE ’

CFZCHAfi;:RAN_FULL '(Channel transaction table full)

Status Messages:
CFM_RECV_COMPLETE_NTFY ,

indicates that data was received.

CFM_CHAN._DATA_LOST_NTFY , ‘
indicates that the buffer was too small for an incoming
data message, or some other data error. The contents of
the data thfer are undefined;

Peer MesSages:
none

Communication Control & Statistics

CF_Get

ChanInfo"

This function will_return‘various statistical information about a
channel. For examples: Bandwidth information, number of
Sends/seCODd,.number of reCeives/second, etc. Full set of
statistical infOrmation will be defined at a later time.

CStatus CF_GetChanInfo[HCHAN hChan, LPCHAN;INFO lpCsInfo)

inns;
hChan: Handle to the specified Channel
lpCsInfo: Pointer to a CHAN_INFO struct.
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Valid state(s) to issue:
call state

CCST_CONNECTED

channel'state

Any except CHST;NULL, CHST_READY

State after executioné
call»state.

CCST_CONNECTED

sham—nellatate
UNCHANGED

Return values:

CF_0K
CF__ERR_CHAN_NUMBER

StatuS'Messagesé'none

Peer Measages: none

Capture, Record, & Playback

These "convenience" Calls will provide the application the
ability to capture, record, and playback the audio/video streams
from the specified source (e.gr, from the local Audio/Video HW or
from the NetWOrk) and/or to the specified sync (e.g., local
Audio/Video HW, File, or Network).

cr_capnon

This function starts the capture of_video signals from the local
camera and displays them (via the HW "monitor" function) in the

local_video_window which is pre-opened by the application. Also,
it starts the capture of audio signals from the local microphone
and plays them back through the local speaker. Note that as part

of the capture' function, this '"m 'gog" fundtion is -slightlydifferent from the "play? functionfléigiihéfi¢later in "C3_PlayRch"
and "CF4Play3tream". The "monitOI" function is a low—overhead
display. operation' supported Tby the Video ’hardware that moves
uncbmpressed.digital video from-camera to the monitor screen;
Therefore, this function onlvaorks fer local video stream. For
the remote video stream received from the network, the "Play"
function must be used to display it on the screen (see later
section for more details). Also, the monitor function can be turned
on/off later using CF_ControlStream calls.
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This function allows the user to preview his/her appearance and
sound before sending the signals out to the remote.

CStatus CF_CapMon (HWND hWnd, LPHSTGRP lphStgrp, lpAInfo, lpVInfo)
ingut‘ ‘
hWnd: ~ handle to the local_yideo;window pre—opened-by the

' application '
lpAInfo: Pointer to AINFO structure describing Audio stream. attributes

lpVInfo: Eointer to VINFO structure describing Video streamattributes v

output , .

lphStgrp: pointer to the handle of a stream group to be
‘ - captured

Valid state(s)_to issue:
CSST_INIT

State after execution:

CSST_ACTIVE

Return values:

CF_OK
CF_ERR_TOO_MANY_CAPTURE‘
CF_ERR_HANDLE
CF;ERR_RESOURCE;FAIL

cr;riayRcvd

This function starts the reception-and display (via the software
"Play" function) of remote video signals in the remote_video_window
which is pre—opened by the application. Also, it starts the
reception and play of.remote audio signals back through the local
speakersy' The "Play" function that is automatically invoked as
part of this function can be later turned on/Off by the application
by issuing calls to CF_PlayStream.

Note that the call can only be correctly issued after the phone
connection is made. 'Otherwise, "CF_ERR_STATE" will be returned by
the call. Also, ' V

CStatus CE_PlayRcvd (HWND hWnd, HCALL hCall; LPHSTGRP lphStgrp)
input ' ' I .
hWnd: handle to the remote_yideo_window pre-opened by the

~ application , ,
hCall: handle to the call

lpAInfo: Pointer to AINFO structure describing Audio stream
' .attributes , , v . ,

lpVInfo: ‘ Pointer to VINFO structure describing Video streamattributes '
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output .
lphStgrp: pointer to the handle to a stream group to be

received

Valid state(s) to issuezr

' CCST_CONNECTED & CSST_INIT

State after execution:

CCST*CONNECTED & CSST_ACTIVE

Return values:

CF_OK
CF_ERR_HANDLE
CF_ERR;STATE
CE_ERR_RESOURCE_FAIL  

CF_PlayStream

This function starts or stops plaYing the captured video and
audio streams of a specified stream group.

CStatus CF_PlayStream (HWND hWnd, HSTGRP hstgrp, Word wFlag)
input -, '
hWnd: , handle to the "Play" window pro-opened by the

application‘ . '
hStgrp: handle to the stream group
wFlag : ' start/stop flag

Valid state(s) to issue:
CSST_ACTIVE ‘

State after execution:

CSST_ACTIVE

Return values:

CF_OK
CF_ERR_STATE
CF_ERR_STRGP
CF_ERR_flANDLB ;
CF+ERR_RESOURCE_PAIL.

CF~RecordStream

This function starts c: stops recording the captured video and
audio streams of a‘specified stream group into a specified file.
Currently, .the only' suppdrted file format is AVI File. Also,
recording streams in a file will overwrite, instead of append, to
an existing file.  
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CStatus CFéRecordStream (HSTGRP hStgrp, Word wFormat, WOrd wPlag,
LPSTR lpPile) »
inputv ‘
hStgrp: handle to the stream group
wFormat: ' the file format for recording
wFlag : start/stop flag
lpFile: the pathname to the AVI file to record the A/V

streams '

Valid state(s) to issue:
CSST_ACTIVE

State after execution:

CSST;ACTIVE

Return values:

CF_OK .
vCF_ERR~STATE
CF_ERR_STRGP
CF ERR RESOURCE_FAIL
CF4ERR:FILE

Stream Control & Status

These "convenience" calls will provide the application the
ability to control and obtain the status information of the
specified stream group. A v~

CF_C0ntrolStream

This function set the parameters to centrol the capture or
playback functions of the local or remote video and audio stream
groups. ' ~v

CStatus CF;pcntrolstream (HSTGRP hStgrp, WORD wfield, LPAVCB
lpAvcb) v
ingut ' . '

'hStgrp: handle to‘a stream group ’
wfield: field of the AVCB to be modified, the'valid fields

- for local and remote‘AVCB are listed below:
‘ TBD

lpAvcb: Pointer to the AVCB

Valid state(s) to issue:
all states except CSST_INIT

state after execution:
unchanged
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Return valués:

CF_OK .
CF_ERR;FIELD
CF_ERR_STRGP
CF ERR_STATE .
CE_ERR_RESOURCE_FAIL

CF_GetStreamIn£o

This function returns the current state and the AVCB,
preallocated by the application, of the specified stream groups,

. . , LPMMRh‘

CStatus'CF_GetStreamInfo (LHSTGRP hStgrph£FW9aD lpwstate, LPAVCBlpAvcb)
input > _

hStgrpz, handle to a Stream group

t 22522:
lprtate: return current application state
lpAvcb: v return the pointer to the AVCB preallocated by the

' - application.

Valid State(s) to issue:
all states

State after execution:

unchanged

Return values:
CF_OK '
CF_ERR_RESOURCE_FAIL

CFLpestroyStream

This function destroys the specified stream group that Was
created by CF;CapMon or CF_PlayRcvd. As part of.the destroy
process, all operatidns (e.g.,.sending/playing) being performed
on the stream group will be stopped and all allocated system
resources will be freed.

CStatus CF_DestroyStream (HSTGRB hStgrp)
input _, .

hStgrp: > handle to a stream group to be destroyed

Valid state(s) to issue:
All stream states except CSST_INIT

State after execution:

CSST_INIT
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Return values:

CF_OK. _
CF__ERR__STG_RP

Network Linking

These “conveniencé” calls will provide the application the
ability to~start/stop sending active captured audio/video streamsto the network.

CF_SendStream

This function starts or steps sending the captured video and
audio streams of a specified stream group to the remote.

CStatus CF_SendStream (HCALL hCall, HSTGRP hStgrp, Word wFlag)
ingut > I
heall 2 V handle to the Call
hStgrp: handle to the stream group
wFlag : start/stop flag

Valid state(s)‘to issue:

CSST_ACTIVE

State after execution:
CSST_ACTIVE'

Return values:

CF_QK ' I
CF_ERR_STATE
CF_ERR_STRGP
CF;ERR_CALL.
CF_ERR_RESOURCE_FAIL

CF_Mute

This function stops or resumes sending the captured Video and
audio streams of a specified stream group to the remote site.

CStatus CF_Mute (HCALL hCall; HSTGRP hStgrp, Word wFlag)
AEEEE
hCall : ‘ handle to the call

hStgrp: handle to the stream group
wFlag : start/stop flag

Valid_state(s) to issue:
CSST_ACTIVE  
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State after execution:

CSST_ACTIVE

Return values:

CF_OK
CE;ERR;STATE
CF;ERR_STRGP,
CF_ERR_CALL
CF_ERR_RESOURCE_FAIL

Frame Grabbing

CF_SnapStream

This fUnction takes a snapshot of the video stream of the
specified stream group and returns a still image (reference)
frame inva buffer allocated by the VCI DLL to the application.
Currently, the only supported image fOrmat is DIB. '

CStatus CF_SnapStream (HSTGRP hStgrp, WORD WFormat, LPDWORD
lpdwbufsize, LPBITMAPINFO lpDib)
inner

hStgrp: handle to a stream group
wFormat: still image format )

outgut .
lpdwbufsize: size of the returned buffer.
lpDib: pointer to the DIB buffer allocated by the VCIDLL.‘

.Valid state(s) to-issue:
CSST_ACTIVE

State after exeCution:
unchanged

Return values:

CF4OK
CF_ERR_STATE
CF_ERR_STRGP‘

.CF_ERR_EUFFER~
CF_ERR_INSUFF_BUFSIZE
CF_ERR_RESOURCE_FAIL

The mesSages utilized by conferencing API 506 are defined as
follows:
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This section describes the messages generated by VCI and the
parameters that are passed along with them.

Call Messages

CFM_CALL_NTFY

This is a notificatidn message that the system has just received

a call request initiated from the remote site.

CFM;CALL_NTFY

Begurned Parameters V , p ' .
wParam HCALL handle to the call, This handle

should be used to accept/reject the
call.

lParam LPV_GBACK pointer to a structure containing

incoming-call info:
LPADDR Pointer to address

. of Caller

LPCONN_CHR Pointer to
. Connection

Attributes

}

Valid Call States To Receive the Notification:
CCST_IDLE .

'State after receiVing the meSSage:
I CCST_CALLED

CPM_PROGRESS_NTFY

This is a notification message that returns the status of the call
in progress from the phone system.

CFM_PR0GRESS_NTEY
Returned Parameters
wParam HCALL handle to the call in progress
lParam DWORD ' substate of the call

Valid wSubState values:

CF_PROG;DIAL_TONE
CF_PROG_DIALING

I CF_PROG_RINC-BACK
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Valid Call States To Receive the Notification:
CCST_CALLING '

State after receiving the meSsage:
>CCST_CALLING

CFH_ACCEPT_NTFY

The remote site has accepted the call requeSt issued locally.

CPM_ACCEPT_nTFY

Returned Parameters
wParam HCALL ‘handle to the call.

lParam ‘ LPV_CBACK pointer to a structure containing call

info:
LPCONN_CHR Pointer to

‘Connection
- Amtributes

LPABBUSCARDINFO Pointer to
v BusinessCard info of

‘ peer '
LPMTYPE Pointer to Media

} Types structure

Valid Call states To Receive the Notification:
' ccst_ACCEPTING/CCST_CALLING

State afiter_receiving the message:
CCST_CONNECTED

CFM_REJECT_NTFY

The connection/call can not be made due to the situation
described'in the substates.

CFM_REJECT_NTFY

Returned Parameters
lParam ' DWORD I sUbstate of the call

Valid wSubstate values:

' CF_REJ;TIMEOUT_
CF_REJ_ADDRESS .
CEvREJfiNETWORK;BUSY
CE_REJ_STATION;BUSY
CF_REJ_RESOUCE_FAIL
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'Valid Call States To ReceiVe the Notification:

CCST_GALLING . .

State after receiving the message:
CCS'If_'_IDLE

CEM_HANGUP_NTFY

The remote site has hung up the call, or this is a response to a
locally initiated Hangup.

CFM_HANGUP._NTFY,

Returned Parameters '
wParam HCALL' handle to the call

Valid call States To Receive the Notification:
CCST_CONNECTED and CCST_CLOSING

State after receiting’the message:
CCST_IDLE

Channel Messages

The following messages are generated in respbnse to the various
channel related functions as described with the function
definitions. ~ v‘

cm_cam_accspr_inm

This is a notification message indicating that the peer has
accepted the Open Channel requeSt (via issufiing a
CF_Accept_Channel call).

CFM_CHAN_ACCEPT_NTFY

We: .
wparam HCHAN Handle to the channel to be used

‘ ” subsequently by the application.
lParam DWORD V TransID provided by the application,

' that identifies the application
transaction related to this
notification.

Valid States To Receive the Notification:
gallstafi . V

CCST__C ONNE CTED ,
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channel state

CHSTF0PENING

State after receiving the message:
call state

CCST_CONNECTED

channel statg‘
'CHST_OPEN

cFM_CHAN;Rancw_NTFY

This is»a notification message indicating that the peer has
rejected the Open Channel request (via issuing a
CP’RejectChannel); ' -

CFM;CHAN_REJECT_NTFY

Returned Parameters

lParam. DWORD Trans lD provided by the application,
that identifies the application
transaction related to this
notification. '

Valid States To Receive the Notification: -
tall_state

’ CCST_CONNECTED

sheanel_etate
CHST_OPENING

State after receiving the message:
call state? -

CCST_CONNECTED

channel state

CHST_READY

CFM_CHAN_TIMEOUT_NTFY

This is a notification message indicating that the peer has
failed to anSWer the Open Channel request before the local timer
expires. '

CFM_CHAN_IIMEOUH;NTFY  
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Returned Parameters .

lParam DWORD TransID provided by the application,
that identifies the application
transaction related to this
notification..

Valid States To Receive the Notification:
gall_§tat§

CCST_CONNECTED

channel state .

CHST_OPENING

State after receiving the message:
call state V ‘

CCST;CONNECTED

channei_atate
* CHST_READY

CFM_CHAN_9PEN;NTFY

This is a notification measage indicating that the peer has
initiated an Open Channel request (via issuing a CF_Open_Channel
call)“

CFM_CHAN_QPEN_NTFY

Returned Parametere
wParam HCHAN ‘ Handle to the Channel to be used

- subsequently by the application.

lParam LPV_CBACK Pointer to info about incoming channel

fequest
DWORD TransId (to be used in

Accept/Reject'Channel)
HCALL Handle to Connection

LPCHAN_INFO Channel Info passed by

} peer

Valid states To Receive the Notification:
gall_§tete

CCST_CONNECTED

channel state
CHSTLREADY
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State_after receiving the message:
9M2 .

CCS T_CONNE CTED

channel state a -_
CHST__RESPOND ING

CFM_CHAN_CLOSE_NTFY

This nga notification message indicating that the peer has
initiated a Close Channel request (via issuing a CF_Close_Channel
call). This may also be in reSponse to a locally initiated Close
Channel." ‘ - v

CFM_CHAN_-CLOSE_NTFY

Returned Parameters
wParam -HCHAN ' Handle to the Channel

lParam DWORD ‘ If the callback is,a remote Close
'indication, lParam = 0

If the callback is a response to a
locally initiated CloseChannel

lParam = TransID specified by app.

Valid States To Receive the Notification:
call stage g{ ‘

CCST_CONNECTED

CHST_SEND, CHST_._RECV, CHST OPEN

state after receiVing the message:
call state . V, '

CCST_CO_NNECTED

We:
CHST_READY

cm_mm_sm_mn

This is a notification message indicating that the data in the
buffer has been sent-out (via the previous call to the '
CF Send Data). The data buffer used in the CF_Send_Data is now
available_for reuse,

CFM_DATA_SENT_NTFY
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Returned Parameters _ _

wParam WORD The actual number of bytes sent.
'lParam DWORD TransID provided by the application, that

» identifies the application transaction
related to this notification. ‘

Valid States To Receive the Notification:
call state-

'CCST;CONNECTED

shannsl_state
CHST_SEND

State after receiving the message:
call state

CCST_CONNECTED

thnnel_stete
CHST_SEND

CFM;RCV_CQMPLETE;NTFY

This is a notification message indicating that the system has
received.data_in the buffer posted by the application (via

issuing CF_Rechata calls). '

CFM_RCV_COMPLETE;NTFY

Returned Parameters ‘ e .
wParam WORD_~ The actual number of bytes received
‘lParam DWORD TransID provided by the application,

' that identifies the application
tranSaction related to this
notification.

Valid states To Receive the Notification:
sell_stese v Au

'CCST_CONNECTE

channel state

CHST_RECV

State after receiving the meSsage:
call state . V ;

CCST_CONNECTED

channel state
‘CHST_RECV   
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CFM_DATA_LOST_‘_NTFY

This is a notification message indicating that the data sent is
lost because the peer had no data buffers available to receive
it. This message will be delivered to both the sender and the
receivervapplications.

CFM_DATA_LGST_NTFY

Returnevaarameters _
wParam WORD , Number of bytes lost
lParam DWORD TransID provided by the application,

. » that identifies the application
transaction related to this
notification;

Valid States To Receive the Notification:
call state v

CCST_CONNECTED

channel‘state.

CHST_SEND
CHST_OPENV

State after receiving the message:
we

CCST_CONNECTED

W
UNCHANGED

Video API Data StructuresI FunctionsI and Messages

Video API 508 utilizes the following data types:

VSTATUS Video subsystem interface return status type.
_ _ WORD (16ebit) value. ."

HvsrRM Handle to a video stream '
LPHVSTRM Pointer to the handle to a video stream
LPVINFO POinter to a video information (VINFO) structure
HVCCB Handle to the Video Configuration Control Block

(VCCB) A V

LPCHANID Pointer to the network channel ID (CHANID)
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Video API 508 utilizes the following structures:

3.1.2. Structure
Types

VINFO (Video Stream Information)

»

Z)

WORD

WORD

DWORD

WORD
WORD
WORD

WORD
WORD

WORD

Union

// local

strdct‘{
WORD ’

WORD

DWORD
WORD

WORD
WORD

} local
// remote video stream

struot-{
WORD I

WORD

} remote

HASTRM

}

wType

wkeserved

dwFlags

wContrast
wTint
wSaturation

wBrightness
wDiSplayRate

wResérvedz

_video stream

wCaptureSource

wCaptureFormat

wCaptureDriver
wDataRate.

wMaxFrameRate
wQualitYPeroent

wPlaybackTarget

wReserved

hAStrm

Local or remote video
stream

DWORD alignment, future
use

Flags bits: various
exClusive attributes

Contrast adjustment
Color adjustment

Saturation value .
Brightness‘adjustment
Monitor/Playback window‘
Blt rate; <= IRV frame
rate, ; ”
DWORD alignment, future
use

Video capture source
. (placeholder)

Video capture format
, (IRV, YUV—B, etc.)

Four CC code
Maximum video data rate

(kbits/sec)
1-30 -

0-100; 0 s Lowest

quality, least
number of frames
dropped; 100 =
Highest quality,
most~number-of

frames dropped

Video playback
hardware

(placeholder)
Alignment, future
use

Aesociated audio
stream, as needed
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video API 508 utilizes the following constants:

Constants

State values: .
VST_INIT ' Init state

JVST_OPEN J Open state
VST4CAPTURE Capture state
VSI_PLAYr ' Play state
VST4LINKIN' Link In State
VST_LINKOUT Link Out state
VST;ERROR - ErrOr state

Status Values

V OK for successfuloggfiugnl(=o)
V_ERR general errorA in the system
V_ERR._VINFO invalid VINFO * .
V_ERR_HWND ‘ invalid window handle
V_ERR_STATE invalid stream state to issue this

' function;x

V_ERR_HVSTRM invalid stream handle
V;ERR;CHANID inValid network channel
V_ERR_RSCFAIL sYsteM‘reSource failure
V_ERR_FLAG duplicated operation or invalid flag
v_sRR_FIELD invalid VINFO field

The functions utilized by video API 508 are defined as
follows:

VOpen

This function opens a video stream. .An info structure specifies
stream attributes;= Caller specifies window messages or callback
function for stream event notification. Stream event
notification-is TBD.

VSTATUS VOpen (LPVINFO lpVInfoi LPHVSTRM lphVStrm, DWORD
dwCallback, v

DWORD dwCallbackInstance, DWORD dWFlags,
int far * lprield)

ingut
lpvinfo: I pointer to the video information structure, VINFO,

with specified attributes. If a NULL LPVINFQ is
specified, the default attributes set up as part
of configuration will be used.

dwCallback: Specifies the address of a callback function or a
handle to a window. In the case of a window, the
low-order word is used.
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Messages sent tO'a callback function are similar
to messages sent.to a window, except they have two
DWORD parameters instead of_a UINT and a DWORD
parameter. See the Microsoft Multimedia

Programmer's Guide, pp. 5—10 for guidelines in
writing a callback function.

dWCallbaokInstance: .
‘ ' Specifies user instance data passed to the

callback. Unused if dwCallback is a window.
dwFlags: VOpen flags parameter; flag values OR'd into

parameter.-
For parameter dwCallback, values are:

. CALLBACK_FUNCTION-indicates callback function
used. . . .

CALLBACK_WINDOW indicates window handle.

outgut ' . V
VSTATUS:‘ returned parameter; see return values,.below.
lpthtrm: pointer to an opened video stream handle, returned

H if VSTATUS=V_OK. '
lprield: V a field in VINFO was incorrect. This parameter is

valid only when VSTATUS returns the value: ‘
V;ERR_VINFO. A 41 indicates VINFO was more
generally in error.

Valid state(s) to isSue:
VST_INIT'-

State after successful execution (V OK):
VST_OPEN ~

Return values: , > ‘
V;OK : fer succesSful return (=0)
V_ERR_VINFO' : invalid VINFOV‘ ‘
V_ERR_RSCFAIL : system resource failure

3,3.2. VCapture

This function starts/stops capturing a video stream from.a local
video hardware source, such as a video camera or VCR. The
captured video can be diaplayed in a Window by using the VMonitor
function. A-capture source is not explicitfly defined but
'implied to be the local video capture hardware and driver.

VSTATUS VCapture(HVSTRM hVStrm, BOOL bFlag),
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input
hVStrm: handle to a video stream.

bFlag: On/Off flag. Off=FALBE and On=TRUE.

Valid state(s) to issue: .

VST_OPEN ' (VCathre — on)
VST_CAPTURE (VCapture — off)

State after execution: v
VSTLOPEN'. -> VST_CAPTURE_
VST;CAPTURE -> VST_OPEN

Return values:

V40K' 2 for successful return (=0)
V_ERR;STATE : invalid stream state to issue this function
v;ERR;HVSTRM‘ : invalid stream handle
V_ERR_RSCFAIL : System Iagource failure

VHonitor

This fUnction starts/stops monitoring (displaying video in a
window) a video stream.captured‘from local video camera or VCR.
The capture source is specified in the VCapture function: see
above. '

VSTATUS VMonitor(HVSTRM hVStrm, HWND hWnd, BOOL bFlag)

input
hVStrm: handle to a video stream.

hWnd: handle to a window, pre-Opened by the app, in which
monitoring is to take place.
If bFlag=FALSE, then the previously specified monitor
window isl‘disassociated from the stream (and the

. specified window is ignored)l
bFlag: On/Off flag; Off=FALSE and On=TRUE.

Valid state(s) to issue:

VST_CAPTURE/VST_LINKOUT

State after execution:
unchanged

Return values:

V_OK : for suCcessful return
'V_ERR_STATE : invalid stream state to issue this function
V_ERR_FLAG : duplicated operation
V—ERR_HVSTRM. : invalid stream handle
ngRR_HWND : inValid window handle
V;ERR_RSCFAIL : system resource failure
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3.3.4. VLinkOut

Link a network video sink to a video stream for remote
transmission.. Usage: Local capture to network output.

VSTATUS VLinkOut¢HVSTRM hVStrm, HCHAN hChan, BOOL bFlag)

input
hAStrm : handle to the video stream.

hchan : Channel handle of the video output sink.
If bFlag=FALSE, then the previously specified
channel is disassociated from the stream (and the
specified channel is ignored).

bFlag : link or unlink flag. Link=TRUE; Unlink=EALSE.

Valid state(S) to issue:
VST_CAPTURE (VLinkOut - link)
VST_LINKOUT (VLinkOut - unlink)

State after execution:
VST_CAPTURE —> VST_LINKOUT
VST_LINKOUT I —> VST_CAPTURE

Return values: . V v

V_OK : for Successful return
V_ERR_STATE : invalid.stream state
V_ERR;CHANID : invalid network channel for video output. . source'

V;ERR_RSCFAIL : system resource failure

3.3.5. VLinkIn.

Link a network video source to a video stream for playback.
Usage: Network input to local playback.‘

VSTATUS VLinkIn(HVSTRM hVStrm, HCHAN hChan, BOOL bFlag)

ingut . .
hVStrm: handle to the video stream.

hChan: Channel handle of the video input source.
If bFlag=FAL$E, then the previously specified channel
is disassociated from the Stream (and the specified
channel is ignored). _

bFlagz' link or unlink flag. Link=TRUE; Unlink=FALSE.
If FALSE, then ChanId is disassociated from the stream.

Valid state(s) to issue:
VST OPEN. VLinkIn — link)

vsimmm VLinkIn - unl ink)
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State after execution:
VET OPEN -> VST LINKIN

VST:LINKIN —> VST:OPEN

Return values: Vt
V OK : for successful return

V_ERR_STATE : invalid stream state -
V_ERR_QHANID : invalid network channel for video inputV source

V;ERR_RSCFAIL : system resource failure

3.3.6. VPlay

This function starts/stops playing a linked-in video stream by
consuming a video stream from a video network source and
displaying it in a window. Specifics of the Video network source
are assigned the stream using the VLinkIn function; see above.

VSTATUS VPlay(HVSTRM hVStrm, HWND hWnd, BOOL bPlag)

in ut .
hVStrm: handle to the video stream.
hWnd: handle to a window pre-opened by the app.
bFlag: -start play or stop play flag. P1ay=TRUE; Stop

Play=FALSE. -
If stop play, then hWnd is disassociated from the
stream (and the specified window is ignored).

Valid state(s) to issue:

VST_LINKIN (VPlay — on)
VST_PLAY (VPlay - off)

State after execution: v
VST PLAY -> VST LINKIN

VST:L:NKIN -> VST:PLAY

Return values:
- V OK : for successful return

V_ERR_STATE 2 invalid stream state to issue this function
V_ERR;flVSTRM v : invalid stream handle
V_ERR_RSCFAIL : system resource failure
V_ERR_FLAG : duplicated operation

VPause

This function pauses or unpauses a video stream captured or
played locally.
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NOTE: This function is currently unimplemented. Its function has
been found to be available via combinations of the other stream

functions. To pause a loCal stream, use VMonitor (off); to pause
the remote stream, use VPlay (off). To mute the local video
stream, at the remote site, use VLinkOut (off).

VSTATUS VPause(HVSTRM hVStrm, BOOL bFlag)

in ut

hVStrm: handle to the video stream.

bFlag: PauseOn/Pauseoff flag. PauseOn=TRUE; PauseOff=FALSE.

Valid statels).to issue:

vst_CAPTURs
VST_PLAY
VST_LINKOUT

State after execution:

Unchanged

Return values: ‘_
V_OK .' : for successful return >
V_ERR_STATE ' : invalid stream state to issue this function
V_ERR_HVSTRM : invalid stream handle
V_ERR_FLAG : duplicated operation
V_ERR;RSCFAIL : System resource failure

3.3.8. VGrabframe

This function grabs the most current still image (key frame) from
a specified video stream. The frame is returned in a DIE format.
VGrabframe allocates the D13 bits buffer, and the user must free
it. The user provides the DIB BITMAPINFO structure, of maximum
extent; which is of fixed length.

VSTATUS VGrabframe(HVSTRM hVStrm, LPSTR FAR *lplpvbits,
LPBITMAPINFO lpbmi)

inset .
hVStrm: handle to the video stream.

lpbmi: pointer to a D18 BITMAPINFO structure. The
EITMAPINFO must have an extent equal to a
bmiColors array with 256.entries, giving a
BITMAPINPO structure of maximum length.
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Quay}:

lplpvbits: pointer to a pointer to a DIB image buffer that is
allocated by the video manager and freed by the
application.v Windows.GlobalAlloc (with memory
attributes GMEMflMOVEABLE I GMEM_SHARE) and
GlobalLock are used to allocate the DIB bits
memory. ' » ‘

Valid state(s) to issue:
VST;MONITOR
VST_PLAY

State after exeCUtion:
Unchanged

Return values:
VVOK : for successful return

V:ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM_ : invalid stream handle
V_ERR_RSCFAIL_ : system resource failure

VCntl

This function controls a video stream by adjusting its parameters
(e.g.;‘Tint/Contrast, Frame/Data Rate). ,

VSTATUS VCntl(HVSTRM hVStrm, LPVINFO lpVIhfo, WORD wField)

ism—t

hVStrm : handle to the video stream

m

lpVInfo : pointer to the video information structure, VINFO,
that was preallocated by the apps, bUt filld by the
vide manager. I

wField : field value to be changed.

Valid state(s) to issue:

all states except VSTLINIT

State after execution:
unchanged

Return values:

V_OK : for successful return
V_ERR_HVSTRM : invalid Stream handle
V_ERR_STATE : invalid stream state to issue this function
V;ERR_FIELD : invalid VINFO field
V*ERR_LPVINFO : invalid VINFO pointer
V_£RR_RSCFAIL : system resource failure
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3.3.10. VGetInfo

This function returns the status of a video stream.

VSTATUS VGetIth(HVSTRM hVStrm, LPVINFO lpVInfo, LPWORD lprtate)

issue . ,
hVStrm: handle to the video stream.

output . « ‘.
lpVInfo: zhandle to the video information structure, VINFO, that

was preallOCated by the apps, but filled by the video
- manager V a _ . .

lprtate: pointer to a WORD where the state of the speCified
stream can be returned.

Valid state(s) to issue:

all states except VST_INIT

State after execution:
unchanged

Return values:

V;OK ‘: for successful return
V_ERR_STATE : invalid stream state to issue this function
V_ERR_HVSTRM : invalid stream handle
V_ERR_LPVINFO : invalid VINFO pointer

VClose

This function closes a video stream and releases all system
resources allocated for the stream.

VSTATUS VClose(HVSTRM hVStrm)

inset
hvstrm: handle to the video stream.

Valid state(s) to issue:
All STATES except in VST_INIT

State after execution:
ST_INIT

,Return values:V OK : for suCCessful return

V:ERR_HVSTRM : invalid stream handle
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3.4. Video Subsystem Functions

The subsystem functions are used to manage and return information
about the video subsystem as a whole. This includes subsystem
initialization, shutdown, and cost, or utilization, information.

3.4.1. VInit

This function initializes the video subsystem. Capture and
playback applications can be started. Windows INI file entries
are used to configure the subsystem.

Subsystem initialization also includes the measurement of the CPU
and disPlay subsystem (graphics adapter) in order to provide
video cost information; see VCost, below.

VSTA'I‘US ‘VInit (denitFlags)

input V '
denitFlags: initialization flags. Flag bits are OR’d

to determine interface options. Current
f1ag»bitS'are:

VM_CAPT_INIT: start capture
application

VM_PLAY_INIT: start playback
application

Return values: v

V”OK: for successful return
V_ERR: general error

3.4.2. vshutdown

This function uninitializes, or stops, the video subsystem.
Capture and playback applications are stopped.

VSTATUS VShutdown()

Return valués:

V_OK: for successful return
V_ERR: . general error

VCost

This function gives the percentage utilisation of the CPU
required to support a given video stream;

5:]!
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The function can be called repeatedly, and at any time after the
video manager is initialiZed (VInit called). Repeated calls can
be used to determine an "optimal" configuration of local and
remote video windows.

VSTATUS VCost(wRes, wDispFreq, wFrameRate, wFormat, dwFlags,
lprost) .

input : 7
wRes: ’\ resdlution of a video display window.
wDispFreqz‘ display frequency of a video display window.

' Display frequency is a function of the
FrameRate.

1 = All frames; 2 = Every other frame; 3 =
Every third frame; etc. 0 = no frames
displayed.

wFrameRate: captured video frame rate (fps). For IRV, this
' is typically 10715 fps.

wFormat: defines the video compression algorithm.
' currently supported values are:

CAPT_FORMAT_IRV
CAPT_FORMAT_YUV

dwFlags: Flags which further specify specific video
attributes; _
Currently suppported values are:

LOCAL_STREAM‘ (=0xl)
. REMOTE_STREAM (=0x2)
These values specify whether the video in
question originates locally or remotely.

pointer to a WORD where a system utilization
value can be returned. The value returned is a-

system utilization percentage. It is 0 or
greater. Values greater than 100 can be
returned. ‘

Return values:

V OK: for successful return

V:ERR: ’ general error

Audio API Data Structuresl FUnctionsi and Messages

Audio API 512 utilizes the following data types:

HASTRM Handle to an audio stream
LPHASTRM Pointer to the handle Of an audio stream
AINFO Audio information structure
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LPAINFO Pointer to an audio information structure
ACCB - Audio Compression ContrOl Block
LPACCB Pointer to the Audio Compression Control Block

ADEVCAPS Audio Device Capabilities structure
LPACAPS, Pointer to the Audio‘Device Capabilities structure
STATUS Status code returned by Audio-Subsystem

Audio API 512 utilizes the following structures:

ADevCaps

OUT WORD wVersion ‘ Version of the audio
. manager

OUT WORD wMid Manufacturer ID

OUT WORD wPid - ' Product ID

OUT char srPnameEMAXPNAMELE NULL terminated string
N] ‘ containing the name of

the audio manager

OUT DWORD dwFormats Sample wave formats
' supported by subsystem

when no compression is
used

OUT WORD wChannels Number of audio channels
' supported by driver

(mono (1) or stereo (2))

IN WORD ‘ ‘nAcceptCoders Size of ACCB array
referenced by lpACCB

OUT WORDV nReturnCoders Number of ACCB
structures returned in

ACCB array referenced by
lpACCB

IN LPACCB _ Pointer to an array ofACCB struc ur There- a

should beAgfinggsfi
structure per supported
compression algorithm.

ACCB (Audio Compression Control Block)

char . szPrchame[MAXCOMP Name of
RESS] . Compression

Algorithm
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WAVEFORMAT WaVe fibrmat as
I defined Microsoft

Multimedia

Programmer’s
Reference

wBitsPerSample Number of bits per
sample er
channel.

chxtraSize Extra number in

bytes of the
WAVEFORMAT
structure.

wAngompRation Specifies the
average

compression ratio
provided by the
compression device

samplesPerFrame The smallest
number of audio

samples required
by the campression
device to generate
a frame.

AINFO (IN/ofiT Information of an Audio Stream)

WORD WType Local or remote audio
stream

WORD wCompress Index into compression
table

DWORD dwResolution Resolution in
milliseconds with

which Audio Manager
can adjust latency on

, an audio stream

deatency Milliseconds of

latency from the time
the audio packet is
recorded to the time

it is put on the
network.
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Union {

// local audio stream
struct

WORD Audio input hardwaresource

Gain of the local
microphoneb

WORD

WORD Volume of the monitor
audio stream.

local .

// remote audio stream

struct {

WORD Audio output hardware
destination

volume of the localWORD

' speaker

J remote

Audio API 512 utilizes the following constants:

State values:

ASTflINIT
-AST_OPEN

AST_CAPTURE
AST_PLAY
AST;LINKIN
ASI_LINKOUT
AST_ERROR

Status values:

A__OK _
A_ERR_STATE
A_ERR;HASTRM
ALERR_LPAINFO
A_ERR*FIELD

Init state

Open state .
Capture state
Play state
Link In state
Link Out-state
Error state

successful return
invalid stream state
invalid stream handle

invalid AINFO pointer
invalid AINFO field
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A_ERR_LPHCHAN invalid network channel
A_ERR_RSCFAIL system resource failure
A_ERR_STREAM too many outstanding audio streams
A_ERR_PENDING call pending on the audio subsystem
A_ERR_NODEV ‘ invalid Audio Manager device number
A_ERR_NOCALLEACK APacketNumber issued without a registered

. callback function
AgsTREAM_CLOSED Hang—up received on an audio stream
AgERR_NOSUPPORT Feature not supported in current release

of Audio Manager

The functions utilized by audio API 512 are defined as
follows: '

AGetNumDevs or AInit (synchronous)

This function retrieves the number of differentfig¥§égmManagersinstalled on the system. AGetNumDevs and AInit the same
function. Alnit exists for symmetry with the Gideo Manager

UINT AGetNumDevs (void) or AInit (void)

Valid state(s) to issue:
ANY '

State after eXecution:
NO CHANGE

Return values:
Number of Audio Manager available on the system.

AGétDevCaps~(synohronous)

This function fills the ADevCaps structure with information
regarding the specified Audio Manager.

AStatus AGetDevCaps (UINT wDevicelD, LPACAPS lpCaps)

ngut

wDeviceID: Identifies the Audio Manager to query. Use a integer
from O'to one less than the number of installed
audio managers.

1pCaps: Specifies a far.pointer to an ADevCaps Structure.
An array_of ACCB structures must be allocated to
receive a list of audio compreSsion algorithms
supported by the Audio Manager. The ADeVCaps fields
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lpACCB and wAcceptCoders should be set to reference
this array and the array size, respectively.

Valid state{s) to issue:
ANY

State after execution:

NO CHANGEV

Return values:

A_OK ‘ : for successful return
A;ERR_NODEV Y : invalid wDeviceID

AOpen (asynchronous or synchronous}

This function opens an audio stream with specified attributes:

Astatus AOpen (LPAINFO lpAInfo, UINT wDeviceID, DWORD dwCallback,
DWORD dwCallbackInstance, DWORD dwFlags.
LPWORD lprield, LPHASTRM lphAStrm)

ieJfleE
lpAInfo: The audio information structure, AInfo,

with speCified attributes. NOTE: normally
wCompress is set to 0; this will select
the default coder to be used on the audio
stream;

wDeviceID: Identifies the Audio Manager to use. The
value can range from zero to one less than
the value returned by AGetNUmDeve.

dwCallback: Based on value of dwFlags, specifies the
address of a callback function or a handle
tova window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used when
dwcallback is a windows handle.

dwFlags: Defines whether the application interface
to Audio Manager will be asynchronous or
synchronous. If dwFlags is
CY_CALLBACK_NONE, the interface is
synchronous and dwCallbaCk is a Window
handle used by the audio subsystem to
block while the underlying asynchronous
audio manager completes its service. IF
dwFlags is CY_CALLBACK_FUNCTION or
CY_CALLBACK_WINDOW, the interface is
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lphAStrm:

ssllhast

1488570

asynchronous and the parameter dwCallback
is a Window handle or a functionk

One or more fields in AInfo were
incorrect. This parameter_is set only
when AStatus returns the value: '

A;ERR_FIELD. Its value is a bit-mask
which identifies which fields are invalid.

If dwFlags is CY_CALLBACK_NONE specifying
that a synchronous interface with the
audio subsystem is being used, the
subsystem will return the handle to the
new audio stream in this variable when
AStatus is A_OK.

void CALLBACK AudioManagerFunc(hAStrm, Message,
dwCallbackInstance,

dearaml,
dearam2)

AudioManagerFunc is
provided by the call
EXPORT‘statement»in

memory as it is call

a place holder for the function name
er. The function muSt be included in an
a DLL. The callback must also be locked in
ed at interrupt time. Since the callback

is executed in an interrupt context, limited functionality is
available to itE

Callback Parameters:
HASTRM hAStrm

UINT Message

DWORD
DWORD

DWORD
dearaml
dearamz

dwCallbackInstance

: Audio stream to which callback
applies,

: Message returned by the audio
subsystem.
caller specific instance data.

: Message specific parameter.
: Message specific parameter.

Valid state(s) to issue:
AST_INIT
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State after execution:

AST_OPEN

Return Messages/Callbacks
AM_OPEN - : Posted at Callback time. The value of Paraml

-is one of the values defined in Paraml values
below. The value of Param2 is a HASTRM if

Paraml is A_OK.

Return/Paraml.Values:
A 0K : for successful return

A:ERR_STREAM & too many outstanding audio streams
ALERR_LPAINFO é invalid AINFO pointer
A;ERR_FIELD : invalid AINFO Field(s)
A;ERR_RSCFAIL : system resource failure
A_ERR_PENDING : open call pending On the audio subsystem
ALERR;NOSUPPORT :invalid dwFlags field
A;£RR_NODEV : invalid wDeviceID '

ACapture (asynchronous or synchronous)

This function starts/stops capturing an audio stream from a local
audio hardware source, such as a microphone.

Astatus ACapture(HASTRM hAStrm, BOOL bFlag)

inset
hAStrm; ‘ handle of an audio stream

bFlag: 'v on/off flag.

Valid state(s) to issue:

AST;QPEN .(ACapture — on)
AST_CAPTURE 5(ACapture - off)

State after executionzv V
AST OPEN —> AST_CAPTURE
AST:CAPTURE -> AST_OPEN

Return MessageS/Callbacks
AM_CAPTURE : Posted at callback time. The Value of Paraml

is one of the values defined in Paraml values
below. The value of Paramz is the state of the
stream: TRUE.means capturing, FALSE means
capture disabled.

Return/Paraml Values:
A_OK : for successful return
A~ERR_STATE : invalid stream state
AkERR_HASTRM : invalid stream handle
A_ERR_RSCFAIL : system resource failure
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A;ERR_FLAG : duplicated operation
A~ERR_PENDING : call pending on the audio subsystem for this

stream. .

hunts (asynchronous or synchronous)

'This function startS/stops muting of an audio stream captured
from local.microphone or being played back on the speakers.

AStatus AMUte(HASTRM hAStrm, 13001.. bFlag)

ingut
hAStrm: ‘ -pointer to the handle of an aUdio stream
bFlag: on/off flag.

Valid state(s) to issue:

AST_CAPTURE/AST_LINKOUT
AST_LINKIN/AST;PLAY

State after exchtion:
Unchanged

Return Messages/Callbacks I .
AM_MUTE : Pested at callback time. The value of Paraml is

one of the values defined in Paraml-Values below.
The value of Paramz is the state of the stream: TRUE
means muting, FALSE means muting is disabled.

Paraml Values:

Apr : for‘suCcessful return
A_ERR_STATE : invalid stream State
A;ERR~FLAG : duplicated operation
AgERR_HASTRM : inValid stream handle
A_ERR_RSCFAIL : system resource failure

Return values:

A_OK¥ : for successful return
A_ERR_PENDING : call pending on the audio subsyStem for thisstream.

APlay (asynchronous or synchronous)

This function starts/stops playing an audio stream received from
a network source. See details in "ALinkIn".

' AStatus APlay(HASTRM hAStrm, BOOL bFlag);

.iiznu_t
hAStrm: handle to the audio stream
bFlag: on/off flag.
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Valid state(s) to isaue:

AST_LINKIN (APlay - on)
ASTLPLAY (APlay - off)

State after execution: >.
AST_LINKIN -> AST_PLAY
ASTWPLAY — > AST_L‘INKIN

Return‘Messages/CallbaCks‘.
AM_PLAY : Posted at callback time. The value of Paraml'is

one of the values defined in Paraml values below.
The value of Paramz is the state of the stream: TRUE

means playing; FALSE means play disabled.

Return/Paraml Values: 1

A_OK‘ : for successful return
A_ERR_STATE : invalid stream State
A_ERR_HASTRM : invalid stream handle
A_ERR_FLAG I : duplicated operation
A_ERR_RSCFAIL : system resource failure
A_ERR_PENDING : call pending on the audio subsystem for thisstream.

ALinkIn (asynchronous or synchronous)

This function links/unlinks an input network-channel to/from the
specified audio stream. Once linked,.the audio stream can be
played on the local speakers/headphones via the APlay function
defined earlier. ' ' ' '

AStatus ALinkIh(HASTRM hAStrm, LPHCHAN 1ph¢han', BOOL bFlag);

inset -
hAStrm: handle to the audio stream
lphChan: pointer to a Channel handle identifying the audio

. network input source .
bFlag: 'link or unlink flag.

Valid state(s) to issue:
AST_OPEN ' (ALinkIn — link)
AST’LINKIN _ (ALinkIn — unlink)

State after executisn: _»

AST_OPEN —> AST;LINKIN
AST_LINKIN -> AST_OPEN
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Return Messages/Callbacks ,
' AM_LINKIN : Posted at callback_time. The value of Paraml is

one of the values defined in Paraml values below.
The value of Paramz is the state of the stream: TRUE
means linked, FALSE means unlinked.

Return/Paraml Values: p
A OK. : for succesaful return

A_ERR_STATE . : invalid stream state
ApfiRR_HASTRM : invalid stream handle
A;ERR_FLAG‘ : duplicated operation
ALERR_LPHCHAN : invalid natwork channel handle for audio

input source _

A;ERR_PENDING : call pending on the audio subsystem
A;ERR_RSCFAIL : system resource failure

ALinkOut (asynchronous and synchronous)

This function links/unlinks an output network channel to/from the
specified audio stream that will be captured or is being captured
from the local microphone.

tatus ALinkOut(HASTRM hAStrm, LPHCHAN lphChan, BOOL bFlag);

input ‘ ,
hAStrm: handle to the audio strEam

lphchan: pointer to a channel handle identifying the network
output destination

bFlag: link or unlink flag.

Valid state(s) to issue:
AST_CAPTURE (ALinkOut - link)
AST_LINKOUT (ALinkOut - unlink)

State after execution:

AST_CAPTURE -> AST_LINKOUT
AST_LINKOUT -> AST_CAPTURE

Return Messages/Callbacks ,
AM_LINKOUT _ : Posted at callback time. The value of Paraml-

is one of the values defined in Paraml values
below. The value of Paramz is the state of the
stream: TRUE means linked; FALSE means
unlinked.

Return/Paraml Values:
A OK . . z for successful return

A:ERR;STATE : invalid stream state
A_ERR_HASTRM : invalid stream handle
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A_ERR_FLAG : duplicated operation
A_ERR_LPHCHAN : invalid network channel for audio output

. source
A_ERR_RSCFAIL : system resource failure
A;ERR_PENDING : call pending on this audio stream.

ACntl (asynchronous Or synchronous)

This function can be used to control the amount of latency on an
audio stream. In addition, the gains of an audio stream being
captured or the volume of an audio stream being played back can
also be set. Finally, the locally captured audio input can be
monitored by setting the wAux AINFO field.

AStatus ACntl<HASTRM hAStrm, LPAINFO lpAInfo, WORD wField)

input -
hAStrm : handle to the audio stream

lpAInfo . : pointer-to the audio information structure,
AInfo, with specified attributes.

wField : the selected field of AInfo to change.

Valid state(s) to iSsue:

vall states except AST_INIT

State after execution:v
unchanged

Return Messages/callbaCks . ,
AM4CNTL : Posted at callback time. If there is an error, the

' value ongaraml is one of the values listed below in
Paraml values and Param2 is ZERO (i.e. if Param2 ==
0) ERROR;). If the command is sucCessful, the value
of Paraml is wField and the value of Param2 is the
pointer lpAInfo passed to the call ACntl.‘

Return/Paraml Values: ‘ .
A_OK - : for anecessful return
A_ERR_HASTRM : invalid stream handle
'A_ERR_STATE : invalid stream state
A_ERR_LPAINFO : invalid AINFO pointer
A_ERR_FIELD : invalid AINFO'Field
A_ERR_RSCFAIL : system resource failure
A_ERR_PENDING ‘: call pending on this audio stream.

AGetInfo (asynchronous and sYnchronous)

This function returns the AINFO and state of an audio stream.

AStatus AGetInfo(HASTRM hAStrm, LPAINFO lpAInfo, LPWORD lpwstate)fifr
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in ut _. >
hAStrm: handle to the audio stream

outgut_ ‘ ,
lpAInfo: pointer to the handle of AINFO that was preallocated

by the apps, but filled by the audio manager
lprtate: state of the specified Stream

Valid statejs) to issue:
all states except ASTLINIT

State after execution:

unchanged

Return Messages/Callbacks“
AM_GETINFO : Posted at callback time. If there is an

error, the value of Paraml is one of the values
listed below in Paraml values and Paramz is
ZERO (i;e.‘if Param2 == 0) ERROR;). If the
command is successful, both Paraml and Paramzare ZERO.

Return/Paraml Values: V V I
A;9K : for successful return
A_ERR_STATE i invalid stream state
A_ERR;fiASTRM : invalid stream handle
A;ERR_LPAINFO : invalid AINFO pointer
A_ERR_RSCPAIL : system reSourCe failure
A_ERR_PENDING : call pending on this audio stream.

nelose {asynchronous and synchronous)

This function closes an audio stream and releases all system
resources allocated for this stream.

AStatus AClose(HASTRM hAStrm)

input - .
hAStrm: handle to the audio stream

Valid statels) to issue: ,.
All STATES except in AST_INIT

State after execution:

AST_INIT

Return Messages/Callbacks
AM_CLOSE : Poeted at callback time. Paraml is one of the

Paraml Values listed below. Param2 is the stream
handle passed to Aclose.
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Return/Paraml Values:

A_OK : for successful return
A;ERR_HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.

ARegisterMonitor (asynchronoUs)

This function registers an audio stream monitor. The Audio
Manager maintains a packet count on each open stream. This count
represents a running clock where the elapse time-since the
initiation of the audio stream‘ is simply the packet count times
the latency represented by each packetlfiiflsers of the audio
subsystem gain access to this clock source via an audio stream
monitor. 3

AStatus ARegisterMonitor{HASTRM hAStrm, Dwonn dwCallback,
DWORD dwCallbackInstance, DWORD dwFlags, DWORD

dwRequestFrequency, LPDWORD lpdeetFrequency)

inputlv
hAStrm: handle to the audio stream

dwCallback: V Specifies the address of a callback
function or a handle to a window.

dwCallbackInstance: Specifies user instance data passed to the
callback. This parameter is not used with

windows callbacks.

dwFlage: Specifies whether the parameter dwCallback
is a Window handle or a function. If it is
a Window handle, the value.is set to

CY;CALLBACK_WINDOW. If it is a function,
dwFlags is set to CY_CALLBACK_FUNCTION.

dwRequestFrequency: Specifies the period (in milliseconds) the
Audio Manager should playback or record
audio before reporting the current elapsed
time to the caller. A value of zero means
don’t callback (use APacketNumber to force
a callback).

output
lpdeetFrequency: The Audio Manager returns via this far

pointer the actual period (in
milliseconds) betWeen AM_PACKETNUMEER

callbacks. This number will be set as
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Initiation here refers to the moment a. local audio stream

enters the AST_CAPTURE state.
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clbse as possible to dwRequestFrequency
based on the reselution‘of latency
associated with the audio stream (see
AINFO field dwResolution).

Valid state(s) to issue:

AST_PLAY, AST__LINKIN, ‘ AST»_CAPTURE, AST__LINKOUT

callback -

void CALLBACK Audioxanagerrune(hAStrm, Message,
dwCallbackInstance, dearaml, dearamZ)

AudioManagetFunc-is a place holder for the function name
provided by the caller. The function must be included in an

EXPORT statement in a DLL. The callback must also be locked in
memory as it is called at interrupt time. Since this callback
is executed in an interrupt context, limited functionality is
available to it‘.

Callback Parameters: ‘

HASTRM hAStrm : Audio stream to which callback
. applies.

UINT Message . : Message returned by the audio
. subsystem.

DWORD, dwCallbackInstance : caller specific instance data.
DWORD dearaml Stream Status. HY
DWORDV dearamZ : Current packet number

' multiplied by the packet
latency (in milliseconds)

State after.execution:
NO CHANGE'

Return MesSages/Callbacks
AM_PACKETNUMBER : Posted at callback time.

Paraml Values:

.A_OK : for successful return
A_STREAM_CLOSED : for successful return

Return values:

A_OK : for sucCessful return
A_ERR_STATE : invalid stream state
ALERR_HASTRM : invalid stream handle
A_ERR_PENDING : call pending on this audio stream.
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APacketNumber (aSynchronous)

This function returns the elapsed time {in milliseconds) since
the packet on an audio stream was captured.

AStatus APacketNumberfI-IASTRM hAStrm)

ingut ,
hAStrm: - handle to the audio stream

Valid state(s) to issue:

ASTLLINKOUT, AST_PLAY, AST4CAPTURE, AST_LINKOUT

State after execution:
NO CHANGE '

Return Messages/Callbacks
AM_PACKETNUMBER : Posted at callback time. The Value of Paraml

. is one of the values defined in Paraml values

below.. Paramz is the current packet number
multiplied by the packet latency (in
milliseconds).

Paraml Values: .

A;OK -. : for successful return
ALSTREAM_CLOSED ,: for successful return.

Return values:

A;QK ’ : for successful return
AgERR_STATE j : invalid stream state
A;ERR_HASTRM - : invalid stream handle
A;ERR_PENDING , : call pending on the audio subsystem
AgERR_NOCALLBACK : callback must be registered with

ARegisterMonitor

AShutdown (synchronousl

This function forcefully closes all open audio streams and
»unloads any Open Audio Manager drivers.

BOOL AshutdownAPacketNumber (void)

Valid state(s) to issue:

any state accept AST_INIT

State after execution:

AST_INIT
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Return Messages/Callbacksnone

Return values:

TRUE : for successful return

Comm API Data Structures} Functions. and Messages

Comm API 510 utilizes the follOWing data types:

typedef WORD HSEss, FAR *LPHSESS; // session handle
typedef WORD HCONN, FAR *LPHCONN; // connection handle
typederWORD HCHAN,.FAR *LPHCHAN; // channel handle
// .
// TII RETURN CODE VALUES.
//
typedef enum _TSTATUS
{

SUCCESSFUL
PRIORITY_IN;USE.
CHAN_TRAN_FULL
CHAN_INVALID
CONN_EAD_IDR
DRIVER_NOT_INSTALLED
HANDLE_INVALID ,
INVALID_CONTROL_OP
INVALID_INFOTYPE
NO_CHAN_MGR
N0_DATA;AVAIL
N0_OPEN_CHAN
NO_SESSION
NO_CONNECTION'
NO_CONNECT;REQUESTV
RELIABLE40PS_PENDING
REQUEST4WITHDRAWN
TOO_MANY;SESSIONS
TRAN41NVALIDg
TRANSPORT'ERR
INVALID_PARM.
ALREADY_CONNECTED
GLOBAL*ALLOC_FAIL
INVALID_STATE.
No;PKT_BUFs
GALLOC_ERR. _
TOO_MANY_CONN
TOO_MANY_CHAN*MGR
TOO_MANY_CHANNELS
WATCHDOG_TIMEOUT
} TSTATUS;

llllIIllll"[IIIIlllIlllllllllllllIIIIIIIIISIIIIIIIIHIIIIII
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// ,
// CONNECTION ATTRIBUTES STRUCTURE

CHR, FAR *LPCONN;CHR;

// .

typedef CONNCHARACTS CONN;
//
// CHANNEL INFO STRUCTURE
//

typedef struct tagCHAN_INFO
{ ,. ,

' WORD Id;
WORD State;
WORD Timeout;
BYTE.Priority;
BYTE Reliability;
BYTE Info[16]; // User Info

} CHAN_INFO,‘FAR *LPCHAN41NF0;
// ' .,
// CONNECTION INFO STRUCTURE
// . ,
typedef struct tagCONNfiINFO
{

WORD wState; M
WORD wNumInChans;
WORD wNumOutChans; .

} CONN_INFO,-FAR *LPCONN_INFO;/

// lParam struéture for Session handler

// (in cases where multiple.parameters are_returned via lParam)// .

typedef struct tagSESS_CB {
union tagSESS_EV (

struct tagConReq {
HSESS hSess;
LPTADDR lpCallerAddr;

'LPCONN_CHR lpAttributes;
} ConReq:
struct tagconAcc { ,

DWORD dwTransId;
, LPCONN_CHR lpAttributes;

} ConACC; ‘
} SESS_EV;

SESS_CB, FAR *LPSESS_CB;

lParam structure for Channel Manager
(in cases where multiple parameters are returned via lParam)

edef struct‘tagCHANMGR_CB {
unionv tagCHANMGR_EV

struct tagChanReq‘{
DWORD' dwTransId;
HCONN 1 hConn;.
LPCHAN_INFO lpChanInfo;
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} ChanReq;
} mmmmgfiw

} CHANMGR_CB, FAR *LPCHANMGR_CB;/ ,
//Structure for Chanhel Statistics
//

typedef struct CHAN_STATSwtag {
DWORD TX ;
DWORD . Rx;
DWORD Err; _
DWORD OkNotify;
DWORD ErrNotify;
DWORD ErrNotifyBuf;
DWORD Ndeotify;
DWORD Bytes;.

DWORD OkNotifyBytes;
DWORD ErrNotifyBytes;

} CHAN_STATS, FAR tLP_cHAn_STATs;
//

//Structure for TII Statistics
// H
#define MAX;CHAN_STATS 17
typedef struct TII_STATs_tag (

DWORD 3 RoundTripLatencyMs;

CHAN_STATS ChanStats [MAX_CHAN_STATS];
} TII_STATS, FAR *LP_TII_STATS;
// ' . ‘

;/ Address StrUCture/ .

typedef struct tag_TADDR {
WORD 'AddressType;
WORD AddréssLength;
BYTE AddressEBO];

} TADDR, FAR *LPTADDR;
// '
// Connection Characteristics
// -

typedef struct tag_CONNCHARACTS {
WORD Quality;

WORD' HBitRate;
} CONNCHARACTS, FAR *LPCONNCHARACTS;

Comm API 510 utilizes the following constants:

#define BITRATE_112KB _0
#define BITRATB_12OKB 1
#define BITRATE_128KB 2 ‘

#define CHAN_ACCEPTED FIRST_TII_MSG +1
#define CHAN_BADID FIRST_TII_MSG +2

 



OLYMPUS EX. 1016 - 654/714

5A88§70

#define CHAN_CLOSED
#define CHAN;DATA_AVAIL
#define CHAN_DATA_SENT.
#define CHAN;CLOSE;RESP
#define CHAN_RCV_COMPLETE
#define-CHAN_REJECTED
#define CHAN_REJECTLNCM
#define CHAN_REQUESTED
#define CHAN_TIMEOUT
#define CONN;ACCEPTED
#define CONN;CLOSE_RESP
#define CONN_CLOSED
#define‘CONN_REJECTED.
#define CONN;REQUESTED

V#define CONN_TIMEOUT
#define CHAN_LOST_DATA ‘
#define COMM;INTERNAL_ERROR

- #define CONN_ERROR
#defineVSESS_CLOSED
#define CON'N._PROGRESS
#define TRANS;ERR
// .
// CONN
// , ‘
#define T_PRG‘BUSY
#define TLPRG_RINGING
#define T;PRG_OTHER
othercodes '-

// V
// CONN REJECTED substates.
// ‘

#define T_REJ;BUSY
#define“T_REJ;REJECTED
#define T*REJ_NET‘CONGESTED
#define T_REJ_NO_RESPONSE
#define T_REJhNET_FAIL
#define T_REJ_INTERNAL

PROGREss’substates.

” ' '// Flag indicating multiple CL allowed for session (in
// BeginSession) A
//
#define MULTI_p0NN_SEss
// '

FIRST_TII_MSG
FIRSTLIIIwMSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRSI;TII_MSG
FIRST;III_MSG
FIRST_TII_MSG
FIRST_TII~MSG
FIRST_III_MSG
FIRST;TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST TII MSG
'FIRST:TII+MSG
FIRST_TII:MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST_TII_MSG
FIRST~TII;MSG
FIRST_TII_MSG
FIRST_TII_MSG

l
2

3 // place—holder for

0x8000

+22

These will be returned in wParam.

These will be returned in wParam.

// TII Channel States (returned by GetChanInfO)
//
#define
#define
#define

T_CHAN_NULL
T_CHAN_SENDING
T_CHAN_RECEIVING

0x00
0x06
0x07
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The functions utilized by comm API 510 are defined below.

One or two groups of messages may be listed along with each

function description: status messages and peer messages. A

status message is a callback/message that the caller will receive

in response to the function call. Peer messages are

notifications that will be delivered to the peer application as a

result of invoking the function.

Session Man ement

Functions in this section will initialize all the

internal structures of the COmm sub-system and enable the

application to initiate and receive calls.

BeginSession Initializes the software and hardware of the
appropriate modules of the comm subsystem. It
also designates the method that the comm-
subsystem is to use to notify the application
of incoming calls and related events; Two
types of event notification are_supported:
callbacks and messaging. The_callback
interface allows the comm system to call a user
designated function to notify the application
of incoming'eVents. The messaging interface
allows the comm sYstem to notify the
application of incoming events by posting
messages to application message queues. The
parameters to the function vary depending on
the notifiCation method choSen; BeginSession
is not allowed in interrupt/callback contexts.

TSTATUS BeginSession (LPTADDR lpLocalAddr, LPCONN_CHR
lpConnAttributes, WORD Flags, LPVOID
CallEack, LPHSESS lpSessionHendle)

lpLocalAddr Pointer to the local address at which to listen for
incoming Calls. The Listen stays in effect until
the session is ended. Notification for all
connection events for this local address will be

sent to the specified Callback:
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lpConnAttributes Pointer to the COnnection Attributes for
incoming calls.

Flags: Indicates the type of notification to be used:
CALLBACKflFUNCTION for callback interface
CALLBACK_WINDOW for post message interface

CallBack: Either a pointer to a callback function, or a window
- handle to which messages will be posted, depending

on flags. The flcallBack" Will become the "Session
Handler" for this session.

lpSesSionHandle Pointer to the Session Handle to be returned
synchronously. This Session Handle is used by

.the application to initiate outgoing calls. It
will also be returned to the Session Handler
with incoming call notifications for this
session. r '

Return values:
SUCESSFUL -

DRIVER_NOT_INSTALLED
TOO_MANY__SESS IONS

Callback routine format:
FuncName(UINT NeSSage, WPARAM wParam, LPARAM lParam)

Message: The mesSage type ‘
wParam: Word parameter passed to function
lParam: Long parameter passed to function‘

All the cOnnection related activities are handled by the sessionhandler. '

The callback function parameters are equivalent to the second,
third, ands-fourth_parameters that are delivered to a Microsoft®
Windows mesSage handler function (Win 3.1).

Status Messages: none
Peer Measages: none

EndSession Closes all the open connections and prevents the
application from receiving and originating calls for
the specified session.

TSTATUS EndSession (HSESS SessionHandle, BOOL ForceClose)

SessionHandle Session Handle _
Porceclose: If true, then close session even if reliable

channels having pending operations are open.
Return values:
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SUCESSFUL End session was successfully initiated.
RELIABLE_OPS_PENDING Couldn't cloSe due to uncompleted

operations channels designated as‘reliable.

Status Messages:

SESS_CLDSED: EndSession complete.

Peer Messages: none

annection Management

These Calls provide the ULM the ability to eStablish and manage
connections to its peers on the network.

MakeConnection Attempts to connect to a peer application. The
Session Handler (callback routine or the
message handler ) for the specified Session
will receive status of the connection. when
the connection is accepted by the peer, the
Connection Handle will be given to the Session
Handler. The peer seesion will receive a
CONN4REQUESTED callback/message as a result of
this call. I ', '

TSTATUS MakeConnection (HSESS Sessidnhandle, DWORD TransId,
V LPTADDR lpCalleeAddr; LPCONN_CHR

lpConnAttributes, WORD TimeOut, WORD
ChanMnglags, LPVOID ChanMgr)

SessionHandle Handle for session, obtained via
BeginSession. * -

TransId User defined identifier which will be
returned to the SeSSion Handler along with
the response notification.

lpCalleeAddr: Pointer to the address structure
(containing a phone nUmber, IPaddress
etc.) of callee,

lpConnAttributes Pointer to the connection attributes.
TimeOut: Namber of seconds to wait for peer to

pickup the phone.. ‘
ChanMgr: The Channel Manager for this connection.

This is either a pointer to a callback
function, or a window handle to which
messages will be posted, dapending on
chanMnglags. The Channel Manager may
also be set up separately via
RegisterChanMgr.
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ChanMgrflags: Indicates the type of notification to be
used for the Channel Manager: _
CALLBACK_FUNCTION for callback interface
CALLBACK_WINDOW for post message

interface

Return values:

Status Messages (sent to the Session Handler):
CONN_ACCEPTED: The peer process has socepted the call
CONN_REJECTED: , The Peer process has‘rejected the call
CONN_TIMEOUT: r No answer from peer_ »
CONN_BUSY: ‘. Called destination is busyt

Peer MeSSages:
CQNN_REQUESTED

AcceptConnection Issued in respOnse to a CONN;REQUESTED
callbaCk/meSsage that has been received (as a
consequence of a MakeConnection call issued by
a peer). AcceptConnection notifies the peer
that the connection request has been accepted.
The local Session Handler will also receive an
asynchronous notification when the Accept
operation is complete.

TS'I'AT'US AcceptConnection ' (HCONN hConn, WORD ‘ChanMnglags,
LPVOID ChanMgr)

hConn: Handle to_the connection (received as part of the
V CONN;REQUESTED callback/message).

ChanMgr: The Channel Manager for this connection. This
is either a pointer to a callback function, or
a window_ handle to which messages will be
posted, depending on ChanMnglags. The Channel
Manager may also be set up separately via
RegisterchanMgr.v '

ChanMgrflags: Indicates the type of notification to be used
for the Channel Manager: ‘
CALLBACK_FUNCTION for callback interface
CALLBACK_WINDOW I for post message interface

Return values: ,
SUCESSFUL The Accept operation has been initiated.
HANDLE_INVALID The handle was_invalid

REQUESTLWITHDRAWN The connect request was withdrawn (peer
session was terminated).

NO_CONNECr_REQUEST There was no connect request to be
acoepted

 



OLYMPUS EX. 1016 - 659/714

5,488,570

Status Messages:
CONN_ACCEPTED

Peer Messages:
CONN_ACCEPTED

RejectConnection Issued in response to a CONN_REQUESTED
. callback/message that has been received (as a

consequence of a MakeConnection call issued by
a peer). RejectConnection notifies the peer

'that the connection request has been rejected.

'I'STATUS RejectConnection '(HCONN hConn)

hConn; Handle to the connection_(received as part of the
' CONN_REQUESTED callbaCk/message).

Return values:

SUCESSFULV Connection reject was returned to peer.
HANDLE_INVALID , The handle was invalid
REQUEST_WITHDRAWN The connect request was withdrawn
NO_CONNECT_£EQUEST There was no connect request to be
rejected

Status Messages: none

Peer Messages:
CONN_REJECTED

CloaeConnection Closes the connection that was opened after an
AcceptConnection or an accepted call after a
MakeConnection function.

TSTATUS CloseConnection_(HCONN hconn, BOOL Force, DWORD TransId)

hConn: Handle to the connection to be closed.

Force: If true, then close the connection regardless of any
pending operations.on reliable channels.

TransId User specified identifier which will be returned to
the local Session Handler with the asynchronous.
response notification (CONN_CLOSE_RESP).

Return-values:

SUCESSFUL Disconnect initiated.
HANDLE_INVALID ‘ The handle was invalid
NO_CONNECTION Connection was not open
RELIABLE_OPS_PENDING Could not close due to pending

operations on channels designated asreliable.
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Status Messages:
CONN_CLOSE_RESP

Peer Messages:
CONN_CLOSED

RegisterChanMgr Registers a callback or an application window
- whose message.processing function will handle

low level notifications generated by data
channel initialization operations. This
function is.invoked before any channels can be
’opened or accepted. As part of connectibn
establishment (MakeConnectionl ‘
AcceptConnection), a default Channel Manager
may be installed for a connection. The

RegisterChanMgr funCtion allows the application
to override the default Channel Manager for
specific Channel IDs.’

TSTATUS RegisterchanMgr (HCONN hConn, WORD Flags, LPVOID
CallBack, WORD ChanId)

hConn: Handle to the Connection .

Flags: Indicates the type of notification to be used:
CALLBACK_FUNCTION for callback interface
CALLEACK_WINDOW . for post message interface

CallBack: Either a pointer to a callback function, or a window
handle to which messages will be posted, depending
on flags. All Channel Manager callbacks

ChanId Specifies the Channel Id for which the Channel Manager is
being installed. It corresponds to the Channel Id Number

specified in the CHAN_INFO structure; ,it is defined by
the-application and is not to be confused with the
Channel Handle assigned by TII for a channel. A value of
OonF P indicates all Channel Ids.

Return values: ' _
SUCESSFUL‘ Channel Manager registered.’
HANDLE4INVALID The handle was invalid

Callback routine format: V
FuncName (UINT Message, WPARAM wParam, LPARAM lParam)

Message: The message type

wParam: Word parameter passed to function
lParam: Long parameter passed to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).
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Status Messages: none
Peer Messages: none

Openchannel RequeSts a sub-channel connection from the peer
application. The reSult of the action is given to

'the application by inVOking the Channel Manager. The
application specifies an ID for this transaction.
This ID is returned to the Channel Manager when the
request is complete, along with the Channel Handle

(if EggChaneOpe p
for sending data.

quest was accepted by the peer). All
requests are for establishing channels

The receive channels are opened

as the result of accepting a peer’s QpenChannel
request.

TSTATUS OpenChannel

hConn:

lpChanInfo:

(HCONN hConn, LPCHAN _INFO lpChanInfo,
DWORD TransID)

Handle for the Connection.

'Pointer to a channel information structure. Filled
by_application. The structure cantains:

o A channel ID number (application—defined).0
Priority of this channel relative to other
channels on this connection. Higher numbers
represent higher priority.
Timeout value for the channel
Reliability of the channel.
Length of the channel specific field.
Channel speCific information.

This structure is delivered to the Channel Manager
on the peer side along with the CHAN_REQUESTED
notification.

TransID:

Return values:
SUCESSFUL
HANDLE_INVALID
BANDWIDTH_NA
NO_SESSION
NO_CHAN;MGR
CHAN__ID_INVALID
CHAN_INUSE

Status Messages:
CHAN_ACCEPTED:
CHAN_REJECTED:
CHAN_TIMEOUT:

A user defined identifier that is returned with
response messages to identify the channel
request.

Channel_request was sent.
The Connection handle was invalid.
Bandwidth is not available.

BeginSession has not been called.
RegisterChanMgr has not been called.
The channel number is not in the valid range
The channel number is already is use.

The peer process has accepted request.
The Peer process has rejected request.
No ansWer from peer.
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Peer Messages:

CHAN_REQUESTED

AcceptChannel A peer application can issue AcceptChannel in
response to a CHAN_REQUESTED (OpenChannel)
mesSage that has been received. The result of
the AcceptChannel call is a one-way
communication sub—channel for receiving data.

TSTATUS Acceptchannel (HCHAN hChan, DWORD TransID)

hChan: ' Handle to the Channel [that was received as part of
' the CHAN_REQUESTED callback/message)

TransID: The identifier that was received as part of the
’ CHAN_REQUESTED notification.

Return values:
SUCESSFUL Channel request Was sent.
CHAN;INVALID V The Channel handle was invalid

Status Messages: none

PeernMessages:

CHAN;ACCEPTED

Rejectchannel Rejects an Openchannel request (CHAN_REQUESTED'
message) from the peer.

TSTATUS RejectChannel (HCHAN hchan, DWORD TransID)

hChan: Handle to the Channel (that was received as part of
the CHAN REQUESTED Callback/meSSage)

TransID: The identifier that was received as part of the
‘ CHAN_REQUESTED message,

Return values:
SUCESSFUL Reject request was sent.
CHAN_INVALID The Channel handle was invalid.

Status Messages: none

Peer Messages:

CHAN_REJECTED

RegisterChanHandler Registers a callback or an application
window whose message processing function
will handle low level notifications
generated by data channel IO activities.
The channels that are opened will receive

"In"
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CHAN;DATA_SENT, and the accepted channels
will receive CHAN_RECV_COMPLTE.

TSTATUS RegisterChanHandler (HCHAN hchan, WORD Flags, LPVOID
CallBack)

hChan: Channel Handle. ,
Flags: Indicates the type of notification to be used:

CALLBACK_FUNCTION for callback interface
CALLBACK~WINDOW for post message interface
NOCALLBACK [for polled status interface.

CallBack: Either a pointer to a callback function, or a window
handle to which messages Will be posted, depending
on flags. 1

Return values: ,
SUCESSFUL Channel Handler installed. .

CHAN_INVALID The Channel handle was invalid

VCallback routine format:

FuncName (UINT Message, WPARAM wParam, LPARAM lParam)
Message: The message type
wParam: Word parameter paSsed to function (e.g. bytesreceived)

lParam: Long parameter passad to function

The callback function parameters are equivalent to the second,
third, and fourth parameters that are delivered to a Microsoft®
Windows message handler function (Win 3.1).

Status Messages: none
Peer Messages: none

Cloaechannel Closes a sub-channel that was opened by
Acceptchannel or Open Channel. The handler for
this channel is automatically de—registered.

TSTATUS CloseChannel (HCHAN hChan, DWORD TransId)

hChan: The-handle to the Channel to be closed.
deemsald- A user Specified identifier that will be returned to
ThansIA the local Channel Manager along with the response

notification (CHAN_CLOSE_RESP).

Return values: »

SUCESSFUL Channel Close has been initiated.
CHAN_INVALID Invalid channel handle.

Status Messages:
CHAN_CLOSE_RESP
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Peer Messages:
CHAN_CLOSED

Data Exchan e

All the data communication is done in "message passing“

fashion. This means that a send satisfies a receive on a

specific channel, regardless of the length of the sent data and

the receive buffer length. If the length of the sent message is

greater than the length of the posted receive buffer, the data is

discarded. All these calls are "asynchronous", which means that

the-data in the send buffer is not changed until a "data-sent"

event has been sent to the application, and the contents of

receiVe buffer are not valid until a “received—complete" event
has been detected for that channel.

SendData Sends data to peer. If there are no receive buffers
posted on the peer machine, the data will be lost.

TSTATUS SendData (HCHAN hChan, LPSTR Buffer, WORD Buflen, DWORD
TransID)

hChan: . Handle to channel opened via Openchannel.
Buffer: A pointer to the buffer to be sent.
Euflen: The length of the buffer in bytes. ‘
TransIDe This is a user defined transaction ID which will be

passed to the local channel handler along with the
status message to identify the transaction.

Return values: _
SUCESSFUL Data queued for transmission.
CHANplNVALID Invalid channel handle, .
CHAN_TRANFULLr Channel transaction table full.

Status Messages: ' ,
CHAN_DATA_SENT Tells the application that the data has been

extracted from the buffer and it is
available for reuse. *

CHAN_DATA_LOST This message will be delivered to the caller if
'the data could not he sent.
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Peer Messages:
CHAN_DATA_LOST This message will be delivered to the peer if

' an adequate ReceiveData buffer is not posted.
'CHAN_RECV_COMPLETE Indicates that data was received.

ReceiveData Data is received through this mechanism. Normally
- this call is issued in order to post receive buffers

to the system. When the system has received data in
the given buffers, the Channel Handler will receive
a "CHAN_RECv_COMPLETE" notification.

TS’I‘A'I'US ReceiveData (HC’HAN hChan,’ LPS‘I‘R Buffer, WORD Buflen,
. DWORD TransID)

hChan: Handle to channel handle opened via AcceptChannel.
Buffer: A pointer to the buffer to be filled in. .
Buflen: The length of the buffer in bytes. Max. bytes to

receive. 1
TransID: This is a user defined transaction ID which will be

peased to the channel handler along with the status
message to identify the transaction. This ID and
the number of bytes actually received are returned
as part of the CHAN;3ECV_COMPLETE notification.

Return values: I
SUCESSFUL Receive buffer was posted.
CHAN_INVALID p . Invalid channel handle.

*CHAN_TRANFULL Channel transaction table full.

Status Messages:
CHAN RECV‘COMPLETE Indicates that data was received.
CHAN:DATA_LOST' This message will be delivered if the

buffer is inadequate for a data message
received from the peer.

Peer Messages:
none

Communications Statistics

GetTIIStats Return statistics for the TII subsystem. See
TII_STATS structure for details.

TSTATUS FAR PASCAL _export GetChanStats (IN BOOL bResetFlag.
OUT LP TII STATS

lpTiiSEatsT

-bResetFlag: Boolean Reset statistics if true.
lpTiiStats: Pointer to the TII_STATS structure.
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Alternative Embodiments I
In a preferred embodiment of conferencing system 100,

video encoding is implemented on video board 204 and
video decoding is implemented on host processor 202. In an
alternative preferred embodiment of the present invention,
video encoding and decoding are both implemented on
video board 204. In another alternative preferred embodi-
ment of the present invention; video encoding and decoding
are bother implemented on the host processor.

In a preferred embodirnent of conferencingsystem 100, ‘
audio, processing is implemented by audio task 538 on
audio/comm board 206. In an alternative preferred embodi-
ment of the present invention, audio processing is imple-
mented by Wave driver 524 on host processor 202. . g.

In a preferred embodiment, conferencing systems 100
communicate over. an ISDN network. In alternative pre-
ferred embodiments of the present invention, alternative
transport media may be used such as Switch 56, a local area
network (LAN), or a wide area network (WAN); .

In apreferredembodiment, two conferencing systems I
participate in a conferencing session. In alternative profound
embodiments of the present invention; two or more confer-
encing systems 100 may participate in a Conferencing ses-sron. - '

In a preferred embodiment, the local sources of analog
video and audio signals are a camera and a microphone,
respectively. In alternative preferred embodiments of the
resent invention; analog audio and/or video signals may
ave sltemative‘sources such as being generated by a VCR

or CD-ROM player or received from a remote source via
antenna or cable. I V V.

In a preferred embodiment, conferencing system 100
compresses and decompresses video using the IRV method
for purposes of video conferencing. Those skilled in the art
will understand that the [RV method of video compression
and decompression is not limited to video conferencing, and -
may be used for other appliCations and other systems that
relyon or utilize compressed video. . .

In a preferred embodiment, conferencing system 100
compresses and decompresses video using the IRV method.
Those skilled. in the art will understand that alternative
conferencing systems within the scope of the present inven-
tion may use methods. other than the IRV method for »
compressing and decompressiug video signals. .

In apreferred embodiments conferencing system 100 uses
the IRV method to compress and decompress a sequence of
video images. In alternative embodiments of the present
invention. the IRV method may he used to compress and/or

' decompress a single image either in a conferencing system
or in some other application.

It will be‘further undersde that various changes in the
details, materials, and arrangements of the parts which have
been described and illustrated in Order to explain the nature
of this invention may be made by those skilled in the art
without departing from the principle and scope of the
invention as expressed in the following claims.

What is claimed is: ‘ .
1. A computer-implemented process for encoding video

signals, comprising the steps of: I
(a) encoding one or more training video frames using a

selected quantization level to generate one or more
encoded training video frames; .

(b) decoding the encoded training video frames to gen-
erate one or more decoded training video frames;

(c) generating one or more energy measure values corre‘
sponding to the decoded training video frames;

(d) performing steps (a)—(c) for a plurality of quantization
levels; I -

(e) selecting an energy measure threshold value for each
of the quantization levels in accordance with the
decoded training video frames;
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(f) generating a first reference frame corresponding to a
first video frame;

(g) encoding a block of a second video frame using the
first reference frame and a selected quantization level to
generate a blocklof an encoded second video frame;

(h) decoding the block of the encoded second video frame
to generate a block of a second reference frame.
wherein step (h) comprises the steps of:
(1) generating an energy measure value corresponding

to the block of the encoded second video frame;
(2) comparing the energy measure value of step (h)(l)

with the energy measure threshold value of step (e)
corresponding to the selected quantizatio. level for

. the block; and
(3) applying a filter to generate the block of the second

’ ' reference frame in accordance with the comparison
of step (h)(2); and .

(i) encoding a third video frame using the second refer-
ence frame. ,

2. The process of claim 1. wherein:
step (g) comprises the steps of:

(1) generating pixel ditferences between the block of
the second video frame and the first reference frame;and . .

(2) encoding the block of the second video frame in
. accordance with the pixel differences to generate the
(block of the encoded second video frame; and

step (h)(l) comprisesthe steps of:
(i) decoding the block of the encoded secondrvideo

frame‘to generate decoded pixel differences; and
(ii) generating theenergy measure value corresponding

to the block ofthe encoded second video frame using
the pixel differences.

.. 3. The process of claim 2, wherein step (h)(3) comprises
the steps of:

. . (i) applying the filter to a block of the first reference
frame; and _

(ii) adding the decoded pixel differences to the filtered
block of the first reference frame to generate the block
of the second reference frame.

4. The process of claim 2, wherein step (h)(3) comprises
the steps of: . v

(i) adding the decoded pixel difierences to a. block of the
firSt reference frame to generate a reconstructed block;and ‘

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

5. The process of claim 2, wherein:

therencoded second video frame is generated using
motion estimation;

the second reference frame is generated using motion
. compensation;

the filter comprises a Spatial filter, and
the energy measure comprises a sum of absolute difier—

enCes. ‘
6. The process of claim 1, wherein the encoded second

video frame is generated using motion estimation and the
second reference frame is generated using motion compen-satron. .

7. The process of claim 1, wherein the filter comprises a
spatial filter.

8. The process of claim 1, wherein the energy
comprises a sum. of absolute difierences.

9. An. apparatus for encoding video signals, comprising:
(a) means for encoding one or more training video frames

using a selected quantization level to generate one or
more encoded training video frames;

measure

65

 



OLYMPUS EX. 1016 - 667/714

5,488,570
283

(b) means for decoding the encoded training video frames
to generate one or more decoded training video frames;

(c) means for generating one or more energy measure
values correspondingto the decoded training video
frames, wherein the processing of means (a)—(c) is
performed for a plurality of quantization levels and an
energy measure threshold value is selected for each'of
the quantization levels in accordance with the decoded
training video frames;

(d) means. for generating a first reference frame corre-
sponding to a first video frame;

(e) means for encoding a block of a second video frame
using the first reference frame and a selected. quanti-
zation level to generate a block of an encoded second
video frame; .

(0 means for decoding the block of the encoded second
video frame to generate a block of a second reference
frame, wherein means (f) comprises:
(1) means for generating an energy measure value

corresponding to the block of the encoded second
video frame;

(2) means for comparing the energy measure value of
means (DU) with the energy measure threshold
value corresponding to the selected quantizatiOn
level for the block; and

(3) means for applying a filter to generate the block of
the second reference frame in accordance with the
comparison of means (f)(2); and I

(i) means for encoding a third video frame using the
second reference frame.

10. The apparatus of claim 9, wherein:
means (e) comprises; V _

(1) means for generating pixel differences between the
block of the second video frame and the that refer-
ence frame; and I

(2) means for encoding the block of the second video
frame in accordance with the pixel difier‘ences to
generate the block of the encoded second video
frame;'and '

means (f)(l) comprises: ' .
(i) means for decoding the block of the encoded second

video frame to generate decoded pixel dift‘erenCes;and

(ii) means for generating the energy measure value
corresponding to the block of the encoded second
video frame using the pixel differences.

11. The apparatus of claim 10, wherein means (0(3)
comprises: .

(i) means for applying the filter to a block of the first
reference frame; and 1

(ii) means for adding the decoded pixel differences to the
filtered bloclc of the first reference frame to generate theblock of the second reference frame. .

12. The apparatus of claim 10, wherein means (9(3)
comprises:

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate a recon-
structed block; and -,

(ii) means for applying thefilter' to the reconstructed block
to generate the block of the second‘reference frame.

13. The apparatus of claim 10. wherein:
the encoded Second Video frame is generated using

motion estimation; '

the second reference frame is generated using motion
compensation; '

V 284
the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute difl‘er-v ences.

14. The apparatus of claim 10; Wherein the apparatus
5 comprises a pixel processor, the pixel processor is electri-

cally connected to a bus, and the bus is electrically con-
nected to a memory device.

15. The apparatus of claim 9, wherein the encoded second
video frame is generated using motion estimation and the
second reference frame is generated using motion compen-
sation. .

16. The apparatus of claim 9, wherein the filter comprises
a spatial filter. V .

17. The apparatus of claim 9, wherein the energy measure
comprises a sum of absolute differences.

18. The apparatus of claim 9, wherein the apparatus
comprises a pixel processor, the pixel} processor is electri-
cally connected to a bus. and the bus is electrically con-
nected to a memory device. .

19. A computer-implemented process for encoding video
signals, comprising the steps of:

(a) generating a first reference frame corresponding to a
first video frame;

(b) encoding a block of a second video frame using the
firstreference frame and a selected quantization level to
generate a block of an encoded second video frame;

(c) decoding the block ‘of the encoded second video frame
to generate a block of a second reference frame,
wherein step ’(c) comprises the steps of:
(l) generating an energy measure value corresponding

to the block or the encoded second video frame;
(2) comparing the energy measure value of step (c)(l)

with an energy measure threshold value correspond-
ing to the selected quantization level for the block;
and . ‘

(3) applying a filter to generate the block of the second
reference frame in accordance with the comparison
of step (c)(2);‘and'

(d) encoding a third video frame using the second refer-
ence frame, wherein the energy measure threshold
value corresponding to the selected quantization level
for the block having been determined by:
encbding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values cone-
sponding to the decoded training video frames; and

selecting an'en__'gy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames.

20. The process of claim 19, wherein:
step (b) comprises the steps of:

(1) generating pixel difl’erences between the block of
the second video frame and the first reference frame;
and '

(2)“encoding the block of the second 'video frame in
accordance with the pixel differences to generate the
block of theencOded second video frame; and

step (c)(l) comprises the steps of:
(i) decodingthe block of- the encoded second video

frame to generate decoded pixel differences; and
(ii) generating the energy measure value corresponding

to the block of the encoded second video frame using
the pixel differences.

' 21. The process of claim 20, wherein step (c)(3) com-
prises the steps of:
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(i) applying the filter to a block of the first
frame; and

(ii) adding the decoded pixel difierences to the filtered
block of the first reference frame to generate the block
of the second referenceframe. v 5

22. The process of claim 20, wherein Step (c)(3) com-
prises the steps of: I I

(i) adding the decoded pixel differences to a block of the
first reference flan-re to generate a reconstructed block;
and . ,4 .

(ii) applying the filter to the reconstructed block to
generate the block of the second reference frame.

23. The process of claim 20, wherein:
the encoded second video frame is generated using

motion estimation;
the second reference frame is generated using motion

compensation; . - .
the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute diner-ences. -

24. The process of claim 19, wherein the encoded second
video frame is generated using motion estimation and-the
second reference flame is generated using motion compen-sation. ' v .

E. The process of claim 19, wherein the filter comprises 25
a spatial filter. ‘ -

26. The process of claim 19, wherein the energy measure
com rises a sum-of absolute differences. ‘ '

.An apparatus for encoding video. signals, commising:
'(a) means for generating a first reference frame corre-

sponding to a first video frame; ‘ V
(b) means for beating a block of a second video‘n‘ame

using the first reference frame and a selected quanti-
zation level to generate a block of an encoded second

video We; ' ' I, l . 35
(c) means for decoding the block of the encoded second

video frame to generate a block .of a second referenCe _
frame, wherein means (c) comprises: .
(1) means for generating an energy measure value
~ corresponding to the block of the encoded second 40

video frame; , p 1 V ‘
(2) means for comparing the energy measure value of

means ((3)0) with an energy measure threshold value
corresponding tothe selected quantization level for
the block; and ' » , ‘ 45

(3) means for applying a filter to generate the block of
the second reference frame in accordance with the
comparison of means-(cXZ); and

(d) means for encoding a third video frame usingthe
second reference frame, wherein the energy measure 50
threshold value conesponding to the selected quanti»
zation level for the block having been determined by:
encoding one or more training video frames using each '

of a pluralityof quantization levels to generatea
plurality of encoded training video frames;

decoding the endoded training video frames to generate
' a plurality of decoded training video frames;
generating a plurality of energy measure values corre-

sponding to the decoded training video frames: and

reference
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selecting an energy measure threshold value for each of 66 I
the quantization levels in accordance with the
decoded training video frames.

28. The apparatusof claim 27. wherein:
means (b) comprises: '

(1) means for generating pixel differences between the 65
block of the second video frame and the first refer-
ence frame; and

286
(2) means for encoding the block of the second video

frame in accordance with the pixel differences to
generate the. block of the encoded second video
flame; and

means (c)(l) comprises:
(i) means for decoding the block of the encoded second

video frame to generate decoded pixel difierences;
and '

(ii) means for generating the energy measure value
corresponding to the block of the encoded second
video frame using the pixel diiferences.

29. The apparatus of claim 28. wherein means (c)(3)
comprises: .

(i),means for applying the filter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel ditferences to the
filtered block of the first reference frame to generate the
block of the second reference frame.

30. The apparatus of claim 28, wherein means (c)(3)
comprises: ' I '

(i) means for adding the decoded pixel differences to a
block of the first reference frame to generate a recon-
structed block; and

(ii) means for applying the filter to the reconstructed block
to generate the block of the second reference frame.

31. The apparatus or claim 28, wherein:

the encoded second video frame is generated using
, motiOn-estimation; _ .

the second reference frame is generated using motion
compensation;

the filter comprises a spatial filter, and
the energy measure comprises a sum of absolute difi'er—ences. .

32. The apparatus of claim 28. wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to, a. bus, and the bus is electrically con-
nected to a memory device.

33. The apparatus of claim 27,‘wherein the encoded
second video frame is generated using motion estimation
and the second reference frame is generated using motion
compensation. ' .

. 34. The apparatus of claim 27, wherein the filter com-
prises a' spatial filter. '

35. The apparatus or claim 27, wherein the energy mea-
sure comprises a sum of absolute differences.

36. The apparatus of claim 27, wherein the apparatus
comprises a pixel processor, the pixel processor is electri-
cally connected to a bus, and the bus is electrically con-
nected to a memory device. ’

37. A computer-implemented process for decoding video
signals, comprising the steps of:

(a) decoding an encoded first video frame to generate a
first reference frame;

(b) decoding a block of an encoded second video frame to
generate a block of a second reference frame, wherein
step (1)) comprises the steps of:
(1) generating an energy measure value corresponding

to the block-of the encoded second video frame;
(2) comparing the. energy measure .value of step (b)(1)

with an energy measure threshold value correspond-
ing to a selected quantization level for the block; and

(3) applying a filter to generate the block of the second
reference frame in accordance with the comparison
of step. (b)(2); and

(c) decoding, an encoded third video frame using the
second reference frame, wherein the energy measure
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threshold’value corresponding to the selected quanti-
zation level for the, block having been determined by:
encoding one or more training video frames using each

of a plurality of quantization levels to generate a
plurality of encoded training video frames; p ’

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy values corre-
sponding to the decoded training video frames; and

selecting an energy measure threshold value foreach of
the quantization levels in accordance with the
decoded training video frames. v

38. The process of claim 37,;wherein step (b)(1) com-
prises the steps of: p V V

(i) decoding the block‘of the encoded second video frame
to generate choded pixel differences; and . ' '

(ii) generating the energy measure value corresponding to
the block of the encoded second video frame

pixel dilfererices. .
39. The process of claim 38. wherein step (b)(3) com

. prises the steps of: ’
(i) applying the filter to a block of the first reference

frame; and r .

(ii) addingthe decoded pixel differences to the filter
block of the first reference frame to generate the block
of the second reference frame.

40. The process of claim 38, wherein step (b)(3) com-
prises the steps of: ' v

(i) adding the decoded pixel diflerences to a block of the
first reference frame to generate a reconstructed block;
and

(ii) applying. the filter to the reconstructed, block to
generate the block of the second reference frame.

41. The process of claim 38. wherein: '

the encoded second video frame is generated using
motionestiman'on;

the second reference frame is generated using motion
compensation; , r

the filter comprises a spatial filter; an
the energy measure comprises a sum of absolute differ-ences. V I

42. The process of claim 37, wherein the encoded second
video frame is generated using motion estimation and the
second reference frame is generated using motion compen—
sation.

43. The process of claim 37, wherein the filter comprises
a spatial filter. '

44. The process of claim 37, wherein the energy measure
comprises a sum of absolute differences. . V

45. An apparatus for decoding video signals, comprising:
(a) means for decoding an encoded first video frame to

generate a first reference frame; ' '
(b) means for decoding a block of an encoded second

' video frame to generate a block of a Second reference
frame, wherein means (b) comprises:
(1) means for generating an energy measure value

corresponding to the block of the encoded second
video frame;

(2) means for comparing the energy measure value of
means (b)(1) with an energy measure threshold value
corresponding to a selected quantization level for the
block; and

using the ,
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(3) means for applying a filter to generate the block of

the second reference frame in accordance with the
comparison of means (b)(2); and

(c) means for decoding an encoded third video frame
using the second reference frame. wherein the energy
measure threshold value corresponding to the selected
quantization level for the block having been determined
by: > .
encoding one or more, training video frames using each

of a plurality cf quantization levels to generate a
plurality of encoded training video frames;

decoding the encoded training video frames to generate
a plurality of decoded training video frames;

generating a plurality of energy measure values corre-
sponding to the decoded training-video frames; and

selecting an energy measure threshold value for each of
the quantization levels in accordance with the
decoded training video frames. ‘

46. The apparatus of claim 45, wherein means (h) (1)comprises:

(i) means'for decoding the block of the encoded second
'video frame to generate decoded pixel differences; and

(ii) means for generating the energy measure value cor-
responding to the block of the encoded second video
frame using the pixel dificmnces.

47. The apparatus of claim 46, wherein means (b) (3)
comprises:

(i) means for applying the filter to a block of the first
reference frame; and

(ii) means for adding the decoded pixel ditferenoes to the
V filtered block of the first reference frame to generate the

block of the second reference frame.
48. The apparatus of claim 46, wherein means (h)(3)comprises: , I ,.
(i) means for adding the decoded pixel differences to a

block of the first reference frame to generate a recon—
struCted blockrand ‘

(ii) means for applying the filter to the reconstructed black
to generate the. block of the second reference frame.

49. The apparatus of claim 46, wherein:
the encoded second video frame is generated using

motion estimation;
the second reference frame is

compensation;
the filter comprises a spatial filter; and
the energy measure comprises a sum of absolute differ-611665.

50. The apparatus of claim 46, wherein the apparatus
comprises a host processor, the host processor is electrically
connected to a bus, and the bus is electrically connected to

generated using motion

5” a memory device. v
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51. The apparatus of claim~45, wherein the encoded
second video frame is generated using motion estimation
and the second reference frame is generated using motion
compensation. .

52. The apparatus of claim 45, wherein the filter com-
- prises a spatial filter.

53. The apparatus of claim 45, wherein the energy mea-
sure comprises a sum of absolute difl'erences.

54. The apparatus of claim 45, wherein the apparatus
60 comprises a host processor, the host processor is electrically

connected to a bus, and the bus is electrically connected to
a memory device.
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Filed: *,Ma1tcl127,.lv9195> . - ' 'Gr’oup Art Unit: 2616

For: TEXT; V I l I 6' ~ AMENDMENT
SHARPENINGOEJPEG - - ' .
COMPRESSEDJMAGES IN

~‘FREQUENCY-‘DOMAIN' ' »

Date: February 10, 1997:

Commissioner-pf Patents and Trademarks,

Washington, DC. [20231 '

Applicants respond to the Office Action, dated November 18, 1996, as follows.

In the Claims: ' ' e > ,
Claim 1,11ch 15 after "(QD)" ins/err --relatéd to hula.

/
Please canéel» claim 24 without prejudice."

Remark-6“

Claims 1:36 are pefiding. Claims’25-36 are rejected'under 35 USC. §112,
second paragraph,as beihgihdefinite. dlaims 1.13, 5—9, 14—17; 20—24, 29 afid’ 34-36
are rejéclzed unde1'v35 USC _§103(a) as being unpafentabl'e overLSUg-iura (5,465,164)
in view of‘AgairWal (5,468,570), 1 Claims 4,: 10—13, 18,25-28, en'd730-33 are rejected
under 35 USC §103(a) as being unpatentable over Sugiura (5,465,164) and Agarwal
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_ (5,488,570), further in View of‘Tzou (4,776,030). Claim 19 is rejected under 35 USC

§103(a) o‘ver Sugiura (5,465,164) and Agarwal (5,488,570), further in View of

Applicantisadmissions_of.the‘prior art.

“325-36 ar . 5 " 1: Ender 3-55USC 1412' second ara ra-
In- paper 3, paragraph-‘1,Ithe Examiner states-the following:
The claims refer. to the VJ-PEG; compression standard. However, the

specification does not/indicate which‘JPEG Compression standard is being
referenced.‘ Unless theidate and citation number of the standard are provided the

I clairns will: "remain indefinite: due toth'e indefinite reference. '
Applicant's traVerse th‘earejection, The Examiner’s attention is directed to

page 6, lines 1 110-13, wherein the a document. describing theva'J-PEG compression
standard is identified.) Applicants submit that claims 25:36 comply with the
requirements0i'535 §112. I

Inzpjaper paragraph-'3; the Examinerstates the following:
As to representative},claims 141and15, and claims 1-I3, 5-9, ,29 and 34-36,.

Sugiur’a. teaches method of compressing and transmitting images which produces
decompresSed imagesahavingnimproved text and image :quality, the method

comprising: "

compressing asource imageainto compressed image data using a first
(quantization tablefiQe) (Quantization Table 105" of Fig; 1);,

V v forming a secondquantization;tahle.(Qd), .wherein‘these'cond quantization ’
table is related to the first quantization table (Inverse Quantization Table 115 of
fig. 1);, ' i A I

' I transmitting the‘compressed image data (Interfaces 109 and 111,
Communications Circuit 110 of‘fig. 1);

‘ i
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decompressing the cempressed data‘using the Second quantization
table Qd (Inverse Quantization and lnverse? Quantization Table'115'offig. 1)

The Examiner-acknowledges that. does not explicitly teach that the

second quantization‘table': is related to the first quantization table scaled in
accordancewith a predetermined function of the energy ina reference image and

the. energy in. a scanned image.

‘ The Examiner aSserts; h‘oWeverr that ‘A'garwal' teaches decompressing V

(decoding) a second video frame by,relatingtcomparing)the energy of the scanned. ‘
image (blockpfthé encoded} Second video frame) to the energy ofa reference) image

' (correspondingito the scaled quantization level for the block- where the energy for
the quantization levelis selectedin accordance with training video frames) (col. 1,
lines 35-60). ETheEiaminerthen 'conc'ludesi‘that'it would havebeen obvious to a

. personaof ordinaryskill at thetime of the invention for to decompress using
a quantization table scaled in achrdance with a predetermined function] of the
energyr a reference image andthe energy in a scanned image as taught by
Agarvsialinorder-toidecrease quantization errors; V i V I I

As to claims and thevE'xaminer states that sugiura teaches that the
. ‘ second quantization table..-(Inverse Qu.antization_Table) isrdet'ermined‘iindependent

of’theorderi‘of‘ Examiner argues that w0uld have been
obvious to a person ofordinary art'atthe‘; time of the invention to scale
prior or subsequentto the‘transmissi‘onistep since the secondq'uantization table is
deter-named indoepeiiidentbf the order of transmission; ‘ t ‘

_The.Eizaminer Statel'S5:-'aSitOVVClaimS 20-23, thatselecting-a target image;
rendering the target image into an image file; the target image having elements
criticalto the quality of the image are inherent a reference to control the
quality of the compression process; The Examiner asserts that-images which have
text including text with a serif feet are well knewn in the art-(official notice).

The Examiner states, as tovclaim thatin using a reference image to
control the qualityof'the. compression proces'sof a scanned image it would have
been obvious to a_ person of ordinary skill in the art at the time of the invention that

3.
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scanned image could bathe-reference image since-theireference image isr.readily

1 available to be a scanned image andgwouldserve as a check ofthe quality assurance

steps.

Claim 1.is amended to recite thatthe first and second tables are related but -

nonidentical. Claim 24 has been Cancelled.- In regard to. the remaining claims,

Applicants respectfully traverse the rejections. Nothing in the Sugiura and

Agarwal references relied upon by the Examiner, either alone or in combination,
.teaches or suggests.thessecondquantization tahl'e Qpbthat is nonidentical to the first
quantizationtable QE used to quantize theimage data and which is encapsulated
and transmittedwith the-quantizedimageqdata, as in the preSent invention.

The machine of‘claim 1 for transmitting “color images includes a compression
engine that 'includesa 'quantizer meansforlconverting the transformed image data

into. quantized image data, means for storing a* second'multi-element quantization
table andfurther includes means forencapsulating the encoded image data and the
second quantizationtable to form anencapsulated data file and still further I
includes a means fOr transmitting the encapsulated data file. Claim 14 recites .a

method including the steps of forming a second quantiZation table (QB), wherein the

sec0nd quantization table isrelated to'the first quantizatibn table in accordance
with a predeterminedfunctien ofthe energy in a reference image and the energy in
a scanned image, and the'step'ofdecompressing the compressed-image data using
the second quantization table.- Claim .25. recites amethod- including the step of

forming a seCondquantization table,-_ Wherefth'esejcond quantization table'is related
to the first quantizationtable according to"; egpi‘essibn Q1): x QE. . Claim 29 p
recites a'method including the step the first quantization table to for a

' second quantization table, compressing alsource image in accordanceWith the
Jstandard using thefirstquantization-table, and decompressingth‘e source
iInagein accordance with the ‘JPEGstandard using the second quantization table.

In contrast, the references relied upon appear to bedi'rect'ed toward an

improved first quantization table wherein Same table is used both to quantize
and inverse quantize the image data. 'Whereas the Examiner characterizes Inverse
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Quantization Table 115 of Fig. 1 in Sugiura as the second quantization table Q3 of
the present invention, Applicants are unable to find anything in Sugiura that
appears to support that assertion. The Examiner’s acknowledgement of the fact

that Sugiura does not teach a second quantization table related to the first table
supports Applicants’ position.

Sugiura, in fact, appears to be precisely the type of conventional device

discussed 'by Applicants at pp. 1-6 of the specification that utilizes the same

quantization table for both quantization and inverse quantization. The Examiner’s

attention is directed to Fig. 1 of the Specification which illustrates a prior art device

that appears to be identical to the ADCT UNIT of Fig. 1 of Sugiura. Further, Fig. 3
of the Specification appears to be identical to the functional blocks shown in the

lower half ofSugiura’s Fig. 1. As described in Applicant’s specification, the

conventional art device performs quantization 20 on source image data using
quantization tables 24. The quantization tables are then encapsulated along with
the compressed data into a JPEG data message, as shown in Fig. 2 of the

specification. The quantization tables 48 are then extracted from the JPEG

message headers and used to inverse quantize 54 the compressed image data. Fig.
1 of Sugiura appears to indicate that Sugiura is a conventional device as already
identified and distinguished over Applicants’ claims.

The Examiner further relies upon Agarwal to teach decompressing a second
video frame by relating. the energy cf the scanned image to the energy of a reference

image. However, the cited reference is directed toward a video-conferencing system
that uses temporal information to reduce quantization error effects. (See Agarwal

at col. 1, 11. 45-50 and 11. 60-65, col. 27, 11. 40-45, col. 36, 11. 59-65, col. 188, 11. 21-32,
and col. 118, l. 33 to col. 119, l. 10). The present invention, by contrast, is directed

toward still-image compression. There is no temporal information present in a still-

image. Even if the invention were used for successive images, in which Agarwal’s

use of temporal information could be useful, Agarwal still does not use or suggest
use of a second multi-element quantization table as recited. In other words, 
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Agarwal doestnet supply the-missing element. Therefore, the teachings of Agarwal
are inapplicable-to the. present inventiOn. I i

In light of. the .abOve.,r'_Applicants; suhmitthat nothing in Sugiura and
Agarwa1,_alone or in .comhination,‘teaches.or suggests the second. quantization table

Q, of the present: invention, as recited intindep’jend‘ent claim 1, from which claims 2,

3 and 5-9depend; infindependent’cvlaim l4, from'Which claims 15-17 and 20-24
depend; and in independent claim‘29, from whichclaims 34-36 depend. Accordingly,
these claims are patentablerwer the cited references. 1

In addition, in regard tofi‘claims 16 and 17, theEXaminer has oVerlooked the
significance. of the featuresfofthe invention as claimed; By performing the steli of
scaling, the first quantizati'On in ZaccOrdance with the predetermined function prior

to the transmttingistepras recited 'in'claims-16, thermethod ofthe present invention

may be used in transmitting imagestoaconventional decompression engine. which

.can decompress the image with'improved-image quality but Withoutmaking
changes to the-Conventional“decompression engine. (Spec. p. 17, ll. 3-10). Similarly,

performing the step ,of’scaling ,-first»quanti:zation.*in accordanCe with the
predetenninedL-functio‘n subsequent to the transmiSSion step, as recited in claim 17,
permits the present-’methodrtoce utilizedth improve'the image-quality of an image
transmittedfromaIconyentional‘deVice. p. »_17, 1. 14, top. 18,1. 4). These

‘ featuresof the present inyention as recited in Claims 16.;and 17 provide these claims
V With separate groundsfdr"patentability in addition tO‘thOSe discussed above.

'TheiExaminer states, as to ,repreSentative 18,. and claims 4, 10-13, 25-
28, and 30633, that Sugiura-doessnot eiplicitly teach the use of the varianCe in the
scaling factortoreducefthe Quantization error. “Tzou teaches that in an adaptive
system .thequantiza'tion of an image ordered according‘to‘ the variance of the
image coefficients to reduce quantization'error (col. 2, lines 21-42); The Examiner
concludes thatfl-itfwould have: been obviousto a perSOn ofordinary skill in the art the

6 V
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time of theinvention to use the image'variances astaught by Tzou with the

reference and scanned image to arrive at the scaling factor of Sugiura‘ and Agarwal
in. order. to reduce quantization error.

’ Applicants traversethis rejection. As WithgtheSugiurauand.Agarvtal
references addresse_d..-aboye, Tzou istalso directedtoward reducing artifacts: due to
the quantization,errorsgintroduced by a quantizer, as noted by the Exarniner and
discussed in Tzou (Abstract; 11; 3+5; col. 2, 11. 22-55); Tzou. appears to. utilize the '
same table for both quantization and'inverse. quantization of image data. The
arguments abovegtherefore apply equally to Tzou in that TzOu is-directed toward
ir'nprovin‘g thequantization' table Q3 but doeSnot-teachor suggest the second
quantization. table "of-the present invention. ’

The present invention; in contrast,- is not directed .atlreducing.quantization
errors .but at improvingthe quality _‘of the reproduced scanned image by restoring
the image variance that existed in the image prior togscqnning. The present
inventionv'is complementaryto the teachings of Sugiura, Agarwal and Tzou in that
the techniques. of the cited-:.referen'ces can be used to design quantization tables (QE)
to reduce quantization artifacts, and‘the teachings the (present invention may
then. beapplied to scale the quantization tables ofthe, conventiOnal art in order to
sharpen and further improve the quality of the scanned image. ‘

i To understand standard JPEG'Vdecodersand the teachings of Siigiura, let

'Ylk] be the k-th-element of a block(insig-Zag-order). If @176] is the corresponding
quantization coefficient, then the output of a conventional quantizer is generated by
performing: v

quk] '= In‘teger RoundeIkJI [[76]). I (1)

In standard JPEG coders,_ QE is transmitted with the data and thus QD = QE. If 
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I 77%] -= 17th -‘ QEZkJYQIkJ, .

then Sugiura prOposes the folloWing,qnantiZation»scheme:

12-,th =1nteger Round[(Y[k] + r[k - 1])/QE[k]]_. ’ (3)

Sugiiara then transmits VQgiWith the coded data.
In the presentinvention; equation 1 above is uSed to Compute YQfle].

However, the Quantizationtable transmitted with the coded data is QD, as defined

in‘the preferred embodih‘ién-tfiby _‘ w

QD—S XQEI+B, ‘ ' (4)

Where is the scaling‘matrix WhiCh restoresl'the variance of the JPEG compressed
V image to that of the reference'ixnage. )Qfiis related to but. nonindentical to QE, as

recited inathe claims. I _ I V I
In a‘istanda’rd JPEG'dévicé; equation US used and Q; is transmitted to the

decoder. In Sugiura,‘ equation 3' is used to improve the quantization, but it is still
QE that is transmitted to the decoder. . The present innention generates anrom

equation4v and sends it, along with. the compressed image. data, to the decoder.
What is. important to note is that-the reference image an original image -

rendered into idealv digitalfcirm by software, not a scanned image subject to the
image degradatianinvherent in the scanner. (Spec. p. 9, ll. 15—‘-28). Therefore, using

the quantization table QD. of the presentuinvention td‘decOmpreSsthe transmitted
image produces ’a'decompreSSed image that.has approximately the same Variance as

the'reference image, ratherjthan the variance ofthe scanned image Whose high
frequency.characte1-is'_tics were degraded the scanner. (Spec. p. 13, ll. 2-15). '

In addition, none ofthe references cited;.above,‘_alone or in combination,
discloses the scaling matriX"of>claim‘s‘ 4', 10; 25i‘6r 32, wherein the Scaling matrix is
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.- based upon the variancematrixof the reference image and the variance matrix of
the scanned image; The cited references are directed toward an improved '
Quantization for. ,quantizing a scanned image, wherein the scanned image is
subject to the inherent‘distortionj of‘theiscanner, rather than the reference image of
the present inventiorithat Been.._scannedi and. therefore contains the
full varianée'i‘eferenceiniage, Therefore, thescaling'inatfiirofclaims 4, 10,
25 and representsa separate ground- for patentahility.‘ ‘

' 'In' light bfthegabove,»Appligaptsrsfibnfit.jtharn¢thingin ,sugiur'a, Agarwal
2 land. T'ZOu,‘ alone Or‘ combination, vyay,teachesorsuggests the quantization

" _ tableQDor'the-scaling-gmatri§r,ofthepresent invention, 1

‘As to claim‘19,the-Examiner acknowledges that Sugiura and Agarwal do not
eXplicitly teach encapsulatingthe second quantization table Qd with'the
compressed imagedatatoform an encapsulated data file and then transmitting the

‘ [data- file but asserts-"that Applicant admits-that the prior art'teaches that the-data
includes the, quantiaationtab'les for use-in the decompressioniprOCess (p. 5, lines 1-
6). TheExaminerconcludes that it would have been obvious to "a person of ordinary
skill in the -art:to inelude-the quantization table which will-be used in the

decompression process in the transmitted datafile .as taughtgby the prior art for the
data file'of Sugiura and Agarwal where thesecond quantization table would be used
to decompress.

Applicants traversethis rejection,- As discussed above, the references relied
upon do not teach or suggest the second quantiZation table of the present invention.
As regards Applicants’ydes‘cription of‘the prior art, the Sugiura reference appears to
disclose precisely-the conventional device discussed by Applicants (Spec. pp.

"1—6).- The addition of'Applicants’ description ofthe prior art, therefore, adds nothing
to the combinationvof Sugiura and Agarvval; In addition, Agarwal notes that the

9
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I

intra/inte'r decision isknovvn‘tii both the encoder-and decoder and therefore "does

not need to bexexplicifily transmitted"_'. (See Agml sic-01. 119,11..11-15). This
appears to teachaway encapsulating andtranSmitting the second
quantization table, as reCited in claim.19. Thetaddition of theApplicantS’
description: ofthe prior- art vtoxan alreadydeficient combinationoi‘ Sug'iura and
AgarWal doesnot teach suggestAppliCants’ second quantization table,._as recited
in claim 14 from Which_:c1aim depends. Therefore‘neither cited prior art nor
Applicants" summary of itteach the additional-refinements of encapsulating and
transmitting the} second quantization table to decompress the cOmpressed image V
data, as recitedgin claim,1.9l-. I I i V i

In additiongiin“ concliidingthatit:Wouldvhave been ‘obviOus tora person of
ordinary skill»in.the:art'toinclude the quantizationi'table:which: will be used in the

I decompression processin. the transmitted data file as taught by the prior-art, the
Examiner has missed tliep‘Oirit 5of_ one ofthe key features» 0f the preSent invention.

As the Applicant has detailed‘inuregard to'the conventional-art, conventional devices

presently send the. quantization tableuthatfiis. usedzt'o decompress the compressed

image data. important feature of the present invention isits ability to exploit

this characteristicof the ‘conventiOnal- art to produce a decompressed image with
approximately the'same; variance; as-theirei‘erence image whentransmitting the
compressediinage to. a.':conventional-device. (Spec. p. ’17, 11. 3-10). Inthe present
invention, the second. Iquantiiation tablei's .suhstitutedvfor-the first quantization
table theencapsulated data-file that is transmittedtoa conventional device
(Spec; Fig. 5,); "The conventionaldecompreVSSion .enginethent‘ran‘sparently uses the
sec'Ond quantization table todecoinpress image data (Spechig, Y3) and, in so
doing,'_ restoresthe variance inthezrepro‘duced image to apprOXimately that of the
reference image, No changes to the conventional decompression engine are
required-'and'no additional computation in the decompression engine is necessary to
improve the quality of the reproduced image. [Reconsideration cf claim 19 in its
entirety will demonstrate that the. defined invention is patentable over Sugiura and
AgarWal,‘ further in View of. Applicants? description of the-prior art.

'10
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In view..o‘fthe fdrg‘going'amendments and remarks, Applicant’s respectfully

submit that the application'is now condition-far, allowance and action to that end -
is requested; ‘

Pleése addrgss all-future 'cOmInunications to;
Records Manager I_.
Lagal' DepartmenyzoBo -
Heret-trPackgrd Cqmpany
P.0‘.- BOX-10301" ‘ ,
Palo Alto, California, 94303-0890.

Direct all, telephone Callstozfi '

Pehrv Jafiggqn:
(415) 857-75333

Respéctffilly submitted,

'GIORD'ANO BERETTA, .et al.

fiehr'Jan V 01.1? - " '
Registratiqn No. 35,759 ‘
Attorney for Applicant

RecordsMap‘ager» N >
i Legal DepartmEht,_20B0 ‘

HerettePack’a'rd' Cbmpany
PO. Box 10301 ' . Y Q.
Paid-Alto, California 9430345890 
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UNITED STATES PATENTAND‘IRADEMARK'OFFICE

”d_aribB tfa et al.‘ I ’ V I I

Sefiéle-i 12'] I ' - v-Exan‘iifie‘r: B.'John“son

Filihg‘ D‘até: , March 27,9’ié'95~ > > - " ‘Gro'up Aft Uhit: 2616 ‘ ' ,

. Title: , TEXT:ANDleAGEgSHARPENiNG.OEJ'PEG COMPRESSEDIMAGES IN THEEREQQENCM
‘ » DOMAIN >' ‘ ‘ -. r . * . - ‘0';. »‘ C; 231'

rd)w“

u "iwiééioyuenFofir'pATENTs>
Washington, DIG; 20231 » .
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lNDEi’. ’‘ CLAIMS

EXTENSION j]:* FEE I

2 5T_,‘0‘TA‘L > "DpiTIONAL EEE
. ,FPF? THIS AMENDMENV

.,to Dj‘e‘posit Account 0872025.. AtLCWan'y.timesduring'the pghdené‘yof‘this
application: please; 8 any fé‘es rédu'i'réd ‘orULCredit any oVerpayméht tdlDeDOSit'Aécqunt 08-2025
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hespectfully Submitted,’ ‘

Giordano Beretta et..ai.
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.deposited With'thé Unitéd Sfatés' PquaiSe‘rvicé as L
' .first Class gr'n'aililiin‘uah:'enveld‘pé‘r’aadkéssed to:

Assistant V commissioner for »Paients,-- ‘WaShington,D.C. 20231. ‘ ' ‘ '
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Date “DP-9'95“? ll'Feb’wa’L-y- 1‘5: 37997 > . ' Attornéy/Agent forApplicantis)
- .. . '- i "' i ‘ Begum 35,759 j .

Typed Name:_Lda_I-\.|In_l at , . V I . I
Sighsturé‘: ‘ I, . “ ’ Date? Feb’waflfy 155‘ 79.97
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uNIr' FETATES' DEPARTMENT oi: COMMERCEPaten. and Trademark Ofiice ’
Address: COMMISSIONER OF PATENTS AND TRADEMARKS

Washington, DC. 20231 ’

APPLICA'HON NUMBER. FIUNG DATE . FIRST NAMEDAPPLICANT . ATTY. DOCKET NO. . '

T r: “l:liEie/t'.l.1 i , a ‘ 023/95 1 fl

SEE-Ml ," 05:37
.Ti‘”i — Fl '4

AFIT UNIT PAPER NUMBER

5’6 El '8

DATE MAILED: E, I, 7 .97

This is a communication from the examiner In charge of your application. VCOMMISSIONER OF PATENTS AND TRADEMARKS v

OFFICE ACTION SUMMARY

El Responsiveto comm‘unication(5)tlled on Z 7,"( Q7 ‘ r I

91/ This action is FINAL.

[I Since this applicationis in condition for allowance except for formal matters, prosecution as to the merits Is closed in
accordance with the practice under Exp'an‘e Quayle, 1935 D.C. 11; 453 O.G. 213. . .

A shortened statutory period for response to this action is set to expire - 3 ' month(s). or thirty days,
whichever is longer, from the mailing date of thls communication; Failure to respond within the period for response will cause
the application to become abandoned. (35 U.S.C. § 133). Extensions of time may be obtained under‘the provisions of 37 CFR
1.136(a). I I

Disposition of Claims

Er Clalm(s) . 1" Z3l 15 '— 3Q - is/are pending in the application.
of the above, oialm(s) . ' is/are withdrawn lrom consideration.

IZT Claim(s) ‘ I «.13, lg, I‘i , '3 3 . is/are allowed.
12] Claim(5) Mel? j'1~lK we 13, Ls’Jt—f Visit. ‘ is/arerejected.
El Claim(s) . is/are objected to.
D Claim(s) . are subject to restriction or election requirement.

 
 

Application Papers

See the attached NotiCe of Draftsperson’s Patent Drawing Review. PTO-948. ‘ i
The drawingts) filed on __ - Is/are objected to by the Examiner.
The proposed drawing correction, tiled on , ' ' is [:1 approved I: disapproved.
The specification is objected to'by the Examiner.

The oath or declaration Is objected to by the Examiner.

 

Priority under 35' U.S.C. § 119

El Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d).

|:| All [I come [I None of the CERTIFIED copies of the priority documents have been

El received. _ . V
I] received in Application No. (Series Code/Serial Number) - .
El received in this national stage application from the lnternationaI‘Bureau (PCT Fiule 17.2(a)).

*Ceriified copies not received:

|:| Acknowledgment is made of a claim for‘domestic priority under 35 U.S.C. § 119(e).

Attachmenfls)

El Notice of Reference Cited, PTO-892

D Information Disclosure-Statemenfls), PTO-1449, Paper No(s).

D ~Interview Summary, PTO-413
E] Notice of Draftperson‘s Patent Drawing Fteyiew. PTO-948

' E] Notice of Informal Patent Application. PTO-152
—5EE OFFICE ACTION ON THE FOLLOWING PAGES--

FTOL—GZE (Flev. 9/96) I r . * U.S. GPO: 1996-421-532/402L
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‘ 7

Serial Number: 08/411,369

Art Unit: 2608

DETAILED ACTION

Claim Rejections - 35 USC § 103

1. The following is a quotation of 35 U.S,C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter sought to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the time the invention was made to a person
having ordinary skill in the art to which said subject matter pertains. Patentability shall not be negatived by the
manner in which the invention was made.

2. Claims 14, 15, 17, 20-23, 29, and 34-36 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Sugiura (5,465,164) in view of Agarwal (5,488,570).

As to claims 14, 15, 17, 29 and 34-3 6, Sugiura teaches a method of compressing and

transmitting images which produces decompressed images having improved text and image

quality, the method comprising:

compressing a source image into compressed image data using a first quantization table

(Qe) (Quantization Table 105 of fig. 1);

forming asec'ond quantization table (Qd), wherein the second quantization table is related

to the first quantization table (Inverse Quantization Table 115 of fig. 1);

transmitting the compressed image data (Interfaces 109 and 111, Communications

Circuit 110 offig. 1);

decompressing the compressed image data using the second quantization table Qd

(Inverse Quantization 114 and Inverse Quantization Table 115 of fig. 1).
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c

Serial Number: 08/411,369

Art Unit: 2608

Sugiura does not explicitly teach whereas Agarwal teaches that a second quantization

function (which can be incorporated into a table) is related to a first quantization table scaled in

accordance with a predetermined function of the energy in a reference image and the energy in a

scanned image in order to enhance the image during the decoding process (col. 1, lines 35—60

where an energy measure value corresponding to the block ofthe encoded second video frame is

the energy value of the reference image; the energy measure threshold value corresponding to the

selected quantization level for the block in accordance with the training video frames which are

the scanned images; the comparison function is the predetermined function; and the end resultant

filter function can be incorporated into a table such as the second quantization table). It would

have been obvious to a person of ordinary skill in the art at the time of the invention for Sugiura

to decompress using a quantization fiinction which could be incorporated into a table based on a

first quantization table scaled in accordance with a predetermined fianction of the energy in a

reference image and the energy in a scanned image as taught by Agarwal in order to enhance the

image during decoding.

As to claims 20—23, selecting a target image; rendering the target image into an image file;

the target image having elements critical to the quality of the image are inherent in using a

reference to control the quality ofthe compression process Images which have text including

text with a serif font are well known in the art (omcial notice).
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Serial Number: 08/411,369

Art Unit: 2608

3. Claims 18, 25-28, and 30-32 are rejected under 35 U.S.C. 103 (a) as being unpatentable

over Sugiura (5,465,164) and Agarwal (5,488,570) as applied above, fiirther in View of Tzou

(4,776,030).

As to claims 18, 25-28, and 30—32, Sugiura does not explicitly teach use of the variance in

the scaling factor to reduce the quantization error. Tzou teaches that in an adaptive system the

quantization of an image is ordered according to the variance of the image coefficients to reduce

quantization error (col. 2, lines 21-42). It would have been obvious to a person of ordinary skill

in the art at the time of invention to use the image variances as taught by Tzou with the reference

and scanned image to arrive at the scaling factor of‘Sugiura and Agarwal in order to reduce

quantization error.

Allowable Subject Matter

4. Claims 1-13, 16, 19, and 33 are allowed. The following is a statement of reasons for the

indication of allowable subject matter: the prior art does not teach quantizing image data with a

first quantization table, encoding the quantized image, generating prior to transmission a second

quantization table related to but nonidentical to the first quantization table, and transmitting the

encoded image, encoding table and the second quantization table.
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Art Unit: 2608

Response to Arguments

5. In the first office action Examiner made a 35 USC §112, second paragraph rejection based

on the observation that the JPEG standard was not tied to a citation number nor a date. Applicant

has responded to this rejection by citing p. 6, lines 11-13. Examiner understands this response to

mean that the JPEG standard being referred to throughout the specification is that found in

“Information technology - digital compression encoding of continuous - tones still images - part 1:

Requirements and Guidelines,” ISO/IEC IS 10918—1, October 20, 1992?; That being the case, the

35 USC §112, second paragraph rejection made in the first office action is withdrawn.

6. With respect to the 35 USC 103 (a) rejections, Applicant argues that the references only

have one table and comments on Examiner’s acknowledgement that Sugiura does not teach a

second quantization table related to the first table. It is Examiner’s position that the combined

references of Agarwal and Sugiura or Agarwal, Tzou, and Sugiura teach a second quantization

table where given the inherent nature of filters found in Agarwal in how they are represented by

tables, the filter function related to energy is factored into the second quantization table of

Sugiura so that the second quantization table is related to but nonidentical to the first quantization

table. Also in the first action Examiner stated that taken alone Sugiura taught that the second

table was related to the first table but not through an energy relationship.

Applicant fiirther argues that Agarwal teaches a Video image whereas the present

application is in the realm of still image compression. It is Examiner’s position that the concept of

relating compression and decompression fimctions through energy relationships as applied to
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compression of video images can be applied to compression of still images since both procedures

are in the realm of image compression. Furthermore, the claims do not require still images.

Conclusion

7. THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time

policy as set forth in 37 C.F.R. § 1.136(a).
A SHORTENED STATUTORY PERIOD FOR RESPONSE TO THIS FINAL

ACTION IS SET TO EXPIRE THREE MONTHS FROM THE DATE OF THIS ACTION.

IN THE EVENT A FIRST RESPONSE IS FILED WITHIN TWO MONTHS OF THE
MAILING DATE OF THIS FINAL ACTION AND THE ADVISORY ACTION IS NOT

MAILED UNTIL AFTER THE END OF THE THREE-MONTH SHORTENED

STATUTORY PERIOD, THEN THE SHORTENED STATUTORY PERIOD WILL EXPIRE
ON THE DATE THE ADVISORY ACTION IS MAILED, AND ANY EXTENSION FEE

PURSUANT TO 37 C.F.R. § 1.136(a) WILL BE CALCULATED FROM THE MAILING
DATE OF THE ADVISORY ACTION. IN NO EVENT WILL THE STATUTORY PERIOD

FOR RESPONSE EXPIRE LATER THAN SIX MONTHS FROM THE DATE OF THIS
FINAL ACTION.

8. Any inquiry concerning this communication or earlier communications from the
examiner should be directed to Brian Johnson whose telephone number is (703) 305—3865.

The examiner can normally be reached on Monday-Thursday from 7:30 AM to 5:00 PM. The
examiner can also be reached on alternate Fridays.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Dwayne Bost, can be reached on (703) 305—4778.

Any inquiry of a general nature or relating to the status of this application should be
directed to the Group receptionist whose telephone number is (703) 305—3900.

\E}
Brian L. Johnson

May 17, 1997 DWAYNE BOST
SUPERVISOHY PATENT EXAMINER

GROUP 2600
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‘ =>‘d his ful

(FILE 'USPAT' ENTERED AT 14 37 17 ON 15 MAY 1997)
83 SEA ((TABLE## OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ

R (INVERSE QUANTIZ?)))/AB
SEA (((CODE BOOK) OR CODEBOOK) AND (DECOMPRESS### OR DEQUA

Z? OR (INVERSE QUANTIZ?)))/AB
SEA L2 NOT L1

SEA ((TABLE# OR MATRI### OR CODEBOOK OR (CODE BOOK)) AND D

D?)/AB
QUE 382/CLAS
QUE 348
QUE 348/CLAS
QUE~358/CLAS
QUE L5 OR L7 OR L8

125 SEA L4 AND L9
113 SEA L10 NOT L1

FILE USPAT 
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' BRIAN L. JOHNSON Wed May 14 19:02:45 EDT 1997

(FILE ’USPAT’ ENTERED AT 15:24:57 ON 14 MAY 1997)

SET PAGE SCROLL

s 382/254—275/CCLST
QUE (DEQUANTIZ? OR QUANTIZ?)/AB
5 L1 AND L2 .

QUE (DEQUANTIZ? OR DECOMPRESS?)/AB
3 L1 AND L4 »
5 L5 NOT L3

3 5508942/PN
QUE 382/CLAS
QUE 358/CLAS
QUE 348/CLAS
5 L8 OR L9 OR L10

8 ((TABLE# OR MATRI###) AND (DECOMPRESS### OR DEQUANTIZ? OR (
3 L12 AND L11
3 L13 NOT (L3 OR L6)
3 L12 NOT L13
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¢

BRIAN L. JOHNSON Wed May 14 14:52:42 EDT 1997

(FILE ’USPAT’ ENTERED AT 14:19:05 ON 14 MAY 1997)

SET PAGE SCROLL

QUE (QUANle OR DEQUANTIZ?)/AB
33 S Ll

QUE (CONTRAST OR RESOLUTION OR BRIGHTNESS OR INTENSITY OR ENE
l S L2 AND L3

64469 S (COMPRESS? OR DECOMPRESS?)/AB
3136 S L3 AND L5

998 S DECOMPRESS?/AB
 

s 17 and 13
5160 CONTRAST/AB
7753 RESOLUTION/AB
3514 BRIGHTNESS/AB

15650 INTENSITY/AB
50584 ENERGY/AB

48 L7 AND L3 
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BRIAN L. JOHNSON " ' n Oct 28 17:16:11 EST 19964

(FILE ’USPAT' ENTERED AT 16:17:15 ON 28 OCT 96)

o S 382,348,358/CLAS
41535 S 382 OR 348 OR 358/CLAS

415 S L2 AND COMPRESSION AND QUANTIZATION
SET PAGE SCROLL

41535 S 382 OR 348 OR 358/CLAS
88 3 L4 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### 0R T

L1 AND COMPRESSION
L4 AND COMPRESSION

L7 AND QUANTIZATION
L8 AND (MATRI### 0R TABLE#)

L7 AND QUANTIZATION (P) (MATRI### OR TABLE#)
382/CLAS

348/CLAS_
358/CLAS\,
L11 OR L12 OR L13
382 OR 358 OR 348/CLAS
L14 AND COMPRESSION AND (QUATIZATION (3A) (MATRI### 0R T

O

mmmmmmmmmmm
U) L14 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

L14 AND COMPRESSION AND QUANTIZATION
L18 NOT L17
L19 AND REFERENCE

L20 AND (DCT OR (DISCRETE COSINCE TRANSFORM))
L20 AND JPEG
L21 NOT L22

S
S
S
S
S
S 
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BRIAN L. JOHNSON on Oct 28 16:47:22 EST 1996
’ ~

(FILE ’USPAT’ ENTERED AT 16:17:15 ON 28 OCT 96)

0 s 382,348,358/CLAS
41535 s 382 OR 348 OR 358/CLAS

415 S L2 AND COMPRESSION AND QUANTIZATION
SET PAGE SCROLL

41535 S 382 OR 348 OR 358/CLAS
88 5 L4 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### 0R T

L1 AND COMPRESSION
L4 AND COMPRESSION

L7 AND QUANTIZATION
L8 AND (MATRI### OR TABLE#)

L7 AND QUANTIZATION (P) (MATRI### OR TABLE#)
382/CLAS
348/CLAS
358/CLAS
L11 OR L12 0R L13
382 OR 358 OR 348/CLAS
L14 AND COMPRESSION AND (QUATIZATION (3A) (MATRI### OR T

0

mmmmmmmmmmm
U] L14 AND COMPRESSION AND (QUANTIZATION (3A) (MATRI### OR

L14 AND COMPRESSION AND QUANTIZATION
L17

AND REFERENCE

AND (DCT OR (DISCRETE COSINCE TRANSFORM))

S
S
S
S 
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, :BXAT:

. RESPONSE.WDER37.CFR1-.116
EXPEDITED PROCEDURE REQUESTED 3/ 9/ C?

EXAMINING GROUP 2608

Attorney’s Do. No. 1094893-1'

‘ IN THE UNITED STATES PATENT AND TRADEMARK OEFICE
. , . I , m

Inere patent application of: r V Examiner: Johnson‘gB. $1:' ‘ c2: 4:2»
*U

Beretta, et a1. 1 , ‘ Group Art Unit: 26083. Ci». ' m
A Q ‘5

US. Serial No. 08/411,369 r ' ‘c:) 7‘“ A ‘
‘ ~ I HEREBY ,CERTlFVg THAT THISCORRESPONDENCE IS BEING DEFDSITEDWITH THE UNITE) STATES POSTAL SERVICE

Filed: March 27, 1995‘ I I ' As FIRST cms‘s mm ‘m m mauveA«DDRESSED TO:

I For: TEXT AND IMAGE‘S'VI-IARPE‘NING‘OFVJPEG’ (jcouulssnuanowmms
COMPRESSED IMAGES IN FREQUENCY DOMAIN WEW“'W“”'““‘P"°‘°'

’ ‘ WSISTANT COMMISSIONER FORP I la. WASHINGTON on. 23231

" CIASSIs‘TANT ooumssmmzn FOR
BOXAF I TRADHMHKS. 2900 0mm. DRIVE.

Assistant Commissioner for-Patents """G'W'V‘ W“
Washington, 20231

AFTER FINALREJECJTION UNDER 37 C.‘F.R. 1.116

Applicants respond to the Office Action, Paper No. 5, dated May 27, 1997,

as follows:

In the claims:

Please amend claims 14, 16, 19, 29 and 33 as follows:

14. _ (First Amended) A method of compressing and transmitting images

which produces decOmpreSsed images having improved text and image quality,

the method cemprising:

compressing a source image into compressed image data Using a first

quantization table (QE);
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scanned image-such

forming a second-quantization table (QB), wherein. the second quantization

table is related to the first quantization table in accordance with a

predetermined functiOn of the energy reference image and the energy in a
i I I D) is configred to

compensate for image degradation cansied by a scanner; v ‘1

transmitting the compressed imagedata; and

decompressing the compressed image data using the second quantization

table Q1). _

16. (First Amended) A method of compressing and transmitting images

which produces 'decompressed images having improved text and image [quality

according to claim 15 wherein the step scaling the first quantization in

accordance with‘the predetermined function is performed] quality, themethod

comprising: ‘

compressing asOurggiimage into compressed image data using a first

quantization table {QEL I

fanning a second guan'tizatibn table {Q32} wherein the second guanti'z'ation

table is related to _ ' first uantization tablein accordance w'

, predetermined filnctiOn of the energy’ in a reference image and the energ: in a

scanned image;-

transmitting the g:gmpressed image data; and

decompressing the compressed-image data using the second quantization

glam; _

wherein the step-of forming a second gu‘antizatiOn table includes scaling
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the first u tization table in cordance with the ’ determined functio prior

to the transmitting step.

comprising: " I

compressing a source image into compressed image data using a’first

quantization table g QE1;;

fammg a second guantization' table {VQDL wherein the” setgond quantization

transmittig'g the compressed image data;

decompressing the compressed image data using. the seCond quantization

table QB;

encapsulating the second quantization table with the compressed

1

image data'toform an encapsulated data file; and

transmitting the encapsulated data file.

29. (First Amended) A method of improving teX't and image quality of

' compressed images that are compressed using the JPEG compi‘esSion standard,

the method c0mprisingz.

selecting a reference image; ‘
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determining thejenergy content ofthe reference image; >

selecting a scanned image;

' determining the energy content of the scanned image;

selecting a first quantizationtable (QE);

scaling the first quantization. table (QE) to form a second quantization

table (QD) accordingto the ratio pfthe energy in the reference image to the

energy contentvof the scanned'image; such that the second quantization table
LQD is 'confi .to com ensate for ima e de ada i ' aused..h a canner;

compressinga source image in accordance. with the JPEG standard using

‘ the first quantization: table (QE); and

decompressing the source image in- accordance with the standard

using the secOnd-quantization table QB wherebythe decompressed image has
improved image quality.

33. '(FirstAn‘wnded) A method (if improVing text andimage quality
[according to claim 29 further compfiSingz] of compressed imag'yes that are

I “com 'ressi'on standard "the-method com

seleging a referenCe image; .‘ g

determining the gmrgx‘‘ content of the reference image;

selecting a scanned image; I

contentiof the‘scanned ima e' x '

se ctin V' a first. uantization ta E); i
uantizationitabié I to form a figcgndvg‘uantization

' in the reference ima e t
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ener content of the scanned i '

ressin a-sburce ima e‘in accordance“ ' the‘JPEG standard Usin

the first quantization table (QE);

decom ressin the so . :ima- ein accordance theiJPEG standard

using the second guantization‘table QD’whereby" the dacompressed image has

im roved ima ’e I it -

encapsulating the second quantization table (QD) with the compressed

image to form aJPEG'file; and

transmitting the over a limited bandwidtnchannelf

REMARKS

Claims 1-13, 16, 19 and 33_are indicated as a110wedgi Claims 14, 15, 17,

20-23, 29 and-34-36 are rejected under 35 U.S;C. §103(a) as being unpatentable

over Sugiura (5,465,164) in vi‘evrof Agarvral (5,488,570). lClaimS'18', 25-28, and

30-32 are rejected tinder 35 U.S.‘C. §103(a) as being unpatentable overVSugiura
(5,465,164) and-Agarwal (5,488,570) as applied above, further in View of Tzou

(4,776,030). Reconsideration is requested.“ I
Claims 16, 19 and 533 were indicated as all'OWe'd but depended from

rejected clMs 14 and 29, respectively, and have therefore been rewritten in

independent form-to include; all of the limitations of their baSe claims. No new
matter has been added; Claims 16, 19 and 33', as amended, are now alloWable as

independent claims.
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are atentab'le under 35 [1.8.0. 103 a

TheExaminer states that Agarwalteaches that. a second quantization

function (which can be incorporated into a table) is related to a first quantization

table, scaled in accordance with a predetermined function of the energy in a

' reference image and the energy in'a scanned image in order to enhance the

image during the decoding process (col. 1, 1ines35-6O Where an energy measure

value corresponding to the blockrof the encoded‘second video frame is then

energy value of the reference image; the energy measure threshold value

L corresponding to the selected quantization level for the block in accordanCe with

the training video frames which are the scanned images; the comparison V
function is the predetermined function; and‘the end resultant filterfiinction can

be incorporated into a table such as the second quantization table).

The Examiner concludes that it would have been obvidus to a person of

ordinary skill inthe art atthe time of the invention for Sugiura to decompress

using a quantization function which could be incorporated into a table based on a

first quantization table Scaled in accordance with a predetermined function of

the energy in a reference image and the energy in a scanned image as taught by

Agarwal in order to enhance the .imageduring decoding.

The Examiner takesthe position that the combined references of Agarwal

and Sugiura teach a second quantization-table where, given the inherent nature

of filters found inAgarwal in how they are represented by tables, the filter

function relatedto energy is fadtored into the second quantization table of
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9 ‘ ' C

Sugiura so that the second quantization table is related to but no'nidentical to

the first quantization table.

Applicants respectfully traverse the Examiner’s characterization of the

quantization tablesofAgarwal a'ndExaminer’s positiOn that Agarwal and

Sugiura teach a second quantization table based upon the inherent nature of the

filtersfound in Agarwal. Though Agarwal is a very long and complex reference,

the invention described appears to be directed to exploitingv"the perceptual

properties of the human visual system in a statistical sense to arrive at

quantization tablesthatm'iI-ii'mize perceived-quantization»artifacts at a given

effective bit rate." (C01. 120, ll. 29-35); Agarwal then goes on to describe a

process for designing a» set of N quantization tables wherein table Q1 is at the

perceptual threshold (i.e.vit generates no perceptible artifactsrbut at the expense

of abit rate that is potentially muchhigher than a target bit rate) and wherein

the remaining quantization tables are designed to have monotonically decreasing

intermediate bit rates. (Col. 120, 1, 43 to col.‘ 121, l. 67). It appearsthat the

quantization tables ofAgarwal are directed toward quantization tables which

reduce the'bit rate required to encode an image with the least perceptible

artifacts for typical video. (001.. 121, 11. 49-54).

By contrast, the present invention is directed toward a method of

compressing and transmitting images which produces decompre'ssed images

having iniproved text and image quality, which includesforming a second

quantization table QD which is related to the first quantization table QE in

accordance with a predetermined function of the energy-in a reference image and

‘ the energy in'a scanned image, as recited in claim 14 (from which claims 15, 17
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c 1 - > » ' v o .

and 20-23 depend). Also, in c_0ntr'ast to the. references relied upon the invention

includes a method of improving text image quality of compressed images

that are compreSSedusing theJCompression standard, whichmethod
includes. scaling the first quantizationtable (QB) to form a second quantization

table (QD) according to the ratio of the, energy in the reference image to the

energy content of the scanned imageg'as recited in claim. 29 (from. which claims

34-36 depend). ‘

In the present invention, the second quantization table is used to restore

the energy 'lei'r'el-of theucom'pres'sed imagezwhich, like the seanned__image-, suffers

from the inherent limitations ofA a, scanner, to the energy level of a reference I
image that does not suffer the inherent limitations of the color scanner

> because it is not compromised by the mi'sregistration and MTF limitations of the

I scanner. (Spec. p. 155‘].- 19 to p. 16,1. 13). Agarwal thus does not appear to teach

the second quantization table of the present‘invention nOr dees'the functiOn of

the second table appear to he inherent in the natureio'f the filters of Agarwal.

Claims 14 29 have been amended to more particularly point out and

distinctly claim the features of the present intention. Claim 14, from which

claims 15-17 and 20e‘2'4'dependzis amended to recite-'YfOrming a second
quantization table (Q‘D),YWherein the second quantization table is. related to the

first quantizationltablein accordance with apredetermined functiOn of the

Venergy'in a reference image and the energy in a scanned image, such that the
‘ is confi ed tocom 'ensate f0 ‘

degradation caused hya sea:1n’er“. Claim 29,. from Whichtclaims 34-36 depend; is

. amended to recite "scaling the first'quantizationtable (QE) to form a. second

 



OLYMPUS EX. 1016 - 702/714

quantization table (Qt) aCcordingjto the ratio of.the energy in the reference .

image to the energy Content of the scanned image,

quantization table (Q15 2 is configllr"ed tovcompensate for image degradation

caused by a scanner". Theamendments to Claims 14 and 29 are supported by

the specification as originally filed at p. 13, ll. 2:14, ‘p. 14, 11. 16-19, and p.‘ 15, l.
19 to p. 16, 1. 13‘. No new matter has been added.

In light of the amendments and remarksfibove, Applicants submit that

nothing in Sugiura and Agarwal, galone or in combination, teaches orsuggests

the second: quantizationtablesQD-of the. present invention, as recited in .

, independent claim 14,-from claims 15-17'and 20-24 depend;'and in

independent claim 29, from which claims 34-36 depend. Accordingly, these

claims are. patentable over the cited references.
In addition, inregard to claim '17 , thelExaminer hasoverlooked the

significanceiof the features of thegiinvention as claimed. Performing the step of

scaling the first quantization in. accordance withfthe‘ predetermined-function

subsequent to the transmission step, as recited in. claim 17, permits the present

7 method to be-utilized to improVe the image quality of an image transmitted from

a conventional device to be decompressed using the second quantization table.

(Spec. p. 17, l. 14, to p. 18, l. 4). This feature of the present invention as recited

in claim 17 provides claim 17 with separate grounds for patentability in addition

to those discussed above.  
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Claims 13' 25-28" and 30-32 are * ate

(4, 776, 030 2.

The Examiner states that Tzou teaches that in an adaptive system the

[QAQ , 1542 gndvAgarwal (5,4§§,57Q2 as applied gibgvg, mrthgr in, view gt :2 'g:92

quantization of an image is Ordered according to the variance of the image

coefficients to-reduce quantization error (col. 2, lines 21-42). The Examiner p
' concludes that it would have been obvious to a person of ordinary skill in the‘art

v at the time of the invention to use the image'variances -astaught by Tzou with

the reference. and scanned image to arrive at the scaling factor of Sugiura and

Agarwal in order to reduce quantization error. The Examiner takes the position

that the combined references of Agarwal, Tzou and-'Sugiura teach a second I

I quantization table where given the inherent nature of filters foUnd in Agarwal in

how they are represented by tables, the filter function-related to energy is

factored into the second quantization table of sugiura sovthat the second ,

quantization table is related to but nonidentical to the first quantization table.

Applicants respectfully traverse. As discussed above with respect to

amended claim 14, from which claim 18 depends, and amended claim 29, from

which claims 30-32 depend, and which applies with equal force to claim 25,‘ from

which claims 26-28 depend; Agarwal does not appear to teach the second

quantization table of the present invention. 1

Further, Tzou appears to. be directed to an adaptive system in which

quantization bits are allOca'ted to various discrete coefficients according to the

variance of each coefficient and assigned order to obtain the largest reduction

10
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in Quantization error. (001.2, 11. 21-55). There does not appear to be [any
teaching in Tzou with respect to the use ot' the, second quantization table of the

present invention that is related to a first quantization table-based upon the ‘
energy level of a reference image, Which does not suffer fi'Om‘ the inherent ‘

limitations of a color scanner, versus the energy level of a scanned image, that is '
affected by the limitations :of the color scanner, which enables the energy level of ‘

scanned images to be restored to that of the reference image in order to improve
the quality of the scanned images...

Applicantstherefore reSpectfiilly submit that nothing in .Sugiura, Agarwal

‘ and Tzou, alone or in Combination, teaches or suggests thequantization table

QD or the Scaling matrix'S of the present invention.
In View of the foregoing remarks, Apnlicants respectfully submit that the

application is now in condition for allowance and action to that end is requested.

Please address all future communications to:‘

Records Manager ‘ g .
Legal’Department, 20BO ' "
Hewlett-‘PaCkard Company ‘ e

* PO. Box 10301: ' I ' ‘ - A
Palo Alto, California 94303-0890

V Direct all telephone calls to: P; schuyler (415) 857-3359.

Resp'ectfiilly submitted, I

' . GIORDANOBERETTA, '
VASUDEV-B '

MARGER, JOHNSON, . , -
. McCOLLOM & STOLQWITZ, P.C. _

g 1030 S.W; Morrison: Street
POrtland, Oregon 97205

Telephone: (503) 222-3613

11
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I. . DegalIDepanmenti‘ ZOBN :=
' “'10.:Box‘10301 ' "

‘ ‘ONSE‘ UNDER 37 CPR 1.116
, _ «DITED PROCEDURE REQUESTED

EXAMININO GROUP 2608

EWI-ETT‘PACKARDfiOMPfKNY} ' PATENT APPLICATION

,{ ,V ATTORNEY DOCKET No; 10948934
gAIto, California 94303-0390 ' , -

'

INTHEV- ..
UNITEDSTATES'PATENT AND TRADEMARK OFFICE I’ '

nventor(s): BEREITA5 V ' . .1
' “VASUDEV‘ BHASKARAN and KONSTANTINOS KONSTANI INIDES c; C"t . .I I ‘ I r , 1 7 “U l

‘ 08/411,369 . . ExamIner: B. Johnng 0“-. m

Filing Date:‘ March 27, 1995 _ 2608 g 5

SHARPENiNG OF JPEG COMPRESSED IMAGES

E3
:1: I”

C:

Serial No.:

Group An Unit:

Title:

IN EREqUENCY' DOMAIN v ‘

[BOXAE'M .7 ,'
ASSISTANT COMMIssIoNER FOR PATENTS
Washington; 0.0.1 120231,] ,, I '

Sir:

Transmitted herewith is/are‘thew’fOIIOWing in- the above—identified application:
(X3? Response/Amendment ' ' l >) Petition to extend time to respond
(Xx New..feeas calculated below ~ l‘ ) Supplemental Declaration
( I ) No additibnélfieefl (AddI'ESs envelope to "Box Non-FeevAmendments'W
l ) Other: I ‘ '

CLAIMS_.§§;A‘MEMDED“ Ev OTHER THAN A SMALL ENTITY

III," ’ H , l2l._, _ - ‘ (3) ' .‘ -I4I~ ' I ISI“ 1 ' «SI (7) '
FDR CLAIMS REMAINING NUMBER HIGHEST NUMBER PRESENT RATE ADDITIONAL

'AFTER'AMENDMENT EXTRA " PREVIOUSLY PAID FOR EXTRA FEES

TOTAL _r ' I "
CLAIMS 35 M'NUS 36‘ x 22 $ 70

lNDEP , ' = x

I 'I FIRST PRESENTATION OF A MULTIPLEDE'PEN'DENT CLAIM _

TOTAL ADDITIONAL FEE s 240H FOR THIS AMENDMENT ' *

Charge 5 '240' to Deposit_‘AccountQ8-2025} -At any’ time during the pendency of this
ap‘plicatirjn, please charge any fees required or aoredit ‘any‘overpavment 'to Deposit Apcount'08v2025
porsoaht to I37 QFR 1.25; Addition‘ally‘please charge any fees to‘ Deposit Account 08-2025 under 37
CFR 1-19; 1.120'an'd 1.21 . A duplicate Copy of this sheet is enclosed. ‘

08/05/1997 TSTUKEB 00000020 {RAMOS-2025 ~08411369
01 FE:102

Typed Name: _ I ,
ISi ' . / p ‘gnatureb 444 v

. ‘herdMOAHl-IEH that this Correspondence is being
deposited with the United States.=l_’c'stal Service as
first _classv mail 'in an‘ _ envelope addressed to:
Assistant Commissioner for Patents. Washington,D.C. 20231.. , ,

‘ No. 29,
for ApplIc

29;396

'Datefluly 28, 1997

Date of Deposit: Ju1y‘28, 1997‘
' v Reg. No.

Telephone Not: (503) 222-3613
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, RmNSE UNDER 37 CFR 1.116 ‘
V E ITED. PROCEDURE REQUESTED

EXAMINING GROUP‘ 2608

..REWLETT-FAchARp;00MPANY ' ‘ PATENT APPLICATION' ' apartment. ZOBN . ' '

r

‘ ATTORNEY DOCKET No. 1094893“ 1

. y - ,_INTHE

- UNITED STATES PATENT AND TRADEMARK OFFlCE

GIORDANO..BERE'.1'I‘A,A ‘ ~ ‘ .
VASUDEV‘IBHASKARAN and KONSTANTINOS KONSTANTmIDES '-

Serial No.:' 08/411,369 ' - Examiner: B. Johns???

Filing Date: March 2.7;‘1995 ' " A Group ArtUnit: 2608 8’,_ A , , Q

Titlez' TEXI'AND IMAGE ‘tSHARPENING OF J'PEG COMPRESSED IMAGES P a
1N FREQUENCY DOMAIN ‘ v

BOX AF -, r ' I
ASSISTANT COMMISSIONER FOR PATENTS
Washington,;o;_c. '20231 ‘

Sir:

‘ Transmitted hereWith is/are' the folloWing in the above-identified application:
RespthE/Amendrnent A} V i ) Petition to-extend time to respond
New fee as calculatedpelow .. ,, i ( ) Supplemental Declaration
Noadditional Tee” L (AddiEss envelope to "de Non-Fee Amendments").
Other: . I ’ ‘ '

cL'AiMs As AMENDED av OTHER THAN A SMALL ENTITY

{ (Zl‘ _ ‘ , - ' vI4)"_ l5). l6) (7) '
CLAIMS REMAININo “NUMBER HIGHEST NUMBER PRESENT RATE ADDITIONAL
‘AFFEH AMENDMENT . ISPREVIOUSLY PAID FOR 'EXTRA _‘ FEES

1 FIRST PRESENTATION OF A MULTIPLEDEPENDE'NT CLAIM

EXTENSION-FEE

'. III -.‘I I. -.'III -'I'.I. -

' ' ‘ '- TOTAL ADDITIONAL FEE g 240 'FOR THIS AMENDMENT '

Charge $ 240 , to DeDOSit Account 08-2025; At any: time during the .pendency of this
applicationgplease; charge any _fees required or credit an‘y overpayment .to Deposit Account 08-2025
pursuant to 37 CFR 1.25.1 Additionally please charge any fees to DepOsit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A dupliCate. copy of this sheet is enclosed.

I hereby certify that this correspondence is being
deposited with the United States Postal Service as'
first class mail in an envelope addressed to:
Assistant Commissioner for. PatentspWashington;
D.c. 20231. ,

‘ . F . 9 '
Date of Deposit:_ July 28, I: 199 7, _ A A orney/ V fIg? Apzpliz:

. Reg. No. 29, 396Typed Name V

Datefluly 28, 1997
Signature; '

Telephone No.: (503) 222—3613
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UNITED STATES oéfiéhmeur OF COMMERCEPatent and Trademark Office
'Addness: COMMISSIONER OF’F‘ATENTS AND TRADEMARKS t

Washington, DC; 20231

 
FIRST NAMED APPLICANT , ATTORN

BERETTQ ' ‘
 

 

2&me
RE

“‘ "EF‘QRTMENT EUBIZ!
LEW” L) RI“ WNWHEwLETT PAP - . h

F'ALJ‘Jv ritLTIZL DATE MAILED:

Below Is a cammunlcatfonfrom the EXAMINER In charge of thls appllcatlon

COMMISSIONER OFF/A TENTS AND TRADEMARKS

ADVISORY ACTION

[El/THE PERIOD FOR RESPONSE:

Bl Eris extended to run or continues to run 3 “hr-fl! from the date at the final rejection .
b) I] expires three months lrom the date of the final rejection eras of the maifing-dateof this Advisory Aotlon. whichever is later. In no

eventhowever, will-the statutory period-for the response expire later than six months trom‘the date of the final rejection.

Any extension of time must be obtained by filing a petition under 37 CFR 1-.135(a), the proposed response and the appropriatefee.
The date on which the response, the petition , and the'fee have been filed isvthe date of the response and also the date for the '

V purposes of determining theperiod of extension and the corresponding amount of the fee. Any extension fee pursuant'ta 37 CFR
; L17 will becalculated from the date of the originally set shortened statutory period for response or as set forth in b) above.

I: Appellant's Brief is due in accordance with 37 CFR 1.192(a . ‘

E Applicam's response to the final rejection, filed ‘7 15’ v 91 has been considered with the following effect, but it is not deemedto place the application in condition for allowance: ‘

1. [j The proposed amendments to the claim and /or specification will-not be entered and the final rejection stands because:

--a. :| There is no convincing showing under 37 CFR 1.116(b)'why the proposed amendment is necessary and was not earlier
presented. '

, bi jThey raiseflnew issues that would require further consideration and/or search. (See Note).

c. [:I They raise the issue of new matter. (See Note).

d. :I They are not deemed to place the application in better term tor appeal by materially reducing or simplifying the issues for ,appeal.

9. :l They present additional claims without cancelling a corresponding number oi finally rejected claims. '

 
 NOTE:

 
3 3 .

Newly proposed or,mnended,claims_’_L'j1_J_lq1’ 1 7"? éwould be allowed if submitted in a separately filed amendment cancellingthe non»allowable claimst 1.5" 23

:Upon the .filin an appeal, the proposed amendment will be entered El will not be entered and the status of the claims wlll' be as follows:

Claims allowed: I " 23+ 7- "l‘ 3b
Claims objected to:

Claims rejected:L—
However;

E] Applicant's response has overcome the following rejection(s):

 

4. .The affidavit, exhlblt or request for reconsideration has been considered but does not overcome the rejection because " ,
. “fa”'flafi‘WS‘tF“tg”‘—@WW‘W¢P_"bylfivts"AH/Vi Sulf'L, 'Wrw ‘W‘ 5%“ 7

.MW I"

 

presented.

.~ Elj'he proposeddrawlngjorreotiun has D has not beengpproved bjuhgexamineg

. El Other V

SUPERVIE-BP‘! PATENT EXAMINERmarina] .39)
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a .'

HEWLEWsPAGKARD COMPAWI, ' ° I ’PATENT APPLICATION
Legal Department, ZOBN 1 NT. j _
P- 0- 3"" 10301 ATTORNEY DOCKET NO. 1094893-1
Palo Alto, California 94303-0890

IN THE

UNITED STATES PATENT AND TRADEMARK OFFICE

lnventor(s): Giordano Beretta, et aj

. Serial No.: > 08/511,369 ‘ Examiner: B. Johnson
, _‘ I I g ‘ \

Filing Date: 03/27/95 - Group Art Unit: 2608

Title: - TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED IMAGES IN THE FREQUENCY
DOMAIN ’

ASSISTANT COMMISSIONER FOR PATENTS .

Washington, D.C. 20231

PETITION FOR EXTENSION OF TIME

In an Office Action mailed on May 27, 1997 , on the above-identified U.S. Patent

~ application, a shortened statutory period of , 3 months was set for response. In accordance

with 37 C.F.R. 1.136(a), applicantIsI hereby request(s)-a:

I ( )‘ one month

(X) two months .
I I three months

( ) four months

 
'time extension. so that the period for response to the Office Action expires on 10/27/97

10/20/1997 JRRI'IS' 00000040 1100:0820?) 08411369

01 m1“ Charfl'ogm 390 to Deposit Account 08-2025. At any time during the pendency of this
application, please charge any fees required or credit any overpayment to Deposit Account 08-2025
pursuant to 37 CFR 1.25. Additionally please charge any fees to Deposit Account 08-2025 under 37
CFR 1.19, 1.20 and 1.21. A duplicate copy of this sheet is enclosed.

I hereby certin that this correspondence is being
deposited with the United States Postal Service as :

I I First Class Mail Respectfully submitted,

(X) "Express Mail Post Office to Addresses" ‘ GiordanoaBeretta, et aI

service under 37 CFR 1.10. fly0

"Express Mail" label no. EM 1 93302733US

in an envelope addressed to: Assistant Commissioner Marc P. Schuyler
"for Patents, Washington, D.C. 20231.

‘ . I AttOmey/Agent for Applicantls)
Detect-Deposit: September 30, 1997 Reg. No. 35,675
Typed Name: Nelia de Guzman

. Date: September 30, 1997
Signature:

Telephone No.: 650/857-3359

Rev 10/56 (Ext Time)
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r. ‘. ’

UNITED.:S‘I'ATESDEPARTMEI\IT OF COMMERCE
Patent and. Trademarknffice I “ *
Address: COMMISSIONER OF PATENTS AND TRADEMARKS

Washington; DC. 20231

. - a , 1 1394138933. . .' --— -- r.. s a '3
'Apptic'x' IONNUMEEE v7 "" FILING DATE 3 ' FIRSTNAMEDAPPLICANT ATTORNEYDOCKETNO.

02.3575 '. , met/mtg.
Hansen ‘ijHNs‘cmi MCIZIILLIZIM STDLEINITZ
11:12:“: SN MORRISle .aT
F'IIIRTLQND UR 93712135

1/ 1&«f‘EIE:

0

DATE MAILED:

N011CE OF ABANDONMENT

. This application is abandoned In view of:

[I Applicant’s tailure totimely file a proper response to the Office letter mailed on

[I A response (with a'CenifiCate of Mailing or Transmission of+).wasreceived on
which is after the expiration of the period for response (including a total ex‘te‘risiOn ot

time of » ‘mbnth(s))‘ which eirpired on ‘ v ' r -

D A proposed response was received011+, but it dees net constitute a proper response to the final
rejection. ' ‘

(A proper'resp‘onse to a final, rejection consists onl'y‘ofra timer tiled amendment which places the application in
' .conditldn‘for alloviian’ce‘: a Notice” of Appeal; or the filing of a continuing application under 37 CFR 1.62 (FWC).

I]. Norespcnse has been received.

of the Notice of Allowance. I

C The issue feev(with a Certificate of Mailing or TransmiSSion‘ofj—-‘) was rééeived on ‘

D The Submitted i‘ss‘ue fee of $:’_»—_.iS insufficient. The issue fee required by 37 CFR 1.18 is $‘_.

Ci ' Applicant's failure to timely-pay the TEQUiréd‘iSSUe tee within theistatutory period of three months from the mailing date

 
- E The issue-fee has not been received.

El Applicant’s faildre'to_ timely file new formal drawings as required in the Notice of Allowability.

Ci Proposed new fornialdraviings (witha Certificate of Mailing 'or Transmission of .
' received on . » I v

D I The proposed newif'orinal. dra'Wings filed are not acceptable.

El No proposed new formal dréWlng's have been received.-

, The express abandonment under 37_ cm 152(9) in tailor ‘ot the ch application filed on
' I I: The letter of express abandonment which is signed by the-attorney or agent of record, the assignee of the'entire’

interest. era" of the applicants. 1

I: '- The letter of emresszabva'ndonmentwhlch ls signed by an attorney or. agent (acting in a representatiVe capacity~ under
‘ 37 CFR 1.34(a) upon the filing of a continuing application. ' ‘ ' 

‘_‘, The decision by Boamot Patent Appeals and: Interferences rendered on ' - ' -
for seeking court review of the oecision has expired and-there are no allowed claims.

 

 
CI The reason(s') below: . . V

, ‘ DWAYNE D. 803T \ .
, , . SUPERVISORY PATENT EXAMINER

FORM PTO-1432 (REV. 10-95) , g * GROUP 2700
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Form P134584 $91!.

PTO UTILITY GRANT

Paper Numberfl

The Commissioner of Patents
and Trademarks

Has received an applicationforapatentfora
new and useful invention. The title and de-
scription of the invention are enclosed. The
requirements oflaw have been complied with,
and it has been determined that a patent on
the invention shall be granted under the law.

Therefore, this

United States Patent

Grants to the person(s) having title to this
patent the right to exclude others from mak-
ing, using, afieringfor sale, or selling the in-
vention throughout the United States of -
America or importing the invention into the
United States ofAmericafar the term setforth
below, subject to the payment ofmaintenance
fees as provided by law.

If this application was filed prior to June 8,
1995, the term of this'patent is the longer‘of
seventeen yearsfrom the date ofgrant ofthis
patent or twenty yearsfrom the earliest effec-
tive U.S. filing date of the application, sub-
ject to any statutory extension.

If this application wasfiled on or after June
8, 1995, the term ofthispatent is twenty years
from the U. S. filing date, subject to an statu-
tory extension. If the application contains a
specific reference to an earlierfiled applica-
tion or applications under35 U.S.C. 120, 121
ar365(c), the term ofthepatent is twentyyears

m the date on which the earliest applica-
tion wasfiiecl. subject to any statutory exten-sion.

Commissioner ofPa ten ts and Trademarks
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SEARCH NOTES

éo‘m‘prégflgy‘ 4!

V >V;v§*:tfi1‘,{‘rd\v\r4{ (Nah-f?

  

' (RIGHT OUTSIDE)
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