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(57) Abstract: A method of lossless compression of a stream of data first includes using a plurality of lossless coders to compress
a test portion of the data stream (30). Once the test portion is compressed, the method determines a performance characteristic(s)
associated with each of the lossless coders (32). Then the method selects one of the lossless coders based on the performance charac—

O teristic(s) and encodes a first portion of the data stream with the selected coder. Thereafter, the method includes repeating the using,
Qa: .4a:a.:._.59° selecting and encoding steps for another test portion and a second portion of the data stream. Notably, the repeating
step may include selecting a different one of the lossless coders.
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METHOD AND APPARATUS FOR OPTIMIZED LOSSLESS

COMPRESSION USING A PLURALITY OF CODERS

BACKGROUND OF THE INVENTION

1. Field of the Invention
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The present invention is directed to data compression techniques and, more

particularly, to a method and apparatus for selecting among different types of

lossless compression coders to optimize system performance.

2. Description of the Related Art

Data compression operates to minimize the number of bits used to store or

transmit information and encompasses a wide array of software and hardware

compression techniques. Notably, depending on the type of data to be compressed

and any number of other factors, particular compression techniques can provide

markedly superior performance in terms of compression ratio and coding speed.

Generally, data compression includes taking a stream of symbols or phrases

and converting them into codes that are smaller (in bit length) than the original data.

Known compression techniques and algorithms can be divided into two major

families including lossy and lossless. Lossy data compression can be used to greatly

increase data compression ratios; however, increased compression comes at the

expense of a certain loss in accuracy. As a result, lossy compression typically is

implemented only in those instances in which some data loss is acceptable. For

example, lossy compression is used effectively used when applied to digitized voice

signals and graphics images. Lossless compression, on the other hand, is a family

of data_compression that utilizes techniques designed to generate an exact duplicate

of the input data stream after a compression/decompression cycle. This type of

compression is necessary when storing database records, word processing files, etc.,

where loss of information is absolutely unacceptable. The present invention is

directed to lossless data compression.

Some lossless compression algorithms use information theory to generate

variable length codes when given a probability table for a given set of symbols. The

decision to output a certain code for a particular symbol or set of symbols (i.e.,

message) is based on a model. The model is a set of .rules used to process input
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messages, and in response, determine which codes to output. An algorithm or

program uses the model to analyze the symbols (e. g., determine a probability

associated with the symbol) and then outputs an appropriate code based on that

processing. There are any number of ways to model data, all of which can use the

same coding technique to produce their output. In general, to compress data

efficiently, a model should be selected that predicts symbols or phrases with high

probabilities because symbols or messages that have a high probability have a low

information content, and therefore require fewer bits to encode. The next step is to

encode the symbols using a particular lossless coder.

Conventionally, lossless compression coders can be grouped according to

whether they implement statistical modeling or dictionary-based modeling.

Statistical modeling reads and encodes a single symbol at a time using the

probability of the character's appearance, while dictionary—based modeling uses a

single code to replace strings of symbols. Notably, in dictionary-based modeling,

the model is significantly more important than in statistical-based modeling because '

problems associated with encoding every symbol are significantly reduced.

One form of statistical data compression is known as Shannon-Fano (S-F)

coding. S-F coding was developed to provide variable-length bit coding so as to

allow coding symbols with exactly (or a close approximation to) the number of bits

of information that the message or symbol contains. S—F coding relies on knowing

the probability of each symbol's appearance in a message. After the probabilities

are determined, a table of codes is constructed with each code having a different

number of bits (advantageously, symbols with low probabilities have more bits).

One problem with a coding technique such as this is that it creates variable length

codes that have an integral number of bits, even though the information to be coded

likely will require a non-integral number of bits.

Another type of coding, Huffman coding, is similar to S-F coding in that it

creates variable length codes that are an integral number of bits, but it utilizes a

completely different algorithm. Generally, S—F and Huffman codings are close in

performance but Huffman coding, it has been determined, always at least equals the
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efficiency of S-F coding so it is therefore preferred, especially since both algorithms

take a similar amount of processing power. Although Huffman coding is relatively

easy to implement and economical for both coding and decoding, it is inefficient due

to its use of an integral number of bits per code as in S-F coding. If a particular

symbol is determined to have-an information content (i.e., entropy) of 1.5 bits, a

Huffman coder will generate a code having a bit count that is either one or two bits.

Generally, if a statistical method could assign a 90% probability to a given symbol,

the optimal code size would be 0.15 bits; however, Huffman or S-F coding likely

would assign a one bit code to the symbol, which is six times larger than necessary.

In view of this problem associated with utilizing an integral number of bits,

arithmetic coding was developed. Arithmetic coding replaces a stream of input

symbols with a single floating point output number, and bypasses the step of

replacing an input symbolwith a specific code. Because an arithmetic code is not

I limited to being optimal only when the symbol probabilities are integral powers of

one-half (which is most often not the case), it attains the theoretical entropy of the

symbol to be coded,\thus maximizing compression efficiency for any known source.

In other words, if the entropy of a given character is 1.5 bits, arithmetic coding uses

1.5 bits to encode the symbol, an impossibility for Huffman and Shannon-Fano

coding. Although arithmetic coding is extremely efficient, it consumes rather large

amounts of computing resources, both in terms of CPU power and memory. This is

due to the fact that sophisticated models that demand a significant amount of

memory must be built, and that the algorithm itself requires a significant amount of

computational operations.

In an alternative to the above types of lossless coding, known as

substitutional or dictionary-based coding, dictionary—based compression algorithms

replace occurrences of particular phrases (i.e., groups of bytes) in a data stream

with aireference to a previous occurrence of those phrases. Unlike the above

systems that achieve compression by encoding symbols into bit strings that use

fewer bits than the original symbols, dictionary-based algorithms do not encode

single symbols. Rather, dictionary-based compression techniques encode variable
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length strings of symbols as single "tokens." It is these tokens that form an index to

a phrase dictionary. Because the tokens are smaller than the phrases they replace,

compression occurs. Two main classes of dictionary—based compression schemes

are known as the LZ77 and L278 compression algorithms of the Lempel-Ziv family

of compression coders. Notably, dictionary-based coding is utilized extensively in

desktop general purpose compression and has been implemented by Compuserve

Information Service to encode bit—mapped graphical images. For example, the GIF

format uses a LZW variant to compress repeated sequences and screen images.

Although dictionary—based compreSsion techniques are very popular forms of

compression, the disadvantage of such algorithms is that a more sophisticated data

structure is needed to handle the dictionary.

Overall, as communication mediums such as the internet expand, data

compression will continue to be extremely important to the efficient communication

of data, with different compression algorithms providing particular advantages in

particular arenas. There are many types of data compression methods that are being

implemented in the art, including those described above as well as others. In

addition, there are many variants associated with each type of known compression

algorithm and many improvements have been developed. Again, depending on any

number of factors associated with the system and the type of data being compressed,

each may be preferred to provide optimum data encoding.

Because different ones of known coding techniques provide unique benefits

depending upon various operational factors including the data to be encoded, a

lossless compression system that selectively encodes data with different types of

coders was desired. The telecommunications industry, in particular, is in need of a

system which implements different types of coders, especially when the incoming

data is received from multiple sources that provide different types of unknown data,

i.e., when different portions of the data stream would be optimally compressed with

different coding techniques.
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