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EFFICIENT AND LOSSLESS CONVERSION FOR TRANSMISSION OR

STORAGE OF DATA

This application claims priority under 35 U.S.C. §119(e) from US. Patent

Application serial No. 60/174,305, filed January 3, 2000, which is incorporated by reference

in its entirety.

BACKGROUND

Field of the Invention

This invention relates to data transformation, more particularly, to lossless data

compression.

Background of the Invention

Existing compression technology focuses on finding and removing redundancy in

the input binary data. Early compression approaches focused on the format of the data.

These format approaches utilize run—length encoding (RLE) and variations of frequency

mapping methods. These pattern-coding approaches work well for ASCII character data,

but never reached the compression potential for other data formats.

Advances in compression technology evolved from information theory, particularly

Claude Shannon’s work on information entropy. The bulk of this work is statistical in

nature. Shannon-Fano and Huffman encoding build probability trees of symbols in

descending order of their occurrence in the source data, allowing the generation of “good”

variable—size codes. This is often referred to as entropy coding. Compression is

accomplished because more frequently occurring binary patterns are assigned shorter codes,

allowing for a reduction in the overall average ofbits required for a message.

Shannon-Fano and Huffman encoding are optimal only when the probability of a

pattern’s occurrence is a negative power of 2. These methods engendered a number of

adaptive versions that optimize the probability trees as the data varies.
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Arithmetic Coding overcame the negative power of 2 probabilities problem by

assigning one (normally long) code to the entire data. This method reads the data, symbol by

symbol, and appends bits to the output code each time more patterns are recognized.

The need for more efficiency in text encoding led to the development and evolution of

dictionary encoding, typified by LZ family of algorithms developed by J. Ziv and A. Lempel.

These methods spawned numerous variations. In these methods, strings of symbols (a

dictionary) are built up as they are encountered, and then coded as tokens. Output is then a

mix of an index and raw data.

As with entropy coding, dictionary methods can be static, or adaptive. Variants of the

LZ family make use of different techniques to optimize the dictionary and its index. These

techniques include:' search buffers, look-ahead buffers, history buffers, sliding windows, hash

tables, pointers, and circular queues. These techniques serve to reduce the bloat of seldom-

used dictionary entries. The popularity of these methods is due to their simplicity, speed,

reasonable compression rates, and low memory requirements.

Different types of information tend to create specific binary patterns. Redundancy or

entropy compression methods are directly dependent upon symbolic data, and the inherent

patterns that can be recognized, mapped, and reduced. As a result, different methods must be

optimized for different types of information. The compression is as efficient as the method of

modeling the underlying data. However, there are limits to the structures that can be mapped

and reduced.

The redundancy-based methodologies are limited in application and/or performance.

In general, entropy coding either compromises speed or compression when addressing the

limited redundancy that can be efficiently removed. Typically, these methods have very 1c; (

compression gain. The primary advantage is that entropy coding can be implemented to

remain lossless.

Lossy compression can often be applied to diffuse data such as data representing

speech, audio, image, and video. Lossy compression implies that the data cannot be

reconstructed exactly. Certain applications can afford to lose data during compression and

reconstitution because of the limitations of human auditory and visual systems in interpreting
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the information. Perceptual coding techniques are used to exploit these limitations of the

human eyes and ears. A perceptual coding model followed by entropy encoding, which uses

one of the previously discussed techniques, produces effective compression. However, a

unique model (and entropy coder) is needed for each type of data because the requirements

are so different. Further, the lossy nature of such compression techniques mean the results

lose some fidelity, at times noticable, from the original, and make them unsuitable for many

purposes.

Thus, a method for compression that is both lossless and capable of high compression

gain is needed.

SUMMARY OF THE INVENTION

The present invention compresses binary data. The data is split into segments. Each

of these segments has a numerical value. A transform, along with state information for that

transform, is selected for each segment. The numerical value of the transform with its state

information is equal to the numerical value of the segment. The transform, state information

and packet overhead are packaged into a transform packet. The bit—length of the transform

packet is compared to the bit-length of a segment packet that includes the raw segment and

any necessary packet overhead. The packet with the smaller bit-length is chosen and stored

or transmitted. After reception of the packets, or retrieval of the packets from storage, the

numerical value of each segment is recalculated from the transform and state information, if

necessary. The segments are recombined to reconstitute the original binary data.

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a flow chart showing an overview of the compression process.

Fig. 2 is a flow chart showing an overview of the recovery process.

Fig. 3 is a block diagram of the compression system and illustrates the general flow of

data through the compression system.

Fig. 4 is a flow chart of the pre-processor.

Fig. 5 is a flow chart ofthe transform engine.

Fig. 6 is a flow chart of a transform process.

NetApp; Rackspace Exhibit 1016 Page 4f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


NetApp; Rackspace     Exhibit 1016     Page 5

10

15

20

25

30

WO 01/50325 PCT/US00/35672

Fig. 7 illustrates finding a set of favorable state information without testing every

possible set of state information.

Fig. 8 illustrates partial solutions Within a segment.

Detailed Description of the Preferred Embodiments

Fig. 1 is a flow chart showmg an overview of the compression process 100. The

initial input 102 is binary data. Any piece of binary data is simply a number expressed in

binary form. Thus, any piece of binary data has a numerical value. This numerical value is

the data’s “content value.”

The input binary data 102 is split 104 into segments, if necessary. The input binary

data may be short enough that it is not further split. Each segment has a content value. The

content value of each segment is identified and a transform along with appropriate state

information is selected and tested 106 for each segment. A general transform is capable of

representing many values. The state information provides the information necessary to

specify an exact value for the transform. The term “state information” includes any variables,

coefficients, remainders, or any other information necessary to set the specific numerical

value for the transform. In some embodiments, “packet overhea ,” is added to the transform

and state information. The packet overhead includes any information beyond the transform

and state information needed to allow later recalculation of the original segment and

reconstitution of the original input binary data.

The transform With its state information has the identical numerical value as the

corresponding segment. The following equation represents the transform concept:

M=T(State Information),

where M is the content value of the segment, and T is the transform. The transform is an

arithmetic transform, a logical transform, or another mathematical transform.

The transform with its state information and packet overhead has a representation

efficiency gain (“REG”). The REG is a measurement of the efficiency of the transform, state

information, and any packet overhead. The REG is defined as the ratio of LogzM/ LogZT,

where LogzM is the number ofbinary bits required to represent M, and Long is the number of

binary bits required to decodably represent the transform, state information, and packet
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