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1 : ... Patent Application
Attorney Docket Number 1094893-1

TEXT AND IMAGE SHARPENING OF JPEG COMPRESSED
~IMAGES IN THE FREQUENCY DOMAIN

S G “ 7 RELATED APPLICATION DATA -
This application incorporates subject matter disclosed in commonly-
assigned application entitled METHOD FOR SELECTING JPEG
10 QUANTIZATION TABLES FOR LOW BANDWIDTH APPLICATIONS,
Ser. No. %L_‘Z\;é:ﬂ;’?fﬂed on even date herewith.

 BACKGROUND OF THE INVENTION

15 This invention relates to data compression using the JPEG
compress1on standard for continuous - tone still inages, both grayscale
and color. _ ‘ _ »

- A committee’ known as "JPEG " which stands  for "Joint
Photographlc Experts Group,” has established a standard for compressmg

20  continuous-tone still i images, both grayscale and color. This standard
represents a comprom1se between reproducible image quahty and
compressmn rate. To achieve acceptable compressmn rates, which refers
to the ratlo of the uncompressed image to the compressed m1age the
JPEG standard adopted a lossy compression techmque The. lossy

25 compression technique was requ1red given the inordinate amount of data
needed to represent a color i image, on the order of 10 miegabytes for a 200
dots per inch (DPI) 8. 5" % 11" image By carefully 1mplementmg the
JPEG standard, however, the loss in the image can-be confined to
imperceptible areas of the image, which produces a perceptually loss less

30 . uncompressed. image The achievable compre’ssion rates using this
technique are in the range of 10:1 to 50:1.

F1gure 1 shows a block dlagram of a typlcal 1mplementat10n of the

OLYMPUS EX. 1016 - 4/714
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JPEG compression standard. The block diagram Will be referred toas a
compression engine. The cOmpression engine 10 operates on source image
data, which represents a source image in a given color space such as
CIELAB The source 1mage data has a certam resolutmn, which is
determmed by how the i image was captured Each 1nd1v1dua1 datum of
the source image data represents an image p1xel The pixel further has
a depth which is determrned by the number of b1ts_used to represent the
image pixel. | :

‘The source 1mage data is typically formatted as a raster stream
of data. The compression technique, however requires the data to be
represented in blocks. These blocks represent a two-dunenswnal portion
of the source ir'nage data. _The JPEG standard vuses,SXS blocks of data.
Therefore, a raster- ’-block translation unit 12 trans1ates the raster
source image data into 8x8 blocks of source image data. The source
image data i is also shlfted from uns1gned integers to signed integers to
put them into the proper format for the next stage in the compress1on
process. These 8x8 blocks are then forwarded to a discrete cosine
transformer 16 via bus 4.

‘The discrete cosine transforrner 16 converts the source image data

_into transformed image data using the discrete cosine transform (DCT).

The DCT, as is known in the art of image processing, decomposes the 8x8
block of source image data into 64 DCT elernents or coefficients, each of
which corresponds to a respective DCT basis vector. These basis vectors
are unique 2- diniensional (2D) "spatial waveforms," which are the
fundamental units in the DCT space These basis vectors can be
mtu1t1vely thought to represent umque 1mages, Wherem any source image
can be decomposed into a weighted sum of these un1que images. The
d1screte cosine transformer uses the forward discrete cosine (FDCT)

function as shown below, hence the name.

OLYMPUS EX. 1016 - 5/714
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-in Equation 2 below.
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71
(2X+ l)kn (2y+ Din
- 1
Y[k,1] = C(k) C( ~)L§=oyz-o S(x;¥) ® cos T T

where: C(k), C(l)'=. l/ﬁt'ei'k,l = 0; and
 C(k), C(1) = 1otherwise

The output of the 't'rahs'fdrmei" 16 is an 8x8 block of DCT elements
or coefficients, correspondmg to. the DCT basis vectors. This block of
transformed image data is then forwarded to a quantizer 20 over a bus
18. The quantizer 20 quantizes the 64 DCT elements using a 64-element
quantization table 24, which must be spec1ﬁed as an input to the
compression engme 10. Each element of the quantlzatlon table is an
integer value from one to 255, which specifies the steps1ze of the
quantizer for the ‘corresponding DCT coefficient. The purpose of
quantization is te‘achieve the. maximum amod‘nt of cdmpression by
represent;mg DCT coefﬁc1ents with no greater prec1s1on than is necessary
to achieve the des1red 1mage quahty Quant1zat1on is a many-to-one

mappmg and, therefqre, is fundamentally lossy. As mentioned above,

imperceptible aspeets of the imege so that the reproduced image is not
perceptually d1ﬂ'erent from the source 1mage

The quantizer 20 performs a S1mp1e division operatmn between each
DCT coefficient and the corresponding quantization table element. The
lossiness occurs because the quantizer 20 diSregards any fractional

remainder. Thus, the quantizatidn function can be represented as shown

| Yqolk1] = IﬁtegerRound(ﬁk—’l]-)
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where Y(k,]) represents the (k,l)-th DCT element and Q(k,]) represents
the corresponding qliahtizatioﬁ'table element. ,

"To reconstruct the source 1mage, this step is reversed, with the
quantization table element bemg multiplied by the correspondmg
quantized DCT coeﬁiment. The inverse ‘quantization step can be

represented by the following expression:
YIk, 11 = Yqlk; 1] Qelk, 11.

As should be apparent, the fractional part discarded during the
quantization step t'is not restored. Thus, this information is lost forever.
Because of the potential impact on the image quality of the quantization
step, considerabie effort has gooe,i‘nto desigriing the quentization tables.
These efforts are described further below following a discussion of the
final step in the JPEG compression techmque

The final step of the JPEG standard is an entropy encoding, which

is performed by an entropy encoder 28. The entropy encoder 28 is coupled

20

25

U

to the quant1zer 20 via a bus 22 for receiving the quantlzed image data
therefrom The entropy encoder achleves additional lossless compression
by encodmg the quantized DCT coefficients more compactly based on
their st.atistical charaicteristics. Thed PEG standard specifies two entropy
coding “methods: Huffman ooding and arithmetic coding. The
compression engirie of Fig. 1 assumes Huffman coding is used. Huffman
encoding, as is known in the art, uses one or more sets of Huffman code
tables 30. These tables may be predefined or coﬁiptited specifically for a
given' image. Huﬂ'man_encdding isawell known encoding technicjue that
produces high levels of _lossless 'compress'ion.v Aooordingly, the operation
of the entropy enco‘der 28 is not further described. -

Referring now to Fig. 2, a typical JPEG compressed file is shown

OLYMPUS EX. 1016 - 7/714
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generally atv 84. The compressed file includes a JPEG header 36, the
quantizatiOn (Q)'tables 38 and the Huffman (FH) tables 40 used in the
compression prot:ess; and the compreSSed image data 42 itself. From this
compressed file 34 aperceptually indistinguishable Version ofthe original
source image can be extracted when an appropriate Q-table is.used. This
extractlon process is descrlbed below with reference to F1g 3. 3
A JPEG decompressmn engme 43 is shown in Fig. 3.  The
decompression engine essent1a11y operates in reverse of the compression

engine 10. The decompressmn engme receivesthe compressed image data

* at a header extraction unit 44, which extracts the H tables, Q tables, and

compressed‘ 1mage data accordmg to the information contained in the v
header. The H tables are then stored in H tables 46 while the Q tables
are stored in Q tables 48. The oompreSSed image data is then sent toan
entropy decoder 50 over a bus 52.. The Entropy Decoder decodes the
Huffman encoded compressed image data using the H tables 46. The
output of the entropy decoder 50 are the quantlzed DCT elements.

The quant1zed DCT elements are then transmitted to an inverse
quant1zer 54 over a . bus 56 The inverse quantlzer 54 multlphes the
quantlzed DCT elements by the correspondmg quantlzatlon table
elements found in Q tables 48. ' As described above, this mverse
quantization step does not yield the,o_rlgmal source image data because
the quantization step truncated or discarded the fractional remainder
before transmission of the compressed image data.

The inverse quant1zed DCT elements are then passed to an inverse
discrete cosine transformer (IDCT) 57 via bus 59, which transforms the
data backrl into the time domain using the inVerse discrete cosine
transform (IDCT). The inverse transformed data is then transferred to
block-to-raster translator 58 over a bus 60. where the blocks of DCT

elements are translated into araster string of decompressed source image
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data. From the decompressed source image data, a facs1m11e of the

original source image can be. reconstructed The reconstructed source

image, however, is not an exact rep11cat1on of the or1g1nal source unage

As described above, the quantlzatlon step produces some lossiness i in the
process of compressing the data. By carefully designing the quant1zat10n
tables, however, the prior art methods have constramed the loss to
visually imperceptible port1ons of the i 1mage These methods, and the1r
shortcommgs, are described below. , ’

: The JPEG standard includes two examples' of qUantization tables,
one for luminance channels and one for chrominance channels. See

International Organization for Standardization: "Information technology

- d1g1tal compression encodmg of contmuous tones still images - part 1:
Requirements and Gmdelmes, " ISO/IEC 1810918 1, October 20, 1992.

These tables are known as the K 1and K.2 tables, respectively. These
tables have been des1gned based on the perceptually lossless compression
of color images represented in the YUV color space '
These tables result in visually pleasing images, bt yield a rather
low cornpression ratiofor certain applications. The COmpression ratiocan
be varied by setting a so-called Q-factor or scaling factor, which is
essentially a uniform multiplicative parameter that is_applied to each of
the elements in the quantiZation tables. The larger the Q-factor the
larger the ach1evable compression rate. Even if the original tables are
arefully des1gned to be perceptually lossless however, a large Q-factor
will introduce artifacts in the reconstructed unage such as blockmess in
areas of constant color or ringing in text-scale characters Some of these
artifacts _can be eﬁ'ectwely‘ cancelled by post-processing of the
reconstructed image by passing it through a tone reproduction curve
correction stage, 'o’r by segmenting the image and proces‘sing the text

separately. However, such methods easily introduce new artifacts.
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Therefore, these methods are not ideal. ‘

As a result of the inadequacy of the Q-factor approach, additional
design methods for J PEG _discrete dnantization_ tables have been
proposed. These methods can be categorized as e'ither perceptual, which
means based on the hu'mah visual system (HVS) or based on information
theory criteria. These methods are also designated as being based on the

removal of subjective or statisticaI redundancy, respectively. These

' methods are discuSSed in copending application entitled "Method for

Selectmg dJ PEG Quant1zat10n Tables for Low Bandwidth Apphcatlons,
commonly aSS1gned to the present assignee, incorporated herein by
reference v

Quantlzatlon is not the.only cause of image degradatlon The color
source image data 1tse1f mlght be compromlsed For scanned colored
images, the v1sual quahty of the i image can ‘be degraded because of the
1nherent 11m1tat10ns of color scanners. These 11m1tat1ons are mainly of
two  kinds: l»1m1‘ted‘ modulation ~ transfer. ‘function (MTF) and
misregistration._ The modulation transfer function refers to the
mathematical representation or trans'ferfnnction ofthe scardn'ling.gr process.
There are inherent limitations in‘representing the s‘canning‘proces's by
the MTF and the'se limitations are the main cause of pixel aliasing, which
produces fuzzy black text gljphs of grayish appearance. Misregistration,
on the other hand, refers to the relative misalbignrnent>0f the scanner
sensors for the various frequency bands. For example, the Hewlett
Packard Scan Jet IIc™ has aicol’or miSregistration tolerance of +/- 0.076
mm for ‘red and. blue _With' respect to green. | This "amount of
rnisregistration is signﬁcant considering the size of an image pixel (e.g.,
0.08 mm at 300 dots per inch (dpi)).

These limitations Signiﬁcantly degrade text in color images because

sharp edges are very important for reading eﬂ‘iciency. The visual quality

OLYMPUS EX. 1016 - 10/714
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of text can be 1mproved however ‘using prior art edge enhancement
techmques Edge enhancement can be performed in e1ther the spatial
or frequency domain. In the spat1al domam G.e., RGB) edge crispening
can be performed by d1screte convolutlon of the scanned i image with an
edge enhancement kernel, This approach is eqmvalent to filtering the
image with a high-pass ﬁlter_. However, this technique is computationally
intensive. An M x N cOnvolntion kernel, for example, requires MN
multiplications and additionsper pixel.

Foredge sharpemng in the frequency domam the full image is first
transformed into the frequency domain using the Fast Fourier Transform
(FFT) or the Discrete Fourier Transform (DFT), low frequency
components are dropf)ed, and then the image is transformed back into the
time domain; This frequen‘Cy domain method, es with the spatial domain
method, is also. computationally intensive‘ Moreover, 1t uses a
transformation dlfferent than that reqmred by the JPEG standard.

Accordmgly, the need ‘remains for a computatlonally efficient
method for improving the visual quality of images, and in particular text,

in scanned images.

SUMMARY OF THE INVENTION
The mventmn is a method of compressmg and decompressmg
images which comprlses usingone quantlzatlon table (Qg) for compressing
the image and a second quantization table (Qp) for decompressmg the
image. In general, compression and decompression are perforrned in
conformance with the JPEG standard. The second quantization table Qp
is relaf,ed to the first quantization table according to.fhe following generel

expression:

Q=SxQs+B,

OLYMPUS EX. 1016 - 11/714
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where Sisa SCaliné matrix having each element S[k,l] formed according

to the following expression:
S, 112 = V[l LY Vilk, 1]

where V* is a variance matrix of a reference ima'ge and Vy is a variance
matrix of a scanned image; and where Bisa brightness matrix, which
can include 2ero OT NON-ZEro elements By ushlg the scaling matrix S, the
hlgh-frequency components of the DCT elements can be "enhanced"
without any addltlonal computatmnal reqmrements According to the
invention; the quantlzatlon table Qp is transm1tted with the encoded
quantlzed unage data and 1s used in decompressmn to recover the image.
The reference imageisa preselected contmuous—tone image, either
grayscale or color dependlng on’ the images tobe processed. The reference
image is rendered into a target unage file. The target image file is not
generated bj? a scanner, 50 the data therein is not coi'npror'nised by any of
the mherent llmltatmns of a color scanner Thus, the variance of the
target 1mage data, Wh1ch is a statistical representatlon of the energy or
frequency content of the unage, retains the hlgh-frequency components.
The reference unage can be any contlnuous-tone image, but in the
preferred embodlment the reference i image 1ncludes text with a serif font
because the serif font has good visual quality Whlch the method preserves
The scanned image, although it can be any 1mage in the preferred
embodiment is a. printed vers1on of the reference unage Thus, the
variance of the scanned image represents the energy or frequency
compos1t10n of the reference 1mage but which is compromised by the
mherent»]lrmtatlons of the scanner. The scaling matrix, therefore, boosts

the frequency components that are compromised by the scanning process.

O
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A preferred embodiment of the invention is described herem in the
context of a color facsimile (fax) machlne The color fax machine includes

a scanner for rendering a color i unage 1nto color source unage data that

' represents the color image, a compress1on engme that compresses the

color source 1mage data to compressed 1mage data a means for
encapsulating. the compressed i 1mage data, and a means for transmitting
the encapsulated data. The compression engme includes. means for
storlng two quantlzatlon tables The first quantization table is used to

uantize thei 1mage data transformed using the discrete cosine transform
(DCT). The second quant1zat10n table is encapsulated w1th the encoded
quantized image data for use in decompressing the image. The second
quantiZation table is related.to the first quantization table in the manner
described abovel When used to transmit and receive color images
between two locations, the machine transfers the images with higher
quality than prlor systems. ‘ '

The second quantlzatlon table can be precomputed and storedin the
compression engine, in which case there areho additional computational
requirernents for the comp_ression engine to implement the image
enhancing method of the invention. This capability resultsinalower cost
color facsimile product than is possible using the prior art image
enhancement techniques. ‘

‘The"foregoing and other objects, features and advantages of the
invention will become more readily apparent from the following detailed
description of a preferred embodiment of the mventlon which proceeds

with reference to the accompanymg drawings.

- BRIEF DESCRIPTION OF THE DRAWINGS
Fig. 1 is a block diagram of a prior art JPEG compression engine.

Fig. 2 is a drawing of a typical format of a J PEG compressed file.

OLYMPUS EX. 1016 - 13/714
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Fig.3 isa block diagram of a prior art J PEG decdmpression engine.

Fig 4 is a ﬂov'v chart of a method of forming a scaled quantization
table according to the 1nvent10n ’

Flg. 5 is a drawmg of a JPEG compressed file including a
quantization table scaled accordmg to the invention.

Fig. 6is a block d1agram ofad PEG decompression engine according
to the mventlon

Fig 7 is a block diagram of a color fax machine including JPEG

compression and decompression engines according to the invention.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENT
ngrv1e‘_rz Q;ﬁ the Quantlzatlon Process

The text and image enhancmg technlque accordmg to the 1nvent1on
is 1ntegrated into the- decoding or mverse quantlzatlon step that is
necessanly requlred by the JPEG standard. The mventlon mtegrates the
two by using twodifferent quant1zat1on tables a ﬁrst quantlzatlon table
(Qg) foruse 1n quantlzmg the image data during the compressmn step and
a second quantization table (QD)V for use during the deoode or inverse
, quantization during the decompression process. The difference between
the two tahles, in péi‘ticular the'retio of the two tables, determines the
amount of i image enhancmg that is done in the two steps. By integrating
theimage enhancmg and inverse quantlzatmn steps, the method does not
require any add1t10nal computatlons than already required for the
compressmn and decompressmn processes.

In order to understand the operation of the 1nvent10n the following
mathematical der1vat1on is necessary. Let Qp be the second quantization
‘table used during the decoding or inverse quantization step. Then let Qp
berelated to the first quantlzatlon table Qg, used durlng the quantization

step, by the following expressmn

>
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QDs(s_xQE-)JrB SRR A W

where S is a séaiing matrix, which scales each element of the first
quantizatioﬁ teble Qe to a corre.spondin'g element in the.second
quantlzatmn table Qp. The scaling matrix S is not used i in atrue matrix
multlphcatlon rather, the mult1pl1cat10n is* an element-by-element
mult1p11cat1on. Each element in the first quantization table Qg has a
con"espoﬁdihg element in the scaling matrix S that when milltiplied
together produce the cdrrespbnding element in the second quantization
table Qp: '

The matrlx Bisa so-called brightness matrlx because it can affect
the brightness of the image by changmg the DC level of the DCT
elements The elements of the B matrlx can mclude Zero or non-zero
values dependmg on the des1red bnghtness Forj purposes ofthe followmg

discussion and der1vat1on however, it will be assumed that the B matrix

" contains zero elements only to simplify the derivation.

The text and image enhencing teéhniqu_e of the invention _uses a
variance matrix to represent the statistical properties of an image. The
variance matrixisan Mx M mefrix, where each element in the variance
matrix is equal to the variance of a cdrresponding DCT coefficient over
the entire imege. The variance is computed in the traditional manner, as
is known in the art. |

The edge enhancement techhique in essence tries to match the
variance matrix of a decompressed image (Vy [k,1]) with a variance matrix
of a reference image (V*[k,1]). The technique tries to match the two by
scaling the Ciuantizatidn table in the manner deseribed above. In order
to do this, the method takes advantage of the reiatidn'ship between the

uncompressedimage and the compressed image. The following derivation
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will make th1s relationship clear.

Let V*[k 1] denote the variance of the k11 frequency component of
a reference i 1mage ‘Ideally, this image contains those critical attributes
that the technique seeks to preserve for example, text. This variance
matrix is of an ideal or reference i nnage in that it is not rendered into:
color source image data by a scanner but‘, 1nstead, is rendered into its
ideal' form by software, described further below. Thus, the color source
image data of the reference image does not suffer from the image
degradation due to the inherent limitations of the scanner Therefore, the
vanance ofthe reference image retams the high-frequency characteristics
of the omgmal reference image.

The method produces a resulting decompressed image that has
approx1mately the same variance as the Vanance of the reference by
modifying the quant1zat1on table. Thus, the method produces the

following relationship:
Vilk, 1] = V¥[k, 1] | | )

However, the decompressed image (Y’) is related to the original quantized

image (Yg) by the following expreSSion:

o

ST

Vi, 1] = Yealkt, 11 Qo 1] e ®

Substituting equetion (1) into equation (8) yields the following equation

below:
Yik, 1] = Yok, 11 STk, 1 Qulk, 1D 4)

The variance of the decompressed image (Vy) can then be expressed by
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the foliowing expression:
Vylk, 11 = Var (YTk, ID) = Var (ST, 1] Yeelk, 1] Qelk, 1D~ (5)
Reducing this expression yi‘elldsthe following:
Vilk, 11 = Sk, 1] VyIk, 1] - (6)
where Vy represents the variance of the' orig'inal‘ uncompressed image.

Substituting: equation (6) into. equation (2) yields the following

relationship between the scaling matrix S and the variances of the

reference image (V¥) and the original image (Vy)_:’

Slk, 12 = V¥, 11/ Velk, 1], M

Therefore the scahng matrlx S can be used to boost the variance

of the JPEG compressed image to that of the reference image by

,appropnate formation of the scaling matrix. This method is shown in a

more generalized fashion in FIG. 4.

| " Preferred Embodiment of the Method
In FIG. 4, a method 62 of forming a scaled quantization table

according to the 1nvent1on is shown The first step 64 is to generate a

,reference 1mage This reference 1mage, in the preferred embodiment,

embodies certain valued features or elements that the method seeks to
preserve. In the preferred embodlment these cntlcal elements include
hlghly readable text such as those typefaces hav1ng a serif font, e.g,,
Times Roman. The select1on of the reference i 1mage is 1mportant because

it is the frequency or energy characteristics of th1s image that the text
s

-
ib/
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image sharpemng method is mtended to preserve Because the method
is stat1st1cal the result can be improved by averaging over a number of
typical i 1mages Examples of such typical images are those using different
fonts (e.g., Palatmo and Devanagan) handwrltmg, short-hand, line
drawings, schematlcs bar codes etc. These different images can further
be categonzed ina number of classes

This generatmg step 64 is performed on a computer typlcally using
a word: processor or desktop pubhshlng apphcatlon such as Adobe

Illustrator or Microsoft Word. The image is entered into the computer

and then rendered by the apphcatmn into reference image data by the

apphcatmn The reference image data will be in the appropriate color
space; e.g., CIELAB or RGB, to allow the subsequent step to be
performed This process can be achieved by first rendering the image into
an Adobe Postscrlpt file and then rendered 1nto a b1t-mapped color source
image data file using DlsplayPostscmpt Alternatlvely, other page
descrlptlon languages can bé used to describe the i 1mage such as the PCL
language by Hewlett Packard and then rendered 1nto a bit map by an
appropriate renderlng program.

Once the reference 1mage is generated and rendered into reference
image data, the average energy of the reference i nnage is determined in
step 66. In the preferred embod1ment,“th1s step includes computing the
variance matrix w ’t) for the reference image data. The variance matrix,
asis known in the art statlstlcally represents the frequency components
or energy contamed in the image. Unhke a scanned image, the reference
image does not suﬂ‘er from any of the inherent limitations of the color
scanner because it 1 1s not compromlsed by the mlsreg1strat10n and MTF
hm1tat10ns of the scanner. Accordmgly, the variance for the reference
image retains the hlgh-frequency energy that i is critical to the visual

quality of the reference image.
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“In step 68;a ‘scanned irnage is scanned or selected from one or more
stored pre- -scanned images. This scanned i 1mage is one that suffers from
the inherent lun1tat1on of the scanner. This scanned image can be any
1mage, but in the preferred embodlment it'is a scanned version of the
reference nnage generated i in step 64 or of the same type of image used
to form an averaged reference image.

As in step 66, the ‘average energy of the scanned image is then
determined in step 70, The average energy agaln is represented by a
variance matrix I\ y) of the scanned i image. '

The varlance matrix (V*) of the reference unage and the variance

matrix (Vy) of the scanned image are then used to compute the scaling

matrix S in step 72. Th1s step mvolves solvmg equatlon (7) above for

each element in the scahng matrix S.
Fmally, in step 74 the scaled vers1on of the quantization table is

vcalculated This step is a simple element-by-element multiplication as

represented by equatmn (1) above. .

The use of the scale tables is seen clearly with reference to FIG 5.
In FIG. 5;a first set of Q tables 76 is provided to a JPEG compression
engine 78, which compresses the image data 1n accordance with the JPEG
compression st’endard. The cornpreSSion engine 78 performs the
quantization step ns_ing the Q tables 7 6. The cornpressi_on engine 78 also
performs the entropy enc'cding, as described above, using Huffman tables
80. A ' ‘

The Q tables 76 are then scaled by a scaler 82 using the method 62
described above with reference to FIG 4. A JPEG format file 84 is then
formed which includes a JPEG header 86, the scaled Q tables 88, the H
tables 90 and the compressed image data 92. Thus, although the

quantization was performed using the Q tables 76,» the scaled Q tables are

‘transmitted for use in the deCoinpresSion process. This difference
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between the two quantization tables, as represented by the scahng
matrix, is what Jmplements the text and nnage enhancing techmque
accordmg to the 1nvent10n An advantage of the present mventlon is that
no changes necessarﬂy need to be made to the decompressmn engine to
implement the: image enhancing technique of the invention. = The
decompression engine usesthe scaied Q tables in the same way it would
use unscaled Q tables. Thus, the prior art decompression engine of Fig.
3 can still decompress hnages compressed according to the invention.
Moréov,er, it can do so W1th the improved image quality provided by the
invehtion. In addition, the scaled Q-tables can be precomputed and
stored in memory éo that the scaling step does not need to be performed
real-time. This prefei'red einbodiment of the invention, therefore, does
not require scalei' 82. | | .

" Alternatively, the soaling can be pefformed on the decompression
side rathei‘ than on the compression side. A decompression engine 94
which implements the text and image'enhancing techniqae according to

this aspect of the invention is shown in FIG.Y 6. Decompression engine 94

“could be used in conjunction with a prior art compression engine which

does not implement the text aad image enhancing technique according to
the invention. ‘ » | ‘

v The decompressioﬁ eﬁgine 94 includes a header extraction unit 96,
which extracts the H tables and the Q tables. The H tables are used by
an enfrop'y decoder 98 to de_oode the compressed iinage ‘data. The Q tables
received by the d,ebompréési'oii engine are then scaled by a scaler 100,
which scales the Q tables accordiog (to quatioh 7 above. The variance
mati'ices (v* and Vy) are stored in the scaler for use in the soaling
process. The scaled Q tables are then stored in arandom access memory
102 for use by an inverse quantizer 104, whlch performs the inverse

quantization step. Because the scaled Q tables are used in the inverse

by
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quantlzatlon step the text and i 1mage enhancmg techmque accordmg to
the 1nvent10n is 1mplemented in thls step The i inverse quantlzed image
data is then transformed by IDCT 105 and rasterized by a block-to-raster
translator 106. The resultis text and image enhanced source 1mage data.

Thus,{ the text and image enhancing tec_hmque can either be
implemented in either the .decompression side or the cdmpression side,
but not both. Ifthe déco'mpfes’sion e’ngihe.94 and compression ehgine 78
areused together, there must be some way to bypass the scaler 100 where
the scaling is berfor;hed on the compression side. Itis poseible for the
JPEG header to include a tag field to indicate Whether or not the ecaling
hasbeen performed inthe cdinpression or, alternatively, whether it needs
to be performed in the decompression. However, this would fequire the
use of a JPEG application marker in the JPEG file. Accordingly, the

preferred method is to scale the quantization tables on the compression

~ side and transmit the scaled quantization tables to the decompression

engine. This Would not necess1tate any changes to the decompress1on
engine or the JPEG standard.

Although the compression engine according to (the invention is

implemented in dedicated hardware as described hereinabove,

alternatively it can be ‘implemented in software operating on a
programmed computer having a microprocessor such as an Intel 80486
or Pentium or Hewlett Packard PA-RISC. In the latter case, the various
tables, whether precompute_d or computed reai-time, are stored in the
dynamic random access memory (DRAM) of the computer during the
compression and decompressmn processes and the various steps of the
method are 1mplemented by sof’cware processes or routines. In addition,
there a numerous combinations of hardware and/or software that can be
used to impleinent compressibn and/or decompreesion engines according

to the invention depending on the desired performance and cost. The
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combinations are too numerous‘to describe individually but those skilled
in the art could nnplement such combinations based on the description

found herein. -

Preferred Embodiment of the Apparatus
- A color facsimile machine 134 using the JPEG compression and
decompressioh engines according to ihvehtion is shown in Fig. 7. The
color fax machine 134 includes two related bu’t independent components:
a send c0mp‘one1lit,and a receive component.  The send component
includes a scanner 136 which receives a physical image document and
which renders or transforms the physical iinage into color source image

data. The color source image data is then passed toa correctmns and

' transformatlon engine 138, Whlch can correct for certam anomahes in the

scanner and format the source color image data approprlately This
transformatlon can mclude transformmg the color source image data from
one color space e.g., RGB, to another, e.g., CIELAB.

The corrécted and transformed color source image data is then
passed to a JPEG compression engme 140, which mcludes the two
quantization tables (QE, Qp) formed i m accordance Wlth the invention
described herem._ The,first quant1zat1on table Qg in the preferred
embodiment_,of the in\}ention is formed in accordance‘vv‘ith the method

taught in our cOmmonly-assigried application entitled METHOD FOR

, SELECTIN GdJ PEG QUAN TIZATION TABLESFOR LOW BAN DWIDTH

APPLICATIONS, Ser No.¢743 OI A 1ncorporated herein by reference
Alternatlvely, any customary dJ PEG quantlzatlon tables (e.g., K.1) can be
used as the first quantization tables.

The JPEG compression 'engihe COmpre_sses the SOurce image data
into compressed image data in the manner described above, which is

then passed onto a G3/G4 encapsulatioh engine 142 alohg with the second

e o
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Q:table (Qp).. The encapsulation engine 142 performs the step of
encapsulatmg the compressed image data m accordance with the

amended T.30 Group 3 Facs1m11e Standard Alternatwely, mstead of G3,

. the encapsulatlon could also be G4 for an equlvalent machme operating

10

accordmg to the T.30 Group 4 Facmmﬂe Standard The encapsulated
data is then transmitted via a transmlssmn means 144 over the limited
bandw1dth channel. "In the preferred embodiments, this transmrssmn
means includes a modem (modulator), but can also include direct
transmission circuitry. '

' On the receiving end, the color fax machine 134 includes a receiving
means 146, which in the preferred embodiment uses 'a modem

(demodulator) of the transm1ss1on means 144 or eqmvalent d1g1tal

‘receive c1rcu1try The rece1ved compressed unage dataisthen decoded by

15 .

20

25

a G8/G4 decodmg engme 148. The engine 148 decodes or unencapsulates
the compressed nnage in accordance W1th the apphcable Group 3 or
Group 4 facsimile standard The decoded compressed image data is then
decompressed by a JPEG decompressmn englne 150 In the preferred
embodlment this decompressmn engine is that shown in Fig. 6, which
includes the Q-table scaler. Moreover, the decompressmn engine 150
mcludes means for determining Whether the Q-tables were scaled in the
compressmn process. As described above, thls operatlon involves
decoding the header file. Alternatively, a precomputed set of scaled Q-
tables cold be stored in memory in the receive 'cornpOnent and used in the
decompression process by the_ engine 150. In a further embodiment, the
engine 150 could assume that v.the‘ scaling was performed in the
compression process* and simply use the Q-tables as received.

The decompressed source image data is then passed to a corrections
and transformations engine 152, which transforms the source image data

into the color space required by a color printer 154 included in the color
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fax 134 The color printer 154, Wh1ch can use any pnntmg technology
such as electro-photographlc kaet or 1mpact then reproduces thei 1mage
The reproduced color image, by using: the scaled Q tables formed in

accordance with the 1nvent10n improves the text and image quality of the

: 1mage without reqmrmg real-time processmg of thev image data. The text

and irnage enhancing techniques described herein take advantage of the
processing already re(juired by the JPEG standard to implement the
techniques. Thus, the overall cost of the product is not impacted.

" The color facsimile machine 134 can include a plurality of ditferent
scaled quantlzatlon tables for use durmg the compression and/or
decompressmn process These dlfferent scaled quantlzatlon tables can be
precomputed usmg the method descrlbed above, wherein each tablé is

formed us1ng a dlfferent reference image or an average of several i 1mages

| of a glven type These d1fferent reference images can be selected to

enhance different textual or 1mage characterlstlcs The user can then
select the partlcular scaled quantlzatlon table that matches his or her
image so that the 1mage enhancement techmque can optimize for the.
user’s image. In the preferred embodiment, the machme 134 mcludes a
user actuable selection device to indicate the user’s selectlon The send
component of fax machine 134 would then select the appropnate scaled
quantization table respons1ve to the user’s selectwn

The same method can be apphed toa grayscale facsimile machine
or when a color facsimile machme is used in grayscale mode. In thiscase
only the luminance channel is used As a result, when the term color is
used herein it refers to both color and grayscale

The color facsnmle machine 134 1s but one example of an application
for the JPEG compress1on and decompressmn engmes of the invention.
The quantization tables formed by the above descnbed method can be

used in any context that requires JPEG compression. These applications
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are typ1cally those that have hmlted bandw1dth capability. An example
of another such limited bandwidth application is a personal computer or
work station. In these applications color images are displayed on the
screen, which can be represented ina variety of different formats such as
Postscnpt dJ PEG compressmn can be used to compress these color
images to allow for more eﬂiment transm1ss1on of the compressed-image
over the limited bandwidth channel '
Havmg ﬂlustrated and descnbed the pmnmples of our mventlon in
preferred embodlment thereof 11: should be readlly apparent to those
skllled in the art that the mventlon can be modified in arrangement and
detail without de,partmgvfrom such principles. For example, although
the invention has been described in reference to the JPEG compression
standard, thevmethod is appliceble fo MPEG, H.261 or other compression
standards as well. We claim all modifications coming within the sﬁirit

and scope of the accompanying claims.

)
:\ )\ ‘ J
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~ CLAIMS
1. Amachine for transmitting color iniages comprising‘

means for rendermg a color i 1mage into color source image data

representing the color i image;

a compress1on engine that compresses the source image data into
compressed image data, the engine including:
‘a transforming nxeans for converting the source image data
into transformed image data, »
" means for storing a first multi-element Quantization table
(Q); | . |
a quantizer means for converting the transforrned imagedata
into quantlzed 1mage data in accordance with elements contamed in the
first quant1zat1on table,
: m for storing a second multl-element uantization table
(Q;ﬁ%ﬁentliglb‘{o the ﬁrstiuantlzatmn table QE, : :

an entropy encoder means for transformin'g the quantized

unage data into the encoded i nnage data using an entropy table

~ means for encapsulatmg the encoded 1mage data, the ‘second
quantization table, and the_entropy table to form an encapsulated data

file; and _
means for transm1tt1ng the encapsulated data file.

2. A machine for transmitting color images according to claim
1 further comprising a scaler for scaling the first quantization table (Qg)
in accordance with a predetermined function to form the second

quantization table (Qp).

3. A machine for transmitting color images according to claim

1 wherein the second qnantization- table is related to the first

OLYMPUS EX. 1016 - 26/714




10

15

20

25

24 Patent Application
Attomey Docket Number 1094893-1

quantization table in accordance with a predetermined function of the

energy in a reference image and the energy in a scanned image.

4. A.machirle for transmi(:’cin,g;r color images according to claim
3 wherein. the predeteﬁnined function is gi\}en by the following
expression: | | |

Qo =S x Qs
where S is a séaling matrix having each element S[k, 1] formed according
to the following expression:

Slk, 112 = V*[k, 11/ Vylk, 1,
where V* i 1s a variance matrlx of the reference 1mage ‘and Vyis a variance

matrix of the scanned image.

5. A machine for tranémitting color images according to claim
1 wherein the means for rendering a color image into color source image
data representing the color image includes:

a color scanner;

means for gamma correcting the color source image data; and

meéans for transforming the color source image data from a first

color space to a second color space.

6. ~ A machine for transmitting color images according to claim
1 wherein the means for rendermg a colori 1mage into color source image
data representing the color image includes computer software operable

on a computer.

7. A machine for transmitting color images according to claim
1 further comprising: '

means for receiving an encapsulated data packet;

OLYMPUS EX. 1016 - 27/714




2 5' S Patent Application
Attomey Docket Number 1094893-1

rrleans for deCOding the encapsulated data packet to extract a
| header, received image data, a'_received quantization table (Qz) , and a
received entropy table; ‘
a decompression engine that decompresses the received image data
5 | into color source image dat‘a using the received quantization table and the
received entropy table; and
means for reproducing a color image from the color source image

data.

10 8. A machine for transmitting color images according to claim
7 further comprising a scaler for scaling the received quantization table
into a S(;aled quantizatiqn table (Qs), which is used by the decompression

engine in lieu of the received quantization table. -

15 9. A machine for transmlttmg color images accordmg to.claim
8 wherein ‘the scaled - quant1zat10n table is related to the received
quantlzatlon table in accordance with a predetermmed functlon of the

energy in a reference image and the energy in a scanned i 1mage

20 10.. A machine for,tra‘rlsmittin'g color images eccerding to claim
| 9 wherein the predetermined function is given by the foHOwing
expression: ‘ K
v Qs=SxQg,
where Sisa scaling matrix having each element S[k, 1] formed according
25 to the following exp’ression' '
Stk, 112 = V*[k, 11/ Vylk, 1,
where V*isa variance matrix of the reference image and Vyis a variance

matrix of the scanned i 1mage.

N
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1. A machme for transmitting color i 1mages according to claim
10 further comprlsmg means for selectlvely scaling the received

quant1zat10n table respons1ve to the header.

12. A machme for transmlttmg color images according to claim
7 Wherem the means for reproducing a color image from the color source

1mage data includes computer software operable on a computer for

'displeying the color image on a computer display‘ associated with the

computer.

13. A machine for transmitting color images according to cleim

1 wherem the transformmg means includes means for transformmg the

~ source 1mage data into transformed i image data using the discrete cosine

transform (DCT)

‘14. A method of compressing and transmlttlng 1mages which
produtes decompressed 1mages having unproved text and i image quality,
the metho

compressing

mprising:
ource unage mto compressed image data using a
first quant1zat10n table Q)= v
formlng a second quantization_table (Qp), Wherein the second
quantization t"able:is related to the first qu \tization table in accordance
: eference image and the
energy in a scanned image; - .
transmitting the compressed image data; and
“decompressing the compressed image data using the s

quantization table Qp.

15. A method of compressing and transmitting images which
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produces decompressed 1mages havmg improved text and 1mage quality
- accordmg to claim 14 Whereln the step forming a second quantlzatlon
table includes scaling the first quantization in accordance with the

predetermined function.
16. A method of compressing and transmitting images which

> g
5‘3"? e
’D 7 produces decomp 64

according to claim 15 wherein

ed 1mages havmg improved text and image quahty
tep scaling the first quantlzatlon in
accordance with the predetermined function 1S D

10 transmitting step.

17. A method of comp‘reSSing_ and transmitting images which
produces decompresse'd images ha&dng improved text and image quality
accordmg to cla1m 15 wherein the step scahng the first quantlzatlon in

15 accordance with the predetermmed funetion is performed subsequent to

the transmlttmg step

18. - A method of compressing and tranémitting images which
_produces decompressed images having impr0ved text and image _duality
20 according to _claim‘ 15 wherein the step forming a seoond quantization
table includes forniing e secon’d Quantization table (Qp), where the second
quantization table is related to the first quantization table according to
the following expreseion:

Q=8x Qs

25 where Sis a scahng matrix havmg each element Sk, 1] formed according

to the followmg expressmn
‘ S[k 1]2 = V*[k 11/ Vy[k 11,
‘where V*i 1s a vanance matrlx of the reference i 1mage and Vyis a variance

matrix of the scanned image.
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9.,.&9 ; 19: A method aecording to claim 14 further comprising:
v 2 _encapsulating

econd quant1zat1on table Qy with the compressed
image data to form an encapsulate d le, and

5 transm1tt1ng the encapsulated data file.

20. A method of compressing and transmitting images having
improved text and image quality accordmg to claim 14 wherein the step -
< of forming a second quantization table Qp) includes:
10 selectmg a target i image; and

rendermg the target image mto an image file.

21. A method of compressing and transmitting images having
jimproved text and image quality accordirig to claim 20 wherein the step
15 of selecting a target image includes selecting a target image having

critical image elements that are critical to the quality of the image.

22. A method of compressing and transmitting images having
1mproved text and 1mage quality accordmg to claim 20 Whereln the step

20 of selecting a target image includes selecting a target image having text.

23. A method of compressing and transmitting 1mages having
1mproved text and image quality accordlng to claim 20 wherein the step
of selecting a target image includes selectmg a target image having text

95 . _ with a serif font.

24. A method of co‘mpres traHSHﬁtting images having

improved. text and image qualit; cording to claim 14 wherein the

scanned image is the reference imaga,

20
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By
9,25 A method of formmg a quantlzatlon table for use in
compressmg 1mages in accordance with the J PEG compress1on standard
the method comprising: '
selectmg a first quant1zat10n table (Qp); and
forming a second quantlzatlon_ table (Qp), where the second
quantization table is related to the first quantization table according to
the following expression:
Qo=5 x Qs, |
where S is a scaling matrix having each element S[k, 1] formed according
to the following eirpression' ;
S[k 1= V*[k 117 Vylk, 1],
where V*is a varlance matrlx ofa reference image and Vy i 1s a variance

matrix of a scanned i image.

Zd( 3/2'6 A method of formmg a quantlzatlon table according to claim
5 wherem the step of formmg a second quantization table (Qp) includes:
selecting the reference image;
rendermg the reference image into. reference image data; and

computing the variance matrix V* for the reference i 1mage data.

‘ % % A method of formlng a quant1zat1on table according to claim

wherein the step of formlng a second quantization table (Qp) includes:
scanning the scanned image to produce scanned image data; and

computing the variance matrix Vy for the scanned nnage data.

%@; A method of forming a quantization table according to claim
%{#Wherein the step of scanning the scanned image to produce scanned

image data includes scanning the reference image.

OLYMPUS EX. 1016 - 32/714




10

15

20

25

NN

N

£

» usmg the first quantlzatmn table (Qe); and

30 ' . i- Patent Application
Attorney Docket Number 1094893-1

_ 29. A method of improving text and image qu'ality of compressed

that are compressed using the JPEG compression standard, the

determininpthe energy content of the refererice image;
selecting a scan d image; :
determining the energy content of the scanned image; e
selecting a ﬁrét quantization table (Qu);
scaling the first quantization table (Qg) to form a second
quantizationv table (QD) according to the ratio of the energy in the
‘ scanne"d' image;

reference image to the energy content of t
v with th_e_ JPEG standard

compressmg a source image in accordance '

decompressmg the source image in accordance
standard usmg the second quantlzatmn table Qp whe
decompressed unage has 1mproved image quahty

' )96 A method of improving text and image quality according'to

claim 29 wherein the step of ‘de'termining the energy content of the

reference 1mage mcludes determmmg a variance matrix (V*) of the

reference i 1mage
;ﬂ a A method of improving text and image quahty accordmg to
claim wherein the step:of determlmng the energy content of the
scanned 1mage includes determmmg a variance matrix (Vy) of the
scanned i 1mage

A method of improving text and image quality according to
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claim ;ﬁ Wherem the step of scahng the first quantization table (Qp to
form.a second quant1zat1on table (Qp) accordmg to the ratio of the energy
in the reference image to the energy content of the scanned image
includes:

determmmg a scalmg matrix (S) where each element Stk, 1] being
forfned according to the following expression:

S[k, 11 = V*[k, 11/ Vilk, 1],
where V#k, l]is a cdrresponding element in the variance matrix V* and
Vilk, 11is the COrr'esponding element in the variance matrix Vy; and

scaling the first quantization table (Qz) to form a second

quantization table (Qp) according to the following expression:

: QD=SXQE.'

33. A method of improving text and image quality according'to
ther comprising: _ | ‘
_encaPSulatin e second quantization table (Qp) with the
compressed image to form a JPEG fle & v '
gansmittmg the J PE‘G file over a limited bandwidthe
@;34 ﬂ A method of i 1mprov1ng text and image quality according to
cla1m /29 further comprising:
selecting a plurality of reference images; ‘
determmmg,the energy content of each reference image;
averaging the energy content of the plurality of reference images;
and |
scaling the‘ flrst quahtization table (Qg) to form a second
‘quantization table (Qp) according to the ratio of the average energy in the

reference images to the energy content of the scanned image.
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o

claim }4 wherein the step of selecting a plurality of reference images

"3 A method of 1mprov1ng text and image quahty accordmg to

includes selecting a plurality of reference i 1mages each reference image

having a different graphlcal content.

/b ,86 A method of i 1mprov1ng text and 1mage quality according to
claim 29 further comprising:
selecting a plurahty of scanned images;
determining the energy content of each scanned image;
averaging the energy content ofthe plurahty of scanned images; and
N scalmg the first quant1zat10n table (Qe) to form a second
quantlzatlon table (QD) accordmg to the ratio of the energy in the

reference i 1mage to the average energy content of the scanned i images.
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TEXT AN D IMAGE SHARPENING OFJ PEG COMPRESSED
IMAGES IN THE FREQUENCY DOMAIN
, - ABSTRACT OF THE DISCLOSURE
The text and image enhancing technique according to the invention
is integratéd into the decoding or inverse quantization step that is
neceséarily required by the JPEG standard. The invention integrates the
two by using'twn dviﬁ'erentb quantiz‘at':ion tables: a first quantization table
(Qz) for use in quantizing the image data dui‘ing the compression step
and a sécond quantiZation‘ table used during the decode or inverse

quantization during the décotnpress'ion process. The second quantization

“table Qo is related to the fltst quantization table according to a

predetermined function of the energy ina referenCe image and the energy
ina SCAnned image. The energy of the i'eference image lost during the
scanning pro’(':‘e'(ss,, as represented By the energy in the scanned image, is
resto:éd &uﬁng the decompression prb‘cess by ‘app‘ropriately scaling the
second quantiz"ation table according to the predetermined function The

difference between the two tables, in partlcular the ratio of the two tables

'determmes the amount of image enhancing thati is done in the two steps.

By integrating the image enhancmg and inverse quantization steps the
method does not require any additional computations than already

required for the compression and decompression processes.

OLYMPUS EX. 1016 - 36/714

8/‘?%[ [05/(




PATENT APPLICATION

As a below named inventor, | hereby declare that: »
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inventor (if plural names are listed below) of the subject matter which is claimed and for which a patent is
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TEXT AND IMAGE.SHARPENING -OF JPEG COMPRESSED IMAGES .IN- THE. FREQUENCY DOMAIN

the specification of which
o() is attached hereto; (Leave blank In response to Notice of M!sslng Parts)
() wasfiledon __ : : as Application Serial No.
() was amended by the preliminary amendment filed with the original application papers.

I hereby state that | have reviewed and understood the contents of the above-identified specification, including
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all information which is matetial to patentability as defined in 37 CFR- 1.56. If this is a continuation-in-part
application, I acknowledge the duty to disclose all information known to me to be material to patentability as
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the National or PCT international filing date of this continuation-in-part application.

() In compliance with this duty there is attached an information disclosure statement 37 CFR 1.97.

Foreign Application(s) and/o; Claim of‘ Foreign Pribrity

| hereby -claim foreign: priority benefits under Title 35, United States Code Section 119 of any foreign application(s) for patent or inventor(s)
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COUNTRY » APPLICATION NUMBER DATE FILED PRIORITY CLAIMED UNDER 35 U.S.C. 119
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U. S. Priority Claim .

| hereby claim the benefit under Title 35; United States Code, Section 120 of any United States application(s) listed below and, insofar as
the subject matter of each of the claims of this application is not disclosed in the prior United States application.in the manner provided by
the first paragraph of Title 35, United States Code Section 112,.1 acknowledge the duty to disclose material information as defined in Title
37, Code of Federal Regulations; Section 1.56(a) which occurred between the filing date of the prior application and the national or PCT
international filing-date-of this-application:

APPLICATION SERIAL NUMBER FILING DATE STATUS (patented/pending/abandoned)

POWER OF ATTORNEY: '
As a hamed inventor, | hereby appoint the attorney(s) and/or agent(s) listed below to prosecute this application and transact all business in

the Patent and Trademark Office connected therewith.

C. Dodglass Thomas Edward Y. Wong Herbert R. Schulze Peter P. Tong
Reg. No. 32,947 Reg. No. 29,879 Reg: No. 30,682 Reg. No. 35,757

I hereby declare that all statements made herein of my own knowledge are true and that all statements made
on information  and - belief are believed to be true; and further that these statements were made with the
knowledge that willful false statements and the like.so made are punishable by fine or imprisonment, or both,
under Section 1001 of Title 18 of the United States Code and that such willful false statements may jeopardize
the validity of the application or any patent issued thereon. '
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ABSTRACT:
A CT scanner (10) non-invasively examines a region of interest of a

patient to create an image representation that is stored in an image

memory (14). Each pixel of the image representation has a relatively

large number of bits of radiation intensity resolution, e.g. 14 bits or

16k levels, which is larger than the gray scale resolution of a

conventional video monitor (24), e.g. 8 bits or 256 levels. A look-up

**table** (38) digitally **filters** each pixel value with digital filter
values to reduce the number of levels of each pixel value to the number

of gray scale levels displayable by the video monitor. While the image is

being displayed, the operator selectively adjusts the digital filtering

to optimize the displayed image for the intended diagnostic purpose.

During the vertical flyback or other non-display periods of the video

monitor, a central processor (30) generates most significant bits of

addresses that read digital filter longwords from a filter memory (44). A
multiplexer (54) breaks each word into a plurality of filter values or

bytes which are serially conveyed to the digital **filter** look-up A
**table**. A least significant bit address generator (62) generates the
least significant bits of the address for each filter value concurrently
with its conveyance to the look-up table. The multiplexer and least
significant bit address generator are clocked at a faster rate than the
central processor such that within one read clock pulse of the central
processor, a plurality of digital filter values are loaded into the
digital **filter** look-up **table**. In this manner, image filtering via
look-up table in real time is enhanced through an improved, faster
loading method.
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- IMAGE COMPRESSION TECHNIQUE WITH
REGIONALLY SELECTIVE COMPRESSION
RATIO

This is a continudtion of application of Ser. No.
07/664,256 filed Mar. 4, 1991, now abondoned.

MICROFICHE APPENDIX - COPYRIGHT
NOTICE

A two-fiche microfiche Appendix 1 containing
source code for a software implementation of the JPEG
encode, enhanced according to the present invention is
included with this application. A portion of the disclo-
sure of this patent document contains material which is
subject to copyright protection. The copyright owner
has no objection to the facsimile reproduction by any-
one of the patent document or the patent disclosure as it
appears in the Patent and Trademark Office patent file
or records, but otherwise reserves all copyright rights
whatsoever.

‘BACKGROUND OF THE INVENTION

The present invention relates generally to image
compression and more specifically to a technique for
differentially compressing portions of the image.

Emerging applications,. such as full color (24-bit)
desktop publishing, photovideotex, phototransmission,
supported by 24-bit color scanners, monitors, printers,
and cameras, need data reduction and standards to
reach aceceptable price performance levels.

One initial focus in the early 1980's, was on the use of
photographic’ images within videotex systems. It was
expected that such systems would eventually employ
ISDN (64 Kbit/sec) lines for transmission and monitors
as.softcopy displays. The initial algorithm requirements
and the evaluation’ procedures reflect the early focus.
720 by 576 pixels color images (CCIR 601 format) were
selected as test material. Compression goals included
good image quality around-1 bits/pixel and “progres-
sive build-up”, allowing an early recognition of the
image at a lower quality. The image quality evaluation
was tied to relatively inexpensive monitors.

In 1986 the Joint' Photographic Expert Group
(JPEG) was formed as a joint committee of ISO and the
CCITT to develop and propose an efficient image com-
pression standard. Soon more target applications were
identified, broadening the scope of the standard. It
needed to support a wide variety of pixel resolutions,
color spaces, and transmission bandwidths. In addition
the efficiency of implementation in-both software and
hardware became an important additional requirement.

Given these requirements, in a competition between
twelve algorithms covering a wide spectrum of algo-
rithms, three finalists were selected in June, 1987: block
truncation approach, an interpolative spatial domain
approach and 2 transform based method. From these
three finalists, the Adaptive Discrete Cosine Transform
(ADCT) was unanimously selected in early 1988 as
having produced the best picture quality. Since then, 2
cooperative effort to refine, test and document the
DCT-based method has been in progress.

This effort resulted in development-of a three part
structure, including the baseline system, the extended
system, and independent lossless codmg function. Tech-
nical agreement was reached in the October, 1989
Tokyo meeting, a draft specification was made publicly
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available in January, 1990, and an ISO Draft Proposed
Standard (DPS) is expected for 1991.
The selected baseline algorithm is a lossy technique

-based on the discrete cosine transform (DCT), a uni-

form quantizer, and entropy encoding. The transform
removes the data redundancy by concentrating most of
the information in the first few transform coefficients.
The quantizer controls the loss of information and the
picture quality. The entropy encoding reduces the en-
tropy of the signal. The JPEG proposed standard in-
cludes a baseline system, an extended system, and a
separate lossless function. The baseline system repre-
sents the default communication mode, and each stan-
dard decoder is required to interpret data coded with
the baseline system. The extended system provides ad-
ditional features such as progressive build-up and arith-
metic coding. These features can be used when imple-
mented by both the encoder and the decoder.

SUMMARY OF THE INVENTION

The present invention is drawn to a flexible and effec-
tive image compression technique that provides maxi-
mum compressmn consistent with maintaining image
quality. in selected areas. The techmque may be imple-
mented for use with a standard image compression tech-
nique, and the compressed image file may be decom-
pressed with any hardware or software that is compati-
ble with the standard.

The invention operates in the context of a lossy image
compressnon technique wherein a single set of side in-
formation is provided to allow decompression of the
compressed file. According to the invention, certain
portions of the image are selected (either by the user or
automatically) for more compression than other por-
tions of the image. The elimination of bits. in regions
selected for higher levels of compression is performed
in a manner that has relatively minimal impact on visual
quality. This selective or intelligent comnressxgn, using
the bits where they are the

Tser to maximize image quality, compress to a fixed file

“size, or ensure an upper bound on _the reconstruction

error between the original and the decompressed image.

A particular embodiment of the invention is imple-
mentéd for use in conjunction with the JPEG image
compression technique. The JPEG proposed standard
calls for subdividing the i image into blocks, transform-
ing the array of pixel values in each block according to
a discrete cosine transform (DCT) so as to generate a
plurality of coefficients, quantizing the coefficients for
each block, and entropy encoding the quantized coeffi-
cients for each block. Within this context, one or more
of a number of techniques for rejecting weak compo-
nents are used to selectively reduce the number of bits
in the compressed image for that block. These tech-
niques include subjecting each selected block to a low
pass filtering operation prior to the transform, subject-
ing the coefficients for each selected block to-a thre-
sholding operation before or after the quantizing step,
subjecting the coefficients for each selected block to a
downward weighting operation before encoding them,
or, where the entropy encoding uses Huffman codes,
mapping coefficients to adjacent shorter codes. These
techniques tend to eliminate weak components or com-
ponents having high spatial frequencies, and thus pro-
vide significant compression while maintaining visual
quality. )

A further understanding of the nature and advantages
of the present invention may be realized by reference to
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the remaining portions of the specification and the at-
tached drawings.

" BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a high level block diagram showing the
compression and decompression of a source 1mage ac-
cording to the JPEG standard;

FIG. 2 shows an image subdivided into regions for
differential compression;

* FIG. 3 is a block diagram showing an émbodiment of
the invention utilizing selective filtering;

FIG. 4 is a block diagram showing an embodiment of
the invention utilizing selective thresholding;

FIG. 5 is a block diagram showing an embodiment of
the invention utilizing selective weighting;

FIG. 6 is a block diagram showing an embodiment of
the invention utilizing selective miscoding; and

FIG. 7 shows a specially constructed Huffman code
table that allows controlled miscoding for differential
compression.

BRIEF DESCRIPTION OF THE APPENDICES

Appendix 1 (microfiche-2 fiches) is a source code
listing of a computer program for performing the image
compression according to the present invention; and

Appendix 2 (paper copy) is a specification of the
proposed JPEG standard.

DESCRIPTION OF SPECIFIC EMBODIMENTS
Introduction

As a threshold matter, it is useful to distinguish image
compression and data compression. Data compression
assumes that every bit of information in a file is impor-
tant, so every bit is retained when the file is compressed.
The algorithm simply stores the description of the data
in a more efficient format. Because no data is lost during
compression, data compression algorithms. are called

lossless. As a rule, these programs are capable of achiev-

ing compression ratio limits of roughly 8:1, with an
average ratio of 2:1. Image compression algorithms, on
the other hand must compreéss files at ratios from 10:1 to
100:1 in order to effectively solve the problem of huge
graphic files. To achieve these higher compression
rates, image compression algorithms must be lossy—-
they must assume that some of the data in an image file
is unnecessary (or can be eliminated without affectmg
the percewed image. quality). Since compression in-
volves removing some of the image data from a file,
compressed files don't retain all the quality of the origi-
nal image (although the difference is visually indistin-
guishable at compression ratios up to 10:1).

The present invention is drawn to an image compres-
sion technique wherein regions of the image may be
selected for relatively greater compression relative to
other regions. Although increasing the compression
ratio normally lowers the image quality, the invention-
utilizes techniques that have relatively little visual im-
pact_on the selected regions. In many cases, there are
only localized portions whose high quality (information
content) must be preserved.

There are a number of ways in which a color image
can be broken into components. Standard monitors use
the RGB characterization where R, G, and B are the
red, green and blue components. Standard television
broadcasting (NTSC) uses the YUV characterization
where Y is the luminance component and U and V are
the chrominance components (approximately red and
blue). Printers use the CMYK characterization where
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C, M, Y, and K are the cyan, magenta, yellow, and
black components. The CCIR 601 standard describes a
linear transformation between the RGB characteriza-
tion and the YUV characterization,

The present invention is currently implemented as an
enhancement of the existing JPEG (Joint Photographic
Expert Group) image compression standard. Although
the invention can be mplemented in the context of
other image compression techniques, the majority of
the discussion below will be within the specific context
of the proposed JPEG standard. A complete specifica-
tion of the proposed standard has been filed with this
application as an Appendix 2.

JPEG Overview

FIG. 1 is a high level block diagram illustrating the
basic operations in the compression, transmission, and
reconstruction of a source image. The source image is
represented by one or more components, each of which
includes an array of multi-bit pixels. A grayscale image
would include a single component while a color i image
would include up to four components. The operations
shown apply to each component.

Data representing a source image component 10 is
communicated to a compression encoder 15 to provide
compressed image data 17. This data may be stored asa
file for subsequent retrieval and reconstruction, or it
may be transmitted on some communication medium to
a remote location for immediate or subsequent recon-
struction. In any event, it is contemplated that the com-
pressed image data will be communicated to a compres-
sion decoder 20 to provide reconstructed image data 22.
Compression encoder 10 uses certain data structures for
the compression, and relevant portions of these must be
communicated as side information for use by compres-
sion decoder in the image reconstruction. The particu-
lar compression technique under discussion contem-
plates a single set of side information that applxes to the
entire image component.

In the proposed JPEG standard, compression en-
coder includes a forward discrete cosine transform
(FDCT) stage 30, a quantizer 32, and an entropy en-
coder 35. The compression decoder includes an entropy
decodér 42, a dequantizer 45, and an inverse discrete
cosine transform (IDCT) stage 47. In the JPEG stan-
dard, the entropy encoder is lossless and use Huffman
coding in the baseline system. As will be described
below, certain embodiments of the present invention
introduce lossiness into the entropy encoder. The side
information includes a quantization table 37 used by
quantizer 32, and, where entropy encoder 15 is a Huﬂ'— :
man cncodcr, a set of Huffman code tables 40.

The image component is divided into blocks of 8
pixels by 8 pixels, and each block is separately pro-
cessed. Positions within an 8 X 8 block are denoted by a
double subscript, with the first subscript referring to the
row and the second subscript referring to the column.
Numbering is from left to right and from top to bottom
so that the upper left corner is.(00), the upper right
corner is (07), the lower left corner is (70), and the
lower. right corner is (77).

The DCT stage reduces data redundancy, producing
one DC coefficient and 63 AC coefficients for each
block. The DCT equations for the forward and’inverse
transforms are as follows:

FDCT:
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. -continued
Spy =

7 7 : .
(C.C4) w20 Zo % OSQx + Dun/16) cos(y + Drm/16)
IDCT:

l'yx =

1 1
(1/%) uEO vEO CuCoSwy cos((2x + Nun/16) cos((2y + 1)vrr/16)

where

Sy.,—lransform coefﬁcxent at (vu) in the coefficient
table;

Syx== pxxcl va]ue at (yx) in the 88 block; and

CuCy= 2 for u,v=0and | otherw;se

As can be seen . from ‘the equation for the forward
transform, Spois the DC component, being proportional
to the sum of all the pixel values. Larger values of u and
v carrespond to higher spatial frequency components.
Since most images tend to be characterized by lower
spatial frequencies, the coefficient table tends to have
the largest values toward the upper left hand corner.
While nominally lossless, the DCT results in a small loss
due to the inherent inability to.calculate the cosine
terms with perfect accuracy.

The quantizer operates to reduce the information,
and hence the image quality, by a known amount. The
quantization is performed by dividing each coefficient
in the 8 X 8 coefficient table by the corresponding entry
inthe 8 X 8 quantization table, and rounding the result to
the nearest integer. This reduces the magnitude of the
coefficients and. increases the number ‘of zero value
coefficients. The step-size of the quantizer is détermined
by a “visibility. threshold matrix”. Step size is varied
according to the coefficient location and can be tuned
for each color component to optimize the quantization
for human perception. A lossless quantizer would have
all entries equal to'1, which would mean no quantiza-
tion at all.

Next the difference bctwcen the current DC coeffici-
ent and the DC coefficient of the previous block is
Huffman encoded to reduce statistical redundancy. The
coding model for the AC coefficients rearranges them

in a zig-zag pattern as follows:
0 1S 6 14 15 21 28
2 4 7 1316 26 2% 4
3 8 a2 17 2 30 41 43
9 ‘'n 18 24 3 40 “4 53
0 19 23 32 39 45 52 54
20 2 33 38 46 51 55 60
21 34 31 41 50 56 59 61
35 36 48 49 57 58 62 63

When the quantized AC coefficients are ordered in
the zig-zag pattern described above, the string of quan-

tized coefficient values will be characterized by runs of-

0's interrupted by non-zero values. Although the indi-
vidual coefficients are 10-bit numbers, the actual coeffi-
cient value will typically be a number of fewer bits with
leading bits that are 0's. A unique code is assigned to
each possible combination of run length and number of
bits. The code is thus characterized by an integer pair,
namely run/size. The run length is constrained by the
number of AC coefficients (63), but in ordér to keep the
code tables more manageable, a maximum run of 15 is
permitted. Combinations with a zero size are undefined,
but 0/0 is assigned a code to designate end of biock
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(EOB) and 15/0 is assigned a code to specify a zero run
length (ZRL) of 15 followed by one or more 0's.

The string of coefficient values is broken down into
groups, each of which comprises a run of 0's followed
by a non-zero value. The cade for the particular run/-
size is placed in the data file, followed by the binary
representation of the numerical value of the coefficient
without leading 0's. Runs of more than 15 0’s are han-

dled by inserting the requisite number of ZRL codes.

Decoding is accomplished by sensing a valid code,
determining from it the number of data bits, and extract-
ing the data value, which immediately follows the code.

As is typical for Huffman coding, short codes are
chosen for the more probable events and longer codes
are chosen for the less probable events. The codes are
constrained so that no short code is the leading portion
of a longer code.

The baseline system specifies two sets of typical Huff-
man tables, one intended for the luminance or achro-
matic (grayscale) component and one for the chromatic
(color) components. Each set has two separate tables,
one for the DC and one for the AC coefficients. Tables
1A and 1B show the code lengths (not the codes them-
selves) for -these typical code tables. The tables are
organized in rows corresponding to the number of 0’s
and columns corresponding to the number of bits in the
values. As can be seen, the most frequent events, which
are mapped to short codes, are concentrated in the
upper left corner and along the top and left side edges.
This reflects the fact that most of the quantized AC
coefficients tend to be zero or small numbers (few bits).

The encoder of the baseline system may operate in 2
modes: a) one-pass encoding using default Huffman
tables or custom, pre-calculated’ Huffman tables, or b)

" two-pass encoding, where during the first pass the en-
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coder determines the optimal Huffman table specific for
the image being encoded.

The JPEG syntax specifies that the baseline can pro-
cess the 8-bit pixel data in either block interleaved or on
a color component basis with no restrictions on the
horizontal and vertical dimensions. In addition the base-
line can handle at most four different color components
and in block interleaved mode up to ten subsampled
88 blocks.

The extended system provides a set of additional
capabilities, including progressive build-up and arith-
metic coding, to meet the needs of applications requir-
ing more than the baseline system functionality. These
additional features are not required for all applications,
and consequently, to minimize the cost of JPEG base-
line compatibility, they are defined only in the Ex-
tended System. The extended system is a superset of the
baseline system limits, by handling pixels of greater than
8 bits precision, additional data interleave schemes, and

" more color components.

60

65

Although the JPEG standard does not provide a
priori compression ratios, there exist published quanti-
zation tables that give generally predictable levels of
compression. To the extent that an image must be com-
pressed by a defined amount (for example, to fit within
a maximum file size), it is possible to perform an itera-
tive. procedure as follows. First, compress the image
using an appropriate quantization table. Note the resul-
tant size, and scale the quantization table accordingly.
Compress the image with the scaled quantization table,
and repeat the scaling and compression steps as neces-
sary.’
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Variable Image Quality

While compressing an image approximately 10:1 typi-
cally results in little loss of perceptible visual quality,
practical benefit typically requires compression ratios
significantly greater.than 10:1. However, such large

_ compression ratios are likely to degrade the image, or at
least portions thereof, to an unacceptable level. For
example, text areas within the image might become
unreadable.

The present invention addresses this dilemma by
allowing different selected portions of an image to be
compressed at different compression ratios So that por-
tions that require extreme quality can be compressed at
relatively low ratios while background portions. and
portions conveying little information can be com-
pressed at higher ratios. The sélection can be performed
by the.user, or in some instances can be done automati-
cally, as for example if it is known ahead of time which
portions of the image must be maintained with substan-
tially no loss in visual quality.

FIG. 2 is a stylized viéew illustrating the selective
compression according to the present invention and the
type of file compression achievable thereby. A source
image 60 is shown as having been subdivided into three
regions, designated 60a, 605, and 60c. These portions of
the image are designated to receive different degreés of
image compression. While the figure shows contiguous
regions for the different compression ratios, it should be
understood that the image can be subdivided in any
way, depending on the regions of the image that are to
be compressed at different ratios.

In the specific example, assume that region 60a in-
cludes fine detail, and thus requires excellent quality
upon compression and decompression. In such an in-
stance, a compression ratio of 5:1 is appropriate. Fur-
ther assume that region 605 requires at most good qual-
ity, and can be compressed with a compression ratio of
20:1, Similarly, assume that region 60c contains very
little detail, and can be compressed with a compression
ration of 30:1..If each of regions 60a and 60 occupies }
of the image area and region 60c occupies § the overall
or effective compression ratio is about 18:1. Typically,
the regions that require the lowest level of compression
will be relatively small, and therefore the overall com-
pression ratio may be higher yet.

The procedure can be interactive with the user work-
ing at the screen (computer monitor) to select the re-
gions and specify the relative quality levels. In a current
implementation on an Apple Macintosh personal com-
puter, the user can select regions by using a graphical
interface such as the Quickdraw tools developed by
Apple. The original image is on the screen, and using
standard drawing tools such as the rectangular outline
or the lasso tool, the user indicates with the mouse on
the screen the area of interest. Depending on the action,
more regions can be added to the selected region or can
be deleted from the selected region. For the specific
region the user determines a quality setting. All 88
pixel blocks of which a pixel is part of the outlined
regions are marked. Those markers then are used as
indicators how to process the blocks to the selected
quality levels as described below.

The user is then able to see the result of the compres-
sion, both in visual terms (the compressed image is
decompréssed and displayed on the screen), and in nu-
merical terms (the resultant compressed file size is
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shown). If either aspect of the result is unsatisfactory,
the user can modify the input parameters and try again.

An automatic mode is based on the final goal (e.g.,
fixed file size or .bounded reconstruction error). The
visually important reconstruction errors are detected
and the quality is adapted until the quality criteria is
reached. Most of those errors will occur around edges.
If a fixed file size is required the quality level is adjusted
continuously such that the total amount of compression.
bis varies within about 10% of the goal. The various
techniques described below have numerical parameters -
that can be varied to fine tune the compression.

While it is possible to treat each region as a separate
lmage. and apply a suitable image compresston to that
image, storing or transmitting the appropriate side in-
formation with the compressed data, the present inven-
tion takes a different approach. One or a number-of
various techniques, to be described below, are used for
selectively removing more or less information from the
different regions. The compression for all regions is
characterized by a single set of side information, and
this single set is stored or transmitted with the file. This
saves some file space, and further avoids the need to
send or store information regarding the way the image

-was segmented for variable quality. Moreover, and

perhaps most important, the proposed JPEG standard
contemplates a single set of side information, and pro-
vides no mechanism for piecing together segments of an
image.

The following sections describe various embodiments
of the invention, each directed to a particular technique
for increasing the compression ratio of selected blocks.
1t should be understood that the techniques are applica-
ble individually or in combination. Moreover, different
individual techmques of combinations may be appropn-
ate for different portions of the image.

Low Pass Filtering

FIG. 3 is a high level block diagram illustrating an
embodiment of the invention for reducing the quality
for selected blocks. In this embodiment, selected blocks
are communicated to a Jow-pass filtering stage 70 prior -
to DCT stage 30.

A simple type of filter is-a moving average filter,
which removes hxgh frequency spatial components by
substituting for a given pixel value the average value of
some number of neighboring pixels. The larger the
number of neighboring pixels that are averaged, the
greater the degree of filtering. It is preferred to use a
rectangular filter that averages an array of M rows and
N columns. In this regime, the filtering operation is
described by the following equation:

N
= X 2 Sty+iXx+/MN

s
¥ i=0j=0

Where s'yx is the average value of the MXN block of
plxels with the upper left corner being at (yx). Since this
moving block average must be computed for each pixel,

significant efficiencies can be achieved by recognizing
that most of the computation has already been per-
formed for a given average. For example, once the

‘average for a given pixel position has been calculated,

the average value for the pixel one row below it may be
computed by taking the previous average value, sub-
tracting the contribution from the previous row and
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adding the contribution of the new row. This may be
seen as follows:

. N
Syx = Sp-nx + mgo Syt ermy/N = 2 Sy )x b m/ N

A similar extension applies to horizontally adjacent
pixels.
The above equations result in averaging the pixels

where the center of the rectangle is diagonally offset 10

below and to the right of the pixel being processed. It is
preferred to use an odd number of pixels for each di-
mension of the filter rectangle, and to center the filter at
the pixel.'Accordingly, if the rectangle is considered to
be (2m+1)X(2n+4-1), the expression for s'yx becomes:

3

Syx = l=:—nj- m’O’*’X’ﬂ)’«z" + )2m + 1))

Since the filtering operation extends over block bound-
aries, it tends to smooth the transitions between regions
that are being subjected to different filtering.

It is- possible to apply different filters to different
portions of the image. For example, four different qual-
ity levels can be established by no filter for regions of
maximum quality, a 5X 5 filter for regions of high qual-
ity, an 11X 11 filter for regions of medium quality, and
a 17X 17 filter for regions of low quality. If more com-
puting power is available, other types of linear or non-
linear low pass filters can be used.

Thresholding and Downward Weighting of
Coefficients

FIG. 4 is a high level block diagram illustrating an-
other ‘embodiment of the invention for reducing the
quality for selected blocks. In this embodiment, the AC
coefficients for the selected blocks are communicated to
a thresholding stage 75 prior to éntropy encoder 35. It
is also possible to threshold before quantizing, but thre-
sholding after is preferred. since the quantized results
include a visual weighting (larger divisors for higher
frequencies).

A threshold level of 3 or 4 will tend to give high
quality (say 16:1 compression) while a threshold level of
6 will give good quality (say 25:1 compression). In a
current implementation, a single.threshold is used for all
the. AC coefficients. A representative code sequence is
as follows:

# define THRS §
int S[8){8):
void main(void)

/* declare 8 by 8 array of integers */

int index_v,index_u;

/* initialize array 1o desired values here */
/* test array against threshold (THRS) */
for(index_v = Gjindex—_v < 8;index_v++)

Eor(inda_u = Giindex—u < 8;index_u++)
lf(mc.'lex_v == 0 &% index..v == 0) continue;

if{S{index_.v]{index_u] < THRS)
S[mdex_v](mdex_u] =0;

The result of the thresholding operation is to set the AC
coefficients having smaller absolute values to zero. It is
noted that the quantizer performs a similar function in

5

15

20

25

45

50

55

60

65

10
that it sets to zero those coefficients that are below their
respective quantization step sizes.

An extension of this basic technique is to apply differ-
ent threshold values depending on the particular AC
coefficient. For example, using larger threshold values
for the higher frequency AC coefficients has an effect
similar-to low pass filtering.

FIG. § is a schematic flow diagram illustrating a
quality reduction technique that can be used either in
conjunction with or instead of the thresholding tech-
nique. In this embodiment, the AC coefficients are com-
munijcated to a downward weighting stage 80 prior to
quantizer 32. While a single weighting coefficient could
be used, the effect of low pass filtering can be achieved
by using larger downward weighting factors for the
higher frequency AC coefficients.

Huffman Miscoding for Shorter Code Words

FIG. 6 is a high level block diagram of another em-
bodiment of the invention for reducing the quality for
selected blocks. This embodiment contemplates formu-
lating special Huffman code tables, suitable for provid-
ing lossless encoding, and selectively miscoding certain
quantized coefficient values in the blocks where greater
compression is desired. To this end, the lossiess entropy
encoder, designated 32, has an associated lossy entropy
encoder 85.

FIG. 7 shows a specially constructed Huffman code
table incorporating a technique for allowing controlled
miscoding for those blocks where greater compression
is desired. The table is organized in rows corresponding
to the number of 0’s and columns corresponding to the
number of bits in the values. Zero-bit numbers for non-
zero values do not occur and as-a result no codes are
defined for no bits. However, the special case of no 0’s
and no bits (i.e., 0/0) is defined as the end of block
(EOB), and the special case of 15/0 is used to signify the
run of 15 zeroes followed by a further run of at jeast one
0. Thus codes are assigned for EOB and ZRL, but not
for the other 0-bit values.

The general procedure for assigning Huffman codes
is to assign the shortest codes to the events with the
highest probabilities and the longest codes to the events
with the lowest probabilities. This embodiment of the
invention contemplates creating a code table where
adjacent pairs of entries are characterized by short and
long codes, and for extra compression in selected
blocks, values that would correctly be coded with the
long code are miscoded with an adjacent short code.

The procedure for generating the spccml Huffman
code table is as follows. Each position in the code table
has a certain associated probability. For a given adja-
cent pair of positions, which are characterized by the
same run length and consecutive odd and even integer
sizes, the joint probability is determined and assigned to
the odd size position. Based on these enhanced probabil-
ities, the odd size positions in the pair will get a short
code. A 16-bit code is assigned to the even size position
in the pair. For example, for run/size =0/1, the sum of
the probabilities for 0/1 and 0/25 is assigned to 0/1 and
essentially zero probability is assigned to 0/2. Thus the
code table will have the shortest codes in- the odd col-
umns and 16-bit codes in the even columns.

This is the code table that is sent as the side informa-
tion, and it will provide lossless encoding of blocks of
quantized coefficients. However, for those blocks
where a higher compression ratio is desired, the entropy
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encoding is made lossy by miscoding the values that
require an even number of bits. Specifically, such a
value will be assigned the code for an adjacent odd size
and the value for the closest value with that code. For
example, consider the possible values from 1 to 15. The
value 1 is a 1-bit number, the values 2-3 are 2-bit bit
numbers, the values 4-7 are 3-bit numbers, and the val-
ues 8-15 are 4-bit numbers. For the lossy miscoding, the
value 2 will get the short code for a 1-bit value and the
value 1, the value 3 will get the short code for a 3-bit
value and the value 4, the values 8-11 will get the short
code for a 3-bit value and the value 7, while the values
12-15 will get the short code for a 5-bit value and the
value 16.

Current Implementation

The thresholding embodiment of the invention is
implemented in software on a digital computer. Appen-
dix 1 (© 1990, Storm Technology, Inc. is a set of mi-
crofiches containing a source code program for an
image compression encoder according to the proposed
JPEG standard, as extended by incorporation of this
embodiment. The program is in the “C” language, well
known to those of skill in the art. The program was
written to run-on an Apple Macintosh personal com-
puter, although it will be apparent to those of skill in the

25

art that a wide variety of programming languages and -

hardware configurations could readily be used based on
this disclosure without departing from the scope of the
invention.

Conclusion

In conclusion, it can be seen that the present inven-
tion provides a simple and effective approach to extend-
ing an image compression standard to provide truly
customized compression. The invention allows maxi-
mum compression consistent with preserving detail in
critical areas of the image.

While the above is a complete description of various
embodiments of the invention, including a software
implementation of one of the embodiments, various
modifications, alternatives, and equivalents may be
used. For example, .a software implementation as dis-
closed.provides a relatively inexpensive solution to the
problem. A faster (say by a factor of 10} solution may be
provided by use of a hardware accelerator in the com-
puter. ‘A -preferred implementation of the hardware
accelerator includes one or more programmed digital
signal processors (DSP's). While special purpose hard-
ware could be designed for such an accelerator board, it
is believed that a DSP based system provides greater
flexibility for upgrades. Performance does not come
free of cost, and a hardware implementation is likely to
cost § times as much as the software implementation.

Therefore, the above description and illustrations
should not be taken as limiting the scope of the inven-
tion which is defined by the appended claims.
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TABLE 1A
Huffman Code Lengths for Luminance AC Coefficients
BITS IN VALUE

3 4 S5 6 1 8 9
3 4 5 7 8
7 9 11 16
10 12 16
12 16
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TABLE 1B
Huffman Code Lengths for Chrominance AC Coefficients
BITS IN VALUE
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What is claimed is:
1. A method of lossy image compression comprising
the steps of:

accepting an image into a digital processor;

using the digital processor to subdivide a component
of the image into a plurality of blocks;

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to encode each block of
the plurality according to a defined compression
regime while modifying in a particular way at Jeast
a portion of the compression regime as applied to
each block of the subset, the compression regime,
as modified in the particular way, being applied
only to the blocks of the subset; )

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality notwith-
standing the fact that during said step of using the
digital processor to encode each block of the plu-
rality, at least a portion of the compression regime
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was moadified as applied to each block of the subset;
and
using the d;gnal processor to produce compressed
image data comprising the encoded blocks and the
single set of side information. s
2. The method of claim 1 in which the step of using
the digital processor to select a subset of the blocks for
preferentially greater compression is carried out in-
teractively with a user and incorporates accepting into
the digital processor information from the user regard-
ing which blocks are to be included in the subset.
3. The method of claim 1 in which the step of using
the digital processor to select a subset of the blocks for
preferentially greater compression is carried out by the
digital processor without user interaction.
4. The method of claim 1 in which the single set of
side information comprises a quantization table and a

15

Huffman code table.

5. The method of claim 1 in which the encoded quan-
tized coefficients and the single set of side information
conform to the JPEG standard.

6. The method of claim 1 wherein the compressed
image data is transmitted as a data stream without being

20

stored as a data file.

7. The method of claim 1, and further comprising the 25

steps of:

using the digital processor to select an additional
different subset containing fewer than the plurality
of ‘blocks for a different degree of preferentially
greater compression; and

within the step of using the digital processor to en-
code each block of the plurality, modifying in a
different particular way at least a portion of the
compression regime as applied to each block of the
additional different subset.

8. A method for compressing an image component

comprising the steps of:

accepting the image component into a digital proces-
sSor;

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to subject each block of
the subset to a low pass filtering operation;

using the.digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients’
for each block;

using the digital processor to encode the quantized
coefficients for each block;

using the digital processor to provide a single set of 55
side information, all of which applies to every one
of the.encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of side

. information.

9. The method of claim 8 in which the encoded quan-

tized coefficients and the single set of side information

conform to the JPEG standard.

10. A method for compressing an image component

comprising the steps of:

accepting the image component into a digital proces-
sor;
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14 :
using the digital processor to subdivide the image
compoenent into a plurality of blocks, each block
comprising an array of pixel values;
using the digital processor to select a subset contain-
ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of

pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients

. for each block;

using the digital processor to encode the quantized
coefficients for each block; )

using the digital processor to subject the absolute
values of the coefficients for each block of the
subset to a thresholding operation between the
transforming and encoding steps for that block, the
thresholding operation causing each coefficient
having an absolute value less than a particular
value to be set to zero;

using the digital processor to provide a single set of

side information, all of which applies to every one
of the encoded blocks of the plurality; and

usmg the digital processor to produce compressed

image data comprising encoded quantized coeffici-
ents for each block and the single set of side infor-
mation.

11. The method of claim 10 wherein the thresholding
operation for each block in the subset is performed after
the quantizing step for that block.

12. The method of claim 10 wherein the thresholdmg
operation for each block in the subset is characterized
by different threshold levels for at least two coeffici-
ents.

13. The method of claim 10 in which the encoded
quanuzed coefficients and the single set of side informa-
tion conform to the JPEG standard.

14. A method for compressing an image component
compnsmg the steps of:

accepting the image component into a dxgxtal proces-

sor;

using the digital processor to subdivide the image

component into a plurality of blocks, each block
compnsmg an array of pixel values;

usmg the digital processor to select a subset contain-

ing fewer than the plura]ny of blocks for preferen-
txally greater compression;

using the digital processor to transform the array of

p1xcl values in each block so as to generate a plural-
lty of coefficients for each block;

using the digital processor to quantize the coefficients

for each block;

using the digital processor to encode the quantized

coefficients for each block;

using the digital processor to subject the coefficients

for each block of the subset to a downward
weighting operation between the transforming and
encoding 'steps for that block;

using the digital processor to provide a single set of

side information, all of which applies to every one
of the encoded blocks of the plurality; and

usmg the digital processor to produce compressed

image data comprising the-encoded quantized coef-
ficients for each block and the single set of side
information.

15. The method of claim 14 wherein the weighting
operation for each block in the subset is performed
before the quantizing step for that block.
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16. The method of claim 14 wherein the weighting
operation for each block in the subset is characterized
by different weighting factors for at least two coeffici-
ents.

17. The method of claim 14 in which the encoded
quantized coefficients and the single set of side informa-
tion conform to the JPEG standard.
~ 18, A method for compressing an image component
comprising the steps of:

accepting the image component into a digital proces-

sor; '

using the digital processor to subdivide the image

component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to select a subset contain-

ing fewer than the plurality of blocks for preferen-
tially greater compression;

using the digital processor to transform the array of

10

pixel values in each block so as to generate a plural- 2

ity of coefficients for each block;
using the digital processor to quantize the coefficients

for each block; )
using the digital processor to generate a Huffman

code table in which long and short codes are inter-
spersed;
after the step of using the digital processor to gener-
ate a Huffman code table, using the digital proces-
sor to encode the quantized coefficients for each
block;
during the step of using the digital processor to en-
“code the quantized coefficients, for each block of

the subset using the digital processor to miscode a

given quantized coefficient by selecting an adja-

cent Huffman code rather than the Huffman code
that is appropriate for the given quantized coeffici-
ent if the adjacent Huffman code is shorter than the

Huffman code that is appropriate for the given

quantized coefficient; .
using the digital processor to provide a single set of

side information, all of which applies to every one

of the encoded blocks of the plurality; and

using the digital .processor to produce compressed

image data comprising the encoded quantized.coef-
ficients for each block and the single set of side
information.
19. The method of claim 18, and further comprising
the step, performed for each block in the subset in the
event that there are more that one adjacent shorter
code, of selecting the adjacent code that corresponds to
the value that is closest to the value of the coefficient
before the coefficient was subjected to the guantizing
step.
~20. The method of claim 18 in which the encoded
quantized coefficients and the single set of side informa-
tion conform to the JPEG standard.
21. A method for compressing an image component
comprising the steps of: ’
accepting the image component into a digital proces-
sor; :

using the digital processor to subdivide the image
component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to transform the array of

pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients

for each block;

25
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using ‘the digital processor to encode the quantized
coefficients for each block;
using the digital processor to subject the absolute
values of the coefficients for each block to a thre-

sholding operation between the transforming and *

encoding steps for that block, the thresholding
operation causing each coefficient having an abso-
lute value less than a particular value to be set to
zero; .

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed

image data comprising the encoded quantized coef-
ficients for each block-and the single set of side-
information. .

22. The method of claim 21 wherein the thresholding
operation for each block is performed after the quantiz-
ing step for that block.

23. The method of claim 21 wherein the thresholding
operation for each block is characterized by different
threshold levels for at least two coeflicients.

24. A method for compressing an image component
comprising the steps of:

accepting the image component into a digital proces- .

sor; : -

using the digital processor to subdivide the image

component into a plurality of blocks, each block
comprising an array of pixel values;

using the digital processor to transform the array of -

pixel values in each block so as to generate a plural-
ity of coefficients for each block; )
using the digital processor to quantize the coefficients
for each block; .
using the digital processor to encode the guantized
coefficients for each block;
using the digital processor to subject the coefficients
for each block to a dawnward weighting operation
between the transforming and encoding steps for
that block;

using the digital processor to provide a single set of

side information, all of which applies to.every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed

image data comprising the encoded quantized coef-
ficients for each block and the single set of side
information.

25. The method of claim 24 wherein the weighting
operation for each block is performed before the quan-
tizing step for that block.

26. A method for compressing an image component
comprising the steps of: ‘

accepting the image component into a digital proces-

sor;
using the digital processor to subdivide the image
component into 3 plurality of blocks, each block
comprising an array of pixel values; ‘

using the digital processor to transform the array of
pixel values in each block so as to generate a plural-
ity of coefficients for each block;

using the digital processor to quantize the coefficients

for each block;

using the digital .processor to generate a Huffman

code table in which long and short codes are inter-
spersed; -

after the step of using the digital processor to gener-

ate a Huffman code table, using the digital proces-
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sor to encade the quantized coefficients for each
block;

during the step of using the digital processor to en-
code the quantized coefficients, for each block
using the digital processor to miscode a given
quantized coefficient by selecting an adjacent Huff-
man code rather than the Huffman code that is
appropriate for the given quantized coefficient if
the adjacent Huffman code is shorter than the
Huffman code that is appropriate for the given
quantized coefficient;

using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality; and

using the digital processor to produce compressed
image data comprising the encoded quantized coef-
ficients for each block and the single set of side

. information.

27. The method of claim 26, and further comprising

the step, performed for each’ block in ‘the event that

there are'more than one adjacent shorter code, of select-

ing the adjacent codethat corresponds to the value that

is closest-to the value of the coefficient before the coef-

ficient was subjected to the quantizing step.
28. A method of lossy image compression and decom-
pression, operating in the context of a defined compres-

sion regime and a defined decompression regime, the:

method comprising the steps of:

accepting a first image into a digital processor;

using the digital processor to subdivide a component
of the first image into a plurality of blocks;

20
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using the digital processor to select a subset contain-
ing fewer that the plurality of blocks for preferen-
tially greater compression;
using the digital processor to encode each block of
the plurality according to the defined compression
regime while modifying in a particular way at least
a portion of the compression regime as applied to
each block of the subset, the compression regime,
as modified in the particular way, being applied
only to the blocks of the subset;
using the digital processor to provide a single set of
side information, all of which applies to every one
of the encoded blocks of the plurality notwith-
standing the fact that during said step of using the
digital processor to encode each block of the plu-
rality, at least a portion of the compression regime
was modified as applied to each block of the subset;

using the digital processor to produce a compressed
image data comprising the encoded blocks and the
single set of side information;-

decompressing the compressed image data according

to the defined image decompression regime, using
the single set of side information, to produce a
second image; and

displaying the second image.

29. The method of claim 28 wherein the step of de-
compressing the compressed image data is performed
using the same digital processor.

30. The method of claim 28 wherein the step of de-
compressing the compressed image data is performed
using a different digital processor than the first-men-
tioned digital processor.

31. The method of claim 1 wherein the compressed

image data is stored as a data file.
* 5 * & %
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1
ADAPTIVE ZONAL CODER

FIELD OF THE INVENTION

This invention relates to image data compression and 3
more particularly to adaptive techniques for transform
cading of image data for transmission or storage.

BACKGROUND OF THE INVENTION

Many communication systems require the transmis-
sion and/or storage of image data. Any technique that
minimizes the amount of information required to en-
code a given image is highly desireable. Transform
coding represents a major class of such methods. Mean-
ingful images usually contain a high degree of long-
range structure, i.e., they have high inter-element corre-
lations. In transform coding, an image with high inter-
element correlations is converted into a collection of
uncorrelated coefficients, thereby removing most of the
redundant information in the original image. Early 20
transform techniques employed a Fourier-type trans-
form. Current approaches use a discrete cosine trans-
form (DCT) or a Hadamard transform, both of which
provide relatively higher coding efficiency.

Commonly, an image to be encoded is partitioned 25
into a plurality of image blocks, and each block is di-
vided into an 8 X 8 or 16X 16 square array. The resulting
blocks are encoded one after another. A typical image
compression pipeline includes a transform coder, a
quantizer, and an entropy coder. A quantizer is used to 30
map a coefficient, falling within a range of continuous
values, into a member of a set of discrete quantized
values, and an entropy coder uses statistical properties
of the information to compress it, i.e., to express the
same message using fewer binary digits. For example, a 35
Huffman coder relates the most frequent incoming data
symbols to the shortest outgoing codes, and the least
frequent incoming data symbols to.the longest outgoing
codes. After the transform coder transforms an image
block into a collection of uncorrelated coefficients, the 40
quantizer provides the corresponding series of discrete
values to the entropy coder. The resulting stream of
binary digits is then eithier transmitted or stored.

Although it is possible to retain all the coeflicients
that result from transform coding an image, it is neither 45
necessary nor desirable. Due to the nature of the human
visual system, certain coefficients ca jtted with-
out degradin] €d image quality. By retaining
only visually important coefficients, an image with ac-
WEEWMWWTLEL g significantly 50
[essinformation than provided by the transform coding

TOCESS.

For a” typical two-dimensional source image, the
transform operation results in a redistribution of image
energy into a set of relatively few low-order coefficients 55
that can be arranged in a two-dimensional array. Visu-
ally significant coefficients are usually found in the
upper left-hand corner of the array.

According to a known method, referred to as ‘zonal
coding’, only those coefficients lying within a specified 60
zone of the array, e.g., the upper left quarter of the
array, are retained. Although significant data compres-
sion can be achieved using this method, it is inadequate
because picture fidelity is reduced for scenes that con-
tain significant high frequency components. 6

In an alternative approach, referred to as ‘adaptive
transform coding’, a block activity measure is used to
choose an optimum quantizer. Although this method

—-
o

L)

. 2 .
achieves gains in efficiency by providing a degree of
quantization precision appropriate to the activity level
of a given block, the additional information needed to
specify the state of the quantizer must be transmitted
along with the usual coefficient data.

SUMMARY OF THE INVENTION

The invention provides a method for image data
compression that includes the following steps: trans-
forming a two-dimensional block of image data in a
spatial domain to data in a frequency domain. The trans-
formed image data is represented as a two-dimensional
array of activity coefficients. The two dimensional
array is then serialized, resulting in a one-dimensional
array of coefficients with a leading coefficient and an
original trailing coefficient. The array is then quantized.
Next, a portion of the array is selected beginning with
the leading coefficient and ending with a new trailing
coefficient that is closer to the leading coefficient than

the original trailing coefficient. Lastly, an end-of-block

symbol is appended after said new trailing coefficient,
and the selected portion of the array is encoded using an
entropy coder.

In a preferred embodiment, the portion is selected by
first measuring the total activity of the array. A measure
of activity of successive sub-portions of the array is
determined on-the-fly, and added to a running total.
Each new value of the running total is compared to the
total activity of the array. Based on this comparison,
and in a further preferred embodiment, on a setable
level of image quality, a new trailing coefficient is desig-
nated, and only the portion of the array bounded by the
leading coefficient and the new trailing coefficient is
presented for encoding.

Another general feature of the invention is apparatus
for inclusion in an image data compression pipeline, the
pipeline including a transform coder, a serializer, a
quantizer and an entropy coder. The apparatus includes
a memory connected to said quantizer and said entropy
coder. The memory has an input and an output adapted
to store and delay at least a block of transformed, serial-
ized and quantized image data, and is adapted to pro-
vide an entropy coder with successive sub-portions of
said block of image data. The apparatus also includes a
first measurer connected to the quantizer for measuring
the total activity of the block of image data, and a sec-
ond measurer connected to the output of the memory
for measuring the activity of successive sub-portions of
the image data and computing a running total of the
activity. A control law unit is connected to the first and
second measurers, and to an entropy coder, and is
adapted to compare the running total provided by the
second measurer to a level based in part on the total
activity provided by the first measurer, and sends an
end-of-block symbol to the entropy encoder. The en-
tropy coder is adapted to encode only a portion of the
block of image data based on when it receives an end-
of-block symbol. .

Thus, it is not necessary to transmit additional infor-
mation along with each block for indicating, e.g., its
activity level, or run length. The end-of-block symbol
provides an image data receiver with sufficient informa-
tion for parsing an incoming bit stream back into blocks
of image data.
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BRIEF DESCRIPTION OF THE DRAWINGS .

The invention will be more fully understood by read-
ing the following detailed description, in conjunction
with the accompanying drawings, in which:

FIG. 1is a block diagram of a typical image compres-
sion pipeline;

FIG. 2A is a representation of a 4 X4 array of coeffi-
cients;

FIG. 2B is a representation of a 1X 16 array of coeffi-
cients corresponding to the array of FIG. 2A;

FIG. 2C is a representation of a truncated array of
coefficients corresponding to the array of FIG. 2B with
an appended end-of-block symbol; and

FIG. 3 is a block diagram of the image compression
system of the invention.

DETAILED DESCRIPTION OF THE
INVENTION

With reference to FIG. 1, a typical image compres-
sion pipeline includes a transform coder 10, such as a
discrete cosine transform coder (DCT), as disclosed in
Ahmed et al, “Discrete Cosine Transform”, IEEE
Trans on Computers, Jan 1974, pp 90-93; a quantizer 12,
such as a linear quantizer, as described in Wintz,
“Transform Picture Coding”, section III, Proc. IEEE,
vol. 60, pp 809-820; and an entropy coder 14, such as a
Huffman coder, as discussed in Huffman, “A Method
for the Construction of Minimum-Redundancy Codes”,
Proc. IRE 40, No. 9, 1098-1101. After the transform
coder 10 transforms image data into a collection of
uncorrelated coefficients, the quantizer 12 maps each
coefficient, selected from a range of continuous values,
into a member of a set of discrete quantized values.
These quantized values are then encoded by the entropy
coder 14. The resulting stream of binary digits is then
either transmitted or stored.

Typically, image data is two-dimensional. Accord-
ingly, the information provided by the transform coder
10 is presented in the form of a two-dimensional array.
In a preferred embodiment, a serializer, such as a zigzag
serializer, is used to covert the two-dimensional array of
continuous values into a one-dimensional array of con-
tinuous values. The one-dimensional array is then quan-
tized to yield a one-dimensional array of discrete values.
For example, a zigzag serializer operating on an 4X4
array of integers as shown in FIG. 2A would produce a
1X 16 array of integers as shown in FIG. 2B.

In a preferred embodiment, a zigzag serializer 16 is
included in the image compression pipeline between the
transform coder 10 and the quantizer 12, as shown in
FIG. 3. After serializing the two-dimensional array
provided by the transform coder 10, the quantizer maps
the resulting one-dimensional array of continuous val-
ues into a one-dimensional array of quantized values.
The array is then held for one block processing interval
in a one-block delay memory unit 18, while an identical
copy of the array is measured by a total block activity
measure module 20. The module 20 computes the sum-

mation of the square (or the absolute value) of each 60

element in the one-dimensional array, providing a value
that represents the ‘activity’ or ‘energy’ of the image
represented by the array to a control law module 22.
The zigzag serializer 16 places the low-order coeffici-
ents that result from, for example, a discrete cosine
transform, at the beginning of an array, and the higher-
order terms at the end. If there are sufficient low-order
terms, the higher-order terms are of less importance

4

and, due to the nature of the human visual response,
may be omitted without perceived image degradation.
For example, FIG. 2C showsthe one-dimensional array

of FIG. 2B after truncation cf its six highest order coef-

5 ficients. Since it is common for the activity of a block to

be found mostly in its lower-order coefTicients, trans-
mitting only these coefficients results in substantially
greater compression of image data. However, unlike the
known case of non-adaptive zonal coding, a block with

10 significant activity in its higher-order coefficients will

be transmitted in a manner that allows most of these
coefficients to_be included in the transmitted bIock,

resulting in a received image of superior lidelity. Fur-
thermore, it Is not necessary to transmit additional infor-

15 mation along with each block for indicating, e.g., its

activity level. Instcad, the end-of-block symbol 15 al-

lows an image data receiver to know how to parse an

incoming bit stream back into blocks of image data.
After dwelling in the memory unit 18 for one process-

20 ing interval, the one ‘dimensional array is again mea-

sured for activity. A running block activity measure
module 24 computes a running total of the squares or
the absolute values of the elements in the array as it
enters the module 24. A new value of the running total

25 is provided to the control law module 22 as each addi-

tional element of the array enters the module 24. Also,
as each element of the array enters the module 24, an
identical element enters the entropy coder 14. The
newly arriving array elements are held in a memory

30 register within the entropy coder 14 until a terminate-

block signal, representing an end-of-block character, is
provided by the control law module 22. A terminate-
block signal may be generated after an entire array has
entered the entropy encoder 14. Alternatively, the con-

35 trol law module may generate a terminate-block signal

after a predetermined amount of activity has been mea-
sured by module 24. In this case, even if the entire array
has not yet entered the entropy coder 14, the resulting
partial array is transmitted, with an end-of-block sym-

40 bol appended at the end of the partial array.

The control law module 22 compares the total block
activity of the current array, provided by module 20,
with the running block activity measure, such as the

W’M&hat is pro-
45 gressively generated by the module 24, In a preferred

embodiment, a ratio or difference circuit is included in
the control law module 22 to generate a measure of the
percentage of current block activity. The comparison of
the total block activity measure with the running block

50 activity measure indicates how much ‘activity’ has en-

tered the entropy coder 14. A desired level of image
fidelity can be set using an additi i 3
" For a given level, The number of coefTicients transmit-

ted will vary, depending on the distribution of activity

55 among the Jow, middle, and high order coefficients, If

the activity of the block is concentrated in its lower
order terms, it will be necessary to send fewer coeffici-
ents than if a large fraction of the blocks activity is
found in the higher order coefficients. If the channel

used for transmission becomes overloaded, image fidel-
ity ecreased in trade for increased data com-
pression.

The image data compression method of the invention
can be used to encode any grayscale image or represen-

65 tation of the difference between two images.

Other modifications and implementations will occur
to those skilled in the art without departing from the
spirit and the scope of the invention as claimed. Ac-
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cordingly, the above description is not intended to limit

the invention except as indicated in the following

claims.

What is claimed is:

1. A methad for image data compression compnsmg )

the steps of:

transforming a two-dimensional block of image data
in a spatial domain to resulting data in a frequency
domain represented as a two-dimensional array of
activity coefficients;

serializing said entire two-dimensional array of coeffi-
cients, yielding a one-dimensional array of coeffici-
ents with a leading coefficient and an original trail-
ing coefficient;

quantizing said one-dimensional array of coefficients; 15

selecting a portion of said one-dimensional array of
cocfficients beginning with said leading cocfficicnt
and ending with a new trailing coefficient that is
closer to the leading coefficient than said original
trailing coefficient, wherein said portion is selected
by a process comprising the steps of:

obtaining a measure of total activity of said one-

" dimensional array of coefficients,

defermining in real time 2 meastre of activity of ,
successive sub-portions of said one-dimensional
‘ﬁ?zyrmd"aﬂ'dﬁi‘g—;aﬁimeasure of activity to a
running total,

performing a comparison in real time of said run-
ning total to a setable level based on said measure 4,
of total activity, and

designating a new trailing coefficient according to
said comparison;

appending an end-of-block symbol after said new
trailing coefficient; and

encoding only said portion with an entropy coder.

2. The method of claim 1, wherein said sub-portions

are single coefficients.

3. The method of claim 1, whcrcm said setable level is

also based on a degree of desired image quality.

4. Apparatus for image data compression comprising:

atransform coder for transforming a two-dimensional
block of image data in a spatial domain to resulting
data in a frequency domain represented as a two-di-
mensional array of activity coefficients;

a serializer for serializing said entire two-dimensional
array of coefficients, yielding a one-dimensional
array of coefficients with a leading coefficient and
an original trailing coefficient;

a quantizer for quantizing said one-dimensional array sp
of coefficients;

a selector for selecting a portion of said onme-
dimensional array of coefficients beginning with
said Jeading coefficient and ending with a new
trailing coefficient that is closer to the leading coef- 55
ficient than said original trailing coefficient, said
selector including:

a measurer for measuring total activity of said one-
dimensional array of coefficients,

a measurer for obtaining a measure of activity in 60
real time of successive sub-portions of said one-
dimensional array, and for adding said measure
of activity to a running total,

a comparer for performing a comparison in real
time of said running total to a sctable Icvel based 65
on said measure of total activity, and

a designator for designating a new trailing coeffici-
ent according to said comparison;

5

40

6

an appendor for appending an end-of-block symbol
after said new trailing coefficient; and

an entropy encoder for encoding only said portion.

§. The apparatus of claim 4, wherein said sub-portions
are single coefficients.

6. Apparatus for inclusion in an image data compres-
sion pipeline that includes a transform coder, a serial-
izer, a quantizer and an entropy coder comprising:

a memory comitected to said guantizer and said en-
tropy coder with an input and an output adapted to
store and delay at least a block of transformed,
serialized and quantized image data, and adapted to
provide an entropy coder with successive sub-por-
tions of said block of image data;

a first measurer connected to said quantizer for mea-
suring the total activity of said block of image data;

a second measurer connected to said output of said
memory for measuring the activity of successive
sub-portions of said image data and computing a
running total of said activity;

a control law unit connected to the first and second
measurers, and to an entropy coder, adapted to
compare said running total provided by said sec-
ond measurer to a level based in part on said total
activity provided by said first measurer, and send-
ing an end-of-block signal to said entropy encoder;

wherein said entropy coder is adapted to encode only
a portion of said block of image data based on when
it receives an end-of-block signal.

7. A method for image data compression comprising

the steps of:
transforming a two-dimensional block of image data
from a spatial domain to a frequency domain,
wherein said resulting block of image data in the
frequency domain is represented by a two-dimen-
sional array of activity coefficients;
serializing said entire two-dimensional array of coeffi-
cients, yielding a onc-dlmcnslonal array of coeffici-
ents;
quantizing said one-dimensional array of coefficients;
selecting a visually significant portion_of said one-
dimensional array of coefficients, said step of se-
lecting including the steps of:
obtaining a measure of total activity of the one-
dimensional array of coefficients,

determining in real time a running total of the ac-
tivity of successive portions of said one-
dimensional array as they enter the entropy
coder,

performing in real time a comparison of successive
values of said running total to a setable level
based on said measure of total activity of the
one-dimensional array of coefficients, and

demarking a trailing end of said one-dimensional
array according to said comparison;

appending a symbol at a trailing end of the selected
portion for indicating the end of said portion; and

encoding said pomon with an entropy coder.

8. Apparatus for use in an image processing pipeline
including a transform coder, a serializer, and a quan-
tizer, said apparatus comprising:

first means for obtaining a measure of total activity of
a two-dimensional block of image data represented
as a one-dimensional array of quantized activity
coefficients;

second means for determining in real time a running
total of successive activity coefficients of said one-
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dimensional array as said activity coefficients are
received by an entropy coder; :
third means connected to said first means, said second
means and said entropy coder for performing a
comparison of said running total to a settable level
based on said measure of total activity, and
for demarking an activity coefficient of said one-

10

15

20

25

30

35

45

50

55

65

said first means measures its total activity.

8
dimensional array as a trailing end of said one-
dimensional array according to said comparison.
9. The apparatus of claim 8, further comprising mem-
ory means connected to said entropy encoder for allow-
ing a block of image data to dwell momentarily while

L * L] L] *
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Spectral response of the discrete cosine and
Walsh-Hadamard transforms

R.J. Clarke, B.Tech., M.Sc., Mem. I.E.E.E., C. Eng., M.L.E.E.

Indexing term:  Image processing

Abstract: It is becoming increasingly popular, when considering transform coding schemes for images, to
attempt to take the spatial frequency response of the human observer into account by performing a classical
one- or two-dimensional filtering (pre-emphasis) operation upon the coefficients of the I’ourier transformed
image, and it would be advantageous if such a procedure could be carried out with more commonly used
image transforms, notably the discrete cosine and Walsh-Hadamard transforms. It is demonstrated here that,
notwithstanding the theoretical difficulties associated with the convolution/multiplication operation where
the discrete cosine transform is concerned, its spectral response and the nature of the appropriate filtering
characteristic are such that an operation of the above mentioned kind may be carried out, and the benefits
of psychovisual coding obtained. On the other hand, the results obtained in the case of the Walsh-Hadamard
transform show that it is unlikely that its performance will be found satisfactory in such an application.

1 Introduction

Iansionm  image coding schemes have been extensively
ireated in the research literature for some years now, and have
m many cases reached a high level of sophistication {1,2].
It has become increasingly realised, however, that improved
systems will result if the visual response of the observer is
aken into account, and in a transform coding system this
mplies recognition of the fact that the eye is more sensitive
10 certain spatial frequencies than to others [1] (the logarith-
mic point nonlinearity in the amplitude response of the eye
is ne- .onsidered here). If we consider a Fourier coded image,
u is cvident that those spectral components to which the
eve is most sensitive should be coded more accurately than
the others, and it is logical to use the measured optical spatial
response curve to weight the transform coefficients prior
1o quantisation, bit allocation and coding. Such a procedure
has been carried out by Hall {3, 4] with encouraging results,
and the now more frequent use of other, more convenient,
iansforms has naturally brought with it the question of
whether the transform coefficient sets which they produce
are >;ually amenable to a filtering operation of this nature.
This paper examines the spectral response of the discrete
cosine and Walsh-Hadamard transforms in this context.

2 Spatial frequency response of the eye

Determination of the response of the eye to sine-wave contrast
gratings has been the subject of considerable research. A
discussion of several results in this area is given by Mannos
and Sakrison [5), who were concerned to develop a suitable
weizliting criterion on the basis of which numerical distortion
measures might be correlated with subjective (perceived)
image degradation. Their function

A(f) = 2.6(0.0192 +0.114f) exp (— (0.114NH") ¢))]
}Vhere f is the spatial frequency in cycles per degree, is shown
in Fig. 1 and is the one used by Hall in his previously quoted
work. As far as its use in psychovisual coding is concerned,
the image is first transformed into a set of weakly correlated
coelficients, and the coefficient array is then pre-emphasised
by the weighting function before bit allocation and coding,
2 complementary stage of de-emphasis taking place at the
teceiver, and the use of the Fourier transform in such an
pplication has already been referred to. The difficulty with

Paper 2514F, received 4th October 1982
_The author is with the Department of Llectronic & Electrical Enginecer-

ng. Loughborough University of Technology, Loughborough LEI11
3TU. England

EL PROC., Vol. 130, Pt. F, No. 4, JUNE [983

the use of other transforms for this purpose is that of the
appearance of spurious energy components at arbitrary loca-
tions within the coefficient set. There are thus two necessary
conditions to be fulfilled if psychovisual processing of the
kind referred to in this paper is to be successful with a given
transform. First, the major part, at least, of the energy residing
in a given spatial frequency component within the data must
appear in, if not one, then in only a small set of adjacent trans-
form coefficients. Secondly, the optimum weighting function
must be sufficiently broad, i.e. a sufficiently slowly varying
function of spatial frequency, so that, if necessary, two or
three adjacent coefficients may receive the same degree of
pre-emphasis without unduly affecting the result. Fig. 1,
although drawn to a somewhat deceptive vertical scale. shows
this to be the case, for the lower and upper half-power points
of the response lie at approximately 2 and 20 cycles/degree,
respectively, and the equivalent Q value of the corresponding
bandpass filter is about one half. A resonable degree of energy
‘spreading’ in the transform coefficients will not therefore
interfere with the application of pre-emphasis. The first

spatial frequency f, cycles/degree

[A] 03 10 5.0 10 30 100
1.0 T T T 1
0.5
0.2
<
01
—

0.05

0.02F
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Fig. 1 Optical response weighting function corresponding to eqn. |
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. of the necessary conditions will be considered in a subsequent
" "Section.

3 Problem

In recent years the Fourier transform has, to a certain extent,
fallen into disfavour for image transform coding. Despite
the fact that the conjugate symmetry of its components when
transforming real data means that there are no more distinct
coefficient values than if it were a real transform. it stilt
requires complex number. .operations- (the processing and
storage of two arrays), and its rate of convergence is also
low [6]. Workers in the field have therefore turned to real
transforms such as the discrete cosine and Walsh-I{adamard
transforms (DCT' and WHT), the former being extremely
effective for the purpose, the latter being very easy to im-
plement. The difficulty with both the DCT and WHT (and
other similar transforms) is that the spectral distribution
is not one of true frequency components as is the case with
the discrete Fouyrier transform (DFT). Furthermore, the
convolution/multiplication property of the latter transform
does not hold for the DCT and WHT (although the relation-
ship may, in the case of the DCT, be expressed as a double
convolution [7] ). Theoretical aspects of the spectral properties
of the WHT are discussed by Ohnsorg [8]. Griswold [9] has
attacked the problem by defining an energy distribution in the
cosine domain which' falls off monotonically with increasing
coefficient order and depends on the slope of the autocor-
relation function of the image data. In this paper an alternative
approach is taken, which is based upon the observed properties
of the transform basis vectors. Consider the basis set shown
in Fig. 2, which consists of the 16 basis vectors of the DCT

05 d . 05 i
i=’[UTTTHTfT'THT,TT. [TLTTTYTTT,TTT»TTTT.
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Fig. 2 Basis vectors of the Fig. 3 Basis vectors of the
16-point DCT 16-point WHT
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matrix of order 16:

havirt
B(i,j) = Ccos((—1)(j—1/27mN) N=16 ,;): 4
o 6 st
Li= (lexce;‘l
where C=(2/N)"?, unless i =1 when C=N""2_Itisap f‘egbtﬁ
ent that the form of the vectors is that of a set of cosinuso i tast bu
components -of gradually increasing frequency® sampleffy ‘"fh i
16 points which cover a complete halfcycle at the loweee eac rest
nonzero frequency. Thus, for example, basis vector 7 isHhe "[?e rost
result of taking 16 samples equidistantly spaced over seYene e
halfcycles of a cosinusoid, starting one half a sample inté [1at
from the origin. Again, basis vector 15 shows the construc{i ' "
well: it is the result of sampling fifteen halfcycles of a cosi
soid at 16 points, and the low-frequency ‘beat’ patternitant:
clearly be seen. Since the transform operates by correlafiose
the members of the orthogonal basis set with the data’ veé@'
- it is apparent that, on an intuitive level, the vatious transtfg%%
coefficients obtained should take on-sigrificant values wite
detail of an equivalent spatial frequency is present wif where £
the data vector. The problem remains as the effect of* A qi D
phase of thespectral component within the data. In the &5 of.)).
of the Fourier transform, of course. this is taken care dt:. A l'orali v
variations in the relative magnitudes of real and imagiaty,
components of each transform coefficient, the overall am’p 4 30r
tude (Re(-)*> +Im(+)*)? remaining constant as the pk
relation alters. With a real transform there is, naturallyf%ﬁ"
imaginary component, and yet the transform coefficief
set must retain all the information within the original dafy,
including the relative phase of any sinusoidal componénf,
for otherwise it would not be possible to reconstruct ‘ts .
data vector exactly by inverse transformation. The manner, )
in whichi this is accomplished is demonstrated by the folIoWi'ﬂig
experiment. 1 -
% |z
4 Experimental details % -
The experiment is. in essence, very simple. The object is:,_tg 1.0r
determine whether, irrespective of‘arbitrary phase relatigﬁf
ships, the presence of spatial frequency detail in an image Ly
data vector is reflected unambiguously, in some way, in tl@ : ,’
set of transform coefficients of the discrete cosine and Walsh: /
Hadamard transforms (the order-16 basis vectors for which Z
are shown in Fig. 3). In the latter case, incidentally, becaug oL
the ‘shapes’ of the basis vectors are rectangular rather than
cosinusoidal, the résults for sine-wave data may, a prior, .
be expected to be poorer than those obtained with the DCT: Z;fl 4
The data is the descrete sine wave g | Mmerion
g Data con
D(j) = sin (G — Dka/N) N=16 (? B
j=1,...,32
. 5 a
k=1,...,15 3 51 p
. . . i =y K| The cor
k determines the frcquency of the sine wave: thus, whell k—w& here. W
the data take the form of 32 samples within one complg(e‘ of h
cycle, 16 of which (one-halfwave at the lowest frequency) wﬁ! fo the |
form the 16 data samples taken for the 16-point transforﬁ; anij enlc‘
At the upper frequency end of the range, k = 15 will resill hos Pl
in 15 halfcycles of the total data length of 15 cycles acting 2l ©
as the data vector to be transformed. Thus for each value of] Sho‘gst.
“the data vector consists of a discrete (sampled) sine % atbitrari
1t is conventional to use the term ‘sequency’ as the counterpart .qﬁ Silmples
‘frequency’ in connection with waveforms having unequally spaqe.d" Fase tw
zero crossings. Since we are concerned with the transform doma_ﬁ"c Joined
response to qutial frjeguenc,.v components, however, to avoid col ‘ spondin
fusion that terminology is retained here. ‘
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javing one of 15 different values of spatial frequency. To to the best (lowest). Results for all possible val}xes of phase
_'UW.' Il possible phase relations between data and transform,  shift tl'.ten fall between the two ordinate values given for each
;‘ur ¢.ch value of & the data are moved sequentially through  coefficient.

16 sieps. covering all possible values of relative phase shift In all cases the response shows alternate zeros except for
except at the lowest frequency of all, where a shift of 16 the component correspondmg to the equivalent input f_re.
l.éps corresponds to a half sine wave of data only; in this ~ quency, where the response is generally substantial. Again.
il:se the values for the other halfcycle will be those for the  there are always three dominant coefficients and, as the phase
first but with the sign reversed). The result is a setof 15 arrays, ~ shift in the input data changes, the relative magnitudes and
aach for a different frequency of data (there is, of course, ~ signs of these three. coefficients chan_ge. This is illustrated in
no result for k= 0) and each containing, for that frequency. ~ Fig. 6, where the input data comprise four halfcycles of a
e results of the transform operation sine wave and the amplitudes of the three neighbouring
o coefficients Y(3), Y(4) and Y(5) are plotted as a function of

set of cosinusd{fy
encyt sample

sis vector 7 933
spaced over gavee

f a sample inte} [Yitm D] = [BG D] [Dy(f +m)] (4)  data phase shift. It can be seen that it would be possible to
vs the constructigys e . determine, if desired, the original data phase relationship
fcycles of a cosigee: k=1,...,15 from the relative magnitudes and phases of the spectral com-
‘beat’ patternigg ponents. The fact that there are three significant components
ates by correlafin m=0,...,15 suggests that it will be advantageous to determine coefficient

th the data veéf] energy within a window covering three adjacent components,

B various transforms ij=1....,16

ficant values wl% 3.0r
is present Wl ¢ where B(i, f) is the basis matrix, Dy, (j + m) is the (sequentially

. the effect of {h&} shir- 1) column data vector of frequency %, and the 16 rows

e data. In the:éﬁ of )j contain the 16 spectral coefficients for frequency k

for all values of the phase shift index m.

, the overall amﬁ'ﬂs 30r

tant as the phil,

e s, naturally;):_'fsg’."

isform  coefficiddie
the original dafy¥
soidal componeénfe
0 reconstruct "tﬁg
ition. The manngr
«d by the following:

a4l =
. The object is;_zE 1.0
ry phase relatiqg-,, coefficient number i
letail in an image;
some way, in the: Fig.5 As Fig. 4, with the data consisting of eleven halfcycles of D(j)
cosine and Wals ——— best-case spurious response
vectors for which: ———— worstcase spurious response
sidentally, becaué‘e" 00 3
ngular rather than} coefficient number i

ita may, a prion;
led wit}!ll, thepDC%E Fig. 4 Magnitude of the spectral response Y(i) for the DCT as a
. % Junction of transform coefficient number

3 Data consist of four halfcycles ofAD(/')
3 ~-—-- best-case spurious response
( = =--~ worst-case spurious response
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5 Results

15 . .
5.1 Discrete cosine transform

The complete set of results is too extensive to present in total
hiere. What will be done is to discuss the main characteristics
of the results and show maximum and minimum responses
for each spectral coefficient. First. whatever the frequency
and phase shift chosen, the energy in coefficients far from
Uit corresponding to a given selected input frequency is

: thus, when k=
hin one complete¥
sst frequency) will
5-point transformy|
k =15 will resulfg

ad

always small. This is clearly illustrated in Figs. 4 and 5. which Fig. 6 Magnitudes and signs of three ad/‘acen_r transform components
show the magnitude of the spectral response Y(i) to two  Y{3), Y(4) and Y(5) for the DCT as a function of the relative phase

arbitrarily selected input components consisting of 16 data  shift between input data and transform block

samples covering four and 11 halfcycles. respectively. In each  Data consist of four hatfcycles of D(j)
Case two curves are plotted (discrete sample points being ™ = discrete phase shift index

the counterpart
g unequally spaced}:

. X ' —_Y
transform domairy Joined simply to allow clarity of presentation): one corre- YS;
ever, to avoid co sponding to the worst (highest) spurious response, the.other  _._._ (s
IE1: PROC., Vol. 130, Pr. F, No. 4, JUNE 1983 3
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CIPOL = JE - D+ YO+ Y+ D) ©)
averaged in such a way. Again best- and worst-case results
are shown, and it can be seen that the spectral distribution
in the transform domain does indeed mirror that of the input
data, and it is therefore justifiable to assume that most of the
spectral energy at a given spatial frequency resides in three
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Fig. 7 Magnitude-squared spectral response over a window of lerigth

three corresponding to the results of Fig. 4

best-case spurious response
-—-——  worst-case spurious response
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multiplication of the spectral transform distribution f;
appropriate weighting characteristic will carry out the
pre-emphasis previously referred to in Section 2, Slnce.
cases the spectral response to an input signal of a given
frequency and arbitrary phase is only significant Wi
very restricted region in the transform domain.

The above experiment was repeated using a dlscrete‘.
transform of order eight. Similar results were obtained, b

a transform of length 16 is the smallest that can usefuu
used in such an application. ;

5.2 Walsh-Hadamard transform
The encouraging results obtained above in the case of
point DCT suggest attempting the process of pre-emp S
using the Walsh-Hadamard transform, which of course has.
advantage of easy implementation, and Figs. 9—12 prese
exactly the same details for the WHT as Figs. 4, 5, 7-ajg
do for the DCT. In this case it can be seen that the respon
is substantially more diffuse, with two distinct sets of sign}

3.0

coefficient number i

Fig. 9 As Fig. 4, but using the WHT

best-case spurious response
———~— worst-case spurious response

coefticient number i

Fig. 10 As Fig. 5, but using the WHT

best-case spurious response
———~— worst-case spufious response
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cant components when the data consist of four halfcycles

- ger hlock length, and- a similar result for the case where the

dain consist of 11 halfcycles, with the addition of finite
components at all other locations also. Results obtained
using an éight-point WHT were similar, and had the additional
disadvantage of reduced frequency discrimination. - )

3.0r

[v?w],

coefficient number i

fig. 11 As Fig. 7, but using the WHT

.——— best-case spurious response
———— worst-case spurious response

6 Conclusions

It has been demonstrated that detail of a given spatial fre-
quency in image data, irrespective of phase angle, resides
almost totally within three adjacent coefficients in the trans-
‘.rm domain when a 16-point DCT is applied. In the context
ol psychovisual coding. the implication is that appropriate

_ weighting of the DCT coefficients will allow. improved coding

efficiency in the manner already reported by Hall in the case
of the DFT. A similar result obtains when a DCT of length

- IEE PROC., Vol. 130, Pr. F, No. 4, JUNE 1983

eight is used, but with much reduced-frequency discrimanation.
Results for the WHT of either length are significantly poorer,
and the presence of substantial spurious components at
unrelated points within the transform coefficient set indicates
that this transform is unsuitable for the purpose.
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Fig. 12 As Fig. 8, but using the WHT
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Color-Luminance Masking Interactions

K. K. De Valois and E. Switkes
University of California, Berkeley, CA 94720, USA

Visual systems in all animals are sensitive to changes both in the wavelength 01‘
light and'in its intensity. Systems which exhibit color vision can detect wavelength
changes-irrespective of associated changes in effective intensity. The ablhty to
dissociate wavelength changes and intensity changes allows an organism to 3
compile two separate spaual maps of the world. This provides a greater amount of
information, but it also raises the possibility of conflict, since those maps are not
always identical. For example, when a directional light source produces
luminance shadows across a surface of uniform chromaticity, a luminance map _
and a color map of the scene would suggest different sets of contours with the 3
351b1hty of correspondingly different physical realities. One early problem
faced by the visual system is the resolution of such conflicts. :

A second problem arises from the fact that because of the massive amount of *
information to be passed through a very limited channel—the optic nerve—most
cells must carry information about both chromatic differences and luminance -
differences. Thus, although in theory one can treat chromatic and: luminance
information independently, separate physiological mechanisms are not found at
these early levels. How the visual system decodes two different types of informa-
tion carried by the same substrate is an intriguing problem.

In order to understand pattern vision, one must ultimately be able to charac-
terize the way in which the color visual system processes spatial information, in
much the same manner as spatial processing by the luminance system has been
prevmusly studied. To predict visual system responses to real-world scenes, it is
also necessary to. consider the. interactions of the chromatic- and luminance-
analyzing pathways. Finally, to understand visual behavior, it must ultimately be
rélated to observed cell characteristics at various levels in the visual system.

Early attempts to characterize the spatial information transfer characteristics of
the color vision system consisted primarily of measures of the spatial contrast
sensitivity function (CSF). Sitch measures (e.g. van der Horst and Bouman, 1969;
Kelly, 1983; Mullen, 1985) have generally found that the color CSF differs from
that seen with luminance in two respects: the h1gh-spat1al frequency cut-off
occurs at lower absolute spatial frequencies, and there is no low-frequency .
attenuation. Thus, the chromatic CSF is low-pass, not band-pass. These
differences can be modeled iri terms of the receptive-field organization of ganglion.
and/or lateral geniculate chromatically-opponent cells, which show center-
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OLYMPUS EX. 1016 - 92/714



COLOUR-LUMINANCE MASKING INTERACTIONS 283
surround antagonism for luminance differences and center-surround synergism
for chromatic changes (De Valois and De Valois, 1975; Ingling and Martinez,
1983).

: Although the shapes of the overall contrast sensitivity functions fit a simple
ons model relating psychophysical sensitivity to receptive field (RF) characteristics
and numbers of cells at the geniculate level, they do not necessarily yield much
information about the tuning furiction of the individiial cortical subunits which
they presumably also reflect. In the case of luminance, for example, there is
considerable evidence that the CSF reflects the activity of mariy more narrowly
elength of tuned me'chanisms (e.g. Blakemore and Campbell, 1969;_ Legg.e and Foley, 1980;
avelength De Valois, A!brecht and T.horell, 1?8.2). We have investigated the spatial
ability to frequency tu.mng qf mecl.l_amsms ‘sensitive to pu.rely ch;op'latic contrast using
ganism to both adaptation and r}maskmg paradigms (Qe Valois and Sw1t1.<es, 1983; Switkes,
amount of Bradley and De Valois, 1988; Bradley, Switkes and De Va}ms, 1988). Our data ™
\ps are not demonstrate that for color, as for lummax}ce, there are multxp.le channels, each of
produces whxch.ls more .narrovyly tuned for .spaua} frequency than is the overall CSF.
ance ma Adap}mg toan 1solun}1.rxa3nt chr(_>ma.uc grating of frequency_f produces a transient
s with thp loss in contrast sensitivity which is centered at f and which falls off in both
’ bl ¢ directions (Bradley, Switkes and De Valois, 1988). When compared to the
problem corresponding data for luminance grating adaptation, such functions appear
rﬁount of somfawhat more .broadl'y. tuned, witl_l the primary difference —at least at moderate
ve—most Spaualvf'requencxes—bemg a more gradual low-frequency fall-off. Although the
yminance mechanism of contrast adap.tauon is not c!‘eafr (thav‘va, Sclarand Freeman, 1982;
iminance Alb.recht, Farrar' ax.ld Hamlltor}, 1984), it is c9mmon_ly presumed to reflect the
found at tuning f:haracter;sucs 9f cells in V1. If this is so, then the generally I?roader
informa- adapt'anogx effects, particularly with respect to the low-frequency attenuation, are
quite consistent with reports of broader bandwidths, on average, for V1 cells
» charac- responding to isoluminant chromatic patterns. Many (tlfough certainly notall) V1
ation, in cells appear to ha_ve l_ow_-pass characteristics for chromatic patterns, but band-pass
has bé en characteristics for luminance patterns (Thorell, De Valois and Albrecht, 1984).
. Such cells could be responsible for the low-pass chromatic CSF, despite. the
:i;s;;‘t: ;s presence of many band-pass chromatic mechanisms. Alternatively, the low-pass
vitely be color CSF may simply reflect a relatively greater number and/or more sensitive
cortical band-pass mechanisms tuned to low spatial frequencies.
S:'tics of Using a simultaneous masking paradigm we also find similar bandpass tuning
contrast for chromiatic and for l}xmin_ance patte;rns' (De Valoi§ and S}vitkes, 1983; Switkes,
n. 1960: Brac'iley and De Valoxs_, 1?88). A high-contrast, 1solumu.ua}n_t red-green mask -
r’s fron; grating, for example, will significantly reduce contrast sensitivity for a red—green
’ grating of similar spatial frequency, while having little or no effect upon the
cut-off detectability of a red-green grating of a very different spatial frequency. (Fig. 1,
q,';.;’:‘;z vide infra, presents results from a similar experiment using blue-yellow chromatic
anglion gratings_.) Sglecr:ive masking, like selective adaptation, indicates the.presen.ce of
center- mechanisms which are more narrowly tuned than the overall CSF for isoluminant
color gratings.
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O—Q COL MASK/COL TEST
®- - ® LUM MASK/LUM TEST
A- - A COL MASK/LUM TEST
A A LUM MASK/COL TEST

LLOG CONTRAST SENSITMITY RATIO

T T
20 4.0
MASK/TEST FREQUENCY RATIO

FiG. 1. Spatial frequency tuning of simultaneous masking when both mask and test
gratings are isoluminant blue-yellow gratings (open circles, solid lines), both are luminance
gratings (filled circles, dashed lines), mask is blue-yellow and test is luminance (filled
triangles, dot-dash lines), or mask is luminance and test is blue~yellow (open triangles,
dotted lines). The change in contrast sensitivity [log(masked contrast sensitivity/unmasked
contrast sensitivity)] is plotted as a function of mask/test spatial frequency ratio. Negative
values indicate reduced contrast sensitivity—i.e. maskirig. Mask contrasts were chosen to
yield about .5 log unit of masking when mask and test were identical. The same mask
contrasts were used when mask and test differed.

In the case of luminance, there is also substantial evidence to indicate that there
exist mechanisms which dre tuned in the second spatial dimension, as well. For

example, grating adaptation effects are maximal when the test. pattern has the:

same orientation as does the adaptation pattern (Gilinsky, 1968; Blakemore and
Campbell, 1969). The loss in contrast sensitivity falls off as the orientation
difference increases. Such orientation selectivity is consistent with a cortical locus
for pattern-specific adaptation, given that narrow orientation tuning is first seen

- in cells in V1 (Hubel and Wiesel, 1962).
We have examined the orientation selectivity of the visual mechanisms which
respond to isoluminant chromatic patterns using both masking and adaptation

paradigms. As is observed for luminance patterns, we find orientation-selective -

effects for isoluminant chromatic gratings in both masking and adaptation
experiments (De Valois, Webster and Switkes, 1984; Bradley, Switkes and De
Valois, 1988). For example, either adaptation or masking with a vertically-
oriented grating produces greater effects upon the detection of a similar, vertically
oriented test grating than upon the detection of an oblique grating. An oblique
grating, in turn, is somewhat more affected than is a horizontally-oriented
grating. There is, in each case, clear and marked tuning for the orientation of an
isoluminant chromatic pattern, although it appears in general somewhat broader
than that found for luminance patterns in comparable experiments. This is of
particular significance for two reasons. First, the extent to which a useful map of
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COLOUR-LUMINANCE MASKING INTERACTIONS 285

the visual world can be developed from pure color information depends upon the
presence of spatial tuning in two dimensions. If theré were no orientation
selectivity for isoluminant chromatic patterns, the usefulness of color vision for
pattern perception would be limited indeed. Secondly, although the orientation
selectivity of V1 cells for luminance patterns is well known (e.g. Hubel and
Wiesel, 1962; De Valois, Yund and Hepler, 1982), the existence of orientation
tuning for pure color patterns is much less well established. Our psychophysical
results (and others, see Elsner, 1978) imply that significant orientation specificity
for isoluminant chromatic patterns must exist a some level.

We have also examined the contrast dependence of simultaneous masking and
adaptation in the chromatic domain. When both mask arid test patterns have the
same spatial frequency and orientation, and when both correspond to luminance
variations, a characteristic masking function is seen (Legge and Foley, 1980).
Masks of very low contrasts—either subthreshold or slightly suprathreshold —
facilitate the detection of similar test patterns. As the mask contrast increases,
however, increasingly more test contrast is required for detection. Such masking
is often taken to reflect fundamental contrast-response characteristics of the
mechanisms involved in processing luminance contrast.

We have examined contrast-masking functions for isoluminant chromatic
patterns and find them to be extraordinarily similar to those seen for luminance:
(Switkes, Bradley and De Valois, 1988). At very low mask contrasts the detection
of a superimposed identical test grating s facilitated. Above the contrast threshold
for the mask, test detectability dropsin a monotonic fashion with increasing mask
contrast. The transition between these two portions of the masking function is
smooth.

We have compared the contrast-masking function for color with that for
luminance by measuring both functions for the same subjects, on the same
equipment, using patterns with the same space- and time-averaged luminance
and chromaticity. When the results are plotted using a metric in which mask
contrast is quantified in terms of multiples of threshold contrast, the color and
luminance contrast masking functions are, on the average, virtually identical.
Thereisnot only a siperficial similarity, buta close quantitative correspondence.

In the case of pattern- pecific adaptation, color and luminance also show a
similar contrast dependency (Bradley, Switkes and De Valois, 1988). For both,
increasing the contrast of the adaptation pattern yields a corresponding increase
in the magnitude of the post-adaptation threshold. Although the contrast-adapta-
tion function is monotonic for both color and luminance, the correspondence of
functions is not as strong as in the masking paradigm, with the slope of the
chromatic function being somewhat steeper. :

Thus, based on both adaptation and siniultaneous masking experiments, we
conclude that the chromatic contrast sensitivity function, like the luminance
contrast sensitivity function, reflects the existence of multiple submechanis_ms
which are more narrowly tuned for orientation and for spatial frequency than the
overall GSF. Although the tuning of these subunits does riot appear to be
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extremely narrow—in fact, perhaps somewhat broader than that for luminance—
it is marked in both dimensions and is sufficient to support the constriiction of 3
useful map of the visual world based upon solely chromatic ‘variations. The’
contrast-response functions of the underlying mechanisms appear to be similar,
suggesting that not only spatial information but also contrast information is
transmitted in a very similar manner for both color and luminance. While spatia]
acuity based solely upon chromatic information is somewhat poorer than that
based upon luminance differences, it is clearly sufficient to support useful pattern
vision. Given such an ability, it would be at best uneconomical not to use it. Thus,
a real understanding of spatial vision must depend upon understanding spatial
color vision, as well as spatial luminance vision. : :
'We have also studied the interactions of chromatic and luminance contrasts
when both are simultaneously present. Again, we have used both simultaneoy:
masking and adaptation paradigms. We find a marked asymmetry between th
masking of chromiatic contrast by luminance contrast and masking of luminance}
contrast by chromatic contrast (De Valois and Switkes, 1983; Switkes, Bradley;
and De Valois, 1988). If the mask varies in luminance and the test pattern is an|
isoluminant chromatic grating, the direction of the masking effect will dépend
upon the contrast of the mask—as is the case for luminance-luminance masking
or color—color masking. For low mask contrasts, contrast sensitivity will be
increased, and for very high mask contrasts, contrast sensitivity will decrease. !
The similarity is only qualitative, however. The range of contrasts over whic
facilitation occurs when the mask is luminance and the test is chromatic is quit
different. For this direction of cross-masking, significant facilitation is not see
until the mask reaches its own threshold, and it continues until the mask contras
is roughly 16 to 32 times threshold. When mask and test are either both color o
both luminance, facilitation is only seen up to contrasts of perhaps 4 to 6 times }
threshold, and it first appears when the mask itself is well below detection :
threshold. When mask contrast exceeds the facilitatory region, luminance masks ;
begin to impede the detection of a chromatic test, as they do a luminance test.
If the mask is an isoluminant chromatic grating and the test a luminanc
grating, however, the results are very different. At no mask contrast is there °
facilitation. As long as the mask contrast is below threshold there is no discernibl
effect. Once it exceeds its own threshold, however, it begins to impede the
detection of a luminance test pattern. ;
The masking interactions between chromatic and luminance gratings differ in .
another respect from those seen within either domain. If a luminance test is :
superimposed upon a luminance mask of identical spatial frequency, the detect-
ability of the test will, of course, depend upon the relative phase at which the two
gratings are added. When test and mask are in phase, the task becomes one of -
contrast increment detection. When they are 180° out of phase, the task is -
decrement detection. These might well be similar (for example, when the mask
contrast is significantly above its threshold — Kulikowski, 1976). However, when
the phase relationship is neither, the resulting change in contrast will be lower.
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iminance — Thus, for superposition of a test grating of a given contrast, the detection of a net
ruction of a change in contrast should be more difficult for intermediate relative phases than
ations. The for either extreme. We have verified that this is so. '
' be similar, The miasking of luminance by color and the masking of color by luminance,
drmation is ‘ however, are both independent of the relative phase in which the two patterns are
hile spatial added. It appears not to matter how the mask and test are aligned. This
f than that & insensitivity to relative phase makes it unlikely that the observed interactions are
ful pattern . . due to an uridetected luminance artifact in the putative isoluminant gratings. If
seit. Thus, 3 ‘the “chromiatic” gratings in fact contained significant luminance components,
ling spatial '}~ andif it were these components which were responsible for the interactions with
o luminance gratings, then those interactions should be dependent upon the
* contrasts relative test/mask phase. Since they are not, such an explanation seems contra-
wiltaneous indicated.
stween the - Our original reports of asymmetric color/luminance masking (De Valois and
luminance - Switkes, 1983; Switkes and De Valois; 1983) described experiments in which the
5, Bradley : chromatic stimuli lay along a red-green axis determined by the monitor’s red and
ttern is an . green phosphors. More recently, we have used other chromatic axes, including a
Il depend - blue-yellow axis in which the blue was determined by the blue phosphor and
: masking “yellow reflected the best approximation to a ‘usique yellow which could be
y will be produced with our equipment. Results with the blue-yellow axis did not differ
decrease. from those found with the red-green axis. Summary data are shown in Fig. 1.
rer which CIE coordinates of one axis of particular interest are shown in Fig. 2. The center
¢ is quite point of this axis is that of Illuminant C, a'standard white. In this , as in ail our
notseen experiments, the space-and time-averaged chromaticity did not vary. Thus, the
contrast . luminance patterns were white~black. The chromatic axis, in this case, lay along
Leoloror a tritanopic confusion line. Variations in chromaticity which lie along a tritanopic
3.6 times i confusion axis and which have no associated luminance change can be detected
letection & only by virtue of their differential effect on the short-wave sensitive (S) cones. For
’e masks any pair of luminance-matched points along such an axis, the absorption by the M
 test. and L cones is invariant. This is'of particular interest for tworeasons. F irst, given
minance the sparse retinal distribution of S cones (De Monasterio, Schein and McCrane,
is there 1981), spatial acuity for a pattern produced by variations along such a chromatic
cernible axis must be poor. The evolutionary history and the vulnerability to injury of the
rede the = S-cone system also seem to-differ from those of the M and L cones. Patterns
& detected solely by variationsin S cone activity could be processed in a significantly
lifferin % _ different manner. Secondly, there is considerable evidence to suggest that the
ttestis MY luminance signal —if indeed there exists a single “luminance” signal—derives
detect- & from the output of M and L cones but has little or no input from S cones (e.g.
thetwo & Eisner and MacLeod, 1980). This is important in a consideration of possible
one of underlying mechanisms, since chromatic and luminance information are carried
task is % by the same physiological substrates throughout at least the early levels of the
2 mask i i visual system. If the interactions we observe between color and luminance were
s when % due simply to the sharing of a common pathway with a compressive response

lower. function, and if the § cones in fact do not contribute substantially to the luminance
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520

02

Fi1G. 2. Tritanopic confusion axis modulated around Illuminant C. Equiluminant modula-
tion along suchan axis can be detected only by the differential absorption produced in the
S cones. The triangle defines the color space which can be realized with the monitor used
(19" Mitsubishi color monitor).
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FIG. 3. Increment contrast thresholds [log(masked threshold/inmasked threshold)]
plotted s a function of normalized mask contrast (mask contrast/threshold contrast), All
stimuli (both masks and tests) were 1 ¢/deg gratings. The chromatic patterns (“color’’) were
isoluminant gratings in which chromaticity was modulated along the tritanopic confusion
axis shown in Fig. 2. The luminance patterns had the same space-averaged luminance
(8 ft. L.) and chromaticity (that of Illuminant C). Here, negative values illustrate facilita-
tion—the test is more detectable in'the presence of the mask—and positive values indicate
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pathway, then the interactions between a pattern varying along a. tritanopic
confusion axis and 4 luminance pattern might be expected to be minimal, unlike
those observed with other chromatic axes. Figure 3 illustrates the results of an
experiment designed to test this possibility. los ‘

When both mask and test patterns aregrating§ varying along a tritanopic
confusion axis (open circles, solid lines), the contrast-masking function is very
similar to that found for other chromatic axes we have utilized. It is also very
similar to that found with mask and test patterns produced by luminance
variations. When the test is a tritan pattern and the mask is a luminance pattern
(triangles, dash~dot lines), however, the results are again similar to those found
for interactions between other chromatic axes and luminance. There is significant
facilitation for low to moderate mask contrasts. When the mask is a tritan pattern
and test is a luminance pattern (filled circles, dashed lines), the results are again
similar to those observed with other chromatic axes. At low (i.e. subthreshold)
mask contrasts there is no significant effect. When the mask is well above its own
threshold, it impedes the detectability of the luminance test. Thus, the interac-
tions between an isoluminant pattern which lies along a tritanopic confusion axis
and a luminance pattern are very similar to those seen between other chromatic
axes and luminance patterns. This suggests that these interactions do not simply
result from the ‘sharing of a common pathway with. a compressive response
function, if indeed S-cones do not make a significant contribution to the
luminance pathway. These results are consistent with our earlier masking studies
using.a red-green axis (Switkes, Bradley and De Valois, 1988), in which we
concluded that the lack of facilitation of the detection of luminance tests by color
masks at any contrast eliminates masking originating from an early common
pathway, h

Finally, we have compared the appearance of gratings which are defined solely
by luminance variations and those which are defined solely by chromatic varia-
tions. Specifically, we have compared the apparent spatial frequencies of
chromatic and luminance gratings. This comparison is motivated by an interest-
ing set of observations relating to the spatial frequency tuning of single cells which
respond to both chromatic and Tuminarice patterns. If one considers a simple
retinal or geniculate chromatic opponent cell, with one cone type providing the
center input and another the surfound input, it can be shown that center and
surround behave synergistically for luminance changes, but antagonistically for
chromatic changes (De Valois and De Valois, 1975). This results in different
spatial tuning functions for color and for luminance within individual cells, with
luminance patterns showing some low spatial frequency attenuation which is
absent for purely chromatic patterns.

Different spatial tuning functions have also.been reported for individual cells
in cortical area V1. Although most cells which respond to either isoluminant
chromatic gratings or isochromatic luminance gratings have very similar spatial
frequency peaks and bandwidths (Thorell, De Valois and Albrecht, 1984), a
significant minority differ. When they do so, the difference is virtually always in
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-the same direction: the peak spatial frequency for chromatic gratings is lower thag
the peak spatial frequency for luminance gratings, and the spatial bandwidth f; ¥
color is broader than that for luminance.

Consider the problem associated with the interpretation of signals from su
cells which carry both chromatic and luminance information. Suppose that one
estimate of the spatial frequency of a glven grating is based upon either the
identification of the single most responsive cell or upon some population avera,
of all the cells respondmg to the pattern. If a given cell carries only a single]}
frequency label —and it is difficult to imagine that the case is otherwise—a serious
problem arises. For a cell which is tuned identically for color and for luminance
gratings, the signal would be unambiguous. Chromatic and luminance gratmgs of
the same veridical spatial frequency would match perceptually in spatial}
frequency. A maximum response would appropriately signal the same spatial}
frequency irrespective of the type of contrast (chromatic or luminance) which’
produced it. If, however, the tuning for color and for luminance is not identical
then that signal alone cannot be unambiguously interpreted. A maximum’
response might be produced by, say, a 2-c/deg luminance grating but by
1.8 c/deg chromatic grating. If a subject’s perception or identification of the
stimulus spatial frequency were based solely upon the activity of such a cell, then’
a 2 c¢/deg luminance grating should appear to have the same spatial frequency asa
1.8 c/deg chromatic grating. Thus, to match the apparent spatial frequency of a2
c/deg luminance grating, a sub)ect would have to set a chromatic grating to a lower ]
real frequency.

Averaging over the activity of a large population of cells does not solve th
problem. Since a large proportion of V1 cells are identically tuned for chromatic 3
and luminance spatial frequencies, the magnitude of the expected mismatch $
would be reduced. However, since the distribution of chromatic-luminance
tuning functions s strongly skewed (in the direction of lower peak frequencies for
color, higher peak frequencies for luminance, Thorell, De Valois and Albrecht, :
1984), the matching bias would still be expected. To match the apparent spatial :
frequency of a luminance grating of 2 c/deg, a subject should set a chromatic :
grating to a lower veridical spatial frequency. .

The same prediction still arises if one considers the different spatial frequency
bandwidths of many cells for chromatic and luminance gratings. When these *
differ, the filter functions for chromatic gratings tend to be low-pass, while those
for luminance gratings (in- the same cells) are bandpass. Averaging across such 3
cells will yield an estimate of chromatic spatial frequency which is higher than the |
veridical frequency if each cell simply carries a single frequency label reflecting its 3
peak luminance frequency. :

If the spatial frequency tuning characteristics of indivual cells were irrelevant .
to the perception of the spatial frequency of a grating, one might assume that !
estimation of a grating’s spatial frequency would be based upon something like a
point-to-point representation of the pattérn. In that case, a judgment of spatial
frequency could be made by, for example, estimating the cortical distance |
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between the representations of zero crossings. Any such purely spatial model
should lead to the prediction of 'veridical matches between chromatic and
luminance gratings. There is no basis upon which to assume that a bias would
occur in either direction.

We have tested these predictions by having subjects match the apparent spatial
frequency of isoluminant chromatic gratings and isochromatic luminance
gratings. We used a two-alternative spatial forced-choice procedure in which
observers indicate which grating appears to have the higher spatial frequency
(with no feedback) to find which spatial frequencies appear the same. We have
also collected significant amounts of data using both method of adjustment and
temporal forced-choice procedures. All procedures yield the same answer—an
answer which is contrary to all of the predictions described. A chromatic grating
of intermediate spatial frequericy appears to be lower—not higher—in spatial
frequency than a luminance grating of the same veridical frequency. If, then, a
subject is asked to match a 2 c/deg luminance grating, s/he will do so with a
chromatic grating which is higher in real frequency

Figure 4 presents averaged data from two subjects. At intermediate spatial
frequencies, a luminance reference grating is always matched by a chromatic test
grating of a higher veridical frequency. A chromatic reference requires a
luminance test of a lower real frequency. The magnitude of the mismatch falls off
somewhat at higher spatial frequencies and appears to be maximal arouiid 2 c/deg.

®----- @ LUM REF/COL TEST
O- -OCOL REF/LUM TEST

TEST FREQUENCY/REFERENCE FREQUENCY

REFERENCE FREQUENCY

FIG. 4. Relationship of a reference spatial frequency to the test spatial frequency which

appears to match it perceptually, plotted as a function of the reference frequency. When the

reference (standard) is 2 luminance grating and the test is an isoluminant chromatic grating

(filled circles, dotted lines), the test must be set to a higher real frequency to produce a

perceptual match. When the reference is a chromatic grating and the test is a fuminance

grating, the test must be set to a lower veridical frequency. Both reference and test gratings
were set to equal multiples of their respective threshold contrasts.
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The data shown here were collected using a chromatic pattern in which the
chromatic axis produced constant absorption by the S cones. Similar results, §
however, are found when the chromatic grating lies along either a. tritanopic §
confusion axis or a red-green axis determined by the monitor’s red and green §
phosphors. When two different chromatic axes are reference and test gratings, 1
respectively, the matches are made accurately, as they are for either color or §
luminance when test and reference are ‘the same. The data shown here were
collected using equal multiples of threshold contrast for reference and test. The
direction and the magnitude of the mismatch do not vary as contrast is scaled up
or down over a range of from 2 to 20 times threshold, as long as the two patterns
are matched on that metric.

Data such as these suggest that simple models relating pattern identification to
the tuning characteristics of individual cells—or, indeed, to the tuning charac-
teristics of groups of cells—will be insufficient. The fact that the matches are not
veridical also suggests that a model based upon a point-to-point spatial representa-
tion will fail, as well. Tt is clear that our elementary notions of the manner in which
theactivity of neurons in the visual system areinterpreted are at best inadequate.

In summary, we have shown that there exist two-dimensional spatially-
bandpass mechanisms which subserve the detection and analysis of patterns .
based purely upon chromatic contrast, that when both chromatic and luminance ;
contrast coexist within a single pattern their interactions are significant and
complex, and that primitive models relating the activity of single visual cells to the
perception of even simple pattern attributes are inaccurate.
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A Measure for Stairstepping in Digitized
Text that Correlates with the
Subjective Impression of Quality

J. Raymond Edinger, Jr.
Eastman Kodak Company, Rochester, New York

Abstract

The electrophotographic printer/copier industry is be-
ing driven to produce digital equipment with ever higher
addressability and bits per pixel. One reason for this drive
is to minimize the phenomenon of stairstepping in the
diagonal strokes of text. To assess improvements in text
image quality, it is important to be able to measure the
level of stairstepping to ascertain whether any changes
are visually meaningful. This paper describes a measure
of stairstepping that has been shown to correlate with
the subjective impression of text quality for a variety of
levels of addressability and bits per pixel. The assess-
ment method has the distinct advantage of not requiring
special targets but is simply measured from the letter
“o

Introduction

Raggedness, in general, refers to geometric distortion
of an edge from its nominal position so that the edge
appears wavy or jagged rather than smooth and straight.

It is also referred to as tangential edge profile. Stair- -

stepping refers to the special case of raggedness that
occurs in diagonal lines printed by a digital system. For
example, stairstepping can often be seen in the diagonal
stroke in an upper case N (see example illustrated in Fig-
ure 2b). Its visual impact usually decreases with in-
creased writing addressability or dots per inch.
Raggedness measurement!S is usually limited to
noise along intrack and crosstrack edges with less re-
gard to assessment of stairstepping. Indeed, until re-
cently, there had been little need to quantify stairstepping
since stairstepping was easily predicted; that is, it was
simply a function of dpi (dots per inch) and the angle of

the edge relative to the direction of the writer. With the

advent of multiple bits per pixel and other enhancements,
however, the visual impact of stairstepping has become
less predictable. Thus, a metric for stairstepping that
correlates with the subjective impression of text quality
is desirable. Since stairstepping is a function of an edge’s
angle, evaluating edges or lines of a standard angle
would be required to consistently benchmark
stairstepping across products and processes. In fact, an
approach often used to measure raggedness (e.g., com-
paring the location of points along an edge to the ideal

edge location as defined by linear regression) has been
successfully applied to evaluate stairstepping in lines at
a given angle.! But since one could not count on having
a stroke at the “standard” angle in any given body of
text, a more universal measure was desirable; i.e., one
that would not require a special target.

. Mr. Allan Kaplan, at Eastman Kodak Company, sug-
gested evaluating raggedness by examining the diameter
of 0’s and their departure from roundness. Unfortunately,
o’s-are usually not perfect circles to start with. To satis-
factorily apply the technique to an o’s shape, a priori

knowledge of the o’s ideal shape would be needed, or

only o’s that were supposed to be perfect circles could
be used. Both solutions would prevent the measure from
being truly universal.

Evaluating raggedness by measuring the length of
the perimeter around the letter o has been successfully
applied for comparison of ragged o’s to perfectly smooth
o’s.” This approach, however, does not work for com-
paring edge quality of digitized text made at one level
of dpi to that made at another level. Close consideration
reveals that if a digitized o is created by square pixels,
its perimeter is equal to four times the average diameter
of the o, regardless of pixel size. Hence, the perimeter of
an ideal 120 dpi o, for example, is exactly the same as
one created at 600 dpi. Naturally, toner clumping, digi-
tization errors, round pixels, etc., tend to invalidate this
postulate, but a measure that does not show differences
under “ideal” conditions could hardly be sensitive enough
to show differences in more practical cases.

It was noted that noncircularity of o’s (viz., an oval
instead of a circle) is not visually objectionable (unless
the o is grossly distorted) and, indeed, most 0’s are in-
tentionally noncircular. What might make an o appear
objectionable, then, would be roughness around the edge
and not the fact that it is not a circle. For this reason, Mr.
Kaplan’s suggestion of examining diameters was pur-
sued. The approach selected, then, was to measure the
instantaneous change in diameter as one traveled around
the o’s perimeter.

Development of the Algorithm

To effect the stairstepping measure, an image analyzer
is used to capture the o's. From the analyzer intercept
maps, diameters are calculated for sixteen different
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OLYMPUS EX. 1016 - 104/714




angles taken every 11.25 degrees around the o. Figure 1
shows a schematic of the first nine angles measured.
Typically, image analyzers provide the Feret’s diameter
of objects. For o’s with significant indentations in the
perimeter, results reported using Feret’s diameters may
tend to smooth the apparent raggedness. This is because
Feret’s diameter is similar to measuring with a caliper;
i.e., it misses relatively small indentations and bases the
resulting diameter on peaks. Hence to assure that the true
diameter around the o’s perimeter would be obtained, o
diameters were calculated off-line based on intercept
maps produced by the image analyzer. An intercept map
is simply a bit map based on the thresholded binary im-
age and shows only pixels at transitions between on and
off.

For a 12-point lower case o, measuring every 11.25
degrees gives an assessment of the o’s edge about every
150 micrometers along its perimeter. The measurement
window is about 8 micrometers wide, allowing resolu-
tion to pixels significantly smaller than created by a 600
dpi writer.

Pictured in Figures 2a-2f are photomicrographs
(approx. 16X) of an assortment of o’s with various lev-
els of raggedness. N’s from the same conditions are also
pictured to show the associated stairstepping in the di-
agonals. Figures 3a-3f are graphs of the diameters of the
same o’s versus measurement angle. These 0’s, along
with six others, were ranked by two persons for subjec-
tive impression of quality. The o’s were then captured
by the image analyzer and stairstepping values calcu-
lated as described below. Table I compares the quality
rank by the two judges with that given by the objective
measurement. The Spearman’s rank correlation coeffi-
cient between the two methods is 0.965, which indicates
good agreement between the judges’ ranking and rank
by the objective measure. (A rank correlation value of
+1 indicates complete agreement; -1 indicates complete
disagreement; and O indicates no relationship.)

As mentioned above, it was reasoned that instanta-
neous changes in an o’s diameter are more important than
the more subtle differences resulting from o’s being ovals
rather than perfect circles. Compare the o and graph in
Figures 2a and 3a with those pictured in Figures 2b and
3b. Although the o in Figure 2a is far from being a circle,
its diameter changes smoothly as shown in the accom-
panying graph of diameter versus measurement angle
(Figure 3a). The judges ranked the o in Figure 2a as the
second best in the series compared to rank 11 for the
one shown in Figure 2b (the lower the rank, the higher
the quality).

Table II lists the raw data for the diameter-versus-
angle function along with an analysis of the function’s
changing slope for the o shown-in Figure 2a. The second
derivative of a 4th degree polynomial fitted to the diam-
eter-versus-angle data is shown in Figure 4 to help illus-
trate the analysis. The magnitudes of slope changes used
to quantify stairstepping, however, are not taken from
the second derivative function, nor is a regression fit to
the raw data used. Either of these would tend to smooth
out the raggedness. Instead, the actual value. for the

change in slope thal
used for the assess : nt

For the function in thure 3a, there are two~1nﬂec-
tion pomts, denoted A and- B. The absolute values of
change in the function’s slope around the inflection
points is 8 and 29 units for A and B, respectively. The
slope actually changes larger amounts at other points:
for example, it changes 62 units at point C and 39 units
at the function’s nadir. But the changes in slope at C and
the nadir are not associated with inflection points and so
would not likely give a visual impression of a step in the
o’s perimeter. No step is visibly apparent at the points
represented by inflections A and B either, but the analy-
sis to follow will show these changes in slope to be rather
inconsiderable when compared with samples that do
show sxgmﬁcant steps along the perimeter, e.g., Figure
2b.

The o in Figure 2b was made with a digital electro-
photographic system operating at 300 dots per inch. The
eleven inflection points in the diameter-versus-angle
function are labeled on the graph in Figure 3b. The dif-
ferences in slope around the inflection points range from
11 to 158 units. The largest (158) corresponds with the
“notches” at 4 and 10 o’clock and the second largest
(146) corresponds to the “notchies” at about 2 and 8
o’clock (see Figure 2b). From this example and the one
illustrated in Figure 2a, it seems that slope changes, be-
sides requiring a change in sign, must change greater
than about 40 units to produce a visually apparent step
in the o’s perimeter.

Another example of inflection points marked by
significant changes in slope is given in Figures 2¢ and
3c. This o was made with a 120 dpi writer. The diam-
eter-versus-angle function has nine inflection points with
differences in slope ranging from 27 to 534 units. Clearly,
this o has significant steps along its perimeter, which
are also readily apparent in the diameter-versus-angle
function. Once again, readily visible steps in the
perimeter correspond to slope changes associated with
an inflection point plus a change in magnitude greater
than 40.

And finally, an example is given in Figures 2d and
3d of an o that has ten inflection points, all with slope
differences that are minute.? They range from only 3 to
10 units. The diameter-versus-angle function is almost
flat and appears smooth, as does the dot’s perimeter. Thus
again, slope changes less than about 40 units are prob-
ably of little visual consequence. (This target is a dot
etched in chrome on glass. The variations in diameter,
which run to about +/- 5 micrometers, are prinfarily due
to the limited resolution of the image analyzer resulting
in errors in digitization of the image.)

To summarize, raggedness in the perimeter of 0’s is
most apparent when two conditions are met: (1) the point
represents an inflection point in the slope -versus-diam-
eter function, and (2) the change in slope is greater than
40 units.

From these examples it is evident that, with increas-
ing differences in slope around an inflection point, the
visual impact of raggedness becomes significantly
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greater. The algorithm, then, was configured as the square
root of the sum of the squares of the magnitudes of the
differences in slope associated with each inflection point
of the diameter-versus-angle function.

Correlation of the Objective
Measure with Subjective Scaling

To further confirm correlation of the algorithm with the
subjective impression of text quality, a series of about
seventy prints of text imagery made at various combina-
tions of dots per inch and bits per pixel was obtained.
These prints, which were copies of a typical business
letter using 12-point Times Roman font, had been previ-
ously rated for text quality by over thirty judges. An in-
terval subjective quality scale based on this subjective
evaluation of the prints had been determined. The
stairstepping in each print was measured on three to six
o’s at various locations in the body of the print’s text.

Prior to looking for correlation between the new al-
gorithm and subjective scaling, a check was made to see
if the algorithm correlated with the presence of measur-
able stairstepping using a “conventional” raggedness
evaluation technique. The relative stairstepping of the
text in each print was measured on the slash (“/”) char-
acter using a technique based on tangential profile of
edges.? Figure 5 shows the resulting correlation. Next,
correlation between this measure of stairstepping (based
on the */”) and subjective scaling for quality was sought.
The data in Figure 6 confirm that the objective
stairstepping measure- based on the “/” correlates with
the subjective interval scale of text quality. This indi-
cates that the survey judges were responding, to a sig-
nificant degree, to stairstepping.

Based on the correlation in Figure 6, a perfectly sat-
isfactory measure of stairstepping could be had with a
conventional raggedness measure using the “/.” As
pointed out earlier, however, one can not rely on having
a “/” in test imagery, and hence the need existed to de-
velop a universal target for measuring stairstepping. It
now remained to be seen if the new stairstepping mea-
sure based on o’s correlates with the survey’s subjective
scale. The data are plotted in Figure 7. The correlation
coefficient (r-squared) is about 0.65, which, for seventy
pairs of data, indicates significant correlation.

The noise in Figure 7 is not atypical of results from
subjective surveys. In addition to the usual noise associ-
ated with subjective testing, it was found that the rag-
gedness-of the 0’s, themselves, varies substantially within
a page. The standard deviation of measured stairstepping
in 0’s across a page of text averaged about 40 units. Thus
it is important to take a statistically appropriate sam-
pling of o’s.

Conclusion

Analyzing variations in diameter around a 10- to 12-point
letter o, with little need for regard to font,? correlates

with the subjective impression of stairstepping in digi-
tal text.-The measure has been demonstrated to rank with
the subjective impression of quality for a variety of fonts
and levels of stairstepping. Compare the N and o in Fig-
ure 2b with thosé in Figure 2e. The stairstepping mea-
sure gives a value of 291 for the o in Figure 2b com-
pared to only 165 for the one in Figure 2e. The'
stairstepping difference, although easily seen in a pho-
tomicrograph, is subtle at normal viewing magnifica-
tions. Yet, it is small differences like this that provide
discrimination between good and excellent digital text,
between a page of text that looks crisp and uniform and
one that looks second-rate. And being able to quantify
reductions in stairstepping (e.g., from 291 to 165 units)

‘is important.

The industry is being driven to produce digital copier
and printer systems with ever higher addressability or
multiple bits per pixel, or both. Minimizing stairstepping
is one reason for this drive. The technique described in
this paper has been shown to correlate well with both
the actual stairstepping ‘measured in survey stimuli and
with the subjective impressions of text quality.
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The fact that this o is really a dot is of no consequence

since only the outside diameter is considered.

9. Although the measure appears to be relatively insensitive
to fon, it is suggested that italic 0’s be avoided.
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Table L. Rank by Judges Correlated with Rank by Objective Stairstepping Measure

Image Type " Judges’ Rank Objective Rank Objective

Measure
* Chrome dot 1 1 22
* Chrome O 2 2 30
Phototypeset paper 3 3 34
* Offset on coated stock 4 4 63
Offset on card stock 5 5 101
Offset on bond paper 8 6 129
Simulated typewriter 7 7 149
* 300 dpi, enhanced 6 8 165
300 dpi, sample A 9 9 175
* 300 dpi, 1 bit 11 10 291 291
300 dpi, sample B 10 11 294
* 120 dpi 12 12 959

* Illustrated in Figure 2.

Table II. Diameter Versus Angle Analysis for Chrome O (Figures 2a and 3a)

Angle Diameter Delta D Change in Slope
0 2157
21
11.25 2136 -112
133
22.5 2003 -69
202
33.75 1801 +8 inflection point A
194 .
45 1607 +36
158
56.25 1449 +39
119
67.5 1330 +62 point C
57
78.75 1273 +42
15
90 1258 +39 nadir
-24
101.25 1282 +58
-63
112.5 1345 +29
-121
123.75 1466 +63
-150
135 1616 -29 inflection point B
-213
146.25 1829 -70 —_
-184
1575 2013
‘ -114
168.75 2127

RMS of absolute slope changes around infection point is: (8% + 299" =30.
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Figure 2c. 120 dpi: Stairstepping = 959

Figure 1. Schematic of first nine diameter measures

Figure 2d. Etched chrome dot on glass: Stairstepping = 22

NO NoO

Figure 2a. Etched chrome on glass: Stairstepping = 30 Figure 2e. 300 dpi, enhanced: Stairstepping = 165

No

Figure 2b. 300 dpi, 1 bit: Stairstepping = 291 Figure 2f. Offset lithography: Stairstepping = 63
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Figure 3a. Upper case O etched in chrome
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Figure 3c. Letter “0" at 120 dpi, I bit
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Figure 3d. 2.5 mm chrome dot on glass

2500
2400 1
2300 1
2200 1
2100 4
2000 1
1900 1
1800 1
1700 1
1600 1

1500 i ST, B S .
00 225 450 67.5 900 112.5 1350 157.5 180.0

Angle (degrees)

Figure 3e. Letter “0"” at 300 dpi, enhanced
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Figure 3f. Offset lithograph “o0” on coated stock
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Figure 4. Slope analysis of diameter-versus-angle function for
chrome o
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Figure 7. Measuring o's correlates with subjective impression
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Applicability of a standardized discrete cosine
transform coding method to character images
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Abstract. The Joint Photographic Experts Group (JPEG) baseline
system, which Is scheduled to be standardized in 1992, is applied
to character images, and the characteristics of the application are
investigated. The JPEG system is suitable for continuous-tone im-
ages, however, continuous-tone images are usually accompanied
by characters. The image quality of characters is investigated on
various magnitudes of quantization tables and the deterioration
mechanisms are discussed. A method of image quality improvement
that is accomplished by density transformation after decoding is
proposed and its effects are confirmed.

1 Introduction

Recently, progress in LSI technologies has made practical
applications of digital image processing possible. The amount
of digitized image information is extremely large, so pro-
cesses such as data compression are necessary for com-
munication and storage. For bilevel images, several coding
methods are standardized and facsimile communications are
used conveniently and widely throughout the world. How-
ever, for continuous-tone images, a standardized coding
method has not been-determined. :

The Joint Photographic Experts Group (JPEG) will stan-
dardize a discrete cosine transform (DCT)-based coding
method as a baseline system for continuous-tone color and
monochrome images in 1992. The DCT coding method is
very effective for continuous-tone images, and high-quality
compression characteristics have been obtained by the op-
timization of quantization table parameters.' Based on the

* Paper 91-033 received Nov. 25, 1991; revised manuscript received July 6, 1992;
accepted for publication July 8, 1992. 1017-9909/92/52.00. © 1992 SPIE and
[S&T.
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progress of Integrated Service Digital Network (ISDN) tech-
nology, the coding technologies,? continuous-tone printing
technologies,® and various color image handling become
easy and color image systems such as color facsimile are
expected to begin to grow rapidly.

Usually, documents consist of characters, figures, tables,
and images. Even if the main part of a document is an
image, it is often accompanied by characters, for example,
an explanation of the figure. A coding method for binary
images has beén used widely, but it is not fit for continuous-
tone images. On the other hand, the DCT coding method
is good for continuous-tone images, but its application char-
acteristics to binary images such as characters is not well
understood. Therefore, it is important to comprehend the
applicability of the DCT coding method to character images.

This paper investigates the applicability of the DCT cod-
ing method to character images. First, the DCT coding
method standardized by JPEG is reviewed briefly. The re-
sults of DCT coding application to character images are
discussed and an improvement in the application is pro-
posed.

—

2 Method of JPEG DCT Coding

Coding methods for continuous-tone images have been in-
vestigated by JPEG for international standards.*~6 The JPEG
algorithm is classified into three systems: the baseline sys-

‘tem, the extended system, and the independent function.

The baseline and extended systems are DCT irreversible
coding, while the independent function is spatial differential
pulse code modulation (DPCM) reversible coding. The
baseline system is indispensable and fundamental, so we
proceed with discussions of the baseline system in this pa-
per. The coding process is shown in Fig. 1. DCT is carried
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Discrete cosine transform coding method to character images

Quantization Table

Huffman Coding Table

I L
DC 1 AC 1 Marker Cade

Input image Table 0 Table 0 Signaling Parameterg
(in case of YMCK) Table-0 Lo Lo
8bit/pixel/compornent (B
8
1 Huffman
8(.. DC - - N
\F coefiicient Prediction 1 Coding 'ICOde Data
Byte:
Yellow DC L
(8 ; 8) -»=IQuantization Stuffing
AC Zig-Zag | Huff.man Code Data
coefficien Scan »1Coding |
* Zero-Run Length
H Non-Zero Coefficient
4 H EOB
DC 4
coefficient | (/i g3\ in | ac
: o i) | coefficient
Fig. 1 Coding process by JPEG baseline system.
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7 12

16
14 19
16 24
22 29

24
26
40
51 80
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Fig. 2 Example of quantization table.

51
60
69

61
55
56
62

14
14 17

13

out on respective 8 X 8 pixel matrices from digitized pixel
data matrix. The DCT process is carried out on 8 X 8 pixel
matrices f(i, j) as follows:

_c(u)e(v) A
== 2 2 fUR

F(u,v)
j=0 k=0
(2j+ Duw Qk+ Dvw
xaos[——-1 6 cos e |-
where
1/\/5 for w=0
c(w)=
1 for w=1,2,3,4,5,6,7 .

The results of DCT are quantized by the quantization table
as shown in Fig. 2. The quantization table is not the default

table, instead we used the table suggested in Ref. 1. The
quantized matrix is zig-zag scanned and Huffman coding is
applied. Decoding is carried out by the reverse process of
coding. The compression ratio is controlled by the magni-
tude of the quantization table components, and the adjust-
ment is usually done by multiplying by a constant value,
which is called the scaling factor. For the same compression
ratio, the quality of the image can also be influenced by the
value of each individual quantization table component.! When
images are color, compared with monochrome images, higher
compression can be accomplished by using color transfor-
mation and subsampling of color component techniques.

3 Application to Bilevel Images

DCT coding is applied to character and continuous-tone
images, respectively. Figure 3 shows the results of DCT
coding and decoding with various quantization tables. The
signal-to-noise ratio (SNR) and compression ratio are ar-
ranged in Table 1. According to the increase in the scaling
factor, compression became effective; on the other hand,
image quality gradually deteriorates. In character images,
at the bit rate of 1.32 bits/pixel as shown in Fig. 3(b), the
deterioration is not perceived. At the rate of 0.79 to 0.40,
as shown in Figs. 3(c), 3(d), and 3(e), noise arises around
the character, and at the rate of 0.27, as shown in Fig. 3(f),
characters are fairly blurred. In continuous-tone images, at
the compression rate of 0.62 to 0.32, as shown in Figs. 3(b)
and 3(c), the deterioration is not perceived; at the rate of
0.21, as shown in Fig. 3(d), edges are blurred slightly; at
the rate of 0.17, as shown in Fig. 3(e), the matrix of the
DCT unit is perceived; and at the rate of 0.13, as shown in
Fig. 3(f), the matrix becomes an eyesore and false contours
are perceived.
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, (€) 10.0, and (f) 35.0.

(c) 2.7, (d) 6.0

(e)

(d)

Fig. 3 Example of JPEG algorithm applications to character and continuous-tone images; magnifi-

cations of quantization table: (a) original, {b) scaling factor 1.0
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Table 1 SNR and bit rate versus scaling factor

) character iniagc continuous-tone image
scaling - -
factor SNR bit rate SNR bit rate
. (dB) (bits/pixel) (dB) (bits/pixel)
1.0 30.6 1.32 344 0.62
2.7 27.3 0.79 322 0.32
6.0 24.6 0.53 30.5 0.21
10.0 22.7 0.40 29.5 0.17
35.0 20.3 0.27 213 0.13
35
3'\
o
Z
14
zZ
0
25 -
20 -
1 | T T 1 1 Ll
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(@) Scaling factor
1.5
3
X
o
v 1.oF
i)
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N \\
0 ' NIRRT | i
1 2 5 10 20 50
(b) Scaling factor

Fig. 4 (a) Relation of SNR versus scaling factor ar:ld (b) relation of
bit rate versus scaling factor. A =continuous-tone image; 0 =char-
acter image.

Discrete cosine transform coding method to character images
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Fig. 5 Histogram of the density level of character images. A = orig-
inal; 0= after JPEG process.

Figure 4 shows the relationship of SNR and bit rate versus
the scaling factor of the quantization table. As the scaling
factor of the table increases, compression becomes effec-
tive, however, the SNR decreases. The compression ratio
and SNR of character images are lower than that of contin-
uous-tone images. The difference between these images is
due to the difference in the amounts of high spatial frequency
components. On the whole, character images have steep
changes in density levels.

Figure 5 shows the histogram of the density levels of
character images. There are two peaks in the histogram.
The large peak represents the background and the small
peak represents the character images. After coding and de-
coding, the histogram of the original becomes blunt. Changes
from this processing are investigated on the idealized case:
The right side of an 8 X 8 matrix is background and the left
side of the matrix is image. Figure 6 shows the results of
the changes. As the compression table increases, deviatiens
from the original grow larger. The deviations in the back-
ground level are considered to deteriorate the image quality
because the deviations near the character images are felt to
be noisy.

4 Proposal of Improvement and Discussion

A trial to improve character image quality is carried out by
means of a simple treatment after decoding. We assume
that the region is recognized to be a character or continuous-
tone image, because various recognition methods have been
studied and can be utilized. It has been suggested that the
deterioration in character images is mainly due to deviations
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Fig. 6 Changes of edges in JPEG process. A =original; O=scaling
factor 2.7; X=10.0; m=35.0.

255

Transformed value

0 255
Input value

Fig. 7 Method of transformation characterized by Xo (crossing point)
and slope.

near edges after the coding and decoding processing (Fig.
6). Therefore, we try to improve the quality by compressing
the deviations.

The compressing method is done by transformation to
high contrast. The method of transformation is shown in
Fig. 7. Both of the slopes and starting points are varied
widely with many combinations in Fig. 7, and the trans-
formations on the decoded character images are carried out.
Some transformed examples are shown in Fig. 8. Seven
professional experts on image quality have evaluated the
samples and selected the best one. The sample selected as
the best by most persons is Fig. 8(b) and the transformation
condition is the slope 1.67 and the crossing point of the x
axis 51. Compared with the untreated sample of Fig. 3(e),
we can see that the image quality of the sample is improved
by this treatment. . :

Modified Huffman (MH) coding, which is used in G3
fax for bilevel images, is applied to the same image of the
preceding discussion. The result of MH c¢oding and the
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Fig. 8 Example of transformed images: slope, rising point; (a) 1.67,
28; (b) 1.67, 55; and (c) 1.67, 77.

——

decoding process is shown in Fig. 9. The quality is near
that of Fig. 8(b). The bit rate is 0.23 bits/pixel, whose vatue
is about ¥ of the DCT coding, 0.4 bits/pixel. The difference
is considered to arise from the reason that the DCT is in-
tended for continuous-tone images and one dot needs several
bits. However, MH coding cannot be applied to continuous-
tone images; if applied, image quality is extremely deteri-
orated. The characteristics of DCT coding are very suitable
to continuous-tone images and the bit rate is controllable
by the magnitude of the quantization table.

When the document is 2 mixture of continuous-tone and
character images, two ways of processing can be considered.
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Fig. 9 Result of MH process.

One way is that two different processes can be applied after
the documents have been discriminated into continuous-tone
and character images at the first step; another way is to
apply single processing of DCT coding to the images. The
former way is efficient in terms of the amount of data, but
the processing is complex. The latter way is simple in terms
of ‘processing, but the data compression process is not as
efficient in some cases. Therefore, DCT coding is a pos-
sibility- that can be widely used in the case of mixed doc-
uments because of processing simplicity.

5 Summary

The DCT coding method, which is standardized for contin-
uous-tone images by the JPEG, is applied to character im-
ages and its applicability is investigated. The relationship
of the scaling factor of the quantization table versus SNR
and bit rate is examined, and the mechanisms of image
quality deterioration are comprehended. A method of image
quality improvement by density transformation after decod-
ing is proposed and its effects are confirmed.
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INTERNATIONAL TELECOMMUNICATION UNION

: COM 8-43-E

TELECOMMUNICATION March 1994
STANDARDIZATION SECTOR Original: English
STUDY PERIOD 1993 - 1996

Question: 5/8

STUDY GROUP 8 - CONTRIBUTION 43
80urée: Q.5/8 Rapporteur
Title; Amendments to ITU-T Rec. T.30 for enabling continuous-tone colour and gray-

scale modes for Group 3.

Abstract

The proposed draft Annex E to Rec. T.30 enables the transfer of continuous-tone colour and
gray-scale images as an option to Group 3 facsimile. In this Annex, the protocol elements
necessary to send continuous-tone image data coded in accordance with Rec. T.81, Digita!
compression and coding of continuous-tone still images, are added to Rec. T.30. In addition,
amendments to the main body of Rec. T.30 that refer to this Annex are made.

* Contact person- Name:Mr. Daniel T. Lee, Hewlett Packard, USA Tel.:+1 415 857 3946
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REFERENCE TEXT IS ITU-T Rec. T.30 (1993) UNLESS STATED OTHERWISE
Proposed Amendments to Recommendation T.30: ‘
1. Table 2/T.30 and Table C.1/T.30 are amended to include the following entries:

Bit No. DIS/DTC DCS

68 JPEG coding JPEG coding

69 Full colour mode Full colour mode

70 Always set to zero Default Huffman tables

71 12 bits/pel/component 12 bits/pel/component

72 Extend field Extend field

73 No subsampling (1:1:1) No subsampling (1:1:1)

74 Custom illuminant Custom illuminant

75 Custom gamut range Custom gamut range

76 Reserved for future use Reserved for futLlre use

77 Reserved for future use Reserved for future use

78 Reserved for future use Reserved for future use

79 Reserved for future use Reserved for future use

80 Extend field Extend field
2: Append the following to "Notes to Table 2/T.30": -
22 The optional continuous-tone colour mode and gray-scale mode protocols are
described in Annex E to T.30. If bit 68 in the DIS/DTC frame is set to one, indicating JPEG
mode capability, then bit 15 and bit 27 in the DIS/DTC frame are aiso set to one. Bit 15
indicates 200x200 pels/25.4 mm resolution capability, which is basic for colour facsimile. Bit
27 indicates error correction mode capability, which is mandatory for colour facsimile. Bits
69 to 75 are relevant only if bit 68 is set to 1 (JPEG mode). See definitions of parameters in
Annex E paragraphs 5.1.1-5.1.7.
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3. Append the following Annex E to T.30:
Annex E

Procedure for the G3 document facsimile transmission of -

continuous-tone colour- images
(This annex forms an integral part of this Recommendation)

E.1 Introduction

This Annex describes the additions to ITU-T Rec. T.30 to enable the transmission of continuous-tone
(multi-level) colour and gray-scale images for Group 3 facsimile mode of operation.

The objective is to enable the efficient transmission of high quality, full colour and gray-scale images
over the general switched telephone network and other networks. The images are normally obtained
by scanning the original sources with scanners of 200 pels/25.4 mm or higher, and bit depths of eight
bits per picture element per colour component or higher. The original sources are typically colour or
gray-scale photographs or hard copies from high quality printing systems.

The method specified here performs well on full colour images, but for transmission of multi-colour
images such as business graphics, other methods may be more efficient. Two such methods would be
the transmission of images using ITU-T Rec. T.434, Binary File Transfer, and ITU-T Rec. T.82,
(JBIG encoding). This Annex does not address the encodmg of muilti-colour i 1mages This topic is left
for further study. .

The encoding methodology for oontmuous-tone (mulu-level) 1mages is based on the JPEG (ITU-T
Rec. T.81 | ISO/IEC 10918-1) image encoding standard. The JPEG image coding method includes
both a lossy mode and a lossless mode of encoding. This Annex adopts the lossy mode of encoding
which is based on the Discrete Cosine Transform

The representation of colour i 1mage data is based on ITU T Rec! T 42 It adopts a device-independent
colour space representation, the CIELAB space that allows unambiguous exchange of colour
information. .

This Annex explains the procedure for negoﬁation of the capabilities for transmission of continuous-
tone colour and gray-scale images. It specifies the definitions and the specifications of new entries to
the Facsimile Information Field of the DIS/DTC and DCS frames of Rec. T.30.

Information is specified pertaining to image digitisation resolution (in bits/pel), sampling ratio of
colour components, JPEG capability, colour capability, and image data scaling that is subject to
negotiation in the pre-message phase of the Rec. T.30 protocol.

This Annex does not address the semantics and syntax of the actual encoding of the continuous-tone
colour and gray-scale images. That information is included in Annex I to Rec. T 4. -

The use of error correction mode (ECM) for error free transmission is mandatory in the procedure
described by this Annex. Under the efror correction mode of transmission, the JPEG encoded image
data are embedded in the Facsimile Coded Data (FCD) part of the HDLC (High Level Data Link
Control) transmission frames specified by Annex A of Rec. T.30.

The technical features of encoding and decoding the continuous-tone colour and gray-scale image data
are described in Annex I to Rec. T.4. It describes two modes of image encoding (lossy gray-scale and
lossy colour) which are defined using Rec. T.81.
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E.2 Definitions
CIELAB CIE 1976 (L* a* b*) space. A colour space defined by the CIE
(Commission Internationale de I'Eclairage), having approximately
equal visually perceptible difference between equally spaced points

throughout the space. The three components are L*, or Lightness, N
and a* and b* in chrominance.

JPEG Joint Photographic Experts Group, and also shorthand for the .
encoding method, described in Rec. T.81, which was defined by
this group.

Baseline JPEG A particular eight-bit sequential Discrete Cosine Transform (DCT)
- based encoding and decoding process specified in Rec. T.81.

Quantisation table A set of 64 values used to quantise the DCT coefficients in
baseline JPEG.

Huffman table A set of variable length codes required in a Huffman encoder and
a Huffman decoder.

E3 Normative references

- ITU-T Rec. T.81 | ISO/IEC 10918-1, Information Technology -- Digital compression
and coding of continuous-tone still images, Part 1: Requirements and guidelines.
(Commonly referred to as JPEG standard).

- ITU-T Rec T.42, Continuous-tone colou;i representation method for facsimile.

- ITU-T Rec. T.4, Standardisation of Group 3 facsimile apparatus for document
transmission.

'E4  Negotiation procedure

The negotiation to transmlt and receive JPEG encoded continuous-tone colour and gray-scale images
under the Group 3 facsimile protocol is invoked through the setting of the bits in the DIS/DTC and
DCS frames during the pre-message procedure (Phase B) of the Rec. T.30 protocol.

The first capability to be established between the calling unit and the called unit is to indicate whether
JPEG mode is available. Then the second capability to be established is whether full colour mode is
available.

Thirdly, a means is provided to indicate to the called unit that the Huffman tables are the default
tables. The transmission of Huffiman tables is mandatory. '

In addition to these three characteristics, the following four capabilities that pertain to mandatory or ~ __
optional capabilities are exchanged.
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Table E.1/T.30

Mandatory and optional capabilities

Mandatory Optional

8 bits/pel/component 12 bits/pel/component

4:1:1 Chrominance subsampling No subsampling (1:1:1)

CIE Standard Illuminant D50 Custom illuminant

Default gamut range Custom gamut range

E.S New entries to DIS/DTC and DCS frames

One additional octet to the DIS/DTC and DCS frames is defined in this Annex. The new octet is to
occupy bits 68 to bits 75.

The definitions, excerpted from Table 2/T.30 and Table C.1/T.30, are as follows:

Bit No. DIS/DTC DCS

68 JPEG coding JPEG coding

69 , Full colour mode Full colour mode

70 ' Always set to zero 1 Default Huffman tables
71. " 12 bits/pel/component 12 bits/pel/component
72 Extend field Extend field

7 | No subsampling (1:1:1) - No subsampling (1:1:1)
74 Custom illuminant Custom illuminant

75 Custom gamut range Custom gamut range

E.5.1 Definitions of new entries to DIS/DTC and DCS frame

E.S. 1.1 Capability to enable JPEG
Bit 68 is called “Capability to enable JPEG.”

In a DIS/DTC frame, setting bit 68 to 1 indicates that the called unit’s JPEG mode is available and
can decode continuous-tone image data (8 bits/component or more). Setting bit 68 to 0 indicates that
the called unit’s JPEG mode is not available and it cannot decode JPEG encoded data.

In a DCS frame, setting bit 68 to 1 indicates that the calling unit’s JPEG mode is used and JPEG
encoded image data are sent. Setting bit 68 to 0 indicates that the JPEG mode is not used and image is
not encoded using JPEG.
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E.5. 1.2 Capability to enable colour

Bit 69 is called “Capability to enable colour.”

In a DIS/DTC frame, setting bit 69 to 1 indicates that the called unit has full colour capability. It can
accept full colour image data in CIELAB space. Setting bit 69 to 0 indicates that the called unit has
gray-scale mode only, that is, it accepts only the lightness component (the L* component) in the
CIELAB representation.

In a DCS frame, setting bit 69 to 1 indicates that the calling unit sends image in full colour

representation in the CIELAB space. Setting bit 69 to 0 indicates that the calling unit sends only the
lightness component (the L* component) in the CIELAB representation.

" Note - If bit 68 = 1 and bit 69 = 0, the continuous-tone image data have no colour component. The
image data are called gray-scale or black and white gray-scale images. Continuous-tone full colour image
capability is enabled only when bits 68 and 69 are both set to one.

E.S. 1.3 Indication of default Huffman table
Bit 70 is called “Indication of default Huffman tables.”

The transmission of Huffman tables is mandatory. A means is provided to indicate to the called unit
that the Huffman tables are the default tables. Default tables are specified only for the default image
intensity resolution (8 bits/pel/component). The default Huffman tables are to be determined (for
example, Tables K.3 - K.6 in Arninex K of Rec. T.81).

In a DIS/DTC frame, bit 70 is not used and is set to zero.

In a DCS frame, setting bit 70 to 0 indicates that the calling unit does not identify the Huffman tables
that it uses to encode the image data as the default tables. Setting bit 70 to 1 indicates that the calling
unit identifies the Huffman tables that it uses to encode the image data as the default tables.

E.S. 1.4 Image intensity resolution

Bit 71 is called “Image infensity resolution.”

In a DIS/DTC frame, setting bit 71 to 0 indicates that the called unit can only accept image data that
are digitised to 8 bits/pel/component. Setting bit 71 to 1 indicates that the called unit can also accept
image data that are digitised to 12 bits/pel/component.

In a DCS frame, setting bit 71 to 0 indicates that the calling unit’s image data are digitised to 8
bits/pel/component. Setting bit 71 to 1 indicates that the calling unit’s image data are digitised to 12

bits/pel/component.

E.S. 1.5 Chrominance subsampling ratio
Bit 73 is called “Chrominance subsampling ratio.”

In a DIS/DTC frame, setting bit 73 to 0 indicates that the called unit expects a 4:1:1 subsampling —
ratio of the chrominance components in the image data; the a* and b* components in the CIELAB
colour space representation are subsampled four times to one against the L* (Lightness) component.

The details are described in Rec. T.4 Annex I. Setting bit 73 to 1 indicates that the called unit, as an
option, accepts no subsampling in the chrominance components in the image data.

In a DCS frame, setting bit 73 to 0 indicates that the called unit uses a 4:1:1 subsampling ratio of the
a* and b* components in the image data. Setting bit 73 to 1 indicates that the called unit does no

subsampling.
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E.5. 1.6 llluminant
Bit 74 is called “Illuminant.”

In a DIS/DTC frame, setting bit 74 to 0 indicates that the called unit expects that the CIE Standard
Illuminant D50 is used in the colour image data as specified in Rec. T.42. Setting bit 74 to 1 indicates
that the called unit can also accept other illuminant types beside the D50 illuminant. The
specification of illuminant is embedded into the JPEG syntax as described in Annex I to Rec. T. 4.

In a DCS frame, setting bit 74 to 0 indicates that the calling unit uses the D50 illuminant in the colour
image data representation as specified in Rec. T.42. Setting bit 74 to 1 indicates that another type of
illuminant is used, the specification of which is embedded into the JPEG syntax as described in Annex

ItoRec. T.4.

E.S. 1.7 Gamut range
Bit 75 is called “Gamut range.”

In a DIS/DTC frame, setting bit 75 to 0 indicates that the called unit expects that the colour image
data are-represented using the default gamut range as specified in Rec. T.42. Setting bit 75 to 1
indicates that the called unit can .also accept other gamut ranges, the specification of which is
embedded into the JPEG syntax as described in Annex I to Rec. T.4.

In a DCS frame, setting bit 75 to 0 indicates .that the calling unit uses the default gamut range as
specified in Rec. T.42. Setting bit 75 to 1 indicates that the calling unit uses a different gamut range,
the specification of which is embedded into the JPEG syntax as described in Annex I to Rec. T.4.
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Temporary Document 3 /1?5

STUDY GROUP 8 and its Working Parties Qriginal: English

ITU - Telecommunication Standardization Sector

Geneva, 21-30 June 1994

Question: 5/8
Source: EDITOR

Title: EDITORIAL CHANGES TO COM 8-43-E, DRAFT RECOMMENDATION T.30
ANNEX E

The following editorial chahges are made to the Draft Recommendation T.30
Annex E, distributed as COM 8-43-E:

@ Page 2. Replace the word in the amended Table 2/T.30 as shown:

Bit No. DIS/DTC DCs
70 Always set to zero . DefaultPreferred Huffinan tables

Page 4, Section E.4. Replace the word i in the third paragraph as shown

Thirdly, a means is provided to indicate to the called unit that the Huffman tables are the
defaultpreferred tables. The transmission of Huﬁ'man tables is mandatory

Page 5, Section E.5. Replace the word in the Table as shown:

Bit No. DIS/DTC ' DCS
70 Always set to zero ) DefaultPreferred Huffinan tables
- Contact: Daniel T. Lee

Tel: +1 415 857 3946
Fax: +1 415 857 8526
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Page 6, Section E.5.1.3. Modify the Section as shown:

ES. 1.3 Indication of defaultpreferred Huffman table
Bit 70 is called “Indication of defaultpreferred Huffman tables.”

The transmission of Huffman tables is mandatory. A means is provided to indicate to the called unit
that the Huffman tables are the defaultpreferred tables. DefaultPreferred tables are specified only for
the default image intensity resolution (8 blts/pel/componem) The defaultpreferred Huffman tables

are te-be-detemed—(fer—e\ample—Tables K. 3 K.6 in Annex K of Rec. T.81).
Ina DIS/DTC frame, bit 70 is not used and is set to zero.

In a DCS frame, setting bit 70 to 0 indicates that the calling unit does not identify the Huffman tables
that it uses to encode the image data as the defaultpreferred tables. Setting bit 70 to 1 indicates that
the calling unit identifies the Huﬁ'man tables that it uses to encode the image data as the
defaal&preferred tables.
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INTERNATIONAL TELECOMMUNICATION UNION )
‘ COM 8-44-E

TELECOMMUNICATION ) March 1994
STANDARDIZATION SECTOR Original: English
STUDY PERIOD 1993 - 1996
Question: 5/8
STUDY GROUP 8 - CONTRIBUTION 44
Source: Q.5/8 Rapporteur
Title: Amendments to I[TU-T Rec. T.4 to enable continuous-tone colour and gray-scale

modes for Group 3.

Abstract

The proposed draft Annex | to Rec. T.4 enables the transfer of continuous-tone colour and
gray-scale images as an option to Group 3 facsimile. In this Annex, continuous-tone image
data coded in accordance with Rec. T.81, Digital compression and coding of continuous-tone
still images, are added to Rec. T.4. The data are defined based on the colour space
representation specified in Rec. T.42. In addition, amendments to the main body of Rec. T.4
that refer to this Annex are made.

Nama-Mr Nanial T | e Hawlatt Packard 11SA Tel.:+1 415 877 3946
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REFERENCE TEXT: ITU-T Rec. T.4 (1988).

Proposed amendments to Rec. T.4
1. Append the following sentences to Rec. T.4 section 2.1:

Interworking between equipment with A5/A6 and A4 facilities, and between equipment with
combinations of these facilities is shown in Annex C.

Optionally, continuous-tone and colour images may be transmitted using Group 3 facsimile
apparatus as described in Annex |. A subset of the dimensions listed above, namely those
having vertical fesolutions of 7.7 lines/mm and 15.4 lines/mm, may be used with the
procedure in Annex . A vertical resolution of 3.85 lines/mm is not supported by Annex .

2. Add the following section to the end of Rec. T.4:

12 Continuous-tone colour and gray-scale modes

Continuous-tone  colour and gray-scale modes are optional features of Group 3 which
enables transmission of colour or gray-scale images. These modes are specified in Annex |

3. Add the following Annex I to Rec. T.4:
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Annex I’
Optional continuous-tone colour mode for Group 3

(This Annex forms an integral part of this Recommendation)

L1 Introduction

This Annex specifies the technical features of continuous-tone colour and gray-scale modes for Group
3 facsimile. Continuous-tone and colour modes are optional features of Group 3 facsimile which
enables gray-scale or colour image transfer.

The method for image encoding is based upon the ITU-T Rec. T.81 (JPEG), Digital compression and
coding of continuous-tone still images, and ITU-T Rec. T.42, which specifies the colour space
representation.

The methods for image transfer applied to Group 3 facsimile are a subset of Rec. T.81, consistent with
the Recommendation.

The description of colour components and colourimetry for colour data is included in Rec. T.42.

Together with ITU-T Rec. T.30 Annex E, this Annex provides specification of the telecommunication
protocol and coding for transmission of continuous-tone colour and gray-scale images via Group 3

facsimile service.

1.2 Definitions

The definitions contained in Rec. T.4, Rec. T.30, Rec. T.81 and Rec. T.42 apply unless explicitly
amended. _

CIELAB CIE 1976 (L* a* b*) space. A colour space defined by the CIE
(Commission Internationale de 1'Eclairage), having approximately
equal visually perceptible difference between equispaced points
throughout the space. The three components are L*, or Lightness,
and a* and b* in chrominance.

JPEG Joint Photographic Experts Group, and also shorthand for the
encoding method, described in Rec. T.81, which was defined by
this group.

Baseline JPEG A particular eight-bit sequential Discrete Cosine Transform (DCT)
- based encoding and decoding process specified in Rec. T.81.

Quantisation table A set of 64 values used to quantise the DCT coefficients in

baseline JPEG.
Huffman table A set of variable length codes required in a Huffman encoder and~
: a Huffman decoder.
L3 Normative references’

- CIE Publication No. 15.2, Colourimetry, 2nd. Ed. (1986).

- ITU-T Rec. T.81 | ISO/IEC 10918-1, Information Technology -- Digital compression
and coding of continuous-tone still images, Part 1: Requirements and guidelines.
(Commonly referred to as JPEG standard).

- ITU-T Rec. T. 42, Continuous-tone colour representation method for facsimile.

- ITU-T Rec. T. 30, Procedures for document facsimile transmission in the general
switched telephone network.
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L4 Definition of different multi-level image transfer modes

The following different multi-level image transfer modes are defined:
Lossy gray-scale mode (LGM) )
Lossy colour mode LCM)
Lossless gray-scale mode (LLGM)
Lossless colour mode  (LLCM) -~

At this time, only LGM and LCM are desén’beﬂ. LLGM and LLCM, while available within the
coding methods described in Rec. T.81, are for further study.

L.4.1 Lossy gray-scale mode

Lossy gray-scale mode provides the user of Group 3 equipment with a means to transfer images with
more than one bit/pel of monochrome image data. The method is not information conserving, and the
amount of lossiness is determined by the quantisation tables described in Rec. T.81. The appearances
of the gray-scale levels are defined by the Lightness (L*) component of CIELAB space.

1.4.2 Lossy colour mode

Lossy colour mode provides the user of Group 3 equipment with a means to transfer images with more
than one bit/pel of image data in each of three colour components. The colour components are
explicitly defined in Rec. T.42, and consist of CIELAB lightness and chrominance variables. The
method is not information conserving and the amount of lossiness is determined by the quantisation
tables described in Rec. T.81.

L5 Coding of the image description -

Sufficient image description is specified within the headers of Rec.T.81 Annex B, Compressed data
format, to decode the image data. Otheér information; such as aspect ratio, orientation, and color
space are defined uniquely by the application.. In addition, some information required to establish the
availability of this service is transmitted as specified ini Rec. T.30 Annex E. Specifically, the transfer
of JPEG-coded data, the use of gray-scale or colour data, and the use of 8 or 12 bits/component/pel
data is negotiated and specified in the DIS/DTC and DCS frames as stated in Rec. T.30 Annex E.

L.5.1 Lossy gray-scale mode

The image description coding for gray-scale mode is accomplished by parameters specifying JPEG
coding of a gray-scale image as specified in Rec. T.30 Annex E, as well as by specification of a single
component as the number-of-components, Nf, in the Frame Header. The JPEG syntax is more

thoroughly described in 1.6.

1.5.2 Lossy colour mode

The image description coding for colour mode is accomplished by parameters specifying JPEG coding
of a colour image and spatial resolution as specified in Rec. T.30 Annex E, as well as by specification
of three components as the number-of-components, Nf, in the Frame Header. The colour data are
block-interleaved, as specified in Rec. T.81. In addition, the JPEG subsampling factors and
correspondence of quantisation tables to colour components are specified within the Frame Header, as

detailed in Rec. T.81.

OLYMPUS EX. 1016 - 134/714



-5-
COM 8-44-E

1.6 Data format

' ) 1;6;1 Overview

The JPEG-encoded ixﬁage data consist of a series of markers, parameters, and scan data that specify
the image coding parameters, image size, bit-resolution, and entropy-encoded block-interleaved data.

The data stream is encoded for facsimile transfer using the error correction mode (ECM) specified in
" Rec. T.30 Annex A. Pad characters (X'00', the null character, or X'20', the 'space' character) are

added after EOI within the last ECM frame of the page to complete the last frame, in alignment with
" Rec. T.4 Annex A.

1.6.2 JPEG data structure
The JPEG data structure. for this application has the following clements, as specified by Rec. T.81
Annex B: Parameters, markers, and entropy-encoded data segments. Parameters and markers are

often organised into marker segments. Parameters are integers of length 1/2, 1, or 2 octets. Markers
are assigned two-octet codes, an X'FF' octet followed by an octet not equal to X'00' or X'FF".

The markers used in this application are characterised as follows:

(1) The encoder shall insert these markers, and the decoder shall be able to carry out a
corresponding process upon these marker segments:

SO]J, APP1, DQT, DHT, SOF0, SOS, EOL

(2) The encoder may insert these markers without negotiation, and the decoder shall be able to
carry out a corresponding process upon these marker segments:

DRI, RSTn, DNL.

(3) The encoder may insert this marker without negotiation, and the decoder shall skip these
- marker segments and continue the decoding process:

COM, APPn (not 1). |
(4) The encoder may insert this marker when the decoder has the ability to carry out a process

corresponding to this marker segment (negotiation is necessary). If used, it replaces SOFO in
the data stream:

SOF1.

The definitions of the markers are precise, and given in detail in Rec. T.81 Annex B, except for the
APPn markers. For example, SOI is a two-octet word X'FFCO', in hexadecimal notation. APPn
markers are undefined markers provided within Rec. T.81 to facilitate the adaptation of the
Recommendation to particular applications. Group 3 colour facsimile is one such application. The
APPn markers are defined in section 1.6.5 - 1.6.8.

The DNL marker is a JPEG option that is critical to the function of this coding method in machines
that do not pre-scan the image. When the number of lines, Y, in the frame header is set to value 0,
the number of lines in the frame remains open until defined by the DNL marker at the end of the scan.
If the scanning terminates early, the DNL marker can also be used to reset the Y value to a smaller

value,

—
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L6.2.1 Example of JPEG data structure for a 4:1:1 subsampled colour image

SOI

APP1, Lp
Api

(start of image marker)

(application marker one, marker segment length)
(application data octets: “G3FAX"-X'00', X'07CA' (version), X'00C8' (200 dpi))

(COM, Lc, Cmi) (comment marker, marker segment length, comment octets (up to 255))

DHT, Lh
Tc, Th
Li, Vij
Tc, Th
Li, Vij
.Tc, Th
Li, Vij
Tc, Th
Li, Vij

DQT, Lq
Pq, Tq
Qk
Pq, Tq
Qk

(DRI, Lr, Ri)

SOFo, Lf
PY, X

H3,V3
Tq3

SOS, Ls, Ns
Csl

(define Huffman table marker, Huffman table length definition)

(table class Tc = 0 for DC, destination identifier Th = 0 for L*)
(number of codes for each of the 16 allowed code lengths, code values)
(table class Tc = 1 for AC, destination identifier T h=0 for L*)
(number of codes for each of the 16 allowed code lengths, code values)
(table class Tc = 0-for DC, destination identifier Th = 1 for a*, b*)
(number of codes for each of the 16 allowed code lengths, code values)
(table class Tc = 1 for AC, destination identifier Th = 1 for a*, b¥*)
(number of codes for each of the 16 allowed code lengths, code values)

(define quantisation table marker, quantisation table length definition)

(element precision Pq = 0 for 8-bit, destination identifier Tq = 0 for lightness)

(64 quantisation table elements for quantisation table 0 (lightness))

(element precision Pq = 0 for 8-bit, destination identifier Tq = 1 for chrominance)
(64 quantisation table elements for quantisation table 0 (chrominance))

(define restart interval marker, marker segment length, restart interval in MCUs)

(Start of frame marker for default 8-bit Huffman coded DCT, frame header length)
(sample precision P = 8, number of lines Y, number of samples per line X)
(number of image components Nf = 3 for colour)

(component identifier C1 = 0 for L* component)

(horizontal and vertical sampling factors: H1 = 2, V1 =2 for L* in colour 4:1:1)
(quantisation table selector: Tql = 0)

‘(component identifier C2 = 1 for a* component)

(horizontal and vertical sampling factors: H2 = 1, V2 = 1 for a* in colour 4:1:1)
(quantisation table selector: Tg2=1) *

(component identifier C3 = 2 for b* component)

(horizontal and vertical sampling factors: H3 = 1, V3 = 1 for b* in colour 4:1:1)
(quantisation table selector: Tq3 = 1)

(Start of scan marker, scan header length, number of components Ns = 3 for colour)
(scan component selector Cs1 = 0 for L*)

Tdl, Tal (DC entropy coding table selector Td1 = 0, AC table selector Tal = 0 for L*)

Cs2

(scan component selector Cs2 = 1 for a*)

Td2, Ta2 (DC entropy coding table selector Td2 = 1, AC table selector Ta2 = 1 for a*)

Cs3 (scan component selector Cs3= 2 for b*)
Td3, Ta3 (DC entropy coding table selector Td3 = 1, AC table selector Ta3 = 1 for b*) -
Ss, Se  (Ss = 0 for sequential DCT, Se = 63 for sequential DCT)
Ah, Al (Ah =0 for sequential DCT, Al = 0 for sequential DCT)
Scan data (compressed image data)
(with RSTn) (restart marker between image data segments, with n = 0-7 repeating in sequence)
(DNL,Ld, Y)  (define number of lines marker, marker segment length, number of lines)

EOIL

(end of image marker)

Notes - Parentheses around a marker indicate the marker is classified to (2), (3), or (4). All indented
lines are single or multiple parameters.

The Huffman tables can be identified as the default Huffman tables during negotiation as described in
Rec. T.30 Armex E . The default Huffman tables are to be determined (for example, Tables K.3 - K.6 in Annex

K of Rec. T.81).
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1.6.2.2 Scan data structure

The scan data consist of block interleaved L*, a*, and b* data. Blocks are entropy-encoded DCT-
transformed 8x8 arrays of image data from a single image compoment. The L¥*, a* and b*
components are assigned indices zero, one, and two respectively in the frame header. When a gray-
scale image is transmitted, only the L* component is represented in the data structure. The number of
image components is either one (for a gray-scale image) or three (for a colour image).

The data are block-interleaved when a colour image is transmitted, and only one scan is contained
within the image data. The blocks are organised in minimum coding units (MCU) such that an MCU
contains a minimum integral number of all image components. The interleaving has the following
form in the default (4:1:1) subsampling case, as defined in Rec. T.81 Annex A.2.3. In this case an
MCU consists of four blocks of L* data, one block of a* data, and one block of b* data. The data are
ordered L*, L*, L* L*, a*, b* in the MCU. The four L* blocks proceed in the same scan order as the
page: left to right and top to bottom. Therefore the L* blocks are transmitted first upper left, then

upper right, then lower left, then lower right.

1.6.3 Subsampling method

The default (4:1:1) subsampling is specified as a four coefficient (tap) filter with coefficients (1/4, 1/4,
1/4, 1/4). Thus a* and b* are computed from non-subsampled data by averaging the four values of
chrominance at the lightness locations. The location of the subsampled chrominance pixels is shown

in the following illustration.

X X X X

(o) o X represents lightness pel center

X X X X O represents chrominance pel center

Figure 1.1 Position of lightness and chrominance samples (4:1:1 subsampling) within the MCU's.
Each small square represents an MCU.

1.6.4 Colour representation using the default gamut range
The following colour representation is in alignment with Rec. T.42.

Colour data is represented using the CIELAB space. CIELAB colour data are acquired under a
particular illuminant, and computed from spectral or colourimetric data using a particular white point.
The basic illuminant is CIE Standard IHuminant D50. The white point is the perfectly diffuse
reflector associated with the D50 illuminant. In CIE XYZ colour space, this white point is specified
as Xg = 96.422, Yo = 100.000, Zo = 82.521. Optional illuminants are for further study. The default
range of CIELAB data which may be coded in eight bits/pel/component is (to the nearest integer):

L* = [0, 100]
a* = [-85, 85]
b* =1[-75, 125].
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The default representations: for enco&ing real CI!ELAB data as eight bit integers are:’
L = (L*) * (255/100) '
a=(a*) * (255/170) + 128
b = (b*) * (255/200) + 96,

where L, a, and b represent eight bit integers, and L*, a*, and b* represent real ﬁumbers Rounding
to the nearest integer is performed. IfL, a, or b fail out51de the range [0, 255] they are truncated to 0
or 255 as appropriate.

The default representations for encoding real CIELAB data as twelve bit integers are:
L =(L*) * (4095/100)
a = (a*) * (4095/170) + 2048
b= (b*) * (4095/200) + 1536,

where L, a, and b represent the twelve bit integers, and L*, a*, and b* represent the continuous
numbers. Rounding to the nearest integer is performed. IfL, a, or b fall outside the range [0, 4095],
they are truncated to 0 or 4095 as appropriate. '

1.6.5 Definition of the APPn markers for continuous-tone G3FAX:

The application marker APP1 initiates’ identification of the iﬁage as a G3FAX application and
defines the spatial resolution and subsampling. This marker directly follows the SOI marker. The
data format is as follows:

XFFE!' (APP1), length, FAX identifier, version, spatial resolution.
The above terms are dcﬁned as follows:

Length: (Two octets) Total APP1 ﬁeld octet count mcludmg the octet count :
itself, but excluding the APPl marker. _
FAX identifier: (Six octets) X'47", X'33', X'46' X'41', X'58' X'OO' This X'00'- '
' terminated string “G3F. AX” uniquely identifies this APP1 marker.
Version: (Two octets) X'07CA". This string specifies the year of approval of

the standard, for identification in the case of future revision (for
example, 1994),
Spatial resolution : (Two octets) Lightness pixel density in pels/25.4 mm. The basic
value is 200. Allowed values are 200, 300, and 400 pels/25.4 mm,
with square (or equivalent) pels.
Note - the functional equivalence of inch-based and mm-based resolutions is mamtamed For
example, the 200x200 pel/25.4 mm and 8/7.7 line/mm resolutions are equivalent.
An example of the string including the SOI and APP1 codes for a baseline JPEG encoded 1994 —
G3FAX application at 200 pels/25.4 mm:

XFFD8', XFFEL', X'000C', X'47', X'33', X'46', X'41', X'58', X'00', X'07CA', X'00C8'.
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1.6.6 FAX option identifier: G3FAX1 for gamut range.
XFFEL' (APP1), length, G3FAX option identifier, gamut range.data.
The above terms are defined as follows: :

Length: (Two octets) Total APP1 field octet count including the octet count
itself, but excluding the APP1 marker.
FAX identifier: (Six octets) X'47', X'33', X'46', X'41', X'58', X'01'. This X'01'-

terminated string “G3FAX” uniquely identifies this APP1 marker
as containing FAX information about optional gamut range data.
(The FAX option identifiers are referred to as G3FAXI -
G3FAX255, meaning the octet-terminated string, “G3FAX”,
X'nn").

Gamut range data: (Twelve octets) The data field contains six two-octet signed
integers. For example: X'0064' represents 100. The calculation
from a real value L* to an eight bit value, L, is made as follows:
L=(255/Q) *L*+P,
where the first integer of the first pair, P, contains the offset of the
zero point in L* in the eight most significant bits: The second
integer of the first pair, Q, contains the span of the gamut range in
L*. Rounding to the nearest integer is performed. The second
pair contains offset and range values for a*. The third pair
contains offset and range values for b*. If the image is gray-scale
(L* only), the field still contains six integers, but the last four are
ignored. :

Note - This representation is in accord with Rec. T.42. When the twelve bits/pel/component option is

used, the range and offset are represented as above in eight bits. These represent the eight most

significant bits of the zero-padded twelve-bit number in the offset, and the eight-bit integer range data
as above. Appropriately higher precision calculation should be used.

For example, the gamut range L* = [0, 100], a* = [-85, 85], and b* = [-75, 125] would be
selected by the code: :

- X'FFEI, X'0014', X'47', X'33', X'46', X'41', X'58', X'01', X'0000', X'0064', X'0080', X'00AA",
X'0060', X'00C8".

1.6.7 FAX option identifier: G3FAX2 for illuminant data

X'FFE1' ( APP1), length, G3FAX option identifier, illuminant data. This option is for further study
with the exception of the default case; the specification of the default illuminant, CIE Illuminant D50,
may be added for information. .

Length: (Two octets) Total APP1 field octet count including the octet count
itself, but excluding the APP1 marker. -
FAX identifier: (Six octets) X'47', X'33', X'46', X'41', X'58', X'02'. This X'02'-

terminated. string “G3FAX” uniquely identifies this APP1 marker
as containing optional illuminant data.

Illuminant data: (Four octets) The data consist of a four octet code identifying the
illuminant. In the case of a standard illuminant, the four octets
are one of the following:

CIE Nluminant D50: X'00', X'44', X'35', X'30'
CIE Hluminant D65: X'00', X'44', X'36', X'35'
CIE Iluminant D75: X'00', X'44', X'37', X'35'
CIE Iltuminant SA: X'00', X'00', X'53', X'41’
CIE IHluminant SC: X'00', X'00", X'53', X'43'
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CEE luminant F2: ~  X'00', X'00', X'46', X'32'
CIE Iluminant F7: X00', X00', X'46', X37'

CIE Illuminant F11: X'00', X'46', X'31', X'31'

In the case of a colour temperature alone, the four octets consist of the string “CT”, followed
by the temperature of the source in degrees Kelvin represented by an unsigned two-octet
integer. For example, a 7500° K illiminant is indicated by the code:

XFFET', X'000C', X'47', X'33', X'46', X'41', X'58', X'02', X'43', X'54', X'1D4C'.

1.6.8 Future option identifiers: G3FAX3 to G3FAX255

In addition to the G3FAX1 and G3FAX2 identifiers used for specifying optional parameters, the
identifiers from G3FAX3 to G3FAX255 are reserved for future use.
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Gordon E. Legge
University of Minnesota, Minneapolis, MN 55455.

Introduction

Reading is a complex everyday task. Successful reading requires high-speed visual
information processing. For several years, my colleagues and I have been studying
visual factors in reading with two major goals in mind: to understand the roles played
by sensory mechanisms in reading and to understand how visual impairment affects

~ reading. In a typical study, we examine the effect of an important text variable
(e.g. contrast) on reading by people with normal vision. Taking the normal data as a
bench mark, we try to explain abnormalities in the performance of low-vision subjects.

In this talk, I will discuss the effects of contrast and spatial-frequency filtering
on reading. After reviewing the empirical findings, I will comment on the likely
sensory basis for the effects and point to the relevance of the findings for low
vision.

Methods

Our. primary measure Of reading performance is reading speed in words/minute. We use
two procedures to evaluate a subject’s maximum reading speed. In the first, a line of
text drifts smoothly across the screen of a TV monitor. The subject reads the text
aloud as it drifts by. If no errors are made, the drift rate is increased on the next
trial. This process continues until the subject begins to make errors. Because there
is a sharp transition from error-free reading to a drift rate with many errors, this
technique yields a reproducible and well-defined measure of reading performance. In
our second procedure, a sentence appears on the TV screen in a static display for a
timed period. The subject reads through the sentence as rapidly as possible.  If the
subject completes the sentence, the exposure duration is reduced. Eventually, the
subject cannot complete the sentence and reading speed is computed as the number of
words read divided by the exposure time.

Reading rates obtained with these two procedures are highly correlated across
subjects. Normal subjects can read the static text slightly faster than the drifting
text but the reverse is true, on average, for subjects with low vision.

1Supported by NIH Grant EY02934.
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How Does Luminance Contrast Affect Reading Speed?

Normal vision is quite tolerant to contrasg loss (Legge, Rubin & Luebker, 1987). A
tenfold reduction from maximum contrast“ results in only a slight decrease in reading
speed (less than a factor of two.) A further reduction in text contrast results in a
much sharper decline in reading rate. Curves of reading speed as a function of
contrast for different character sizes superimpose when text contrast is normalized by
threshold contrasts for the letters.

This pattern of results can be related to psychophysical models of contrast coding.
Such models typically contain a contrast-transfer function that relates visual

response to stimulus contrast. The transfer function is compressive at high contrasts
and can account for the tolerance of reading to contrast change. The transfer
function is accelerating at low contrast and can' account for the strong dependence of
reading on contrast at low levels.

High contrast is critical for many people with low vision. Their reading speeds

decline with any reduction from maximum contrast. Rubin & Legge (1989) showed that a
subgroup of subjects with low vision--those with cloudy ocular media but no retinal
involvement--can be characterized as “"contrast attenuators." Their performance is

normal, apart from a scaling of text contrast that is equal to their decrease from

normal in letter-contrast sensitivity.

How Does Color Contrast Affect Reading Speed?

We have measured reading speed for text conveyed by color contrast (e.g. red letters
on a green background) rather than the more usual luminance contrast (Parish, Legge &
Luebker, 1989). Colors were matched for luminance by flicker photometry. Color
contrast was varied by mixing different proportions of red and green (or yellow and
blue) in the text and background. Color contrast was defined as the luminance
contrast of the component colors making up the stimulus.

When color contrast is high, reading rates match the highest values found for
luminance contrast. As with luminance, reading performance first declines slowly

with reduction in color contrast, and then more rapidly at low levels. Reading rates
for luminance and color contrast can be compared if both are expressed as multiples of
threshold contrast. When this is done, curves of reading speed vs. contrast
superimpose for luminance and color. This finding holds for both normal and low
vision.

These results show that reading can rely equally well on information conveyed by
luminance or color contrast. The mechanisms coding this information must be quite

2Text contrast is defined as (C-B)/(C+B) where C and B are the luminances of
the characters and the background.
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similar and possibly share a common neural pathway.

How Does Character Size Affect Reading Speed?

Reading rates are highest on a plateau extending from about 30 to 20 (Legge et al.,

1985a). There is a sharp decline in reading speed for smaller characters, and a more

gradual decline for larger ones. Of relevance to low vision, it is important to note
_ that normal vision can sustain functionally useful reading rates for enormous

characters (e.g. 70 words/minute for 249 " characters).

We have studied character-size effects in low vision (Legge, et al., 1985b).
Prescription of appropriate magnification in reading aids relies on identification of
the range of character sizes for which reading is fastest. For a subgroup of low-
vision subjects—those with large central scotomas--reading performance benefits from
ever-increasing character size.

It is possible to define a contrast sensitivity function (CSF) for reading. This is
done by finding the contrast required to produce a threshold reading rate (say 35
words/minute) at each of many character sizes. These threshold cgntrasts (or their
reciprocals) are plotted as a function of the fundamental frequency” of the
characters. Such plots are qualitatively similar in shape to sine-wave grating CSFs.
When appropriate stimulus conditions are compared, there is a striking quantitative
similarity as well.

These results suggest that character size effects in reading are related to
differences in contrast sensitivity across spatial frequency. Apparently, mechanisms
that limit spatiotemporal contrast sensitivity play a role in reading.

How do Low- and High-Pass Spatial Filtering Affect Reading Speed?

We measured reading rates for text that was low-pass spatial-frequency filtered

(Legge et al., 1985a). Reading speed was quite tolerant to bandwidth reduction
(blur). Performance was unaffected except when the bandwidth extended less than one
octave above the fundamental frequency of the characters. The critical bandwidth of
one octave was constant across a wide range of character sizes. The fact that rapid
reading requires just one octave in spatial frequency implies that only one spatial-
frequency channel is required for reading.

While blurry letters may be highly legible, what about high-pass-filtered text? A
traditional view of reading holds that important information is conveyed by coarse
word-shape information. ~This information might be carried by low spatial

frequencies, below those carrying letter information (Morris, 1988). If word-shape
information plays a role in the dynamics of reading, performance should be impaired if

3The fundamental frequency of characters in text is equal to the reciprocal of
character size in degrees.
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text is high-pass filtered. Recent measurements in my lab indicate that this is not
the case. There is little difference in reading speed for unfiltered and high-pass
filtered text.

Conclusions

Psychophysical techniques can be used to study the role of vision in reading. The
dependence of reading speed on important text variables such as contrast, character
size and-spatial-frequency content can be related to known characteristics of sensory
mechanisms. An understanding of the role of vision in normal reading enables us to
understand reading deficits in people with low vision. .
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their judgments on temporal properties of the stimuli, rather than
other phenomenal aspects. . Y
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Contrast masking in human vision

: Gordon E. Legge
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Contrast masking was studied psychophysically. A two-alternative forced-choice procedure was
used to measure contrast thresholds for 2.0 cpd sine-wave gratings in the presence of masking sine-
wave gratings. Thresholds were measured for 11 masker contrasts spanning three log .units, and
seven Tnasker frequencies ranging + one octave from the signal frequency. Corresponding measure-
ments were made for gratings with horizontal widths of 0.75° (narrow fields) and 6.0° (wide fields). For

- high contrast 'maskers at all frequencies, signal thresholds were related to masking contrast by
power furictions with exponents near 0.6. For a range of low masking contrasts, signal thresholds
were reduced by the masker. For the wide fields, high contrast masking tuning functions peaked at

and had approximately invariant half-maximum
frequencies that lie 3/4 octave below and 1 octave above the signal frequency. The corresponding low
hold reduction at the signal frequency, with half-

For the riarrow fields, the masking tuning functions

g contrasts. A masking model is presented that

and masking phenomena. Central constructs of the
model include a linear spatial frequency filter, a nonlinear transducer, and a process of spatial

the signal frequency, were slightly asymmetric,

contrast tuning functions exhibited peak thres
minimum frequencies at roughly -t 0.25 octaves.
were much broader at both low and high masl
encompasses contrast detection, discrimination,

pooling that acts at low contrasts only.

INTRODUCTION

‘The term masking is used commonly to refer.to.any-de-

structive interaction or interference among transient stimuli

that are closely coupled in space or time.!. Adaptation is often
distinguished fram masking, but the distinction is not very
precise. An adapting stimulus onset always precedes the test
stimulus and an adapting stimulus usually has a relatively long
duration. The effect of masking may be a decrease in
brightness, errors in recognition, or a failure to detect. This
paper is concerned only with the effect of one stimulus on the

_ detectability of another where the stimuli are coincident in

space and simultaneous in time.

The effect of one stimulus on the detectability of another
-need not be to decrease detectability. Indeed, several studies
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have shown that a low contrast masker increases the dete
ability of asignal.2# This effect is variously called neg
masking, facilitation,.or the_ pedestal effect. _This paper
concerned with this effect as well as the more con
masking effect.

“In the experiments, an observer was required to dis
nate the superposition a + b of two sine-wave grating s
a and b from grating b presented alone. Gratingbiste

\ the masker. Its contrast remained fixed throughout a m
surement. Grating a is termed the signal. Itscontraitw
varied to find its threshold. This masking procedure inchy
as special cases, contrast detection and contrast discrimi
tion. In contrast detection, the masking contrast is 0 ¢
contrast discrimination, masker and signal gratings have
same frequency and phase, and differ only in con

X
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:(Bfrget of aii t discrimination is sometimes referred to as contrast

ment detection. Our use of the term masking and our

and F. Alf@ilindim for studying it are very similar to those commonly
gl:fg;g_‘ inthe study of auditory frequency analysis.5

"al between § . Contrast masking has been used to study the spatial fre-

8 in prod binscy selectivity of pattern vision by measuring signal

" J. Psyc aholds at one spatial frequency in the presence of masking

: s of other spatial frequencies.36-10 For high contrast

fouble Py ters, and signals at medium and high spatial frequencies,

lpringog r_“, studies have found that signal threshold elevation is

[ : imal whenthe masker and signal have the same fre-

vie flashes . Threshold elevation decreases regularly as the

182400 (19 gting frequency departs from the signal frequency. The

'!’;’;";’;" ions. relating signal threshold elevation to masker fre-

rtial brigh - y may be termed spread of masking functions or

ing tuning functions.

Hthas been suggested that the bandwidths of these tuning

* sgéliedions provide estimates for spatial frequency channel

ndwidths.” These estimates are in rough agreement with

ling functions obtained in measurements of the spatial

quency adaptation effect.112 However, there is consid-

mble variability in the form of tuning functions, both within

sd between methods, even at similar spatial frequencies.

Tdths at half-maximum range from 2 octaves'? in a masking.

mperiment, to 0.62 octaves!3 in an adaptation experiment.

timates of the spatial frequency channel bandwidth from

esurements of the detectability of complex gratings con-

#ting of two sinusoidal components have yielded bandwidths

narrow as 0.4 octaves!4 or less than 1.0 cycle per degree

tpd) in the range 5 to 20 cpd.!® However, it has been pointed

't that the channel bandwidths derived from the detection

sl deomplex gratings depend very much on one’s model of de-

tion. 618 The same is true of masking and adaptation.. It
Yot possible to relate the frequency selectivity of the
saking or adaptation tuning functions to properties of
wlerlying spatial frequency channels without invoking
'models of contrast masking or adaptation. To date, there
sists no model of contrast masking. Moreover, there is evi-
{ence suggesting that adaptation may be determined in part
fythe inhibition of one channel by another,19.20 although the
wed for this additional complication has been challenged.?!
Consequently, at this point, the spatial frequency channel
wndwidth underlying frequency selectivity in masking or
siptation is still undetermined.

_ Inthe present study, masked thresholds were measured for
#8120 cpd signal over a 2 octave range of masker frequencies
‘wd 8 3 log unit range of masker contrasts. If the masking

s paper I8 @@ wing function is to be taken as indicative of the relative
common wilial [requency sensitivity of the detecting channel, then,

#aminimum, this function ought to have the same form in-
&perdent of masker contrast. One objective of the study was

ey, It However, the results may be interpreted
the context of a model that includes a spatial frequency
dannel whose sensitivity function is independent of contrast
wd peaks at the signal frequency. This model is an extension
o the nonlinear transducer model of Foley and Legge for

ctimina, r transducer model
wntrast detection and discrimination.4

is0. In’

have the The second purpose of the study was to investigate prop-

contrast, whies of contrast masking under conditions of restricted field
1458

169 J. Opt. Soc. Am., Vol. 70, No. 12, December 1980

“Bdetermine whether contrast masking possesses this prop-

gize. It has been observed that masking tuning functions
become broader (on a log frequency scale) for low signal
frequencies»!9 The broadening of the masking tuning
functions bears some similarity to peak shift and/or broad-
ening of spatial frequency adaptation tuning functions at low
spatial frequencies.1222 Comparison of these studies suggests
a loose covariation between bandwidth estimates and field
size. This covariation raises the possibility that the broad-

- ening of the tuning functions at low spatial frequencies may

be related, not so much to inherent properties of low spatial

frequency channels, but to the restricted number of cyclesin ...

the stimulus. Hence, corresponding masking measurements
were made with stimuli that subtended either 6° or 0.75°
horizontally. This stimulus width variation was found to have
a large effect, but the model developed to account for the ef-
fects of varying contrast accounts for this result as well.

.METHOD

Apparatus -

Vertical sine-wave gratings were presented on a CRT dis-
play by Z-axis modulation.8 The display, designed and
constructed at the Physiological Laboratory, Cambridge, had
a P31 phosphor. The constant mean luminance was 200
cd/m2 The raster was derived from a 100 Hz horizontal
sweep and 100 kHz vegf.ical triangle wave.

The relation‘betwee.i'i' grating contrast and Z-axis voltage
and frequency was megsured with a narrow slit and UDT 80X
Opto-meter. As the grating pattern drifted behind the sta-

. tionary slit, the Opto-meter obtained 256 luminance samples

per cycle. The resulting sequence of values was Fourier an-
alyzed. By this means the harmonic composition of the
modulation was obtained for a given Z-axis voltage and fre-
quency. During the experiments, all contrasts were kept
within the range for which the amplitudes of harmonic dis-
tortion products were less than 3% of the fundamental. Lu-
minance modulation was horizontally restricted to a region
symmetric about the center of the screen. The remainder of
the screen was maintained at the constant mean luminance '
level without modulation. This mode of presentation was
produced by passing the Z-axis signal through an electronic
switch. The onset and period of switch closure were con-
trolled by logic pulses from the CRT circuitry and corre-
sponded to that portion of the display sweep for which lumi-
nance modulation was desired.

Voltage waveforms, corresponding to masker and signal
gratings, were derived from two function generators. Their
outputs were electronically added and applied to the switch
prior to Z-axis input. Asaresult, CRT luminance modulation
consisted of the supeérposition of masker and signal gratings.
When the masker and signal had the same spatial frequency,
both were derived from the same function generator.

A DEC PDP-8 computer controlled stimulus durations, and
contrast levels with D/A converters, dB attenuators, and an-
alog multipliers. The computer sequenced stimulus pre-
sentations and collected data.

Procedure
Observers viewed the display binocularly, with natural
pupils, at a distance of 114 cm. The screen subtended 10°

Gordon E. Legge and John M. Foley 1459
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horizontally and 6° vertically, with a white cardboard sur-
round. For the wide field masking, modulation was restritted

horizontally to 6°, symmetric about a central fixation mark.

For narrow field masking, modulation was restricted hori-
zontally to 0.75°, symmetric about the same fixation mark.
When signals were presented, their onsets and offsets were
simultaneous with those of the masker.

Psychophysical threshold estimates were ohtained with a
version of the two-alternative forced-choice staircase proce-
dure.2¢ The observer began by adjusting signal grating con-
trast to a value just above threshold by turning a hand-held
logarithmic attenuator. The observer was then given a block
of self-initiated trials. Each trial consisted of two 200 ms
exposures, marked by auditory tones, and separated by 750

“ms. Only one exposure contained the signal grating, but both

exposures contained the masking grating. The observer
identified the signal interval by pressing one of two keys. A
correct choice was followed by a tone. Three correct choices
at one contrast level were followed by a constant decrement
in contrast, and one incorrect choice was followed by an in-
crement. The mean of the first six contrast peaks and valleys
in the resulting sequence was taken as an estimate of the 0.79
proportion correct contrast level.24 Typically, a block con-
sisted of about 35 trials. For each condition, the threshold
measure was the geometrie mean of the threshold estimates
from four to six blocks. The error bars in Figs. 2 and 4 cor-
respond to + one standard error of the mean.

Contrast thresholds were obtained in two masking experi-
ments:

(1) Wide Field Masking: Signals and maskers subtended
6° by 6°. Contrast thresholds for sine-wave grating signals
at 2.0 cpd were meastired as a function of masking contrast
for seven masking frequencies.  The masking frequencies,
arranged to lie 8, approximately %Y, %Y, and *1 octave from
the signal frequency were: 10, 1.4, 1.7, 2.0, 2.4, 2.8, and 4.0
cpd. For each masking frequéncy, the 11 masking contrasts
(percent contrasts) were: 0.05, 0.10, 0.20, 0.40,0.80, 1.6, 3.2,
6.4,12.8, 25.6, and 51.2%.

An experimental run, lasting about an hour, was devoted
to a single masking frequency. - Twelve signal threshold es-
timates were obtained, one in the absence of masking (de-
tection threshold), and one for each of the 11 masking con-
trasts. Masking contrasts were presented in either ascending
or descending order. No consistent differences could be ob-
served in the resulting threshold estimates, suggesting that
neither observer fatigue nor cumulative pattern adaptation
played a role.

Three observers participated in the experiments, although
time constraints prevented one observer from completing all

. "conditions. An observer’s participation in a given condition

involved two runs through the set of contrasts, one in as-
cending and one in descending order. Except in Fig. 1, the
data points are always the geometric means of either four or
six threshold estimates, obtained from two or three observers.
For a given observer, the order of masking frequencies was
randomized across runs.

(2) Narrow Field Masking: Signals and maskers sub-
tended 0.75° horizontally by 6.0° vertically, symmetrically
arranged about the center of the screen. The remainder of
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the screen was maintained at the same mean luminance level
Signal gratings at 2.0 cpd were truncated to 1.5 periods, con- §&&
sisting of a central bright half-cycle, flanked on either side by 8
dark half-cycles. :

The same set of masking frequencies and contrasts was usd
in the narrow field case, except that the lowest masking con- &
trast of 0.05% was omitted. Procedural details were like those
for wide field masking. Runs of narrow and wide field
masking were interleaved.

Observers 2

There were three observers, all practiced with the methods
and stimuli. WWHL is a female, and SH a male, both in theit
mid twenties. JMF is a male in his late thirties. Throughost =
the experiments, observers were optically corrected.

RESULTS AND DISCUSSION

Individual data

At the signal frequency of 2.0 cpd, the three observen'
threshold contrasts (percent contrasts) for the 6.0° and 0.7
gratings were, respectively: JMF, 0.28 and 0.51; WWL, 0
and 0.49; SH, 0.28.and 0.50. These values are geometri;
means of 7 to 16 separate detection threshold estimates, col-:
lected on different days in different runs. ‘

Figure 1 shows data separately for the three observers whes
the masker frequency was 2.8 cpd and the gratings were 0.7
wide. Each point is the geometric mean of two threshold es-
timates. The important propenties of the masking data will
be discussed in the next two subsections. - Note here, howeves,:
that the scatter of points across individuals is typical of data
collected in all masking conditions. No systematic individual
differences in sensitivity or shape of the masking curves wese’
apparent across conditions. Accordingly, data were combined
across observers. The remaining figures show combined.
data.

100 T T T T T

075° FIELD o
20 cpd SIGNAL o g
30| 2Bcpd MASKER 8 i 4
B s 8 8
= 8 o
E 10} E
o
T
g ] 8 8
O o3 6 -
3 o -
z ]
w0 oww
T A SH
r o JMF
003} .
001 Il 1 1 1 Il
01 03 10 30 100 300
MASKING CONTRAST (%)

EIG. 1. Contrast masking data for three observers. Data for three d
servers are shown separately for one masking frequency. Each point
the geometric mean of two threshold estimates. The scatter of points
typical of results in other conditions.  In subsequent figures, points lql“,;
data averaged across observers. h
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FAG 2. Signal threshold as a function of masking contrast: . wide fields.
#rels and maskers subtended 6° by 6°.. Contrast thresholds for 2.0 cpd.
e gratings are plotted as a function of masker grating conirast for
masker spatial frequencies. To facilitate display, the sets of data
fois have been vertically displaced and sequenced In order of masking
fequency. For each set of data, the ordinate gives threshold contrast in
ydrary units re unmasked threshold level indicated by the horizontal
fhedlines. Data points are the geometric means of four to six threshold
Mtmates from three observers. Threshold estimates were obtained from
Yocks of forced-choice trials. Error bars represent = 1.standard error.
Praight lines have been it to the data for masking contrasts in the range
% 1051.2%. Thelr slopes are given in Table!. Smooth curves have
drawn through the remaining data within a set.

! \

Wide fleld masking n

Inthe wide field masking experiment, sinusoidal luminance
modulation of the screen covered a horizontal extent of

Figure 2 presents signal thresholds as a function of the
entrast of maskers. The signals were always 2.0 cpd sine-
nve gratings. There were seven masking frequencies, one

E:maskers were in cosine phase with the fixation point. Both
were presented simultaneously for 200 ms. The data points
' gre peometric means of four to six threshold estimates from
ree observers (see METHOD). There were 11 masking
" wntrasts for each masking frequency, ranging over more than
-3 bog units from 0.05% to 51.2%. In Fig. 2, the ordinate is
lative threshold elevation. It should be interpreted as fol-
Iows For each set of data, the horizontal dashed line repre-
 wents the unmasked detection threshold in arbitrary contrast
‘wits. For a given set of data, all plotted thresholds should
:be taken relative to this level. For example, the curve par-
smetrized by the masking frequency 1.0 cpd has-an unmasked
timal threshold of 3.0 arbitrary contrast units. A datum
plotted at 9.0 represents a masked threshold greater by a
factor of 3 than the unmasked threshold.

There is a range of very low masking contrasts for which the
masker has little or no effect upon signal threshold. This
nnge is frequency dependent, being lower for maskers whose
frequencies approach more closely to the signal frequency of
"10 cpd.
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each of the sets of data in the figure. Both signals and-

-

There is a range of high masking contrasts for which the
signal thresholds at all masking frequencies appear to lie along
straight lines in these double logarithmic coordinates.
Moreover, because the slopes of these lines are similar, they
appear-to be roughly parallel. Best-fitting straight lines
(method of least squares) have been computed over the con-
trast range from 3.2% to 51.2%. They are drawn as the
straight line portions of the solid curves through the data in
Fig. 2. The slopes of these straight lines are given in Table
I. For wide field masking, the slopes range from 0.525 t0 0.711
with a mean value of 0.620. There appear to be no systematic .-
variations of slope with frequency. To a good approximation,
the slopes at the seven masking frequencies may be taken as
equal; and the high contrast portions of the masking functions
in Fig. 2 as parallel. Parallel plots in double logarithmic
coordinates mean that the corresponding functions are scaled
versions of one another. The straight lines through the high
contrast portions of the masking functions in Fig. 2 are roughly
paralle], but they are not coincident. For masking frequencies
more and more remote from the signal frequency of 2.0 cpd,
corresponding straight lines are increasingly shifted to the
right, representing a decrease in the effectiveness of masking.
Denoting signal contrast threshold by C,, masking contrast
by C, and taking the power function exponent to be 0.62, the
high contrast masking functions take the form

¢ 5 [kCPe, &Y

where k(f) is a frequency-dependent scaling factor. The
values of k(f) were computed using a léast-square criterion
to find the best-fitting straight lines with slopes 0.62 through
the high contrast data in Fig. 2. Values of k(f) are presented
in Table L.

Values of k(f), normalized by the peak value at 2.0 cpd, are
plotted as the filled circles in Fig. 8(a) (see below). Best-fit-
ting straight lines have been drawn through the points to the
right and left of the peak for purposes of interpolation and
extrapolation later. _k(f) may be termed asensitivity func-

tion. It represents the sensitivity of signal detection at 2.0

cpd to maskers of different frequencies. The values plotted
in Fig. 8(a) are related reciprocally to masker contrasts re-
quired to produce a criterion signal threshold contrast. Inthis
respect, the sensitivity function of Fig. 8(a) is analogous to an
action spectrum. Itcorresponds to the “equivalent contrast

TABLE 1. Exponents of the power functions relating signal thresholds
to masking contrast.

" ggws! l\ o )7

Masking Wide field Narrow field foam e biol
frequency Exponent? Exponent?® k() —

1.0 0.711 0.788 0.0025

14 0.610 0.567 0.0059

1.7 0.525 0.526 0.0072

2.0 0.558 0.672 0.0152

2.4 0.651 0.501 0.0093

2.8 0.673 0.577 0.0089

4.0 0.615 0.769 0.0050

Mean’ 0.620 0.627

sBased on slope of best-fitting straight line in log-log coordinates in the range
3.2%-51.2% masking contrast.
bBased on slope of best-fitting straight line in log-log coordinates in the range

6.4%-51.2% masking contrast.
*
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transformation” introduced by Blakemore and Nachmias.25
In the masking model to be presented below, this sensitivity
function represents the frequency selectivity of a linear,
spatial frequency filter (channel). Notice that the sensitivity

function is broader to the right of its peak than to the left.

The half-maximum frequencies lie near ¥, octave below the
peak and slightly more than %, octave above the peak. The
overall bandwidth between half-maximum frequencies is
therefore about 0.75 octaves. Blakemore et al.26 found a
contrast-invariant channel bandwidth of 0.75 octaves from
grating adaptation studies using the equivalent contrast
transformation.

Pantle® used binocular viewing and forced-choice methods
to measure thresholds for sine-wave gratings presented for 1.7
s upon a continuously present, slowly drifting background
grating. Frequencies of the background gratings varied from
those of the signal gratings by factors of 1, 2, 3, and 5. Over
several conditions of masker and signal frequencies, and
contrast ranges, there was evidence for power-law relations
between signal threshold and background contrast. The
log-log slopes obtained by Pantle are not inconsistent with the
conclusion reached here, that masking functions in which
maskers differ from signals by as much as an octave in fre-
quency are scaled versions of the same power law, for a range
of high masking contrasts.

When the masker and signal both have spatial frequency
2.0 cpd, the observer’s task is one of contrast discrimination.
Table I indicates that the best-fitting straight line through
the contrast discrimination data of Fig. 2 has a slope of 0.558,
well below the value of 1.0 predicted by Weber’s law. Legge,10
using the same forced-choice procedure, luminance and
monocular viewing, has measured contrast discrimination
functions of this sort at several spatial frequencies. At 1.0,
4.0, and 16.0 cpd, the corresponding slopes were found to be
0.62, 0.67, and 0:70, respectively. (At the very low spatial
frequency of 0.25 cpd, the slope'was only 0.28.) Several other
investigators have measured ¢he contrast discrimination
function using a variety of stimulus conditions and procedures.
Some have found Weber’s law behavior.2? Others find that
contrast discrimination thresholds increase more slowly than
Weber’s law predicts.28:28-30  Still others find Weber’s law
behavior under some conditions and departures from it under
others.31-33 For a discussion of possible reasons for these
discrepant findings, see Legge.1? .

Now consider the nonmonotonicity of the masking func-
tions in Fig. 2. For masking contrasts between about 0.05%
and 0.8%, signal thresholds are lower than thresholds mea-
sured in the absence of masking. For instance, for a 2.0 cpd
masker having contrast 0.4%, the signal threshold is about
two-and-one-half times lower than the detection threshold.
In such cases, the masker may be said to facilitate signal de-
tection. This phenomenon has been termed the pedestal
effect.The pedestal effect also occurs for the discrimination®
of luminance increments.3435 It has been observed elsewhere
for grating contrast discrimination,2310.2738 and has been
discussed at some length by Foley and Legge.* The pedestal
effect of Fig. 2 is frequency selective. It is readily apparent
when the masker and signal have the same frequency, but is
greatly diminished when the masker and signal differ by 0.5
octaves. Unlike high contrast portions of the masking func-
tions of Fig. 2, the frequency-dependent shape of the pedestal
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effect means that the low contrast portions of the masking
functions are not parallel. Hence, the low contrast portions
of the masking functions are not simply scaled versions of one
another.

The facilitation effect should be distinguished from “sub-
threshold summation.3”” In the subthreshold summation
paradigm, the observer adjusts the contrast C; of a superim-
posed pair of stimuli C; + C» until the combination reaches
threshold. In the forced-choice discrimination paradigm of
this paper, the masker C, is presented in both intervals of s 3
trial, and the signal C, is presented in one interval only. The J
observer must discriminate between stimuli C; and C + C,.
The two procedures would not, in general, be expected to yield
the same result. In any case, a simple “summation to
threshold” model cannot account for the facilitation effect,
because signal thresholds are reduced by masking contrasts
well above the unmasked threshold, and because the sumof F
masker contrast and threshold contrast is not constant when
the masker’s contrast is below the detection threshold.

The frequency selectivity of masking can be examined more
carefully in Fig. 3. Data points, representing signal thresh. F.
olds, have been replotted from Fig. 2 as a function of masking ¥
frequency. The masking contrasts parametrize these ¥
masking tuning functions. The ordinate is relative threshold ¥
elevation, the ratio of masked to unmasked signal threshold.
The ten symbols represent masked thresholds obtained with
ten masking contrasts. Values for 0.8% masking contrast have
been omitted for the sake of clarity. An ordinate value of L0
méans that there is no effect of masking. For very low con- ¥
trast, there is no effect of masking. For masking contrastsia
the range from about 0.1% to 0.8%, there is a facilitation or B
pedestal effect with very narrow frequency selectivity. As Jg
the masking contrasts increase beyond 0.8%, the tuning g
functions turn inside out and become the more familiar J&
threshold elevation functions. These have medium band--

1 T 1 I ] T I

20~ 6° Field . Masking

Contrast

-
[ o

RELATIVE THRESHOLD ELEVATION

1 1 ] i ] 1 ]
1.0 1.4 172024 28 4.0
SPATIAL FREQUENCY (cpd)
FIG. 3. .Masking tuning functions for different masking contrasts: wida
fields. Signals and maskers subtended 6° by 6°. The data in Fig. 2 hey
been replotted as relative thrashold elevation of 2.0.cpd sine-wave grat
signals as a function of the spatial frequency of masking gratings. Smool
curves have been drawn through the sets of data. The ten sets of data &
for different masking contrasts, as indicated. Data at 0.8%
contrast have been omitted for clarity. An ordinate value of 1.0 indicaiey
that masking has no effect.
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"FG. 4. Signal threshold as a function of masking contrast: narrow fields.
: The signals and maskers subtended.0.75° horizontally by 6° vertically. The
2 seven sets of data are analogous to those of Flg. 3, except that straight lines

were {it to the data in the range of 6.4% to 51.2% masking contrast.

# widths and are more broadly tuned than the pedestal effect.
The high contrast tuning functions are asymmetric, being
 flightly broader above their peaks than below. This asym-
;ilhetry in masking tuning functions has been noted else-
' where.7,8.38,39

Some studies have found that masking contrasts that in-
crease signal threshiold when they are close in frequency to the
ignal act to reduce signal threshold when masking frequency
' is about Y3 the signal frequency.?2238. This phenomenon,has
“been called “remote facilitation.” In our experiments, no
asker frequency is one-third the signal frequency. However,
 facilitation is apparent at and near the signal frequency when
: the masker has a contrast of 0.8% or less. These observations

suggest that facilitation is proximal at low contrasts, but be-
comes remote at high contrasts.

' Can a single empirical measure be used to characterize the
bandwidth of spatial frequency masking? To the extent that
the high contrast portions of the masking functions in Fig. 2
are scaled versions of one another, estimates of the half-
F: maximum bandwidth frequencies in Fig. 3 will be invariant
over a range of high masking contrasts. The half-maximum
frequiencies so obtained lie roughly one octave (or slightly less)
above the signal frequency, and about ¥; of an octave below

it.

However, such an empirical bandwidth estimate is certainly
inadequate for description of the frequency selectivity of ‘the
pedestal effect. Its half-minimum frequencies lie roughly ESA
octave from the signal frequency. This very narrow tuning
of the pedestal effect in contrast masking has been noted
carlier.%8

Certainly no single empirical measure can characterize the
frequency selectivity of masking over the full range of con-
trasts used in this study. Nevertheless, the masking model,
tobe presented below, postulates the existence of a linear filter
whose (channel) bandwidth is invariant with contrast.
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Narrow fleld masking

In the narrow field masking experiment, sinusoidal lumi-
nance modulation was confined to a horizontal extent of 0.75°,
The remainder of the screen was maintained at a mean lu-
minance level of 200 cd/m2.

Figure 4 presents 2.0 cpd signal thresholds as a function of
masker contrast, for seven masking frequencies. The con-
ventions for plotting the data are like those for Fig. 2. The
signals and maskers were always truncated sine-wave gratings
in cosine phase with a central fixation mark.

Once again, there is a range of high masking contrasts for . --

which the sets of data are well approximated by straight lines
in the double logarithmic coordinates. The lines are ap-
proximately parallel and have slopes well below 1.0. (See
Tablel.) The mean slope is 0.627, very close to the value of
0.620 for wide field masking.

_ For arange of low masking contrasts, the pedestal effect is
evident at all masking frequencies.

In Fig: 5, data points frorm Fig. 4 are replotted as signal
thresholds versus masking frequency. The conventions for
plotting the data are like those in Fig. 3. The nine symbols
represent masked thresholds obtained with nine masking

contrasts. Values for 1.6% masking contrast have been .

omitted for the sake of clarity. Smooth curves have been
drawn through the data at each masking frequency. For

masking contrasts below aliéut 2 to 3%, there is a general fa-
cilitation effect that appears to extend across the range of
masking frequencies used.<*This broad tuning of the pedestal
effect is'very different from the extremely narrow tuning of
the pedestal effect in wide field masking (see Fig. 3). At
higher masking contrasts, the tuning functions turn inside out
so.that the presence of masking elevates signal thresholds. At
high masking contrasts, these tuning functions become more
broadly tuned than those in Fig. 3 for wide field masking.
There appears to be a tendency for the peak threshold ele-
vation to occur for masking frequencies above the signal fre-
quency.. Analogous effects have been observed under rather

T T 1 T 1 1 T
20/~ 0.75° Field Masking ]
Contrast

RELATIVE THRESHOLD ELEVATION

1 | D SN T | {
1.0 1.41.72.024 2.8 4.0
SPATIAL FREQUENCY (cpd)

FIG. 5. Masking tuning functions for different masking contrasts: narrow
fields. Signals and maskers subtended 0.75° horizontally by 6° vertically.
Other details as in Fig. 3. Data at 1.6% masking contrast have been
omitted for clarity.
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different spatial frequency masking conditions. Legge? ob-
served that masking tuning functions for signals at 0.375 antl
0.75 cpd were broader than those at higher signal frequencies,
and tended to have their peaks shifted to masking frequencies

above the signal frequency. The tuning functions were ob- .

tained with gratings subtending 10°. Legge!® observed sim-
ilar effects for monocular masking tuning functions at 0.125
and 0.25 cpd, using a 13° field. Legge® hypothesized that
characteristics of masking tuning functions at low signal
frequencies might reflect properties of a transient mechanism,
having low-pass spatial frequency sensitivity, coexisting with
a set of band-pass sustained mechanisms. The results of the
present study, however, suggest that the broadening of
masking tuning functions may not be confined to low signal
frequencim below 1.0 cpd. Instead, it may be that broadening
is related to a reduced number of cycles in the stimulus grat-
ings. The number of cycles and the spatial frequency of sig-
nals covary for stimuli of fixed angular subtense. Further
research will be required to unravel the separate dependences
of the spread of masking upon signal frequency and field
subtense.

Implicit in the data of Figs. 2 and 4 is an important differ-
ence between wide field and narrow field masking. In Fig. 6,
contrast discrimination thresholds (both signal and masker
at 2.0 cpd) have been replotted as-a function of masker con-
trast for the wide field condition (@) and for the narrow field
condition (). The two theoretiéal curves are discussed below.
For masking contrasts above about 6.4%, there is.very little
difference between wide field and narrow field thresholds.
For low masking contrasts, below about 0.8%, wide field
thresholds fall well below narrow field thresholds. Similarly,
contrast detection thresholds (see Individual data) are lower
in the wide field condition than in the narrow field condition.
A notable peculiarity is that for a narrow range of intermediate
contrasts, the narrpw field thresliolds actually drop below the
wide field thresholds.

o
i
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FIG. 6. Contrast discrimination: data and model. Contrast discrimination

thresholds, for which both signal and masker are 2.0 cpd sine-wave gratings,

have been replotted from Figs. 2 and 4 as a function of contrast. (®) wide

field; () narrow field. The two curves are derived from the masking model.

~——prediction based on output of a single detector, no spatial- pooling.
--model predictions include spatial pooling over 6°.
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function R’(f), a nonlinear transducer ¥, and additive, zer

The decrease in contrast detection threshold with an in- [f:
crease in the number of grating cycles has been well docu-
mented.364043 The new observation here is that a similar §&

improvement in sensitivity occurs for contrast discriminatio §&
"at very low contrasts as field size is increased, but that contrast 3
discrimination is relatively insensitive to field size at hlgh

contrasts.

sty o

CONTRAST MASKING MODEL E

There exists no quantitative model of spatial frequency
masking. The model proposed here is an extension of the &
nonlinear transducer model of contrast detection and dis §&
crimination of Foley and Legge.# The masking model i §
comprehensive insofar as it treats processes of detection,
discrimination, and masking within a single theoretial
framework. The development owes much to the earlier wor |
of Nachmias and Sansbury,? and Stromeyer and Klein.? Th
model bears similarities to detection and discriminatio
models in audition (see, e.g., McGill and Goldberg*! and Hal
and Sondhi.4%) The model is presented in the spirit of a find |
effort to account for a broad and complex body of masking
data. It accounts for most of the diverse results of thi:
paper.

The masking model postulates that detection of a 2.0 cpd
sine-wave grating signal is accomplished by e xm,qmw
Wllzedﬂ‘etectors, differing only in their positions
“Each detéctor’s response is determined by three processes—
Tinegy filter characterized by a spatial frequency sensitivity

mean, constant-variance Gaussian potse The model will be
“fully characterized by specifying: *(i) the function k’(f); (i}
the functlonal F; and (iii) the “decision rules” by which d&-
tector outputs are combined to determine a response in the
forced-choice procedure. Figure 7 is a schematic represes:
tation of the model. In the following subsections, k'(/) #
identified with the sensitivity function plotted in Fig. 8(a),and
the nonlinear transducer F is shown to have the form gives
in Fig. 8(b). The model’s decision rules incorporate a f
of spatial pooling at low contrasts, but not at high un-
trasts.

Linear filter

Recent theoretical treatments have attributed phenomeat
of spatial frequency selectivity in vision to hypothetical spatid;
weighting functions or “receptive fields” associated
spatially localized detectors,336:46-48 [ egge3s has modeled
grating detection by an ensemble of such detectors, distrib
uted across the visual field. The ensemble, all members
which have the samie spatial weighting function;Was term
a spatial frequency channel. The spatial frequency selegs
tivity associated with the channel is characterized by d
Fourier transform of the spatlal weighting function. Fat
detector centered at position xp in visual coordinates, b
spatial weighting function S(x), the output ro, associated
stimulus waveform L(x), is '

rolL(x)] = f_ ® L(x)S(x = xo)dx.
This convolution is linear, and constitutes the linear filter

‘the masking model. For a sine-wave grating of freques,
in cosine phase with the origin of coordinates, the stis
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waveform L(x) is . _
L(x) = Lo(1 + Ccos2mfx), (~3)
.,"'Ewhere Lo is mean luminance and C is the grating contrast. If

¥ the detsctor is assumed to be insensitive to mean luminance,*?

iisdependence on the grating frequency f is found from Eqs.
(@) and (3) to be :

rolfy=C J‘_: cos2mfxS(x — xo)dx. 4)

k ;‘Assuming that S(x) is center symmetric and of finite extent,%
weobtain

ro(f) = Ccos2mfxo [‘f_m cos2mfxS(x)dx .(5)

= C cos2mfxok’(f)

where the bracketed quantity has been rewritten as E’(f) and
¥ s the Fourier transform of the symmetric function S(x).
3 Equation (5) indicates that the output of the linear filter, re-
witing from a stimulus grating of frequency f, is proportional
tothe product of three factors—grating contrast C, the value
of the sensitivity furiction k’(f) at f, and a phase-sensitive
& factor cos2mfxo that depends on the position xq of the de-
Z tector.
& The filter output for a detector located at the fixation point,
19=0,is simply Ck’(f). The contrast discrimination data in
Fig. 6 suggest that the effects of spatial pooling are largely
shient at high contrasts. Frequency selectivity of masking
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at high contrast may, therefore, predominantly reflect the
filtering characteristics of detectors located at or very near the
fixation point. It has already been shown that, for a range of
high contrasts, the masking functions of Fig. 2 may be ap-
proximated by scaled versions of one anothet. This fre-
quency-dependent scaling is characterized in a contrast-in-
variant manner by the sensitivity function of Fig. 8(a). Inthe
context of the masking model, this spatial frequency sensi-
tivity function can be identified as the function k’(f) associ-

ated with the linear filter. The filter attenuates signal inputs -

to the detectors in accordance with Eq. (5).
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FIG. 8. (a) Spatial frequency sensitivity function used in the masking
model. The scale factors k{f) {Table |) obtained from high contrast masking
are plotted In normalized form as & functlon of fréquency. - Stralght lines
have been it through the polnts to the left and right ot 2.0 cpd for purposes
of interpolation and extrapolation. (b) Nonlinear transducer used in the
masking model. Fis the nonlinear transducer of the masking model: A
= (ay]r| 24| r|? + ;%) where & = 45 and 8, = 0.0075. Fls plotted for
the case in which r = C—detector located at xo responding to a 2.0 cpd
sine-wave grating.
>
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More generally, the spectral representations of stimuli of
finite width will be continuous functions of frequencyx The
output of the linear filter for a detector centered at xq gener-
alizes from Eq. (5) to5!

row f_ ~ CUPR) cosefrody, )

where C(f) is the contrast spectrum of the stimulus. The
spectral spread of the stimulus becomes important when
medeling the narrow field results for which gratings were
truncated to widths of 0.75°. The fitted straight lines to the
points of Fig. 8(a) approximate &’(f). This approximation is
used in the numerical evaluation of the integral in Eq. (6).

It is known that contrast sensitivity decreases with in-
creasing retinal eccentricity.52-54 Effects of retinal inhomo-

' geneity were probably slight in the current experiments. The
wide field gratings extended only 3° on either side of the
. fixation point. - Nevertheless, in the masking model, the filter
output of each detector was multiplied by the factor
exp(—0.116{xo|). This function, taken from Wilson and
Giese,5* describes the decline in sensitivity with retinal ec-
centricity for 2.0 cpd gratings. Inclusion of this factor in the
masking model had only slight effects upon its perfor-

mance.

Nonlinear transducer

In the masking model, the output of the linear filter asso-
ciated with a detector is subjected to a nonlinear transfor-
mation, denoted F. If the output of the linear filter for a de-
tector at position xp is ro, the corresponding output of the
nonlinear transducer is F(ro).

Foley and Legge* used contrast detection data to infer a
nonlinear transducer of the form

. F=gCn, (7
where a and n are constants, and C is the grating contrast.
They found values of the exponent n that ranged from 2.11
to 3.04, depending on observer and spatial frequency. A
positively accelerating nonlinear transducer of this type ac-
counts for contrast detection and discrimination data over a
range of low contrasts. With increasing contrast C, fixed
increments in transducer output are associated with ever
decreasing increments in transducer inputs. This property
of the nonlinear transducer can be used to model the facili-
tation that occurs with low contrast discrimination. However,
* the nonlinear transducer of Eq. (7) will not work at high
contrasts, because it predicts that threshold will continue to
decrease with iricreasing masking contrast. The choice of
nonlinear transducer to use in the masking model is55

F=a1[r|24/(lr|2 + az?), ®)

" where r is the input to the nonlinear transducer, and a; and
a2 are constants. This equation is plotted in Fig. 8(b) in
log-log coordinates, with values of the constants computed as
discussed below. For small inputs |r| < ag, the transducer
function reduces to F = (a1/ag?)|r|24. This form of the
transducer is compatible with the transducer inferred by Foley
and Legge,“ Eq. (7). Forlarge inputs |r| > ay, the transducer
has the form F = a;|r|%4, At high contrasts, the transducer
is compressive, but nonsaturating. In the compressive region,
greater and greater input increments are required to achieve
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equal output increments. In the case of contrast discrir
nation, the empirical consequence is that signal thteshoh
increase with increasing contrast.

Notice that the constant as in Eq. (8) determiries the rang
of inputs r that lie in the positively accelerating and con
pressive regions of the nonlinearity. If as were 0, there wou
be no positively accelerated portion of the nonlinearity an
consequently, no dip in the masking functions of Figs. 2 an
4. @, is simply a constant of proportionality.

Noise process

Observers do not always give the same response in identic
forced-choice trials. To account for this fact, it is assume
that noise is added to the output of the nonlinear transduce
The noise is Gaussian, zero-mean, with constant, unit var
ance,5" and is uncorrelated with the noise in other detecton
The inclusion of noise means that the output of a detecto
must be regarded as a random variable. Let the output of
detector, associated with a linear filter response r, be E(r):

E(r)=F()+e. (9

F is the nonlinear transducer; e is the additive, zero-mean
unit-variance Gaussian noise; the mean of the random variab}
E(r) is F(r), and its constant standard deviation is 1.0.

Decislon process

An observer’s response in a forced-choice trial depends o
adecision rule. The decision rule may apply to the outputa
‘a.single detector or may be based on the outputs of a set o
independent detectors. The yay in which outputs from dit
ferent detectors are combined'to produce a decision will nm
be discussed.

In a forced-choice trial, the observer is presented with one
interval containing the signal-plus-masker and another in-
terval containing the masker alone. Consider a detector
centered at x;. If its linear filter responses to signal and
masker are r; and rp,;, respectively, its outputs in the twoin-
tervals of the trial are E(ry;+ rm;) and E(rp,;). Foreveryde
tector, it is assumed that each observation interval is assod-
ated with only one value of the output variable E. Theso
values are stochastically independent.

First, consider the case in which an observer’s decision'l:
based upon the output of a single detector. Let the observe:!
choice be governed by the following decision rule:

DECISION RULE: When the decision in a forced-
choice trial is based upon the output of a single detecter,
choose the interval in which the value of the output 3

. ¥ES D

variable E is greater. (10);
g

This rule implies that the observer computes the difference’
E(ry + rm) — E(rm) for the detector. If the signal- plus:T
masker interval produces.the larger output, his choice will b;
correct. If the interval containing the masker alone produces;
the larger valué of E, his choice will be incorrect. 3}

#

Now, consider the case of many detectors. Data of Fig. §+
suggest that field size is much more important to conLrut
discrimination at low contrasts than at high contrasts. Ap-
parently, at low contrasts, observers can base decisions oa
information collected over a wide portion of the visual field.#
1
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have been several investigations of spatial pooling
Is sssociated with contrast detection.16.17:36.58-62 The
popular model has been termed probability summation.
bility summation has been well developed for contrast
ion. However, it is not applicable, without considerable
ment, to contrast discrimination or masking.

Asanslternative model of spatial pooling that is applicable
Beontrast detection, discrimination, and masking, the deci-
arule for one detector may be extended to many detectors,
'y follows:

DECISION RULE: When the decision in a forced-
thoice trial is based upon the outputs of many detectors,
Hentify the detector whose outputs in the two intervals
bave the greatest difference. Choose the interval in
ich this detector’s output is greater. (11)

ofii2 i rule implies that the observer computes the difference
88107, + rm;) = E(rm,) for each detector, and then bases his
¢ Biision upon the detector for which this difference has the
est magnitude.

any decision rules are possible that include versions of
ial pooling. Several decision rules, including linear and
ratic summation across detector outputs, were studied
#attempts to model the masking data of this paper. None
 ore found to be as adequate as the decision rule given here,
n!hough the dlfferences were often small.

The contrast dlscrlmmatlon data of Fig. 6 suggest that the
 dffects of spatial pooling are primarily confined to low con-
Etnsts.®  For purposes of modeling, the following decision
mles were adopted: (i) At low masking contrasts, the
f brced-choice decision issbased upon the output of many de-
[-ectors, according to the Hecision rule in Eq. (11); (ii) at high

asingle detector, located at the fixation point. The switch
- mdecision rules occurs at a contrast of about 1%.

Inthe case of spatial pooling, the following simplification
made for purposes of calculation. Only detectors cen-
wered on peaks and valleys of the 2.0 cpd signal grating were
Icluded in the decision process.84

The properties of the masking model were studied with a
emputer program simulation. For a given signal and masker,
‘sforced-choice trial was simulated by the following steps: (i)
Aset of detectors was chosen by specifying their center posi-
tions x; in the visual field; (ii) the linear filter responseé of each
I detector was calculated for the masker and signal-plus-masker
& from Eq. (6), and weighted by the retinal inhomogeneity
factor; (iii) for each detector, the linear filter outputs were
sthjected to the nonlinear transformation of Eq. (8); (iv) a
nlue drawn from a zero-mean, unit-variance Gaussian ran-
dom process was added to the output of each nonlinear
transformation, Eq. (9); (v) for each detector, the difference
insignal-plus-masker and masker outputs was computed, and

& the forced-choice was determined by the decision rule given

3 ieither (10) or (11). For a given masker and signal, 250 trials
. 4% were simulated, and the percent correct calculated. The
ig. 6 A& taircase procedure used in the experiments of this paper és-
rast & timated the signal contrast that yielded 79% correct. Ac-
Ap- v 8 cordingly, the computer simulation repeated its computations
'on & forsignal contrasts until the corresponding values of percent
eld. & -correct ranged from 60% to 90%. From these simulated
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trasts, the forced-choice decision is based upon the: -qutput.

“frequency-of-seeing” curves, the 79% signal contrast was
obtained. Although the Gaussian noise component of the
simulation means that the model’s predictions have some
variability, repetitions indicated that its threshold estimates
are good to better than 5%.

 The masking model has now been fully specified, except for
evaluation of the constants a; and a3 in Eq. (8). As noted
earlier, at high contrasts, the nonlinear transducer reduces to
a1|r|% and is independent of a;. The value of a; was chosen
by simulating contrast discrimination at 51.2% contrast. A
value of a; = 45 was chosen because it yielded a threshold of
about 4.5% in agreement with observation. Similarly, a,
= 0.0075 was chosen so that the model’s predictions for con-
trast detection thresholds for wide fields would approximate
closely the observed threshold of 0.3%.

The model may now be used to predict signal thresholds for
contrast detection, discrimination, and masking. The model
is characterized by a linear spatial frequency filter [Fig. 8(a)],
a nonlinear transducer [Fig. 8(b)], separate decision rules for
low and high contrast masking, and the constants ¢; and
as.

PREDICTIONS OF THE MASKING MODEL

Contrast discrimination

Two theoretical curves:accompany the contrast discrimi-
nation data in Fig. 6. The solid curve, laheled NO SPATIAL
POOLING, was derived ffom the masking model by applying
the single detector decision rule, Eq. (10), across the full range
of contrasts. The broken line, labeled SPATIAL POOLING,
is the masking model’s prediction based upon the decision
rule, Eq. (11), that incorporates spatial pooling over the 6°
field. A third theoretical curve, not shown, incorporates ef-
fects of spatial pooling in the narrow field case. It lies very
close to the NO SPATIAL POOLING curve at low contrasts,
and drops well below it at high contrasts. The two theoretical
curves in Fig. 6 indicate that the NO SPATIAL POOLING
predictions fit the narrow field data at all contrasts, and the
wide field data at high contrasts. On the other hand, spatial
pooling leads to predictions that provide a reasonably good
fit to the wide field data at low contrasts. Apparently, low
contrast discrimination at 2.0 cpd involves some form of
spatial pooling, but high contrast discrimination doees not.

‘When the spatial pooling decision rule is used, the masking
model predicts contrast detection thresholds of 0.31% and

'0.55% for wide and narrow field gratings, respectively, com-

pared with measured values (means across three observers)
of 0.29% and 0.50%. The predicted psychometric functioms
for detection have the shape found expenmentally by Foley
and Legge.*

Masking tuning functions at high contrast

Figure 9 presents the masking model’s tuning functions
(solid curves) for masking contrasts of 51.2% and 25.6%.
Panel (a) presents wide field results and panel (b) narrow field
results. Data points are replotted from Figs. 3 and 5.

The model’s predictions fit the wide field data quite well,
reflecting the broad and asymmetric form of the tuning
functions. The model’s predictions for all masking contrasts
in the range 3.2% to 51.2% are similar in shape, and give
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FIG. 9. Masking tuning functions at high contrast: data and model. . Solid

curves are predictions of the masking model for 2.0 cpd signal threshold

elevation plotted as a function of the spatial frequency of masking gratings

of 51.2% and 25.6% contrast. (a) Wide field: 6° by 6°, data replotted

_ fromFig. 3. (b) Narrow field: 0.75° by 6°, data replotted from Fig. 5.

comparably good approximations to the data. It is interesting
to note that the channel sensitivity function, Fig. 8(a), is
considerably narrower than the spread of masking predicted
by the model. This difference can be traced to the form of the
nonlinearity that follows the stage of linear filtering.%5
Clearly, the relation between the theoretical channel sensi-
tivity and the empirical frequency selectivity of masking de-
pends crucially on the model adopted to relate them.

The model’s predicted tuning functions are broader for
narrow field masking than Yot wide field masking, in con-
formity with the data. The broadening can be traced to the
spectral broadening of gratmg stimuli that are truncated to
0.75°. The model gives a good account of the data at the
masking contrast of 51.2%, except for the rightmost point. A
possible source for the discrepancy betwéen model and data
is the estimate of the channel sensitivity function, Fig. 8(a).
If the channel were to have a broad, high frequency tail, be-
yond 4.0 cpd, model predictions based on extrapolation of the
straight lines in Fig. 8(a) would lead to low threshold estimates
at high masking frequencies. Notice how peak masking shifts
to frequencies above the signal frequency for high contrast,
narrow field masking. The model predicts a slight peak shift
of this sort, arising because the spectrum of the truncated 2.4
cpd masking stimulus actually exhibits slightly greater overlap
with the channel sensitivity function than does the spectrum
-of the truncated 2.0 cpd stimulus grating.

Masking tuning functions at low contrast

Figure 10 presents the masking model’s tuning functions
(solid curves) for low masking contrasts. Panel (a) presents
wide field predictions for masking contrasts of 0.2% and 0.4%.
Panel (b) presents narrow field results for masking contrasts
of 0.2% and 0.4%. Data points have been replotted from Figs.
3and5.

For the wide field, the model predicts the very narrow
tuning of the facilitation effect. In part, the narrow tuning
is a reflection of a form of phase sensitivity inherent in the
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model. When signal and masker are both in cosine phase with
the fixation mark at the center of the display, but have dif-
ferent spatial frequencies, their relative phases will differ J‘
everywhere except at points separated by distances equal to :
the period of the beat frequency. Detectors that are optimslly -
stimulated by the signal grating are centered at the peaksand’
troughs of the signal grating. These detectors will be stimu-"

lated by maskers whose relative phase is often nonoptimal for
stimulating the detector. When the masker and the signal :
ve nearly the same spatial frequency, the masker acts to |
lower signal threshold. In the context of the model, this fa-}
cilitation is a consequence of the positively accelerated formf
of the nonlinear transducer at fow contrasts. =
74

For narrow field masking at low contrasts, the model pre-*
dicts very broad tuning of the facilitation effect. The
broadening occurs because the phase selective narrowing due’
to spatial pooling has been removed and because stimulus ;
spectra have been broadened. Note that both the data and
the model’s predictions are so broadly tuned that frequency
sensitivity is hardly apparent. Comparison of the upper and}
lower panels of Fig. 10 shows the very large influence that field
size has upon the frequency selectivity of the facilitation ef-}
fect. For wide fields, upper panel, the frequency tuning k}
extremely narrow. For narrow fields, lower panel, the tunin,
is extremely broad. The masking model also possesses Lh&i
properties.

A rather strong assumption of the masking model is :mﬁ
decisions concerning the presence or absence of the 2.0 epd 3
signal always result from decision rules that are based on t.hQ’
outputs of detectors that are optimally sef3itive at 2.0 cpdj;
This is an assumption of parsimony. Instead, it may be
observers refer their decisions to different sets of debecton_
for different masking conditions. Limitations of the masking
model in describing the data may result from a violation of this§

assumption. %

Both the data and model exhibit different properties at low]
and high contrast. In terms of the model, low contrast pro};
cessing is characterized by a linear filter, followed by an acji
celerating nonlinear transducer, followed by spatial pooling}
across detectors. Empirical consequences are that maskmg‘,

facilitates signal detectlon—\ﬁ‘ﬁmmwlytﬁnea in [requency;”

but sensitive ‘to ﬁeld stze “High contrast processing is char:

i
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rized by the same linear filter, followed by a compressive
linearity, and the relative absence of spatial pooling.
pirically, high contrast masking elevates signal threshold,
ibits medium to broad tuning, and is relatively insensitive
eld size. The striking differences between masking at low
high coritrasts may reflect the properties of separate,
erlying mechanisms, Accelerating and compressive
ions of the nonlinear transducer may be descriptive of
arate mechanisms. Foley and Legge* have suggested that
accelerating portion of the transducer may be the result
a threshold process followed by the addition of Gaussian
ise. By comparison, the compressive portion of the non-
2ar transducer may reflect the operation of signal com-
ion in the transmission of high amplitude signals along
ual pathways.

tﬂf‘i Why is spatial pooling less prominent at high contrasts?
e possible reason involves the properties of the Gaussian
ise that is added to the transducer output of each detector.
. as assumed in the masking model, the additive noise is
Wil orrelated across detectors, the decision rule in (11) results
’,d hspatial pooling. If, however, the Gaussian noise were per-
liff} etly correlated across detectors, no spatial pooling would be
al {resent. This account has some phenomenological plausi-
ility. Observers sometimes report that for very low con-
tasts, grating detection involves “seeing something” at dif-
MUyrent places in the stimulus field on different trials, as if local
esponse fluctuations were occurring. At high contrasts,
owever, observers do not seem to report seeing patches of a

oise become correlated at high contrast? Although we have
Toecumed constant-variance additive noise in ‘the current
= fmodel, further study may indicate that the noise is signal
re/dependent, in which case some correlation might not be sur-
"hdprising. N,
ug  Ap important feature of the masking model is the ordering
ug o its elements. The linear filter precedes the nonlinear
2d yransducer. Burton®® attributed visual “beats” to a frequency
t¥] fiter that followed a nonlinearity. The possibility exists that
ud spatial frequency filtering occurs both before and after the
ld} ponlinearity. However, there are two compelling reasons for
_f' placing a stage of linear filtering before the nonlinearity.
i8] First, it would be difficult to account for the fact that the high
| contrast portions of the masking functions in Figs. 2and 4 are
| gpproximately parallel without assuming that the scaling
operation (linear filtering) occurs prior to the nonlinearity.
¢ | Second, evidence that pattern detection thresholds can be
i | predicted from a knowledge of pattern Fourier gpectrat?-69
, | requires that a stage of linear filtering precedes the nonlin-
earity.
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shown graphically.

INTRODUCTION

The initial nonoptical basis for seeing two colors as different
Bes in differential signals from the three classes of cone pho-
eceptors that populate the human retina. No matter what
mptions are made about the subsequent processing of
ual signals, any reasonable model of chromatic discrimi-
[ Sation must begin by consldermg these receptor differentials.

¥ o doso correctly requires: ‘precise information about the ac-
nspectra of the R, G, and B cones.

' Bythe end of the nineteenth century, Kénig and Diete;ici‘

both with color mixture data and certain facts about red-green

 dichromacies considered as loss systems. Two similar sets,

t: based on modern data, have appeared within the last decade.

- The first was published in 1971 by Vos and Walraven?; the

 econd, in 1975, by Smith and Pokorny.? For reasons that will

now be given, we have elected to fit equations to the second
et

” >

The idea of “chromatic discrimination” implies equal lu-
minance for the fields being compared. Experimentally, this
i requires that a method be developed for holding luminance
i/ constant as chromaticity is varied. Theoretically, this oper-
5 ation implies that only signals in the opponent-color channels
i be allowed to vary, while those in the achromatic visual
","channels are held constant. Widespread agreement exists

mncept which states that B cones do not contribute to lumi-
' mance at all. We have chosen the Smith- Pokornv functions

4 A limitation of the Smith-Pokorny fundamentals is that
u they are specxﬁed only at 10-nm mtervals, having been derived

- similarly given.® These then are not really functions. but
3 rither tabled values, from which interpolations are required

had already proposed a set of cone fundamentals consistent -

68F, W. Campbell, R. H. S. Carpenter, and J. Z. Levinson, “Visibility
of aperiodic patterns compared with that of sinusoidal gratings,”
J. Physiol. (London) 204, 283-298 (1969).

69M. Hines, “Line spread function variation near the fovea,” Vision

Res. 16, 567-572 (1976).

Equations for chromatic discrimination models

Robert M. Boynton and John J. Wisowaty
Departmen.t of Psychology, University of California at San Diego, La Jolla, Cdlifornia 92093
(Received 1 February 1980)

Equations are derived to fit the cone sensitivity values of Smith and Pokorny, which are based
mainly upon Judd’s modified color matching functions and the spectral sensitivities of normal and
dichromatic observers. The equations, which fit Smith and Pokorny’s values to within 1 to 3%, are
smooth and differentiable. Derivatives of cone sensitivities for an equal luminance spectrum, which
are of particular importance for models of chromatic discrimination, have been calculated and are

to obtain sensitivities at intermediate wavelengths. - Since

wavelength differences of as little as 1 nm may be perceptible,
the use of such tables is awKward for constructing models of
chromatic discrimination. "™

Simple interpolations are not satisfacto-&: For example,
if a curve is fit toa plot of the Smith-Pokorny values, using a
cubic spline routine that constrains-the fitted curve to pass

-exactly through the plotted points, the resulting curve looks

smooth if seen at the usual scale. But this smoothness is de-
ceptive: a detailed analysis shows a discontinuity at each

plotted point and no smoothly differentiable function can pass .

exactly through these points. The same is true for the Vos-
Walraven set, the 1931 CIE color mixture data, and Judd’s
modification of the CIE values.

The major purpose of this paper is to present mathematical
expressions to represent the Smith-Pokorny fundamentals,
which they called Sg, S¢;, and Sg. We willuse R, G, and B to
stand for the calculated sensitivities of the three cohe types

whose action spectra are specified. Because discrimination .

models are concerned with differentials, we have added the
requirement that the equations be differentiable. We know
in advance that the equations for R, G, and B cannot meet this
requirement and exactly fit the tabled values; therefore, we
have realistically aspired only to come close.

The functions are presented as equations, as graphs, and ™

in tabular form, the latter to allow exact comparison with the
Smith-Pokorny values. A comparison is then made between
the sum of the R and G functions and Judd’s modification of
the CIE spectral luminous efficiency function V). Because
chromatic discrimination requires that R + G be held con-
stant, the calculated functions for R/(R + G), G/(R + G), and
B/(R + G) (to be called R, G, and B) are shown graphically.
Finally, the first derivatives of these functions (R’, G, and 8’),
which are of key importance for modeling chromatic dis-
crimination, are presented. All plots are of energy-based
sensitivity versus wavelength. An appendix elaborates upon
ths method used for obtaining the equations.
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Experience with the new color facsimile standard

G.B. Beretta, E.F. Chan, K. Konstantinides, D.T. Lee, H.J. Lee,
A.H. Mutz

Hewlett-Packard Laboratories, 1501 Page Mill Road, Palo Alto, CA 94304

Abstract

In 1994 the International Telecommunications Union — Telecommunications Sector
(ITU-T, formerly known as CCITT) has approved annexes to the Group 3 and Group 4
facsimile standards that allow for the exchange of continuous-tone color and gray-
scale images. After reviewing the highlights of the new capabilities, we report on our
experience in implementing this standard and testing the protocol. We believe the
quality of images transmitted with color facsimile is sufficient for many communica-
tion tasks of people working in the various color areas.

1 Overview of the color-facsimile standard

Research and development of color facsimile can be dated back to before World War
IT [4]. This effort has resulted in expensive and proprietary systems for special appli-
cations, such as the transmission of color photographs by news delivery services.
Three breakthroughs have occurred that will soon make color facsimile as ubiquitous
as plain paper facsimile is now.

The first break-through has occurred in electronic imaging. New lossy data compres-
sion algorithms that discard image data that cannot be perceived allow considerable
reduction of the image size in bytes. This size reduction makes it viable to transmit
the image over the public-switched telephone network (PSTN) using ordinary mo-

dems.

The second breakthrough is in the cost of hardware. High performance processors,
color scanners, and color printers have become so cheap that they can be assembled
to a color facsimile machine with a very accessible purchase price.

Last but not least, an international standard has been sanctioned [2, 3]. This means
that users can universally exchange color images with remote users without bother-
ing about the manufacturer or type of the facsimile stations.
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1.1 Selection of a color space

In a study proposal introduced 1990 by the Nippon Telegraph and Telephone Compa-
ny of Japan (NTT), business color images have been classified into four categories:

full color (color photographs)

multi-color (color charts and graphs)

bi-color (documents marked up with red ink)

mixed color (combinations of above documents, such as color pages of magazines)

Seventeen color spaces have been considered. They have included device spaces likes
CMYXK and YIQ, colorimetric spaces like the CIE color spaces, and color order systems
such as the Munsell Renotation System.

These color space candidates have been evaluated using criteria relevant for the in-
tended use of color facsimile mentioned above. Examples are quantization error, com-
patibility with compression algorithms, and color stability with white point change.

This evaluation has resulted in the selection of the CIE 1976 (L*a*b*) color space
(CIELAB) as the mandatory color space for color facsimile. The standard also speci-
fies CIE Standard Illuminant Dy as the default and basic values for the white point/

illuminant.

Special care has been necessary for the selection of an appropriate gamut range. Be-
cause the standard prescribes the allocation of 8 bits/pel/component (or optionally 12),
a trade-off is necessary between the gamut size and the artifacts introduced by quan-
tization into a limited data volume. It has been determined experimentally that with
a gamut range of a* = [-80, 80], b* = [-80, 120], quantization artifacts under aggres-
sive compression are relatively unobjectionable [6].

The standard prescribes a default gamut range of a* = [-85, 85], b* = [-75, 125]. For
those cases in which a priori knowledge about the gamut range is available and high
color fidelity is necessary, the standard allows the specification of a custom gamut
range. This custom gamut range can be changed on a per page basis.

1.2 Selection of a data compression method

For the image compression method, baseline JPEG (Joint Photographic Experts
Group) [1] has been adopted. As shown in Fig. 1, this method consists of three stages.
First, a sequential discrete cosine transform (DCT) is applied, which is an orthogonal
and separable transform that allows near-optimum energy compaction and for which
a number of fast algorithms with low computational complexity have been developed.
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Source Forward . Entropy Compressed
Image data 3 DCT 1 Quantizer 1 Encoder » Image Data
DQT Table . HT Table
Specifications Specifications

Figure 1. DCT-based encoder, simplified diagram. The lightness channels and the two
chromatic channels are each run through the encoder. Typically, the tables are different for the

various channels.(After reference 1, Fig. 4.)

In a second stage the data is quantized based on the discrete quantization table
(DQT). This stage is lossy and implementors design the DQT so that no visible arti-
facts are introduced in the image. The compression ratio of a file can be increased by
setting a so-called g-factor or scaling factor, which is essentially a uniform multipli-
cative parameter that is applied to the quantization tables. Even when the tables are
carefully designed to be perceptually lossless, a large g-factor will introduce artifacts,
such as blockiness in areas of constant color or ringing on text characters.

The final step is a lossless Huffman encoder, which eliminates the entropy in the im-
age file. The Huffman table (HT) controls the effectiveness of the lossless compres-
sion. At the receiving end, the inverse transforms are applied in reverse order,
creating a rendition of the original image.

It has been established [5] that the luminance acuity is 32 to 33 cycles/degree, the
red—green chromatic acuity is 11 to 12 cycles/degree, and the blue-yellow chromatic
acuity is around 11 cycles/degree. Therefore, by default the color facsimile standards
prescribes subsampling the image by 4:1:1in the CIELAB space. For critical applica-
tions, it is possible to override this spatial subsampling in the chrominance channels.

1.3 The color processing pipeline

A Group 3 color facsimile machine essentially consists of an RGB scanner, a JPEG
coder, a module performing the facsimile protocol, a modem, and a CMYK printer.

Fig. 2 illustrates the color pipeline.

The process begins with the translation of a color, 24-bits per pixel, RGB image into
the CIELAB color space. At the baseline resolution of 200 dpi, an A size color image
requires approximately 11.22M bytes of storage. Next, the chrominance components
of the image are subsampled by a factor of two on both the horizontal and vertical co-
ordinates. Subsampling decreases the size of the original image by a factor of two. Be-
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A size, 200dpi 4:1:1 ~226K bytes

11.22M bytes 5.6M bytes (unoptimized)
24 bits / pixel 12 bits / pixel 0.48 bits / pixel 4

Figure 2. Color facsimile pipeline. The RGB bitmap from a scanner is converted to the
CIELAB color space and the chrominance channels are spatially subsampled. The image is
then compressed using the JPEG method and encapsulated for the conventional Group 3 fac-
simile protocol and transmitted over an ordinary phone line. At the receiving end, the inverse
operations are applied.

fore transmission, the image is compressed using the baseline lossy JPEG algorithm.
The compressed image is finally transmitted using the Group 3 facsimile protocol. On
the receiver side, after Group 3 decoding, the image is decompressed and printed on
a color or gray-scale printer.

The use of a device independent color space, a well defined gamut and the specifica-
tion of the viewing conditions allow for a colorimetrically correct rendition of the im-
age at the receiving color facsimile station. For artists, scientists, industrialists,
educators, and the many others using color professionally, the characterization of the
process is important also to know the limits of the system. This knowledge is impor-
tant because the image is received remotely and by the very nature of the facsimile
madium the sender can not compare visually the reproduction with the original.

2 Extensions to the facsimile protocol

To explore the issues for a practical realization we have assembled a system from a
number existing components. This approach has allowed us to focus on the system is-
sues and to ignore implementation details. After a short implementation time we
were able to successfully verify the protocol with an external independent implemen-

tation.
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The first step in augmenting an existing facsimile implementation for continuous-
tone and gray-scale images is to provide for the new bits in the handshaking frames
during the pre-message procedure. In this phase the receiving machine advertises its
capabilities to the sending machine, which compares them with its own capabilities
and selects the best common set.

The pre-message procedure allows users to communicate through a wide variety of
facsimile machines. If the sender is a color facsimile system, the following receiver ca-
pabilities have to be evaluated:

1. Is the error correction mode (ECM) enabled?

2. Is the resolution at least 200 x 200 pels/25.4 mm?
3. Is JPEG coding, gray-scale mode supported?

4. Is JPEG coding, full color mode supported?

Any Group 3 facsimile machine supports the conventional modified Huffman coding
that is used in all existing machines. If any of the above questions is negative, the
sender falls back to this mode, ensuring full backwards compatibility with existing
equipment. As the third test suggests, the new color facsimile protocol also supports
a high quality black & white continuous tone mode.

If necessary, this negotiation can be repeated for each page, allowing for the trans-
mission of mixed documents. For example, if a multi-page document contains only one
color page and one gray-scale page, while the other pages are binary (e.g., black text)
only the two continuous-tone pages will be JPEG encoded and only the color page will

be sent in color mode.

The other components required to assemble a color facsimile system are readily avail-
able: scanner & printer drivers, and a JPEG coder. The JPEG coders available in the
public domain usually require the image to be represented either in RGB or in YUV
coordinates. Adding the conversion to and from the CIELAB color space is straight-

forward.

3 Transmission experiments

For error free communication using a 9600 baud modem, experimental and simula-
tion results showed that the effective facsimile transmission rate is approximately
64K bytes per minute. This includes negotiation start-up time and typical retransmis-
sion overhead. Using lossy JPEG and the default quantization tables, we have
achieved perceptually lossless compression with compression ratios close to 20:1.
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For such a compression ratio, and a transmission rate of 64K bytes per minute. color
facsimile of an A size color image will require at least 8.6 minutes of communication
time. This is certainly neither cost-efficient or practical. Therefore, higher compres-
sion ratios, at acceptable printing quality, are required for efficient color facsimile.
For example, for a transmission time of less than three minutes, the minimum re-

quired compression ratio is 60:1.

In the JPEG standard, the compression ratio is controlled by two sets of tables: the
quantization and the Huffman tables. The quantization tables affect the lossy-com-
pression part. A common practice is to use the default JPEG quantization tables, but
scaled with an appropriate g-factor as mentioned above. The Huffman tables control
the lossless compression part. Most applications use the default tables. For high com-
pression ratios and acceptable output, both of these tables will have to be optimized.

Prior work related to JPEG optimization addresses only the YUV or the RGB color
spaces and focuses on perceptually lossless compression. Scanning or printing are sel-
dom taken into consideration. By taking into consideration the complete color facsim-
ile pipeline (scanning, color transformation, compression-decompression, and
printing), we are able to improve significantly both the compressibility and the print-
ing quality of color images. Using custom quantization tables we are able to improve
the compression ratio by at least 20%, for similar visual quality.

Table 1 shows compression ratios for three color images using both the default (uni-
formly scaled) and custom quantization tables. All images were scanned at 200 dpi.
The 4CP01 image is the color facsimile test image recommended by the ITU.

Image Default table Custom table
Real estate flier with photo 52:1 82:1
Book page with photos and text 53:1 63:1
4CPO01 test chart 47:1 63:1

Table 1. Typical compression ratios. We compare the compression ratios obtained with
the default tables used in most JPEG implementations and the custom tables we tweaked by
hand for color facsimile. The latter allow for viable transmission times.

4 An open problem

The design of good quantization tables is more an art than a science. Authors that
have studied the problem have done so in the optical domain, i.e., for images encoded
in device coordinates. Because the color facsimile standard prescribes the CIELAB
color space, the images are represented in the perceptual domain.
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Much of the literature on color perception deals with aperture colors. There is only
limited discussion of the spatial perception of color other than the study of visual acu-
ity and contrast sensitivity. Knowledge about spatial color perception would allow the
design of better quantization tables, which would shorten the transmission times for
color facsimile communication.

Conclusions

W

We have shown that the new amendments to the Group 3 standard to provide for color
and gray-scale facsimile are sound and do not present any particularly difficult to
solve system issues. We have tested our implementation of the protocol with an inde-
pendent realization and successfully exercised all aspects of the protocol.

With the default JPEG quantization and Huffman tables the transmission time are
not practical for commercial applications. We were able to improve the transmission
times with custom tables, but more work is necessary in this area.
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ABSTRACT
A model is developed to approximate visibility thresholds for discrete cosine transfo
quantization error based on the peak-to-peak luminance of the error ima
thresholds for R, G, and B DCT basis functions can be predicted by a simple luminance-based detection
model. This model allows DCT coefficient quantization matrices to be designed for display conditions other
than those of the experimental measurements: other display luminances, other veiling luminances, and other
“spatial frequencies (different pixel spacings, viewing distances, and aspect ratios).

rm (DCT) coefficient
ge. Experimentally measured visibility

1. INTRODUCTION

L1 Discrete cosine transform-based image compression

The discrete cosine transform (DCT) has become a standard method of image compressionl’
the image is divided into 8X8-pixel blocks that are each transformed into
the DCT basis functions. The DCT transform coefficients / m
given by

2, Frequently
64 coefficients for reconstruction from
,n» of an NXN block of image pixels Ij k. are

[m.n: Z Z Lk CiomCkyn> Mm,n :0,...,N"'1, €))
j=0 £=0

- % cos(%[ZjH]), m>0.

The block of image pixels is reconstructed by the inverse transform, which is the same as the forward transform
for this normalization,

ij,k = Z Z Im,n Cj,m Ckon s j,k =1,.. ., N-1. )
m=0 n=0

Quantization of the DCT coefficients [m. n fesults in image compression. Typically, compression standards
allow the user to set the level of quantization for each coefficient. A quantization matrix Om.n specifies the

Quantization of the DCT coefficients, where the 1, n1th entry in the matrix is the step size of the uniform
quantizer for the m , nth DCT coefficient.

1.2 Threshold-based DCT coefficient quantization

Last year at this meeting Peterson, Peng,

Morgan, and Pennebaker> presented experimental measurements
of the detection thresholds for individual DCT

basis functions in each of the R .G, and B color dimensions.

SPIE Vol. 1666 Human Vision, Visual Processing, and Digital Display 111 (1992) / 365
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Visibility thresholds were measured for purely R, G, or B basis functions on a black background, masked by a
pedestal containing the same color at the luminance that resulted from the mid-range digital value 128 (plus a
small veiling luminance). From these measurements, Peterson et al. > derived DCT coefficient quantization
matrices for separate compression of R, G, and B images. Their quantization matrices produced reasonable
compression with barely visible artifacts. However, the viewing conditions in many applications may not be
similar enough to the viewing conditions of their experiments to yield good compression without visible artifacts
using their specific quantization matrices. The goal is to develop a formula to generate appropriate quantization
matrices for different viewing conditions. In particular, we would like to interpolate and extrapolate the
experimental results to other display luminances, other veiling luminances, and other spatial frequencies
(different pixel spacings, viewing distances, and aspect ratios).

2. THEORY

The theoretical basis of the model developed here is the assumption that the detectability of distortion in
the decoded RGB image can be predicted based on the luminance error caused by quantization of an individual
DCT coefficient. Although quantization of DCT coefficients causes both luminance and chrominance errors, we
assume that for all the coefficients other than the DC coefficient, the spatial frequency is high enough that the
luminance error dominates. The model only takes into account the luminance of the error; it ignores the
chrominance.

The display parameters are characterized as follows:

L is the background or veiling luminance on the screen,

L; is the luminance contributed by the image,

L is the total luminance, Lo + L,

W, is the horizontal width of a pixel in degrees of visual angle,
Wy is the vertical height of a pixel in degrees of visual angle.

Assuming ideal interpolation of a spatially sampled signal displayed on a linear monitor, the image of the error
E,, ,(x,y), due to quantization of the m , nth DCT basis function coefficient Ly, can be written

mm n
Em,n(x’y) =Le COS(W [ZX'I‘I]) COS(m*y— [2y+1]) , 0<x <NWx , OSy <NWy , 3)

<

=0, elsewhere,

where L, is the luminance amplitude of the error image. We assume that the luminance error due to
quantization of a particular DCT coefficient is not visible if L, is less than a threshold Ty, which is a
function only of the coefficient indexes, m , n, and the above display parameters.

2.1 Single-Orientation Case
For either m or n equal to zero (but not both), and ignoring windowing (that is, the limited spatial extent
of the test pattern in the experiment), the problem becomes one of predicting Tm' n for a vertical grating with

spatial frequency

m :
= — (4a)
Im.0 2N w,
or a horizontal grating with spatial frequency
n
= — . (4b)
fon 2Nw,
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In our model we approximate the log of Tm_ n by a parabola in log spatial frequency,
long_n =log(Tmn) + K (logfj-_k - logfmin)z, m=0 or n=0, (5)

where the parameters 7', K, and f ;) are functions of the total luminance L, . T i is the luminance
threshold at f mir-x- the frequency where the threshold is smallest; and K determines the steepness of the
parabola.

Figure 1 illustrates that contrast sensitivity (luminance divided by threshold luminance) for luminance-only
sine wave gratings can be fit by parabolic functions of log spatial frequency over a range of luminances, when
only the fit to high (> 1 cycle per degree) spatial frequencies is considered. The data are from the work of van
Nes and Bouman™, as reported by Olzak and Thomas®. The parabolas are least-squared error fits to the
individual sets of luminance data. The parabola model is not valid for low spatial frequencies, since the .
decrease in sensitivity at low frequencies is slow for imagery that is not stabilized on the retina®. This model is
not applicable for T’ . The results presented in Peterson er. al.> indicate a conservative estimate for T g is
the smaller of Ty g and T'g ;.
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Figure 1. Contrast sensitivity data from van Nes and Bouman?. The data were measured at luminances spaced
one decade apart from 2.9x10~*cd/m? 0 2.9x102cd/m? Parabolas were fit by least squares to the log data
with spatial frequencies of 1 cycle/degree or greater.
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2.2 Two-Orientation Case
When neither m nor n are equal to zero, the trigonometric identity

2cos(a)cos(b) = cos(a +b)+cos(a —b) ©)
shows that the DCT basis functions are the sum of two frequency components with the same spatial frequency
F=Nr2+f,2 @
bgt different orientations. The angle 6 between the two components is

zfxfy

6 = arcsin Iz ®)

There are two extreme cases. If either . or f y is zero, the result is the single orientation case discussed
above. If f, equals f It the components are orthogonal, and detection can be predicted either by probability
summation, or more simply, by summing the fourth powers of the amplitudes and taking the fourth root. The
latter leads to the threshold being increased by the factor 20-75=1.68. This prediction for the effect of the
summation of the two Fourier components follows the work of Phillips and Wilson’ and that of Watson®. The
effect of intermediate positions of the two Fourier components can be approximated as a multiplicative threshold

factor

1

_— 9

r+(1-r)cosb® ®
where b represents the orientation tuning of the visual system in grating detection. We assume b=2.In
addition, when f, and f, are equal, the two Fourier components are in the oblique direction, which usually
results in a further increase in threshold. The oblique effect can be included by decreasing the value of 7.
Incorporating the factor of Equation (9) in the model of Equation (5), the complete model for predicting the log
visibility thresholds becomes

log T, , = log( ) + K (logfj ; —logfm)?® m,n=0,...,N-1. (10)

r +(1-r)cos?0
3. PARAMETER ESTIMATION AND GOODNESS OF FIT

A luminance-only model for DCT basis function visibility thresholds requires the model parameters T min»
J min» and K each be expressed as a function of luminance. The van Nes and Bouman™ data were collected
over a wide range of luminances. The experiments of Peterson et al. had a narrow luminance range, but were
shown to lead o good quantization matrices. Therefore, our strategy for estimating the functions is first to use
the van Nes and Bouman data to determine the form of these functions, and then to fit these form templates to
the Peterson ef al. data. Each function is assumed to be a power law (linear in log-log coordinates), clipped at
some maximal value. The exponent of the power law is found by a least squares fit to the van Nes and Bouman
parabola parameters in the log domain. The maximal value for each function is also based on that data. The
resulting templates are the dashed lines in Figure 2. The van Nes and Bouman peak contrast sensitivities have
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been shifted downwards by approximately 0.3 log units relative to those in Figure 1. This shift attempts o
account for the difference in test pattern size for the two experiments, and corresponds to the log of the fourth
root of the ratio of the two areas, the same summation rule discussed above '3, (Peterson et al. used 50x50
pixel test patterns that occupied 1.47 degrees horizontally and 1.27 degrees vertically, while van Nes and

Bouman used a 8.25 by 4.5 degree signal.)
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Figure 2. T, (top), f min (middle), and K are shown as a function of L. Open circles, X's, and squares
represent parameter values of the predictions for the Peterson et al. data in Figure 2 for R, G,and B,
respectively. Solid circles represent parameter values for the curves fit to the van Nes and Bouman data in
Figure 1. The solid lines show Equations (12), (13), and (14), developed to extrapolate the measured DCT basis

function thresholds.
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These templates are then used to extrapolate the data of Peterson et. al. by finding the best vertical shift
for fitting the templates to the Peterson ef. al. data. The quality of the model fit to the data is evaluated by the

chi-square measure

. N (10T, ps 108 Tpreq)?
Xz — Z o so-2 pre , an

where N is the number of subjects (15), Tp,ed is the threshold predicted by the model (Equation (10)), and
T,ps is the experimental threshold. The standard deviation was estimated from the between-subjects standard
deviations, excluding thresholds whose value was limited by the range of available stimulus levels. The
standard deviations of the log thresholds do not appear to vary with basis function, but a different standard
deviation was used for the B (0'=0.31) thresholds than for the R and G (0=0.21). The sum is over the 58
non-DC basis functions (18 R, 22 G, 18 B) included in the experiment.

3.1 Template fitting procedure

Figure 2 shows model parameters estimated directly from the Peterson ef al. data along with the templates
fit to that data. To assess quantitatively the fit of the templates a sequence of nested hypotheses was formed that
successively added constraints to the model parameters. Then T s, J min- K, and r were estimated by
finding the values minimizing the chi-square measure of fit, subject to their constraints. Initially, all four model
parameters were allowed to vary arbitrarily with Juminance (i.e. color). The results appear in the first column of
Table 1. Next all parameters were re-estimated with r assumed constant. These results appear in the second
column of Table 1 and are also the points in Figure 2 representing the estimates unconstrained by the templates.
Then all parameters were re-estimated with 7 constant and K assumed to follow its template (with a vertical
shift allowed). In this case the model has eight parameters: r, a vertical shift for the K template, three [ ;'s
(one for each luminance), and three T ;.’s (one for each luminance). In turn, S min and S oy =L /T 5, were
additionally constrained, so that the rightmost column in Table 1 gives estimates of the model parameters
consistent with all the templates. Table 1 also gives the minimum X fit of the model of Equation (10) for this
series of nested constraints on the parameters. Differences between successive fits would be distributed
approximately as ¥ if the constraints were valid (and other assumptions held).

next parameter modelled

N _ none r K f min S max
fit y* 107.80 108.14 112.02  133.58 233.11
test x> 107.80 0.34 388  21.56 99.53

df 46 2 2 2 2
signif. level <0.001 085 . 015 <0.001 <0.001

B 0.65 0.70 0.69 0.68 0.68
r R 0.65 0.70 0.69 0.68 0.68
G 0.70 0.70 0.69 0.68 0.68
B 2.10 2.12 228 2.56 239
K R 2.62 2.67 244 2.64 2.56
G 241 241 2.64 297 2.77
B 2.82 2.82 3.02 3.72 3.40
f min R 4.36 436 417 443 4.04
G 4.68 4.68 490 5.44 4.96

B 62.6 62.6 61.1 52.0 74.5

S max R 91.3 91.3 89.2 93.4 94.7

G || 1013 101.3 103.7 108.6 94.7

Table 1. Parameter estimates and goodness of fit.
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These test X2 values indicate that parameters  and K are well fit by their templates, but S min and T i, are
not well fit statistically. The luminances for B, R and G are 6.8, 17.4, and 53.9 cd/m?, respectively.

3.2 Tin s finin» and K luminance functions
The relation between 7' ;. and luminance with all model parameters constrained to their templates is

LaTLTI—aT
Tin = ——<—— L <Ir, 12)
0
L
=—, L>Ly,
So Lr

where Ly = 13.45cd/m?, S;=94.7, and ar =0.649. Figure 2 shows this relation in contrast sensitivity
S max =L /T ;.. Despite the adjustment for area, there is still a difference of about 0.25 log units between the

two data sets.
The two data sets agree very closely on the relation of f min © L. Figure 2 shows that both sets of data
are fit well by the power function

fmin=foL¥ L, L <Lg, (13)
=f0, L>Lf3

where [ =6.78 cycles /deg , ar =0.182, and L, =300 cd/m?. This function is clipped at high
luminances because van Nes and Bouman? found no difference between the contrast sensitivity functions for
luminances of 290 and 1880 cd/m 2.

Although xZ tests could not reject the hypothesis that the same value of K could be used for R, G, and
B, the van Nes and Bouman data suggest that K is also approximately a power function of L, as shown in
Figure 2. Accordingly, we approximate K by the power function

K = KoLaKLK_aK, L SLK > (14)
—_-Ko, L >LK,

where K g=3.125 , ax =0.0706, and Lg =300 cd/m?. This function is clipped at high luminances for
the same reason as the f . function.

Equations (12), (13), and (14) give T o, f 1in» and K as functions of L. When they are substituted
into Equation (10), the result is a luminance-only model for DCT basis function visibility thresholds that
extrapolates the Peterson et al. data.

3.3 Orientation correction

Figure 3 shows threshold predictions using the templates described above in the model of Equation(10)
(dashed curves from the rightmost column in Table 1). These curves appear to fit the experimental thresholds
nearly as well as those estimated directly from the data (solid curves from the second column in Table 1). The
m or n equal zero experimental data of Peterson et al. are indicated by small symbols in Figure 3. The two-
orientation data, indicated by large symbols in Figure 3, are shown divided by the correction factor of Equation
(9). The need for this correction factor is demonstrated in Figure 4. Figure 4 plots the ratio of the
experimentally measured thresholds for two-orientation basis functions (m,n # 0) to the uncorrected model
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predictions (Equation (5)) as a function of 6, the angle between the orientation components. These ratios show
that the experimentally measured two-orientation thresholds are consistently higher than those predicted from
just the spatial frequency of the basis function (that is, the model of Equation (5)). The solid line in Figure 4
shows Equation (9) with r = 0.70. This value was used to correct the two-orientation data points in Figure 3.
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Figure 3. Visibility thresholds T for DCT basis functions measured by Peterson et al3 are represented as
contrast sensitivities S =L /T, as a function of their spatial frequency f . Circles, X’s, and squares correspond
to R, G, and B experimental thresholds, respectively. Small symbols indicate single-orientation basis function
thresholds. Large symbols indicate two-orientation basis function thresholds, after comrection by Equation (9).
Solid lines show the model predictions using the parameters T i, f min» and K estimated directly from the
data by minimum x2 (the second column of Table 1). Dashed curves show model predictions using Equations
(12), (13), and (14). The top, middle, and bottom (at the right edge of the graph) curves are fit to the G, R,
and B, respectively.
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Figure 4. Ratios of uncorrected basis function visibility thresholds to their single-orientation model predictions
are shown as a function of 0, the angle between the orientation components. The solid line shows the the graph
of Equation (9) with 7 = 0.70. Points are labeled as in Figure 3,

4. GENERATION OF QUANTIZATION MATRICES
To convert visibility thresholds measured in luminance to quantization units, Tm‘ n Vvalues are first

by a change of one quantization unit for gun g, at luminance L. For a linear display this is the difference
between the minimum luminance Lg, min and maximum luminance Lg' max from gun g, divided by the total

number of quantization units M ,

L

(Lg,ma.x ~ Lg min )
ALg = o . (15)

The second factor accounts for the normalization constants of the DCT,

o, = i m = (16)

)

Omon = ———— . (17
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5. DISCUSSION

There remains the question of why the shape and the peak of the contrast sensitivity functions of this data
are so different from the van Nes and Bouman® data. Two factors that would force the results in this direction
are the spatial frequency transfer functions of the displays and of the observers. No attempt was made by
Peterson et al. to check the optical correction of the observers. In Figure 3 the small symbols corresponding to
horizontal and vertical gratings appear in pairs, with the horizontal grating frequency just to right of the vertical
grating frequency. At high spatial frequencies the sensitivity for vertical gratings is much less than that for
horizontal gratings, a result consistent in direction with cone spacing”, but also with some low pass filtering by
the display electronics. Other possible factors include the experience and selection of the observers. The above
factors seem generally in the direction of making the results more practical, but if one wants to insure that
artifacts are not visible, one could use the templates as fit to the van Nes and Bouman data, at the cost of less
compression. One major difference between the two studies was that the small area signals of Peterson et al.
were on a dark surround instead of an adapting field of the same mean luminance. It is well known that
adaptation near the masking level is optimal for brightness discrimination!®. This raises the interesting question
of how the luminance term of the model should be computed from the image luminance distribution on the
display to optimize compression.

A luminance-based model appears to adequately account for the variations between the R,G,and B
sensitivities found by Peterson ef al.”. There seems to be no need to introduce chromatic mechanisms to
account for their data. An advantage of separate compression for R, G, and B images is that only the
luminance of the output guns is needed to generate the quantization matrices. Transformation to luminance and
two iso-luminant color coordinates will give better compression, but then it may be critical that the
reconstruction be done so that the iso-luminant color planes are accurately reconstructed at the display.
Whatever color transformation is used, at least one dimension will be luminance dominated at high spatial
frequencies. Our model provides an experimentally based method for generating quantization matrices for such
dimensions for a range of display parameters and viewing conditions. ’
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To investigate the spatial-frequency components that govern letter identification we compared contrast thresh-
olds for three types of visual stimulus (1) standard Sloan letters, (2) Sloan letters that were spatially bandpass
filtered by cosine log filters, and (3) D6 patterns (sixth spatial derivatives of Gaussians). Stimuli were pre-
sented on a gray-scale display screen of a Macintosh computer-based testing system at temporal frequencies
primarily of 2 and 16 Hz. Contrast thresholds were measured in two subjects with normal visual acuity with
use of forced-choice staircases. Contrast sensitivity functions for standard Sloan letters and D6 patterns were
comparable at a temporal frequency of 16 Hz but differed systematically at a temporal frequency of 2 Hz. The
measurement of contrast sensitivity for cosine log filtered letters presented at a temporal frequency of 2 Hz
indicated that the object spatial frequency of maximum sensitivity shifted to lower frequencies as letter size
decreased, whereas the retinal spatial frequency of maximum sensitivity remained relatively constant. When
letters were spatially bandpass filtered at a peak object spatial frequency of 2.5 cycles/letter, then contrast
sensitivity functions for letter identification were equivalent to those for D6 patterns at both temporal fre-

quencies. These results suggest that spatially filtered letters may provide a more appropriate test of visual

function than do standard letter optotypes.

1. INTRODUCTION

The loss of visual acuity in visual disorders has tradi-
tionally been assessed with the use of letter optotypes.
Letters have also been suggested as an alternative or
supplement to the use of sinusoidal grating stimuli in
the measurement of contrast sensitivity.’? As discussed
previously,?? letters have certain advantages over sinu-
soidal grating patterns in that they contain components
with multiple orientations, are more familiar to patients,
and are used in everyday life. Moreover, given the im-
portance of letter identification to the performance of com-
mon visual tasks, it is relevant to determine the ability
of patients to identify letters of low contrast and small
size. However, letters contain a broad range of spatial
frequencies,* which potentially complicates the theoreti-
cal interpretation of test results in terms of underlying
visual mechanisms.

Nevertheless, evidence® suggests that, despite their
broad spatial-frequency content, letters can provide a
reasonable test of visual function, because only a lim-
ited range of object spatial frequencies® appears to be
important for letter identification. However, there is
some uncertainty as to the specific object spatial fre-
quencies that are involved in letter identification. Some
reports have suggested that relatively low object spa-
tial frequencies [approximately 1-2 cycles per letter
width (cycles/letter)] are the most important for letter
identification and reading.*%"8 However, these studies
used either low-pass filters®’® or filters with relatively
broad bandpass characteristics,* so that the exact range
of object spatial frequencies that is most relevant for
letter identification is uncertain. Other investigators
have suggested that these lower object spatial frequen-
cies do not contribute significantly to letter identification
and on this basis have designed visual acuity charts
that use letter optotypes containing only high object
spatial frequencies.®0

0740-3232/94/092375-08%06.00

The goal of the present study was to clarify the spatial-
frequency components that govern letter identification.
The first issue examined was the degree of similarity be-
tween contrast sensitivity functions obtained with stan-
dard letter stimuli and those obtained with stimuli that
are more delimited in spatial-frequency content and ori-
entation. Previous studies!~!3 have suggested that both
types of stimulus produce similar contrast sensitivity
functions, but explicit comparisons between these two
types of test stimulus have not been made under equiva-
lent testing conditions. Therefore we compared contrast
sensitivity functions for Sloan letter optotypes!* with
those for D6 patterns (sixth spatial derivatives of Gauss-
ians), a type of stimulus that is both spatially localized
and delimited in spatial-frequency content, with a band-
width at half-height of 1 octave.’® D6 patterns are simi-
lar in spatial-frequency content to a Gaussian-windowed
sinusoidal grating or Gabor patch.}® We compared con-
trast sensitivity functions for letters and D6 patterns at
two different temporal frequencies. Evidence indicates
that the spatial characteristics of visual mechanisms can
vary with temporal frequency such that spatial band-
widths become broader at higher temporal frequencies.’
Therefore a comparison of contrast sensitivity at $wo dis-
parate temporal frequencies provides a more stringent
test of the similarity between letters and D6 patterns than
does testing at a single temporal frequency.

The second issue addressed in this study was whether
the same object-spatial-frequency components govern let-
ter identification across letter sizes. This has been an
implicit assumption in the use of letters as test stimuli
but has been questioned recently in a study of the effect
of refractive error on letter identification.!® To test this
assumption we measured contrast thresholds for the iden-
tification of spatially bandpass filtered letters at a range
of letter sizes. Letters were filtered with a set of cosine
log filters!® that have the following properties: (1) the
bandwidth at half-height is 1 octave, (2) the peaks of the
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Fig. 1. Ilustration of a one-dimensional D6 (sixth spatial
derivative of a Gaussian) test stimulus.

filters differ by 1 octave, and (3) the filters are symmetri-
cal on a log spatial-frequency axis. The two-dimensional
cosine log filters were radially symmetric (torus shaped)
in the frequency domain. Contrast thresholds for filtered
letters were measured as a function of filter peak object
frequency at a range of letter sizes.

The third issue addressed was whether restricting the
object-spatial-frequency content of letters increases the
degree of similarity between contrast sensitivity functions
for letters and D6 patterns. Specifically, we compared
contrast sensitivity functions for letters that were band-
pass filtered at a fixed object spatial frequency with con-
trast sensitivity functions for D6 patterns. Comparisons
were made at two different temporal frequencies, as in
the first part of the study.

2. SUBJECTS AND METHODS

Subjects

Two of the authors, ages 30 and 46, with normal visual
acuity and practice in psychophysical experiments, served
as subjects.

Test Stimuli

Contrast sensitivity was measured for three types of
target: D6 patterns, standard Sloan letters, and Sloan
letters that were spatially bandpass filtered with two-
dimensional cosine log filters. D6 patterns were defined
by a sixth spatial derivative of a Gaussian in one direc-
tion and by a Gaussian in the orthogonal direction. The
space constant of the Gaussian was 0.8 times the peak
frequency of the D6 pattern, so that the patterns were
approximately circular.?’ An illustration of a D6 pat-
tern is presented in Fig. 1. A set of ten Sloan letters
(C,D,H,K,N,OQ,R, 8,V, Z) was constructed according
to published guidelines.’* These Sloan letters were then
spatially bandpass filtered with a set of five cosine log
filters!® with peak object spatial frequencies of 0.63, 1.25,
2.5, 5, and 10 cycles/letter. Illustrations of an unfiltered
Sloan letter and the cosine log filtered versions are pre-
sented in Fig. 2. Object spatial frequencies lower than
0.63 cycle/letter were not used because, as described by
Parish and Sperling! and confirmed by our pilot testing,
these low object spatial frequencies contained little useful
information about letter identity. Object spatial frequen-
cies higher than 10 cycles/letter were not used, because
the letter spectra contained little amplitude at these ob-
ject spatial frequencies.

Alexander et al,
Test stimuli were generated by an Apple Macintosh
IIfx microcomputer and were displayed on an Apple high-
resolution gray-scale monitor that had a P4 phosphor and
a vertical scan rate of 66.67 Hz. Stimuli were presented
in the center of a rectangular adapting field that was
displayed continuously throughout the session. The
stimulus display was viewed monocularly through a
phorometer with a best refractive correction, and a 2-mm
artificial pupil was used to control the retinal illuminance
of the stimuli. The display monitor, which was the only
source of illumination in the test area, was placed behind
the subjects, with stray light shielded by black cloth, and
the letters were viewed in a front-surface mirror. Ex-
cept where indicated, the viewing distance was 7.2 m, at
which distance the adapting field subtended 1.7° hori-
zontally and 1.3° vertically. Stimulus luminances were
controlled by an ISR video attenuator and VideoToolbox
software, as described by Pelli and Zhang.?! Linearized
color lookup tables that were loaded during the video re-
trace periods defined the pixel luminances for each video
frame.
The peak retinal spatial frequency () of the D6 pat-
terns was defined as in previous studies!s:

wp=\/§/1r0,, 1)

where o, is the space constant of the D6 pattern. As in
previous studies,’® the contrast of the D6 patterns was
defined by a Weber-type formulation:

CDG = (Lpeak - Lmean)/Lmean y (2)

where Lpeax refers to the maximum luminance (or, for
patterns of negative contrast, minimum luminance) and
Luean refers to the space-average luminance, which was
1.9 log troland (Td) as measured with a Spectra Spot-
meter and an EG&G model 550 photometer. Sloan let-
ter size was specified in log minimum angle of resolution
(MAR) units, and letter contrast was defined according to
the Weber definition:

CrL=(Lr — Lp)/Lg, 3)

Fig. 2. Tllustration of an unfiltered Sloan letter H and spa-
tially bandpass filtered versions, with use of cosine log filters
with peak object spatial frequencies of 0.63, 1.25, 2.5, 5.0, and
10.0 cycles/letter.
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Fig. 3. Temporal waveform used to modulate the stimulus con-
trast. When plotted as luminance versus spatial position, this
function also represents the horizontal spatial luminance profile
of the D6 pattern shown in Fig. 1.

where Ly and Lp were the luminances of the target and
background, respectively, and Lz = 1.9 log Td.

The spatial properties of the filtered letters were
defined in terms of object spatial frequencies, which
were also converted to retinal spatial frequencies on the
basis of viewing distance. Because the contrast of com-
plex images, such as bandpass-filtered letters, is difficult
to define satisfactorily,!*??> we defined the contrast of the
filtered images relative to the contrast of the unfiltered
letters from which they were derived. That is, when the
contrast of the original unfiltered letter was 1.0, each
of the filtered images was assigned a relative contrast
of 1.0, regardless of the actual spatial distribution of
Juminance values. For example, each of the filtered im-
ages in Fig. 2 was considered to have a relative contrast
of 1.0, since the original letter had a contrast of 1.0.
When the contrast of the unfiltered letter was reduced
by some proportion, then the relative contrast of the fil-
tered images was considered to have been reduced by an
equal proportion.

To restrict the temporal-frequency content of the test
stimuli and to limit stimulus duration, we modulated
the stimulus contrast temporally by a D6 waveform, as
illustrated in Fig. 3. The peak temporal frequency was
defined as in Eq. (1), with o, (time constant) substituted
for o,. At the point of maximum contrast during stimu-
lus presentation, all stimuli had negative contrast (i.e.,
Lpesk < Lmean and Lr < Lp), as illustrated in Figs. 1
and 2. The temporal characteristics of the stimuli were
confirmed by a photocell and an oscilloscope.

Procedure

Before each of the testing sessions the subjects were given
a series of practice trials in which the test stimuli were
presented at a variety of sizes and contrasts. During the
experimental sessions thresholds were measured with a
forced-choice staircase procedure. The starting contrast
(or size, when appropriate) was chosen by the experi-
menter, typically at a presumed suprathreshold level. A
brief warning tone preceded each stimulus presentation.
For D6 patterns, subjects judged whether the target was
vertical or horizontal on each trial (i.e., two-alternative
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forced-choice), with the orientation determined by a
Fellows sequence.?? The initial staircase reversal point
was approached with a one-down, one-up decision rule.
Subsequently a three-down, one-up staircase decision
rule was used,?* according to which contrast (or size, as
appropriate) was reduced by one step following three
consecutive correct responses and was increased by
one step following an incorrect response. This rule
provides an estimate of the 79% correct point on a psy-
chometric function.?® For letter stimuli (both unfiltered
and filtered versions), one of the ten Sloan letters was
randomly presented on each trial, and subjects were
required to identify the letter verbally (i.e, ten-
alternative forced-choice). The initial staircase re-
versal point was approached with a one-down, one-up
decision rule. Then, a two-down, one-up staircase
decision rule was used, which provides a measure of
the 71% correct point on a psychometric function.®
Different decision rules were used for D6 patterns
and letters, because the number of alternatives was
different; in each case the decision rule provided a
point on the psychometric function that was slightly
greater than halfway between chance and 100%
performance. The interstimulus interval was typi-
cally 2 to 3 s, during which time the subject’s response
was entered into the computer by the examiner and the
next stimulus was generated. No feedback was given.
Each condition was tested twice, and contrast thresholds
were defined as the means of 12 staircase reversals, with
sensitivity defined as the reciprocal of threshold.

In the first experiment, contrast thresholds were mea-
sured for D6 patterns and Sloan letters at temporal
frequencies of 2 and 16 Hz for a range of retinal
spatial frequencies (D6 patterns) or log MAR values
(letters). For the two largest stimulus sizes the view-
ing distance was 2.7 m; for all other sizes the viewing
distance was 7.2 m. Pilot studies confirmed that vary-
ing the test distance over this range (and consequently
changing the adapting field subtense) had no effect on
contrast thresholds for a target of a fixed angular sub-
tense. We also measured size thresholds for letters and
D6 patterns, presented at maximum contrast, at temporal
frequencies of 0.5, 1, 2, 4, 8, and 16 Hz at a test distance
of 7.2 m. We used a forced-choice staircase procedure
in which log retinal spatial frequency (D6) or log MAR
(letters) was varied in 0.1-log-unit steps.

In the second experiment, we measured contrast
thresholds for spatially filtered Sloan letters presented
at a temporal frequency of 2 Hz. First, an intermediate
size of Sloan letter was filtered with the set of five cosine
log filters. Then the resulting set of filtered letters was
presented at each of three test distances: 13.2, 7.2, and
2.7 m. At these test distances the unfiltered Sloan letter
from which the filtered letters were derived had log MAR
values of 0.0, 0.3, and 0.7 (Snellen equivalents of 20/20,
20/40, and 20/100, respectively).

In the third experiment we measured contrast thresh-
olds for cosine log filtered letters that had a peak object
spatial frequency of 2.5 cycles/letter. As in the first ex-
periment, the test distance was 2.7 m for the two largest
targets and 7.2 m for all other sizes. The unfiltered let-
ters from which the filtered letters were derived ranged
in size from 0.1 to 1.3 log MAR (20/25—20/400 Snellen
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Fig. 4. Mean contrast sensitivity functions for D6 patterns and
for unfiltered Sloan letters presented at temporal frequencies of 2
and 16 Hz. Data for the D6 patterns are plotted relative to the
lower x axis; data for letters are plotted relative to the upper x
axis, which represents the log of the reciprocal of MAR. The two
x axes are equated such that a spatial frequency of 30 cycles/deg
corresponds to a log MAR value of 0. Data points represent the
means for two subjects; the error bars represent =1 SEM. The
curves represent the least-squares best fits of Eq. (4) to each

data set.

equivalent). The corresponding filtered letters had peak
retinal spatial frequencies ranging from 1.4 to 0.2 log

cycles/deg.

3. RESULTS

Contrast Sensitivity Functions for D6

Patterns and Sloan Letters

Contrast sensitivity functions for Sloan letters and D6
patterns presented at temporal frequencies of 2 and 16 Hz
are shown in Fig. 4. The data points in this and sub-
sequent figures represent the mean results for the two
subjects, and the error bars indicate standard errors of
the means (SEM’s). In this figure both data sets have
been plotted in the format of contrast sensitivity func-
tions. Contrast sensitivity values for the D6 patterns
have been plotted in terms of log retinal spatial frequency.
To permit direct comparison with these results, we have
plotted the contrast sensitivity values for Sloan letters in
terms of the log of the reciprocal of MAR (—log MAR).
The data sets for the two types of test stimulus have been
equated such that a log MAR value of 0 (20/20 Snellen
equivalent) corresponded to a retinal spatial frequency of
30 cycles/deg, as per convention.® The curves in Fig. 4
represent least-squares best fits of the log form of an equa-
tion that has been used previously to describe contrast
sensitivity functions?é:

s = a exp(-pf), )
where s represents sensitivity, f represents either the
peak retinal spatial frequency (D6 patterns) or the re-
ciprocal of MAR (letters), and a and p are scaling pa-
rameters representing vertical and horizontal positions,
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respectively, on log—log coordinates. The data sets for
both letters and D6 patterns are reasonably well fitted by
this equation.

There was a considerable degree of similarify between
the contrast sensitivity functions for D6 patterns and for
letters, particularly at a temporal frequency of 16 Hz. At
that temporal frequency the parameter estimates (and
standard errors of the estimates) for log ¢ were 1.18 (0.05)
and 1.16 (0.01) and for (linear) p were 0.40 (0.04) and
0.38 (0.01), for D6 patterns and for letters, respectively
(the value of p for letters was corrected for the scaling
difference between the horizontal axes). The statistically
similar values of the parameter estimates for D6 patterns
and letters indicate that the data were comparable at a
temporal frequency of 16 Hz.

However, at a temporal frequency of 2 Hz there were
systematic differences between the results for D6 patterns
and for letters. Contrast sensitivity was lower for letters
than for D6 patterns at low spatial frequencies (large log
MAR values) and higher for letters than for D6 patterns
at high spatial frequencies (small log MAR values). In
addition, the curve for letters extended to smaller stimu-
lus sizes. The parameter estimates (and standard errors
of the estimates) for log a were 1.87 (0.04) and 1.71 (0.04)
and for p were 0.18 (0.01) and 0.15 (0.01), for D6 patterns
and for letters, respectively (the value of p for letters was
corrected for the scaling difference between the horizontal
axes). The differences between the parameter estimates
in units of the common standard error were 4.00 and 3.00
for log a and p, respectively, which indicates that data for
D6 patterns and letters were significantly different at a
temporal frequency of 2 Hz.

To confirm this differential effect of temporal frequency
on contrast sensitivity for the two types of test stimulus,
we measured size thresholds for D6 patterns and letters
at a range of temporal frequencies with test stimuli at
maximum contrast. This procedure is equivalent to mea-
suring visual acuity. The results are shown in Fig. 5.
Asin Fig. 4, the data sets for D6 patterns and letters were
equated such that a log MAR value of 0 corresponded to
a retinal spatial frequency of 30 cycles/deg. At tempo-
ral frequencies of 2 Hz and below there was a difference
of approximately 0.2 log unit between the two data sets,
consistent with the data shown in Fig. 4. The difference
between the data sets decreased at higher temporal fre-
quencies. These results confirm that temporal frequency
had a systematic effect on the relationship between the
contrast sensitivity values for D6 patterns and for letters.
Contrast Sensitivity for Cosine Log Filtered Letters
The effect of restricting the object-spatial-frequency con-
tent of letters on contrast sensitivity for letter identifi-
cation is illustrated in Fig. 6. We have normalized the
data in Fig. 6 by plotting contrast sensitivities for the
cosine log filtered letters relative to the contrast sensi-
tivities of the unfiltered letters from which the filtered
images were derived. We adopted this procedure to per-
mit comparisons among the shapes of the functions for
the different object spatial frequencies without regard to
the actual contrast sensitivity values for the unfiltered
letters. In fact, as shown in Fig. 4, the contrast sensitiv-
ities for the unfiltered letters changed by approximately 1
log unit over this range of letter sizes (0.7-0.0 log MAR).
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frequency. Data for D6 patterns are plotted relative to the
left-hand y axis; data for letters are plotted relative to the
right-hand y axis. The two y axes are equated such that a
spatial frequency of 30 cycles/deg corresponds to a log MAR value
of 0. Data points represent the mean for two subjects; error bars
represent +1 SEM.
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Fig. 6. Mean log relative contrast sensitivities for cosine log
filtered letters with five peak object spatial frequencies, pre-
sented at a temporal frequency of 2 Hz. Data are plotted on
an object-spatial-frequency axis, and contrast sensitivities for
filtered letters are plotted relative to the contrast sensitivities for
the unfiltered letters from which the filtered letters were derived.
Error bars represent + SEM.

The data shown in Fig. 6 represent the means for the
two subjects; the individual subjects showed identical pat-
terns of results. The object spatial frequency of great-
est sensitivity differed depending on the log MAR value
of the unfiltered letter. For the largest letter size (0.7
log MAR; 20/100 equivalent), the maximum contrast sen-
sitivity occurred at a peak object spatial frequency of
2.5 cycles/letter. For a letter size of 0.3 log MAR (20/40
equivalent), the maximum contrast sensitivity occurred
at a peak object spatial frequency of 1.25 cycles/letter.
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However, for the smallest letter (0.0 log MAR; 20/20
equivalent), threshold measurements could be made only
at an object spatial frequency of 0.63 cycle/letter. At
higher object spatial frequencies the contrast threshold
exceeded the maximum available contrast.

Figure 7 shows the same contrast sensitivities plot-
ted in terms of retinal rather than object spatial fre-
quencies. The maximum contrast sensitivity occurred
at nearly the same retinal spatial frequency (approxi-
mately 7 cycles/deg) regardless of letter size. Conse-
quently, even though letter log MAR changed by a factor
of 5 (0.7 log unit), the retinal spatial frequency of max-
imum sensitivity remained relatively constant over this
range.

Contrast Sensitivity Functions for D6

Patterns and Filtered Letters

The effect of restricting the object-spatial-frequency
content of letters is shown in Fig. 8. This figure
presents a comparison between contrast sensitivity func-
tions obtained with D6 patterns and with letters that
were filtered at a peak object spatial frequency of 2.5
cycles/letter, which is the object spatial frequency of maxi-
mal sensitivity for large letters (see Fig. 6). Measure-
ments were made at temporal frequencies of 2 and 16 Hz.
The data points for D6 patterns and the solid curves fitted
to these data have been replotted from Fig. 4. The sym-
bols fitted by the dashed curves represent the measured
contrast sensitivities for the cosine log filtered letters.
The parameter estimates (and standard errors of the es-
timates) for log a and p for the dashed curves were 1.51
(0.02) and 0.22 (0.01) at 2 Hz and 0.78 (0.02) and 0.48
(0.02) at 16 Hz, respectively.

To facilitate a comparison with the data for D6 pat-
terns, the data points for filtered letters were also all
shifted vertically by 0.4 log unit (squares falling along
the solid curves), which represents the mean difference
between the parameter estimates for log a for D6 pat-
terns and filtered letters. When normalized in this way,
the data for the spatially filtered letters corresponded

0.0 T T T T
>~ —-0.3F J
2
2
o —0.6F 4
wm —
o
2
© -09| & ]
©
@
g Letter Size
= =121 6 0.0 tog MAR 1
® 0.3 log MAR
® 0.7 log MAR
-1.5 ) . N A
1 2 4 8 16 32

Retinal Spatial Frequency (cycles/deg)

Fig. 7. Mean log relative contrast sensitivities for cosine log fil-
tered letters, replotted from Fig. 6 on a retinal-spatial-frequency
axis. Data points represent the means for two subjects; error
bars represent +1 SEM.
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Fig. 8. Mean contrast sensitivity functions for D6 patterns and
letters filtered with a cosine log filter that had a peak object
spatial frequency of 2.5 cycles/letter. Test stimuli were pre-
sented at temporal frequencies of 2 and 16 Hz. The curves
represent the least-squares best fits of Eq. (4) to the data sets.
The solid curves were fitted to the contrast sensitivities for D6
patterns, replotted from Fig. 4. The dashed curves were fitted to
the contrast sensitivities for filtered letters. The squares along
the solid curves represent the data for filtered letters displaced
vertically by 0.4 log unit, which was the mean difference between
the values of log @ for the filtered letters and for D6 patterns.
Data points represent the means for two subjects; error bars
represent *1 SEM.

well to those for the D6 patterns at both temporal fre-
quencies. This result is in contrast to the findings for
unfiltered letters (Fig. 4), where the degree of correspon-
dence between the results for Sloan letters and the D6
patterns differed systematically with temporal frequency.
Consequently, restricting the spatial-frequency content of
letters by spatial-bandpass filtering results in contrast
sensitivity functions that are quite similar in shape to
those for D6 patterns at both temporal frequencies.

4. DISCUSSION

Stimuli that are restricted in spatial-frequency content,
such as D6 patterns and Gabor patches, are advanta-
geous for studying the properties of spatiotemporal visual
mechanisms in visually normal individuals. However,
such stimuli may not be sensitive to visual pathology in
persons with disorders of the visual system. For exam-
ple, because of spurious resolution, the use of periodic test
stimuli such as gratings may underestimate the extent
of uncorrected refractive error.!218  Moreover, because of
spatial aliasing, the use of periodic test stimuli may mis-
represent the extent of visual abnormality in diseases
in which there is considerable spatial undersampling.}2%?
Since letters are nonperiodic stimuli, they are less sub-
ject to these factors and thus appear to have an advan-
tage in probing the extent of visual loss in disorders of
the visual system.!>!®  For example, uncorrected refrac-
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tive error has a greater effect on letter identification than
on grating resolution; this phenomenon is most likely due
to the greater importance of spatial-phase information to
letter identification.!21828 Nevertheless, as discussed in
Section 1, letters contain a broad range of object spatial
frequencies, which can potentially complicate the theo-
retical interpretation of test results when such stimuli
are used.

Our first experiment showed that, despite the broad
spatial-frequency content of letters, contrast sensitivity
functions for letter identification were quite similar in
shape to those for stimuli that were more restricted in
spatial-frequency content. In fact, contrast sensitivities
for Sloan letters and for D6 patterns were essentially
equivalent at a temporal frequency of 16 Hz (Fig. 4).
Nevertheless, at lower temporal frequencies there were
small but systematic differences between the contrast sen-
sitivity values for the two types of stimulus. At a tem-
poral frequency of 2 Hz, contrast sensitivity was higher
for D6 patterns than for letters at low spatial frequen-
cies (large log MAR values), whereas contrast sensitivity
was higher for letters than for D6 patterns at high spatial
frequencies (small log MAR values).

For D6 patterns the effect of temporal frequency on con-
trast sensitivity (Fig. 4) was as expected. At low spa-
tial frequencies the difference between the log contrast
sensitivity values for D6 patterns at the two temporal
frequencies was approximately equal to the log of the
ratio of the temporal frequencies (0.9 log unit), a relation-
ship that represents temporal summation. As the spatial
frequency of the D6 patterns increased, the difference be-
tween the contrast sensitivity functions at the two tempo-
ral frequencies increased, indicating a selective sensitivity
loss at high spatial frequencies, consistent with previous
studies.”® For Sloan letters the difference in log sensi-
tivity values at large letter sizes was not so great as for
D6 patterns, and there was a proportionally greater loss
of sensitivity with increasing temporal frequency at small
letter sizes than there was for D6 patterns.

The fact that the differences between the contrast
sensitivity functions for letters and D6 patterns varied
systematically with temporal frequency indicates that
these differences were not due to methodological factors,
such as the use of different staircase decision rules or
different definitions of stimulus contrast. Instead, our
second experiment suggested that the most likely expla-
nation for the systematic differences between the contrast
sensitivity functions at low temporal frequencies is that
different object-spatial-frequency ranges were involved in
letter identification as log MAR varied. At intermedi-
ate and large letter sizes the object spatial frequency of
greatest sensitivity was approximately 2.5 cycles/letter
(Fig. 6), which is in general agreement with the results
of previous studies.*>"® If this were the object spatial
frequency that is most relevant for letter identification at
all letter sizes, then a letter size of 0.0 log MAR (20/20
Snellen equivalent) would correspond to a retinal spa-
tial frequency of 30 cycles/deg, which is the conventional
method for specifying the relationship between letter log
MAR and retinal spatial frequency® and was the basis for
equating the log MAR value of letters with the log spatial
frequency of D6 patterns in Figs. 3 and 4.

However, our results showed that the object spatial
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frequency of maximum sensitivity was not constant but
varied systematically with letter size. For example, at
a letter size of 0.0 log MAR the object spatial frequency
of greatest sensitivity was displaced to 0.63 cycle/letter
(Fig. 6), as might be expected because of the attenuation
of the higher object spatial frequencies by the optical and
neural properties of the visual system.®® This resultisin
agreement with the hypothesis of Thorn and Schwartz!®
but is in contrast to the findings of Parish and Sperling,*

who reported that the highest efficiency in discriminating -

letters in noise occurred at a constant object spatial fre-
quency despite changes in viewing distance (letter size).
The most likely explanation for this apparent difference in
findings is that their range of retinal spatial frequencies
was not so high as ours, extending only to 2.3 cycles/deg,
whereas our spatially filtered letters had peak retinal spa-
tial frequencies extending to approximately 15 cycles/deg
(Figs. 7 and 8). Other possible reasons for the differ-
ences between the findings are that their filter width was
generally 2 octaves and was high pass for the highest ob-
ject spatial frequency, whereas our spatial filters were 1
octave wide at half-height; and their images were nor-
malized, so that their filtered images at high object fre-
quencies were effectively contrast enhanced, whereas our
images were not normalized.

As a result of the shift in peak object spatial fre-
quency with letter size (Fig. 6), the peak retinal spatial
frequency remained relatively constant at approximately
7 cycles/deg over the range of letter sizes that were tested
(20/100—-20/20; Fig. 7). This finding implies that the
retinal spatial frequency that is tested by a conventional
visual acuity chart also remains fairly constant as let-
ter size decreases. As a result, the reduction in perfor-
mance that typically occurs with decreasing size of Sloan
letters must be due to factors other than a change in reti-
nal spatial frequency, such as the fact that lower object
spatial frequencies contain less information about letter
identity* (cf. Fig. 2). Consequently, although log MAR is
a reasonable metric for specifying letter size, it is some-
what misleading for one to equate letter size measured
in units of log MAR with spatial frequency measured in
cycles per degree of visual angle in order to derive contrast
sensitivity functions based on letter identification. This
difference between log MAR and retinal spatial frequency
is likely to account for the fact that the data points for let-
ters and D6 patterns in Fig. 4 do not lie along the same
curve at high spatial frequencies (small log MAR values).

When letters were bandpass filtered at a peak object
spatial frequency of 2.5 cycles/letter, then contrast sen-
sitivity functions were quite similar in shape for filtered
letters and D6 patterns at both temporal frequencies of
presentation (Fig. 8). This finding is consistent with the
hypothesis that letter identification can be predicted on
the basis of the spatial-frequency components of letters
in combination with the contrast response properties of
the visual system.3! The fact that the data for filtered
letters in Fig. 8 were displaced downward from the data
for the D6 patterns implies that more than this single
l-octave band of object spatial frequencies is involved
in the identification of standard Sloan letters. That is,
since we defined the contrast of the filtered letters relative
to the contrast of the unfiltered letters, then the contrast
sensitivity values for the filtered letters in Fig. 8 would
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have corresponded to the contrast sensitivity values for
unfiltered letters shown in Fig. 4 if letter identification
were based solely on a single object-frequency band cen-
tered at 2.5 cycles/letter. The overall lower contrast sen-
sitivity for filtered letters than for unfiltered letters (and
for D6 patterns) indicates that more than this restricted
band of object spatial frequencies is involved in the iden-
tification of unfiltered letters. A similar conclusion can
be drawn from the data in Figs. 6 and 7, in which the log
relative sensitivities for filtered letters were all less than
0.0. This means that a higher contrast was required for
the identification of the filtered letters than was present
at that object-spatial-frequency band in the original unfil-
tered letters. Therefore, identification of unfiltered let-
ters could not be based on that object-spatial-frequency
band alone.

Although contrast sensitivity functions for spatially fil-
tered letters are similar to those for D6 patterns when
letters are filtered at an object spatial frequency of
2.5 cycles/letter, it is not apparent whether this is the
optimal filter peak frequency for all letters. For ex-
ample, our examination of the object-spatial-frequency
spectrum of Sloan letters indicated that the Sloan let-
ter S has higher object-spatial-frequency components
than the Sloan letter Z. A cosine log filter centered
on 2.5 cycles/letter might pass a higher proportion of the
spectrum of the letter S than of the letter Z, whereas a
different relationship would obtain at other object-spatial-
frequency bands. This could account for the observation
that letter confusions can change systematically as a
function of letter size.3! In addition, font characteristics
have an important influence on letter confusions,?? and
it is likely that results obtained with Sloan letters may
not be representative of letter identification with other
letter sets.

In conclusion, restricting the spatial-frequency content
of letters increases the similarity between contrast sensi-
tivity functions for letters and for patterns that are inher-
ently more delimited in spatial-frequency content, such
as D6 patterns. This result suggests that it is necessary
to limit the object-spatial-frequency content of letters for
adequate testing of the contrast sensitivity of specific vi-
sual mechanisms. Whether spatially filtered letters will
prove useful in testing disorders of the visual system re-
mains to be determined.
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Adaptive Coding of Monochrome and Color Images

WEN-HSIUNG CHEN AND C. HARRISON SMITH,MEMBER, IEEE

Abstract—- An efficient adaptive encoding technique using 2 new im-
plementation of the Fast Discrete Cosine Transform (FDCT) for band-
width compression of monochrome and color images is described. Prac-
tical system application is attained by maintaining a balance between
complexity of implementation and performance. FDCT sub-blocks are
sorted into four classes according to level of image activity, measured
by the total ac energy within each sub-block. Adaptivity is provided by
distributing bits between classes, favoring higher levels of activity over
lower levels. Excellent performance is demonstrated in terms of mean
square error and direct comparison of original and reconstructed images.
Results are presented for both noiseless and noisy transmission at a
total rate of 1 bit and 0.5 bit per pixel for a monochrome image and for
a total rate of 2 bits and 1 bit per pixel for a color image. In every case
the total bit rate includes all overhead required for image reconstruc-
tion and bit protection.

1. INTRODUCTION

UMEROUS bandwidth compression techniques have been

proposed in response to the continually increasing re-
quirements for transmission and storage of high resolution
imagery. Adaptive transform encoding based upon the statistics
of imagery-data has proved to be very effective but introduces
system complexity. The key to a practical system implementa-
tion lies in selecting an efficient coding scheme which achieves
a successful-compromise between complexity and performance.
This paper_describes an efficient adaptive coding technique
using the fast discrete cosine transform. Transform blocks are
sorted intoélasses by the level of image activity present. Within
each activity (ac energy) level, coding bits are allocated to
individual fransform elements according to the variance matrix
of the transformed data. Bits are then distributed between
“busy” and “quiet” image areas to provide the desired adap-
tivity—more bits being assigned to the areas of high image
activity and fewer bits to those of low activity. Use of the fast
discrete cosine transform (FDCT) provides high energy com-
paction and helps to simplify implementation. Transform
elements are nonuniformly quantized and coded as prescribed
by the bit allocation matrices of the various energy levels.
Overhead is held to a2 minimum consistent with performance.
Mean square error between original and reconstructed images
is used as the primary performance criterion although subjec-
tive performance is exercisable by visual inspection of the
monochrome and color image coding examples presented.

The discrete cosine transform representation and its prop-
erties are briefly described in Section IL. In Section III the
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paper was presented at the International Conference on Communica-
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statistical properties of cosine transform samples are reviewed.
Section IV contains a detailed description of the FDCT adap-
tive image coding system for monochrome images. Section V
describes the extension of the adaptive scheme to color images.
Simulated examples of monochrome and color images are
presented and discussed in Section VI.

11. COSINE TRANSFORM

The one dimensional cosine transform of a discrete function
f(),i=0,1,-, N —1,is defined as [1]

N—1 7
Fu) =——2c1(:) £(7) cos [-—-(2’ ;\i)"”] :
frd
u=0,1,N-1 (1)

where
1
c(u) =75', foru=0
=1, foru=1,2,,N-1
=0, elsewhere

and the inverse transform is

N2 2%+
f()="3) e(u)Fu)cos [(’—ZNI)“"}

u=0
=01, N-1. (2)

In the class of transforms with a known fast computational
algorithm the cosine transform has a superior energy compac-
tion property.

Figure 1 contains a plot of the mean square error of an
image with a Markov process covariance as a function of block
size for various transformations [2]. In this plot the 25% of
the coefficients containing the largest variances were selected
and the remainder discarded. It is seen from the figure that the
cosine transform results in virtually the same energy compac-
tion performance as the Karhunen-Loeve transform, known
to be the best in the mean square error sense. The transform
possesses a circular convolution~-multiplication relationship
which can readily be used in linear system theory [3]. The
transform can also be calculated using a computational algo-
rithm which is different from the conventional approach. The
conventional approach of implementing the discrete cosine
transform involves computation of a double size fast Fourier
transform (FFT) of 2N coefficients employing complex
arithmetic [1]. An alternative algorithm, known as a Fast
Discrete Cosine Transform (FDCT), requiring only real opera-
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Mean square error performance of image transform as a
function of block size.

Figure 1.
tions on a set of N points is also possible. A general method
for derivation of the FDCT for any desired value of N =2m,
m > 2 has recently been found [4]. The method requires
(3N/2)(loga N — 1) + 2 real additions and N loga N —(3N/2)+
4 real multiplications and is six times faster than the conven-
tional approach. An example of this faster algorithm for N =
16 is shown in flowchart form in Figure 2.

II1. STATISTICAL PROPERTIES OF COSINE
TRANSFORM SAMPLES

Statistical image information plays an important role in
developing an efficient coder. This section presents some of
the statistical properties which are useful in devising the
adaptive coder.

A. Mean and Variance

The one dimensional cosine transform discussed in the
previous section can easily be extended to two dimensions.
Suppose that the image pixel f(7, k) is a sample of a random
process with mean m. Then E{f(j, k)} can be replaced by m
and the expected value of the cosine transform samples can
be expressed as

ame(u)e(v) Nt NSt

2+ 1
BUA, ) == ;0 )| s(—j—iz_vﬂ

2k + 1
. COS(—W)—UH" (3)

or
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Figure 2. Fast cosine transform flowchart, N = 16, Ci = cos(ni/32),
Si = sin(nif32). :
E{F(0,0)} =2m (42)
and

E(Fu, 1)} =0;  (u v)#0. (4b)

With the mean denoted as above the variance of the transform
samples can be computed from

02(0, 0) = E{[F(0,0)] 2} — 4m?2 (52)
and

o2(u, v) = E{[F(u, v)] 2}; (u, V) #0. (5b)

B. Probability Model o

Sifice each cosine-transform-domain sample is formed from
the cosine weighted sum of all the pixels in the original image,
the central limit theorem [S] tells us that the probability

density functions can be modeled approximately by Gaussian
densities, i.e.,

1 (x — 2m)?
P.0y*X)= WEXP - ml (62)
and
1 x2 -
Pu, ) =__\/2—1_r o V) exp =23 @ ’ ;
(u, v) #0. (6b)

IV. COSINE TRANSFORM ADAPTIVE CODING OF
MONOCHROME IMAGES

The activity levels of images are proportional to the trans-
form domain ac energy within the images. AC energy can be
associated with image detail—each dc sample in the transform
domain is excluded since it determines only the brightness
level. All transform sub-blocks can then be classifed into
various groups according to the ac energy inside the sub-blocks.
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Figure 3. Cosine transform adaptive coding system.

Adaptivity is provided by assigning more bits to the higher
energy levels and fewer bits to the lower energy levels. This

not only provides good quality reconstruction for the high

activity regions but also achieves an efficient coding for the
low activity regions. For adaptivity to be successful the span
‘of adaptivity must be sufficiently large to draw statistically
significant parameters from the image data. Coding in small
sub-blocks meets this requirement and is also computationally

“efficient. In the system to be described, the entire digitized

image is divided into a number of 16 X 16 pixel sub-blocks
d a two dimensional'FDCT performed on each sub-block.
Figure 3 containsa block diagram of the adaptive
oding system for monochrome images. The sum_of the
ac_energy of the transform samples within each sub-block
jLﬁrst calculated and dccepted as the measure of the level of
activity of that sub-block. Next, a histogram is constructed
35| d the transform blocks are classified into four groups
dccording to this measure of activity. The normalized trans.
form samples within each class are then nonuniformly quan-
tized and adaptively coded. The quantization method used
here is Max’s optimal quantization-scheme [6] with probability
lensity of the transform sample modeled as equation (6).
! For real time applications it is necessary to make two
passes: the first pass to generate the sub-block classification
maps, set up the bit assignment matrices, and calculate the
normalization factor; the second pass to multiply by the
normalization factor, quantize the transform coefficients, code
the data, add the overhead information and transmit the
resulting data over a channel. This is accomplished by a one-
frame delay in which the first pass data are processed and
stored while the previous second pass data are coded and trans-
mitted. This is practicable if the frame size is restricted to a
/alue compatible with storage capability and first pass pro-
‘essing time. At the receiver, the received data are decoded,
ind an inverse cosine transform is performed to reconstruct
he image.

1.0

Cumilative Probabilicy

w " bé 1
1 It L 111¢) ] IS N EWY] A
0.1 0.6 1.0 2.4 7.2 10.0 91

Ll 123

Sub-Block ac Energy

Figure 4. Probability distribution of sub-block ac energy.

A. Transform Sub-block Classification

After the FDCT is performed the transform sub-blocks are

classified by level of activity (ac energy).
The ac energy in the (m, /)th sub-block can be defined as

16 16

Emu= 37 27 [P st V]2 = [F,y (0,0))2;

u=0 v=0
m =12, M/16* (7)

Figure 4 shows a typical cumulative probability distribution of
ac energy within sub-blocks. The energy has been classified
into four levels, nonuniformly separated by the .25, .50, and
.75 of the cumulative probability distribution, such that each
class contains $(M/16)2 sub-blocks. The classification of the

*Unless otherwise specified, the image is represented by M x M
pixels.
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transform sub-blocks into equaﬂj' populated levels provides a
simple way to ensure that the average coding rate over the
entire image is maintained. The number of classification levels
is generally dependent upon the image size, the relative
population of the activity levels, the degree of change of
activity within an image and the average bits required to code
the compressed data. While not necessarily optimuin, four
equally populated levels of classification are sufficient to code
images with an average code rate of 0.5 bits per pixel or more.

The classification maps serve as an index or reference to the
proper bit allocation matrices and become a part of the over-
head information needed by the receiver to decode the received
data. Figure 5 illustrates a typical classification map for the
central 20 X 20 transform sub-blocks for the monochrome
image shown in Fig. 8a. The classification of sub-blocks by the
levels of activity is clearly demonstrated.

B. Adaptive Coding

The ensemble average of the variance of each of the trans-
form samples within each class is next computed. From
equation (5) we have

M M
256K 16 K IGJK[ © )]2 am?
7,2(0,0) = ) ,0 —4m* (8a)
$20,0="5" 2 2 m
and

M

M
u, V) =——— Fpo i, V)12,
o, 2(u, V) e A 1[ 1, V)

i=

w,v+0 (8b)
where k = 1, 2, =, K and K is the number of sub-block classi-
fications. Once the variances for each class are computed, the
bit allocation matrix for that class then can be determined.
The bit assignment, Ng, (1, v), for each bit allocation matrix
is based upon a relationship from rate distortion theory. [7,

8] The number of bits is given by
! 2
Ng, (@ V)= Py loga [0 2(u, v)] —logz [D];

(u,v) #(0,0) ©®)

where 0,2(u, V) is the variance of a transform sample as
defined in equation (8) and Disa parameter. Bits are assigned
by initializing D and iteratively calculating the summation of
Npg k(u, v) in equation (9) until the desired total number of
bits is achieved. If the exact total number of bits desired is not
reached after a fixed number of iterations, bits are arbitrarily
adjusted. Figure 6 illustrates typical bit allocation matrices for
the monochrome image with an average code bit of 1 bit/pixel.

Referring to the block diagram of Figure 3, the incoming
transform samples are now normalized by a normalization
coefficient o (4, U):

’VBk(u,u)-—l'
,

o', )=c-2 (4, v)#(0,0) (10)

!
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Figure 5. Classification of the central 20 X 20 transform sub-blocks
for the monochrome image. 1 specifies the highest activity sub-
blocks; 4 specifies the lowest activity sub-blocks.

AVERAGE CODE BITS PER PIXEL = 0.976

8755433221110000 3654432221110000
766543]221110000 6554432221112000
6554‘33221110000 5544433221110000
5544433322111000 4443333222110000
44433]3222111000 3333333222111000
3333322222111100 3333222222111100
3333322221111100 2222222221111000
2223222111111000 2223321111111100
2222322111111100 22234323111110000
2222221111111000 1212321111101000
1111111111100000 1111111111000000
1111111111100000 11111111110000023
1111111111100000 11111:11111100000°¢
1111111111000000 7111111111000000
7111111111000000 $1111111111600000
1111111111000000 1111111122100000
Class 1 Class 2

§543322111100000 §33211000000

5544332211000000 3322111100003338
44333322111000060 2221111100000000
3333322211100000 1111111000000000
3332222111100000 11111000000000°¢0°¢0
2222221111100000 11100000000000¢00
2222211111100000 1000000000000000
211121111000000°0 00000000000COQ0CCO00O
11122231110000000 0000000000000C00C¢C
1111111100000000 000000000000000¢C
11111110000000080 600000000000000°¢
1110111100000000 00000006000000000
1000001000000000 0000000000000000
0000001100000000 0000000000000000
0000000100000000 poooopOOOOO0OO0OOOEC
10000000110060000 0000000000000000

Class 3 Class 4

Figure 6. Bit allocation matrices for the monochrome image.

where Ng, (4, v) is as defined in equation (9) (see bit tables in
Figure 6) and c is the normalization factor. In equation (10)
if Ng k(u, v) is assigned to one bit the normalization factor ¢
will equal oy '(u, v). Since 0y (4, V) is simply the estimation of
ok (u, V), c_can be determined during the bit asstgnment pro-
cess by setting it equal to the maximum standard deviation of

Those elements in the variance matrix which were assigned to

one bit. The maximum value is selected rather than the average
To ayoid, excessive clipping. As for the dc samples, eight bits
are assigned to avoid brightness differences at sub-block
boundaries.

For an image of Np bits dynamic range the maximum
possible value for the dc coefficients for a 2D cosine transform
can be determined from equation (11) as 2(2Np - 1). There-
fore, if the dc coefficient is assigned at eight bits the dc
normalization factor is 2(2VD — 1) divided by the highest

eight bit decision level with unit variance. This guarantees that

-~hone of the dc samples are clipped. The dc normalization

factor need not be transmitted as long as the dc bit assignment
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is fixed. A normalization factor assigned to each transform
sample might yield slightly increased performance but would
lead to excessive overhead. Next, the normalized samples are
optimally quantized with the number of quantization levels
(bits) set according to the bit allocation matrices. The Max’s
quantization scheme [6] is used here since it gives the optimal
result for a given probability density function. The probability
density model used in finding decision and reconstruction
levels in the Max’s scheme is defined in equation (6). The
optimally quantized samples are then coded into a string of
binary data. These data incorporated with their overhead
information are then transmitted over a channel.

€. Overhead

} Overhead is the information necessary to decode the com-
pressed image data at the receiving end of the channel. In the
adaptive' coding system just described, the total overhead
information consists of one classification map, one normaliza-
tion factor, and four bit tables. This can be written as

(1

where B, B,,, and B; represent the average overhead code bits
required to code the classification map, the normalization
factor and the bit allocation tables, respectively. They are
tepresented by the following set of equations:

B=B.+B, +B,

B=— = Ebits 12)
+ B, =_c_'_ bits : | @13)
M2 Hia
B =lU8 14 = (14)
M2 .

where ¢’ is the number of bits used to represent the normaliza-
tlon factor ¢. The factor & is a function of the compression
tatio. Utilizing an efficient coder such as the Huffman code, A
it equal to 1.62 for the 1 bit case and 1.41 for the 0.5 bit case,
based upon the fact that the majority of bit assignments equal
zero for large compression ratios.

i It is known that the inherent “error averaging” property of
transform coding provides image coding superior to conven-
tional spatial coding. However, any adaptive transform coding
technique such as the one used here tends to propagate channel
zrrors and some form of bit protection is desirable. Since little
degradation in the image itself results at channel bit error rates
of 10~4 or less, only the overhead part of the data requires
arror correction to avoid catastrophic errors and produce
reliable data transmission. In each of the subsequent examples
‘he allowance for overhead has been doubled for BER = 104
and tripled for BER = 102 for bit protection.

It can be computed that for the errorless case less than
0.034 bits of overhead information is needed to code a one bit
monochrome image of 256 X 256 pixels. For a one bit mono-
chrome image of 1024 X 1024 pixels, the overhead information
s '2ss than 0.01 bit.
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V. COSINE TRANSFORM ADAPTIVE CODING OF
COLOR IMAGES

Figure 7 contains a block diagram of a cosine transform H
color image coding system. In the system, the color image S
represented by three source tristimulus signals R (f, k), G(j, k),

B(j, k) at coordinate (f, k) are first converted to a new three )
dimensional space, Y (J, k), I(J, k), Q(j, k) according to .

0.587 0.114

R, k)
GG, k)

BG, k)

0.299
0.596

YG, k)
10,8 |=
Q0. k)

—-0274 . (15)

—0.253

-0.322

0.211 0.312

The conversion compacts most of the color energy into the ¥
plane such that a more efficient design of the adaptive coder
can be accomplished. The converted YIQ signals then individ-
ually undergo a two dimensional cosine transform in 16 X 16
pixel sub-blocks to form three transform planes Fy(u, v),
Fi(u, v), and Fo(u, v). The adaptive coding process as described
in coding the monochrome images is then applied to each
color plane and the resulting code bits are transmitted serially
over the channel. At the receiver, the receiver code bits are
decoded, and inverse cosine transform and inverse coordinate
conversions are performed to reconstruct the source tristimulus
signals. The inverse coordinate conversion is described by

1.000 0.956 0.621 YG k)

1G, 0)
Q0. k)

R(j, k)
GG k) | =
BG. k)

—-0272 —0.647 . (16)

1.000

1.000 -1.106 1.703

VI. EXPERIMENTAL RESULTS

A series of computer simulations has been conducted to
evaluate the performance of the cosine transform adaptive
coder. All images were generated with the DICOMED, Model
D47, Image Recorder manufactured by Dicomed Corp..
Minneapolis, MN. It is worthwhile to mention that there is no
trial and error process involved in simulating the coder. Every
result to be presented here is based on a “one shot” experiment.

Each set of simulation results have been grouped into a
single figure consisting of four quadrants, a. b, ¢, and d, for
ease of comparison. The original image in all cases is at the
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Figure 8. Simulation results for compression of monochrome imagi
at one bit per pixel (see text). (a) Original. (b) R
image with BER = 0. (c) BER = 10~4. (d) BER = 10—

;
e/,
e

Figure 10. Simulation results fo
bits per pixel (see text). (a) Ori
BER = 0. (¢) BER = [0~

Jpper left
*hannel error is at upper right in quadrant 5. The recon-
‘tructed images for channel errors of 10—+ and 10~2 are at
ower left, quadrant ¢, and lower right. quadrant d, respectively.

The original monochrome image shown in Figure 8(a)
'ntains 1024 X 1024 pixels with each miensity value uni-

mly quantized to 256 levels (8 bits per

in quadrant a. The reconstructed image without

pixel). Figure 5 is

;constructed

at 0.5 bit per pixel (see text). (a) Original. (b) Reconstructed image
with BER = 0. (c) BER = 10™4. (d) BER = 102,
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1Te

BER =0. () BER = 10—*

sion at 2 bits per pixel. Figure 10(b).v‘sh0\ils the high quality
reconstruction ‘without. channel error. Figure “11 is the
corresponding set of results for compression at 1 bit per pixel.
In both sets of images, quadrants (c) and (d) show the effect
of channel BER of 104 and 10~2, respectively. . .

For simplicity T simulation each Fy, Frand Fg component
is classified int

ur classes, even though the classifications of

| two levels-may :have been enough for:the Fr and Fg com-

ponents. The bit -distributions among .the Fy, F, and Fq

" components are détermined empirically from reference 8..'

Figure 12 shows 2 plot of normalized miean square. error
versus average code bits for these images. Excellent mean
square error performance of the scheme is demonstrated. Mean
square error has been normalized to the maximum reference

input value of 256 levels for both - monochrome  and ‘color

images. The apparent superior performance of the color image .

is due to the much greater level of detail in the monochrome
image. o

VIL. SUMMARY

The adaptive coding technique described herein rtequires
minimal overhead information yet performs extremely well.
The classification of image sub-blocks by activity level pro-
vides efficient ‘¢oding for the transform domain elements.
Adaptivity in coding provides code bits to individual: samples
rather than to specific zones. As can be seen from Figure 6,
more bits are sometimes assigned to higher frequency samples
than to nearby lower frequency samples. This feature helps in
protecting high frequency information, and in reducing errors
by better reconstruction of large transform samples. The
devised scheme: is based ‘upon analytical optimization of the
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.A.

Figure 1L ".Si;nhlgtidn»’resi;lis for compression  of color image at 1.’ .
bit per pixel (see text); (a) Original. (b) Reconstructed image with
4 () BER=10"2" ' .. -

1? £ ELEQ0 - EG0)
0.1 L . MSE = L3 7
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Monochrome Image

Color Image (Y Component)

% Normalized Mean Square Ervor
o
°
w
T

0.01
0.09

TrY

. Average Code Bit/Pixel

Figuré {2 Mean square error performance of adaptive cosine
transform coder.

mean square quantization error where the deleted samples are
treated as part of the quantization noise. Further optimization
may be possible- by iteration of. parameters such as the nor-
malization ‘factor ¢ but-might not be acceptable in a practical
application. The low mean square error (MSE) achieved, €.g.,

(R
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MSE = 0.049% for the 1.bit monochrome image and MSE =
0.019% for-the. 1 bit color image (¥ component) and the
excellent subjective- performance would imply that further
optimization may not be rewarding.
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Effects of Round-Off Noise on Hadamard
‘Transformed Imagery

JOHNJ. KNAB MEMBER, IEEE

Abstract—The effects of hardware round-off error when using the -
two-dimensional’ Hadamard transform to code 8 by 8 pixel subpicture

blocks of imagery are presented. The simulations show that at least 8 .

bits of precision are desirable,

INTRODUCTION

N RECENT years, the two-dimensional’ Hadamard trans-
form has been quite successfully emploved in reducing the

Manuscript received September 10 1976; revised January 7,.1977.
This paper represents the results of research carried out at the: Air Force
Avionics Laboratory, Wright-Patterson Air Force Base underWork Unit
76620704. Portions of this paper were presented at the 1976 Picture
Codmg Symposium, Asilomar; CA;January 1976.

The author was with the Air Force Avionics Laboratorv Wright-
Patterson Air Force Base, OH 45433, He is now with the Electronic
Systems Division, Harris Corporation, Melbourne, FL 32901.

amount of digital data needed to adequately represent atwo-
dimerisional image [!]. Simulations [1] as well as hardware
unplementatxon [2] have demonstrated that data compression
for TV imagery is practxcal using real-time Hadamard trans-
form coding techniques.

Ini- this paper we ‘observe the detrimental effects of hard-
ware round-off efror when calculating-the Hadamard trans-
form coefficients. An image comprised of 512 by 512 pixels,
quantxzed linearly to 6 bits (0 to-63), will be considered. The
image is divided into 8.by 8 pl.XEl sub-blocks before the two-
dimensional Hadamard transform is apphed. Round-off errors
aré then introduced during the computation -of the Hadamard.
transform. When the inverse Hadamard transform is computed
to obtain the original image, no round-off error is introduced. -
The effects of round-off errors. are also examined when a nio-
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Foreword

ITU (International Telecommunication Union) is the United Nations Specialized Agency in the field of
telecommunications. The CCITT (the International Telegraph and Telephone Consultative Committee) is a permanent
organ of the ITU. Some 166 member countries, 68 telecom operating entities, 163 scientific and industrial organizations
and 39 international organizations participate in CCITT which is the body which sets world telecommunications

standards (Recommendations).

The approval of Recommendations by the members of CCITT is covered by the procedure laid down in CCITT Resolution
No. 2 (Melbourne, 1988). In addition, the Plenary Assembly of CCITT, which meets every four years, approves
Recommendations submitted to it and establishes the study programme for the following period.

In some areas of information technology, which fall within CCITT’s purview, the necessary standards are prepared on a
collaborative basis with ISO and IEC. The text of CCITT Recommendation T.81 was approved on 18th September 1992.
The identical text is also published as ISO/IEC International Standard 10918-1.

CCITT NOTE

In this Recommendation, the expression “Administration” is used for conciseness to indicate both a telecommunication
administration and a recognized private operating agency.

© ITU 1993

All rights reserved. No part of this publication may be reproduced or utilized in any form or by any means, electronic or
mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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Introduction

This CCITT Recommendation | ISO/IEC International Standard was prepared by CCITT Study Group VIII and the Joint
Photographic Experts Group (JPEG) of ISO/IEC JTC 1/SC 29/WG 10. This Experts Group was formed in 1986 to
establish a standard for the sequential progressive encoding of continuous tone grayscale and colour images.

Digital Compression and Coding of Continuous-tone Still images, is published in two parts:
—  Requirements and guidelines;
~  Compliance testing.

This part, Part 1, sets out requirements and implementation guidelines for continuous-tone still image encoding and
decoding processes, and for the coded representation of compressed image data for interchange between applications.
These processes and representations are intended to be generic, that is, to be applicable to a broad range of applications for
colour and grayscale still images within communications and computer systems. Part 2, sets out tests for determining
whether implementations comply with the requirments for the various encoding and decoding processes specified in Part

1.

The user’s attention is called to the possibility that — for some of the coding processes specified herein — compliance with
this Recommendation | International Standard may require use of an invention covered by patent rights. See Annex L for
further information.

The requirements which these processes must satisfy to be useful for specific image communications applications such as

facsimile, Videotex and audiographic conferencing are defined in CCITT Recommendation T.80. The intent is that the
generic processes of Recommendation T.80 will be incorporated into the various CCITT Recommendations for terminal

equipment for these applications.

In addition to the applications addressed by the CCITT and ISO/IEC, the JPEG committee has developped a compression
standard to meet the needs of other applications as well, including desktop publishing, graphic arts, medical imaging and
scientific imaging.

Annexes A, B, C, D, E, F, G, H and J are normative, and thus form an integral part of this Specification. Annexes K,L
and M are informative and thus do not form an integral part of this Specification.

This Specification aims to follow the guidelines of CCITT and ISO/IEC JTC 1 on Rules for presentation of CCITT |
ISO/IEC common text.

OLYMPUS EX. 1016 - 196/714



/TEC 10918-1 : 1993(E)

INTERNATIONAL STANDARD

CCITT RECOMMENDATION

INFORMATION TECHNOLOGY -DIGITAL COMPRESSION
AND CODING OF CONTINUOUS-TONE STILL IMAGES -
REQUIREMENTS AND GUIDELINES

1 Scope

This CCITT Recommendation | International Standard is applicable to continuous-tone ~ grayscale or colour — digital still
image data. It is applicable to a wide range of applications which require use of compressed images. It is not applicable to

bi-level image data.

This Specification
—  specifies processes for converting source image data to compressed image data;
—  specifies processes for converting compressed image data to reconstructed image data;
—  gives guidance on how to implement these processes in practice;

—  specifies coded representations for compressed image data.

NOTE - This Specification does not specify a complete coded image representation. Such representations may include
certain parameters, such as aspect ratio, component sample registration, and colour space designation, which are application-
dependent. .

2 Normative references

The following CCITT Recommendations and International Standards contain provisions which, through reference in this
text, constitute provisions of this CCITT Recommendation | International Standard. At the time of publication, the
editions indicated were valid. All Recommendations and Standards are subject to revision, and parties to agreements
based on this CCITT Recommendation | International Standard are encouraged to investigate the possibility of applying
the most recent edition of the Recommendations and Standards listed below. Members of IEC and ISO maintain registers
of currently valid International Standards. The CCITT Secretariat maintains a list of currently valid CCITT

Recommendations.

—  CCITT Recommendation T.80 (1992), Common components for image compression and communication —
Basic principles.

3 Definitions, abbreviations and symbols

31 Definitions and abbreviations
For the purposes of this Specification, the following definitions apply.

311 abbreviated format: A representation of compressed image data which is missing some or all of the table
specifications required for decoding, or a representation of table-specification data without frame headers, scan headers,

and entropy-coded segments.

3.1.2 AC coefficient: Any DCT coefficient for which the frequency is not zero in at least one dimension.

3.1.3 (adaptive) (binary) arithmetic decoding: An entropy decoding procedure which recovers the sequence of
symbols from the sequence of bits produced by the arithmetic encoder.

314 (adaptive) (binary) arithmetic encoding: An entropy encoding procedure which codes by means of a recursive
subdivision of the probability of the sequence of symbols coded up to that point.

3.1.5 application environment: The standards for data representation, communication, or storage which have been
established for a particular application.

CCITT Rec. T.81 (1992 E) 1
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3.1.6 arithmetic decoder: An embodiment of arithmetic decoding procedure.
3.1.7 arithmetic encoder: An embodiment of arithmetic encoding procedure.

3.1.8 baseline (sequential): A particular sequential DCT-based encoding and decoding process specified in this
Specification, and which is required for all DCT-based decoding processes.

3.1.9 binary decision: Choice between two alternatives.

3.1.10  bit stream: Partially encoded or decoded sequence of bits comprising an entropy-coded segment.
3.1.11 block: An 8 X 8 array of samples or an 8 X 8 array of DCT coefficient values of one component.
3.1.12  block-row: A sequence of eight contiguous component lines which are partitioned into 8 x 8 blocks.

3.1.13  byte: A group of 8 bits.

3.1.14 Dbyte stuﬁ"ing: A procedure in which either the Huffman coder or the arithmetic coder inserts a zero byte into
the entropy-coded segment following the generation of an encoded hexadecimal X’FF’ byte.

3.1.15 carry bit: A bit in the arithmetic encoder code register which is set if a carry-over in the code register overflows
the eight bits reserved for the output byte.

3.1.16 ceiling function: The mathematical procedure in which the greatest integer value of a real number is obtained
by selecting the smallest integer value which is greater than or equal to the real number.

3.1.17  class (of coding process): Lossy or lossless coding processes.

3.1.18 code register: The arithmetic encoder register containing the least significant bits of the partially completed
entropy-coded segment. Alternatively, the arithmetic decoder register containing the most significant bits of a partially
decoded entropy-coded segment.

3.1.19  coder: An embodiment of a coding process.

3.1.20 coding: Encoding or decoding.

3.1.21 coding model: A procedure used to convert input data into symbols to be coded.

3.1.22 (coding) process: A general term for referring to an encoding process, a decoding process, or both.
3.1.23  colour image: A continuous-tone image that has more than one component.

3.1.24  columns: Samples per line in a component.

3.1.25 component: One of the two-dimensional arrays which comprise an image.

3.1.26 compressed data: Either compressed image data or table specification data or both.

3.1.27 compressed image data: A coded representation of an image, as specified in this Specification.
3.1.28 compression: Reduction in the number of bits used to represent source image data.

3.1.29 conditional exchange: The interchange of MPS and LPS probability intervals whenever the size of the LPS
interval is greater than the size of the MPS interval (in arithmetic coding).

3,1.30 (conditional) probability estimate: The probability value assigned to the LPS by the probability estimation
state machine (in arithmetic coding).

3.1.31 conditioning table: The set of parameters which select one of the defined relationships between prior coding
decisions and the conditional probability estimates used in arithmetic coding.

3.1.32  context: The set of previously coded binary decisions which is used to create the index to the probability
estimation state machine (in arithmetic coding).

3.1.33  continuous-tone image: An image whose components have more than one bit per sample.

3.1.34 data unit: An 8 x 8 block of samples of one component in DCT-based processes; a sample in lossless processes.

2 CCITT Rec. T.81 (1992 E)
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3.1.35 DC coefficient: The DCT coefficient for which the frequency is zero in both dimensions.

3.1.36 DC prediction: The procedure used by DCT-based encoders whereby the quantized DC coefficient from the
previously encoded 8 x 8 block of the same component is subtracted from the current quantized DC coefficient.

3.1.37 (DCT) coefficient: The amplitude of a specific cosine basis function — may refer to an original DCT coefficient,
to a quantized DCT coefficient, or to a dequantized DCT coefficient.

3.1.38 decoder: An embodiment of a decoding process.

3.1.39 decoding process: A process which takes as its input compressed image data and outputs a continuous-tone
image.

3.1.40 default conditioning: The values defined for the arithmetic coding conditioning tables at the beginning of
coding of an image.

3.1.41 dequantization: The inverse procedure to quantization by which the decoder recovers a representation of the
DCT coefficients.

3.1.42 differential component: The difference between an input component derived from the source image and the
corresponding reference component derived from the preceding frame for that component (in hierarchical mode coding).

3.1.43  differential frame: A frame in a hierarchical process in which differential components are either encoded or
decoded.

3.1.44 (digital) reconstructed image (data): A continuous-tone image which is the output of any decoder defined in
this Specification.

3.1.45 (digital) source image (data): A continuous-tone image used as input to any encoder defined in this
Specification.

3.1.46 (digital) (still) image: A set of two-dimensional arrays of integer data.

3.1.47 discrete cosine transform; DCT: Either the forward discrete cosine transform or the inverse discrete cosine
transform.

3.1.48 downsampling (filter): A procedure by which the spatial resolution of an image is reduced (in hierarchical
mode coding). '

3.1.49 encoder: An embodiment of an encoding process.

3.1.50 encoding process: A process which takes as its input a continuous-tone image and outputs compressed image
data.

3.1.51 entropy-coded (data) segment: An independently decodable sequence of entropy encoded bytes of compressed
image data.

3.1.52 (entropy-coded segment) pointer: The variable which points to the most recently placed (or fetched) byte in
the entropy encoded segment.

3.1.53 entropy decoder: An embodiment of an entropy decoding procedure.

3.1.54 entropy decoding: A lossless procedure which recovers the sequence of symbols from the sequence of bits
produced by the entropy encoder.

3.1.55 entropy encoder: An embodiment of an entropy encoding procedure.

3.1.56 entropy encoding: A lossless procedure which converts a sequence of input symbols into a sequence of bits
such that the average number of bits per symbol approaches the entropy of the input symbols.

3.1.57 extended (DCT-based) process: A descriptive term for DCT-based encoding and decoding processes in which
additional capabilities are added to the baseline sequential process.

3.1.58 forward discrete cosine transform; FDCT: A mathematical transformation using cosine basis functions which
converts a block of samples into a corresponding block of original DCT coefficients.

CCITT Rec. T.81 (1992 E) 3
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3.1.59 frame: A group of one or more scans (all using the same DCT-based or lossless process) through the data of one
or more of the components in an image.

3.1.60 frame header: A marker segment that contains a start-of-frame marker and associated frame parameters that are
coded at the beginning of a frame.

3.1.61 frequency: A two-dimensional index into the two-dimensional array of DCT coefficients.
3.1.62 (frequency) band: A contiguous group of coefficients from the zig-zag sequence (in progressive mode coding).

3.1.63 full progression: A process which uses both spectral selection and successive approximation (in progressive
mode coding).

3.1.64 grayscale image: A continuous-tone image that has only one component.

3.1.65 hierarchical: A mode of operation for coding an image in which the first frame for a given component is
followed by frames which code the differences between the source data and the reconstructed data from the previous
frame for that component. Resolution changes are allowed between frames.

3.1.66 hierarchical decoder: A sequence of decoder processes in which the first frame for each component is followed
by frames which decode an array of differences for each component and adds it to the reconstructed data from the
preceding frame for that component.

3.1.67 hierarchical encoder: The mode of operation in which the first frame for each component is followed by frames
which encode the array of differences between the source data and the reconstructed data from the preceding frame for

that component.

3.1.68 horizontal sampling factor: The relative number of horizontal data units of a particular component with respect
to the number of horizontal data units in the other components.

3.1.69 Huffman decoder: An embodiment of a Huffman decoding procedure.

3.1.70 Huffman decoding: An entropy decoding procedure which recovers the symbol from each variable length code
produced by the Huffman encoder.

3.1.71 Huffman encoder: An embodiment of a Huffman encoding procedure.

3.1.72 Huffman encoding: An entropy encoding procedure which assigns a variable length code to each input symbol.
3.1.73 Huffman table: The set of variable length codes required in a Huffman encoder and Huffman decoder.

3.1.74 image data: Either source image data or reconstructed image data.

3.1.75 interchange format: The representation of compressed image data for exchange between application
environments.

3.1.76 interleaved: The descriptive term applied to the repetitive multiplexing of small groups of data units from each
component in a scan in a specific order.

3.1.77 inverse discrete cosine transform; IDCT: A mathematical transformation using cosine basis functions which _
converts a block of dequantized DCT coefficients into a corresponding block of samples.

3.1.78 Joint Photographic Experts Group; JPEG: The informal name of the committee which created this
Specification. The “joint” comes from the CCITT and ISO/IEC collaboration.

3.1.79 latent output: Output of the arithmetic encoder which is held, pending resolution of carry-over (in arithmetic
coding).

3.1.80 less probable symbol; LPS: For a binary decision, the decision value which has the smaller probability.

3.1.81 level shift: A procedure used by DCT-based encoders and decoders whereby each input sample is either
converted from an unsigned representation to a two’s complement representation or from a two’s complement
representation to an unsigned representation.

4 CCITT Rec. T.81 (1992 E)
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3.1.82 lossless: A descriptive term for encoding and decoding processes and procedures in which the output of the
decoding procedure(s) is identical to the input to the encoding procedure(s).

3.1.83 lossless coding: The mode of operation which refers to any one of the coding processes defined in this
Specification in which all of the procedures are lossless (see Annex H).

3.1.84 lossy: A descriptive term for encoding and decoding processes which are not lossless.

3.1.85 marker: A two-byte code in which the first byte is hexadecimal FF (X’FF’) and the second byte is a value
between 1 and hexadecimal FE (X’FE’).

3.1.86 marker segment: A marker and associated set of parameters.

3.1.87 MCU-row: The smallest sequence of MCU which contains at least one line of samples or one block-row from
every component in the scan.

3.1.88 minimum coded unit; MCU: The smallest group of data units that is coded.
3.1.89 modes (of operation): The four main categories of image coding processes defined in this Specification.
3.1.90 more probable symbol; MPS: For a binary decision, the decision value which has the larger probability.

3.1.91 non-differential frame: The first frame for any components in a hierarchical encoder or decoder. The
components are encoded or decoded without subtraction from reference components. The term refers also to any frame in

modes other than the hierarchical mode.

3.1.92 non-interleaved: The descriptive term applied to the data unit processing sequence when the scan has only one
component.

3.1.93 parameters: Fixed length integers 4, 8 or 16 bits in length, used in the compressed data formats.
3.1.94 point t!ransform: Scaling of a sample or DCT coefficient.

3.1.95 precision: Number of bits allocated to a particular sample or DCT coefficient.

3.1.96 predictor: A linear combination of previously reconstructed values (in lossless mode coding).

3.1.97 probability estimation state machine: An interlinked table of probability values and indices which is used to
estimate the probability of the LPS (in arithmetic coding).

3.1.98 probability interval: The probability of a particular sequence of binary decisions within the ordered set of all
possible sequences (in arithmetic coding).

3.1.99 (probability) sub-interval: A portion of a probability interval allocated to either of the two possible binary
decision values (in arithmetic coding).

3.1.100 procedure: A set of steps which accomplishes one of the tasks which comprise an encoding or decoding
process.

3.1.101 process: See coding process.

3.1.102 progressive (coding): One of the DCT-based processes defined in this Specification in which each scan
typically improves the quality of the reconstructed image.

3.1.103 progressive DCT-based: The mode of operation which refers to any one of the processes defined in Annex G.
3.1.104 quantization table: The set of 64 quantization values used to quantize the DCT coefficients.

3.1.105 quantization value: An integer value used in the quantization procedure.

3.1.106 quantize: The act of performing the quantization procedure for a DCT coefficient.

3.1.107 reference (reconstructed) component: Reconstructed component data which is used in a subsequent frame of a

hierarchical encoder or decoder process (in hierarchical mode coding).
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3.1.108 renormalization: The doubling of the probability interval and the code register value until the probability
interval exceeds a fixed minimurmn value (in arithmetic coding).

3.1.109 restart interval: The integer number of MCUs processed as an independent sequence within a scan.
3.1.110 restart marker: The marker that separates two restart intervals in a scan.

3.1.111 run (length): Number of consecutive symbols of the same value.

3.1.112 sample: One element in the two-dimensional array which comprises a component.

3.1.113 sample-interleaved: The descriptive term applied to the repetitive multiplexing of small groups of samples from
each component in a scan in a specific order.

3.1.114 scan: A single pass through the data for one or more of the components in an image.

3.1.115 scan header: A marker segment that contains a start-of-scan marker and associated scan parameters that are
coded at the beginning of a scan.

3.1.116 sequential (coding): One of the lossless or DCT-based coding processes defined in this Specification in which
each component of the image is encoded within a single scan.

3.1.117 sequential DCT-based: The mode of operation which refers to any one of the processes defined in Annex F.

3.1.118 spectral selection: A progressive coding process in which the zig-zag sequence is divided into bands of one or
more contiguous coefficients, and each band is coded in one scan.

3.1.119 stack counter: The count of X’FF’ bytes which are held, pending resolution of carry-over in the arithmetic
encoder.

3.1.120 statistical conditioning: The selection, based on prior coding decisions, of one estimate out of a set of
conditional probability estimates (in arithmetic coding).

3.1.121 statistical model: The assignment of a particular conditional probability estimate to each of the binary
arithmetic coding decisions. :

3.1.122 statistics area: The array of statistics bins required for a coding process which uses arithmetic coding.

3.1.123 statistics bin: The storage location where an index is stored which identifies the value of the conditional
probability estimate used for a particular arithmetic coding binary decision.

3.1.124 successive approximation: A progressive coding process in which the coefficients are coded with reduced
precision in the first scan, and precision is increased by one bit with each succeeding scan.

3.1.125 table specification data: The coded representation from which the tables used in the encoder and decoder are
generated and their destinations specified.

3.1.126 transcoder: A procedure for converting compressed image data of one encoder process to compressed image
data of another encoder process.

3.1.127 (uniform) quantization: The procedure by which DCT coefficients are linearly scaled in order to achieve
compression.

3.1.128 upsampling (filter): A procedure by which the spatial resolution of an image is increased (in hierarchical mode
coding).

3.1.129 vertical sampling factor: The relative number of vertical data units of a particular component with respect to
the number of vertical data units in the other components in the frame.

3.1.130 zero byte: The X°00’ byte.

3.1.131 zig-zag sequence: A specific sequential ordering of the DCT coefficients from (approximately) lowest spatial
frequency to highest.

3.1.132 3-sample predictor: A linear combination of the three nearest neighbor reconstructed samples to the left and
above (in lossless mode coding).
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3.2 Symbols

The symbols used in this Specification are listed below.

A probability interval

AC AC DCT coefficient

ACj; AC coefficient predicted from DC values

Ah successive approximation bit position, high

Al successive approximation bit position, low

Api ith 8-bit parameter in APP; segment

APP, marker reserved for application segments

B ‘ current byte in compressed data

B2 next byte in compressed data when B = X’FF’

BE counter for buffered correction bits for Huffman coding in the successive approximation

process

BITS 16-byte list containing number of Huffman codes of each length

BP pointer to compressed data

BPST pointer to byte before start of entropy-coded segment

BR counter for buffered correction bits for Huffman coding in the successive approximation

process

Bx byte modified by a carry-over

C value of bit stream in code register

C; component identifier for frame

Cy horizontal frequency dependent scaling factor in DCT

Cy vertical frequency dependent scaling factor in DCT

CE conditional exchange

C-low low order 16 bits of the arithmetic decoder code register
Cmy ith 8-bit parameter in COM segment

CNT bit counter in NEXTBYTE procedure

CODE Huffman code value

CODESIZE(V) code size for symbol V

COM comment marker _
Cs conditioning table value

Cs;j component identifier for scan

CT renormalization shift counter

Cx high order 16 bits of arithmetic decoder code register

CcX conditional exchange

dji data unit from horizontal position i, vertical position j

djik d;i for component k

D decision decoded
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Da

DAC
Db

DC

DC;
DCx
DHP
DHT
DIFF
DNL
DQT
DRI

E

EC

ECS
ECS;
Eh
EHUFCO
EHUFSI
EOB
EOBn
EOBx
EOBO, EOB], ..., EOB14
EOI

in DC coding, the DC difference coded for the previous block from the same component:

in lossless coding, the difference coded for the sample immediately to the left
define-arithmetic-coding-conditioning marker

the difference coded for the sample immediately above
DC DCT coefficient

DC coefficient for ith block in component

kth DC value used in prediction of AC coefficients
define hierarchical progression marker
define-Huffman-tables marker

difference between quantized DC and prediction
define-number-of-lines marker
define-quantization-tables marker

define restart interval marker

exponent in magnitude category upper bound

event counter

entropy-coded segment

ith entropy-coded segment

horizontal expansion parameter in EXP segment
Huffman code table for encoder

encoder table of Huffman code sizes

end-of-block for sequential; end-of-band for progressive
run length category for EOB runs

position of EOB in previous successive approximation scan
run length categories for EOB runs

end-of-image marker

Ev vertical expansion parameter in EXP segment

EXP expand reference components marker

FREQ(V) frequency of occurrence of symbol V

Hi horizontal sampling factor for ith component

Hmax largest horizontal sampling factor

HUFFCODE list of Huffman codes corresponding to lengths in HUFFSIZE
HUFFSIZE list of code lengths

HUFFVAL list of values assigned to each Huffman code

i subscript index

I integer variable

Index(S) index to probability estimation state machine table for context index S
j subscript index

J integer variable
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JPG marker reserved for JPEG extensions

JPG, marker reserved for JPEG extensions

k subscript index

K integer variable

Kmin index of 1st AC coefficient in band (1 for sequential DCT)

Kx conditioning parameter for AC arithmetic coding model

L DC and lossless coding conditioning lower bound parameter

L; element in BITS list in DHT segment

Li(t) element in BITS list in the DHT segment for Huffman table t

La ) length of parameters in APP, segment

LASTK largest value of K

Lc length of parameters in COM segment

Ld length of parameters in DNL segment

Le length of parameters in EXP segment

Lf length of frame header parameters

Lh ' length of parameters in DHT segment

Lp length of parameters in DAC segment

LPS less probable symbol (in arithmetic coding)

Lq ' length of parameters in DQT segment

Lr ~ length of parameters in DRI segment

Ls length of scan header parameters

LSB Jeast significant bit

m modulo 8 counter for RSTy, marker

m number of V; j parameters for Huffman table t

M bit mask used in coding magnitude of V

Mn nth statistics bin for coding magnitude bit pattern category

MAXCODE table with maximum value of Huffman code for each code length

MCU minimum coded unit

MCU; ith MCU

MCUR number of MCU required to make up one MCU-row

MINCODE table with minimum value of Huffman code for each code length -

MPS more probable symbol (in arithmetic coding)

MPS(S) more probable symbol for context-index S

MSB most significant bit

M2, M3, M4, ..., M15 designation of context-indices for coding of magnitude bits in the arithmetic coding
models

n integer variable

N data unit counter for MCU coding

N/A not applicable
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Nb

Next_Index_LPS
Next_Index_MPS

(D

number of data units in MCU

new value of Index(S) after a LPS renormalization

new value of Index(S) after a MPS renormalization

Nf number of components in frame

NL number of lines defined in DNL segment

Ns number of components in scan

OTHERS(V) index to next symbol in chain

P sample precision

Pq quantizer precision parameter in DQT segment

Pq(t) quantizer precision parameter in DQT segment for quantization table t
PRED quantized DC coefficient from the most recently coded block of the component
Pt point transform parameter

Px calculated value of sample

Qji quantizer value for coefficient ACj;

Quu quantization value for DCT coefficient Syy

Qoo quantizer value for DC coefficient

QAC;; quantized AC coefficient predicted from DC values

QDCx kth quantized DC value used in prediction of AC coefficients
Qe LPS probability estimate

Qe(S) LPS probability estimate for context index S

Qk kth element of 64 quantization elements in DQT segment

Tyu reconstructed image sample

R length of run of zero amplitude AC coefficients

Rvu dequantized DCT coefficient

Ra reconstructed sample value

Rb reconstructed sample value

Re reconstructed sample value

Rd rounding in prediction calculation

RES reserved markers

Ri restart interval in DRI segment

RRRR 4-bit value of run length of zero AC coefficients

RS composite value used in Huffman coding of AC coefficients
RSTm restart marker number m

Syx reconstructed value from IDCT

S context index

Svu DCT coefficient at horizontal frequency u, vertical frequency v
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SC context-index for coding of correction bit in successive approximation coding
Se end of spectral selection band in zig-zag sequence
SE context-index for coding of end-of-block or end-of-band
SI Huffman code size
SIGN 1 if decoded sense of sign is negative and 0 if decoded sense of sign is positive
SIZE length of a Huffman code
SLL shift left logical operation
SLL o B logical shift left of o by B bits
SN context-index for coding of first magnitude category when V is negative
SOFp : baseline DCT process frame marker
SOF; extended sequential DCT frame marker, Huffman coding
SOF; progressive DCT frame marker, Huffman coding
SOF3 lossless process frame marker, Huffman coding
SOFs differential sequential DCT frame marker, Huffman coding
SOFg differential progressive DCT frame marker, Huffman coding
SOF7 differential lossless process frame marker, Huffman coding
SOFg sequential DCT frame marker, arithmetic coding
SOFjo progressive DCT frame marker, arithmetic coding
SOF11 lossless process frame marker, arithmetic coding
SOF13 differential sequential DCT frame marker, arithmetic coding
SOF 4 differential progressive DCT frame marker, arithmetic coding
SOF;s differential lossless process frame marker, arithmetic coding
SO1 start-of-image marker
SOS start-of-scan marker
Sp context-index for coding of first magnitude category when V is positive
Sqwu quantized DCT coefficient
SRL shift right logical operation
SRL a8 logical shift right of o by P bits
Ss start of spectral selection band in zig-zag sequence
SS context-index for coding of sign decision -
SSSS 4-bit size category of DC difference or AC coefficient amplitude
ST stack counter
Switch_MPS parameter controlling inversion of sense of MPS
Sz parameter used in coding magnitude of V
SO context-index for coding of V =0 decision
t summation index for parameter limits computation
T temporary variable
CCITT Rec. T.81 (1992 E) 11
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Taj
Tb
Tc
Td;
TEM

Tq

Tq

VALPTR

V1

V2

Xi

X

Xi

X1, X2, X3, ..., X15

XHUFCO
XHUFSI
X’values’
Yi

Y

ZRL
ZZ(K)
ZZ(0)

4 General

AC entropy table destination selector for jth component in scan
arithmetic conditioning table destination identifier

Huffman coding or arithmetic coding table class

DC entropy table destination selector for jth component in scan
temporary marker

Huffman table destination identifier in DHT segment
quantization table destination identifier in DQT segment
quantization table destination selector for ith component in frame
DC and lossless coding conditioning upper bound parameter
symbol or value being either encoded or decoded

vertical sampling factor for ith component

Jjth value for length i in HUFFVAL

largest vertical sampling factor

temporary variable

list of indices for first value in HUFFVAL for each code length
symbol value

symbol value

number of columns in ith component

number of samples per line in component with largest horizontal dimension
ith statistics bin for coding magnitude category decision

designation of context-indices for coding of magnitude categories in the arithmetic coding
models

extended Huffman code table

table of sizes of extended Huffman codes

values within the quotes are hexadecimal

number of lines in ith component

number of lines in component with largest vertical dimension
value in HUFFVAL assigned to run of 16 zero coefficients

Kth element in zig-zag sequence of quantized DCT coefficients

quantized DC coefficient in zig-zag sequence order

The purpose of this clause is to give an informative overview of the elements specified in this Specification. Another
purpose is to introduce many of the terms which are defined in clause 3. These terms are printed in italics upon first usage

in this clause.
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4.1 Elements specified in this Specification

There are three elements specified in this Specification:

a) An encoder is an embodiment of an encoding process. As shown in Figure 1, an encoder takes as input
digital source image data and table specifications, and by means of a specified set of procedures generates
as output compressed image data.

b) A decoder is an embodiment of a decoding process. As shown in Figure 2, a decoder takes as input
compressed image data and table specifications, and by means of a specified set of procedures generates as
output digital reconstructed image data.

¢) The interchange format, shown in Figure 3, is a compressed image data representation which includes all
table- specifications used in the encoding process. The interchange format is for exchange between
application environments.

Encoder
TISO0650-93/d001
Source Table Qompressed
image data specifications image data
Figure 1 — Encoder
Decoder
TISO0660-93/d002
Qompressed Table Reconstructed
image data specifications image data

Figure 2 — Decoder

Figures 1 and 2 illustrate the general case for which the continuous-tone source and reconstructed image data consist of
multiple components. (A colour image consists of multiple components; a grayscale image consists only of a single
component.) A significant portion of this Specification is concerned with how to handle multiple-component images in a

flexible, application-independent way.
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Application environment
A

Compressed image data, including table specifications

Application environment
B

TISO0670-93/d003

Figure 3 -~ Interchange format for compressed image data

These figures are also meant to show that the same tables specified for an encoder to use to compress a particular image
must be provided to a decoder to reconstruct that image. However, this Specification does not specify how applications
should associate tables with compressed image data, nor how they should represent source image data generally within
their specific environments.

Consequently, this Specification also specifies the interchange format shown in Figure 3, in which table specifications are
included within compressed image data. An image compressed with a specified encoding process within
one application environment, A, is passed to a different environment, B, by means of the interchange format.
The interchange format does not specify a complete coded image representation. Application-dependent information,
e.g. colour space, is outside the scope of this Specification.

4.2 Lossy and lossless compression

This Specification specifies two classes of encoding and decoding processes, lossy and lossless processes. Those based on
the discrete cosine transform (DCT) are lossy, thereby allowing substantial compression to be achieved while producing a
reconstructed image with high visual fidelity to the encoder’s source image.

The simplest DCT-based coding process is referred to as the baseline sequential process. It provides a capability which is
sufficient for many applications. There are additional DCT-based processes which extend the baseline sequential process
to a broader range of applications. In any decoder using extended DCT-based decoding processes, the baseline decoding
process is required to be present in order to provide a default decoding capability.

The second class of coding processes is not based upon the DCT and is provided to meet the needs of applications
requiring lossless compression. These lossless encoding and decoding processes are used independently of any of the
DCT-based processes.

A table summarizing the relationship among these lossy and lossless coding processes is included in 4.11.

The amount of compression provided by any of the various processes is dependent on the characteristics of the particular
image being compressed, as well as on the picture quality desired by the application and the desired speed of compression
and decompression.
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4.3 DCT-based coding

Figure 4 shows the main procedures for all encoding processes based on the DCT. It illustrates the special case of a single-
component image; this is an appropriate simplification for overview purposes, because all processes specified in this
Specification operate on each image component independently.

8 x 8 blocks DCT-based encoder
e
Quantizer > Entropy —
encoder ]
_ Source Table Table Compressed
image data specifications specifications image data

TISO0680-93/d004

Figure 4 — DCT-based encoder simplified diagram

In the encoding process the input component’s samples are grouped into 8 x 8 blocks, and each block is transformed by
the forward DCT (FDCT) into a set of 64 values referred to as DCT coefficients. One of these values is referred to as the
DC coefficient and the other 63 as the AC coefficients.

Each of the 64 coefficients is then guantized using one of 64 corresponding values from a quantization table (determined
by one of the table specifications shown in Figure 4). No default values for quantization tables are specified in this
Specification; applications may specify values which customize picture quality for their particular image characteristics,
display devices, and viewing conditions.

After quantization, the DC coefficient and the 63 AC coefficients are prepared for entropy encoding, as shown in Figure
5. The previous quantized DC coefficient is used to predict the current quantized DC coefficient, and the difference is
encoded. The 63 quantized AC coefficients undergo no such differential encoding, but are converted into a one-
dimensional zig-zag sequence, as shown in Figure S.

The quantized coefficients are then passed to an entropy encoding procedure which compresses the data further. One of
two entropy coding procedures can be used, as described in 4.6. If Huffman encoding is used, Huffman table
specifications must be provided to the encoder. If arithmetic encoding is used, arithmetic coding conditioning table

specifications may be provided, otherwise the default conditioning table specifications shall be used.

Figure 6 shows the main procedures for all DCT-based decoding processes. Each step shown performs essentially the
inverse of its corresponding main procedure within the encoder. The entropy decoder decodes the zig-zag sequence of
quantized DCT coefficients. After dequantization the DCT coefficients are transformed to an 8 x 8 block of samples by

the inverse DCT (IDCT).

4.4 Lossless coding

Figure 7 shows the main procedures for the lossless encoding processes. A predictor combines the reconstructed values of
up to three neighbourhood samples at positions a, b, and ¢ to form a prediction of the sample at position x as shown in
Figure 8. This prediction is then subtracted from the actual value of the sample at position X, and the difference is
losslessly entropy-coded by either Huffman or arithmetic coding.
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DC ACy AC,y
DC; 4 DC; (5 )
e Block; |, , .
DIFF =DC;-DC;_4
TISO0690-93/d005
AC4, ACx
Differential DC encoding Zig-zag order

Figure 5 — Preparation of quantized coefficients for entropy encoding

DCT-based decoder

Entropy Dequantizer
decoder 9

it ¥{
& T S00700-93/d006
Compressed Table Table Reconstructed
image data specifications specifications image data

Figure 6 — DCT-based decoder simplified diagram

Lossless encoder

Entropy
encoder

Predictor

TIS00710-83/d007

Source Table Compressed
image data specifications jmage data
Figure 7 — Lossless encoder simplified diagram
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TIS00720-99/d008

Figure 8 — 3-sample prediction neighbourhood

This encoding process may also be used in a slightly modified way, whereby the precision of the input samples is reduced
by one or more bits prior to the lossless coding. This achieves higher compression than the lossless process (but lower
compression than the DCT-based processes for equivalent visual fidelity), and limits the reconstructed image’s worst-case
sample error to the amount of input precision reduction.

4.5 Modes of operation

There are four distinct modes of operation under which the various coding processes are defined: sequential
DCT-based, progressive DCT-based, lossless, and hierarchical. (Implementations are not required to provide all of
these.) The lossless mode of operation was described in 4.4. The other modes of operation are compared as follows.

For the sequential DCT-based mode, 8 x 8 sample blocks are typically input block by block from left to right, and block-
row by block-row from top to bottom. After a block has been transformed by the forward DCT, quantized and prepared for
entropy encoding, all 64 of its quantized DCT coefficients can be immediately entropy encoded and output as part of the
compressed image data (as was described in 4.3), thereby minimizing coefficient storage requirements.

For the progressive DCT-based mode, 8 x 8 blocks are also typically encoded in the same order, but in multiple scans
through the image. This is accomplished by adding an image-sized coefficient memory buffer (not shown in Figure 4)
between the guantizer and the entropy encoder. As each block is transformed by the forward DCT and quantized, its
coefficients are stored in the buffer. The DCT coefficients in the buffer are then partially encoded in each of multiple
scans. The typical sequence of image presentation at the output of the decoder for sequential versus progressive modes of
operation is shown in Figure 9.

There are two procedures by which the quantized coefficients in the buffer may be partially encoded within a scan. First,
only a specified band of coefficients from the zig-zag sequence need be encoded. This procedure is called spectral
selection, because each band typically contains coefficients which occupy a lower or higher part of the frequency spectrum
for that 8 X 8 block. Secondly, the coefficients within the current band need not be encoded to their full (quantized)
accuracy within each scan. Upon a coefficient’s first encoding, a specified number of most significant bits is encoded first.
In subsequent scans, the less significant bits are then encoded. This procedure is called successive approximation. Either
procedure may be used separately, or they may be mixed in flexible combinations.

In hierarchical mode, an image is encoded as a sequence of frames. These frames provide reference reconstructed
components which are usually needed for prediction in subsequent frames. Except for the first frame for a given
component, differential frames encode the difference between source components and reference reconstructed
components. The coding of the differences may be done using only DCT-based processes, only lossless processes, or
DCT-based processes with a final lossless process for each component. Downsampling and upsampling filters may be
used to provide a pyramid of spatial resolutions as shown in Figure 10. Alternatively, the hierarchical mode can be used to
improve the quality of the reconstructed components at a given spatial resolution.

Hierarchical mode offers a progressive presentation similar to the progressive DCT-based mode but is useful in
environments which have multi-resolution requirements. Hierarchical mode also offers the capability of progressive
coding to a final lossless stage.
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Progressive

. TISO0730-93/d009
Sequential

Figure 9 — Progressive versus sequential presentation

TISO0740-83/d0 10

Figure 10 - Hierarchical multi-resolution encoding

4.6 Entropy coding alternatives

Two alternative entropy coding procedures are specified: Huffman coding and arithmetic coding. Huffman coding
procedures use Huffman tables, determined by one of the table specifications shown in Figures 1 and 2. Arithmetic coding
procedures use arithmetic coding conditioning tables, which may also be determined by a table specification. No default
values for Huffman tables are specified, so that applications may choose tables appropriate for their own environments.
Default tables are defined for the arithmetic coding conditioning.
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The baseline sequential process uses Huffman coding, while the extended DCT-based and lossless processes may use
either Huffman or arithmetic coding.

4.7 Sample precision

For DCT-based processes, two alternative sample precisions are specified: either 8 bits or 12 bits per sample. Applications
which use samples with other precisions can use either 8-bit or 12-bit precision by shifting their source image samples
appropriately. The baseline process uses only 8-bit precision. DCT-based implementations which handle 12-bit source
image samples are likely to need greater computational resources than those which handle only
8-bit source images. Consequently in this Specification separate normative requirements are defined for 8-bit and
12-bit DCT-based processes.

For lossless processes the sample precision is specified to be from 2 to 16 bits.

4.8 Multiple-component control

Subclauses 4.3 and 4.4 give an overview of one major part of the encoding and decoding processes — those which operate
on the sample values in order to achieve compression. There is another major part as well — the procedures which control
the order in which the image data from multiple components are processed to create the compressed data, and which
ensure that the proper set of table data is applied to the proper data units in the image. (A data unit is a sample for lossless
processes and an 8 x 8 block of samples for DCT-based processes.)

4.8.1 Interleaving multiple components

Figure 11 shows an example of how an encoding process selects between multiple source image components as well as
multiple sets of table data, when petforming its encoding procedures. The source image in this example consists of the
three components A, B and C, and there are two sets of table specifications. (This simplified view does not distinguish
between the quantization tables and entropy coding tables.)

Encoding
process

i
7

Source ’ l Compressed
image data [Table speci-| |Table speci- image data
fication 1 fication 2
TIS00750-93/d011 —_

Figure 11 ~ Component-interleave and table-switching control

In sequential mode, encoding is non-interleaved if the encoder compresses all image data units in component A before
beginning component B, and then in turn all of B before C. Encoding is interleaved if the encoder compresses a data unit
from A, a data unit from B, a data unit from C, then back to A, etc. These alternatives are illustrated in Figure 12, which
shows a case in which all three image components have identical dimensions: X columns by Y lines, for a total of n data

units each.

CCITT Rec. T.81 (1992 E) 19

OLYMPUS EX. 1016 - 215/714



ISO/IEC 10918-1 : 1993(E)
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X —»

Ay

Az

An

These control procedures are also able to handle cases in which the source image components have different dimensions.
Figure 13 shows a case in which two of the components, B and C, have half the number of horizontal samples relative to
component A. In this case, two data units from A are interleaved with one each from B and C. Cases in which components
of an image have more complex relationships, such as different horizontal and vertical dimensions, can be handled as

well. (See Annex A.)

<

Figure 13 — Interleaved order for components with different dimensions

Figure 12 — Interleaved versus non-interleaved encoding order
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4.8.2 Minimum coded unit

Related to the concepts of multiple-component interleave is the minimum coded unit (MCU). If the compressed image
data is non-interleaved, the MCU is defined to be one data unit. For example, in Figure 12 the MCU for the non-
interleaved case is a single data unit. If the compressed data is interleaved, the MCU contains one or more data units from
each component. For the interleaved case in Figure 12, the (first) MCU consists of the three interleaved data units Aj, By,
C;. In the example of Figure 13, the (first) MCU consists of the four data units A, Az, By, C1.

4.9 Structure of compressed data

Figures 1, 2, and 3 all illustrate slightly different views of compressed image data. Figure 1 shows this data as the output
of an encoding process, Figure 2 shows it as the input to a decoding process, and Figure 3 shows compressed image data
in the interchange format, at the interface between applications.

Compressed image data are described by a uniform structure and set of parameters for both classes of encoding processes
(lossy or lossless), and for all modes of operation (sequential, progressive, lossless, and hierarchical). The various parts of
the compressed image data are identified by special two-byte codes called markers. Some markers are followed by
particular sequences of parameters, as in the case of table specifications, frame header, or scan header. Others are used
without parameters for functions such as marking the start-of-image and end-of-image. When a marker is associated with a
particular sequence of parameters, the marker and its parameters comprise a marker segment.

The data created by the entropy encoder are also segmented, and one particular marker — the restart marker — is used to
isolate entropy-coded data segments. The encoder outputs the restart markers, intermixed with the entropy-coded data, at
regular restart intervals of the source image data. Restart markers can be identified without having to decode the
compressed data to find them. Because they can be independently decoded, they have application-specific uses, such as
parallel encoding or decoding, isolation of data corruptions, and semi-random access of entropy-coded segments.

There are three compressed data formats:
a) the interchange format;
b) the abbreviated format for compressed image data;

c) the abbreviated format for table-specification data.

4.9.1 Interchange format

In addition to certain required marker segments and the entropy-coded segments, the interchange format shall include the
marker segments for all quantization and entropy-coding table specifications needed by the decoding process. This
guarantees that a compressed image can cross the boundary between application environments, regardless of how each
environment internally associates tables with compressed image data.

4.9.2  Abbreviated format for compressed image data

The abbreviated format for compressed image data is identical to the interchange format, except that it does not include all
tables required for decoding. (It may include some of them.) This format is intended for use within applications where
alternative mechanisms are available for supplying some or all of the table-specification data needed for decoding.

4.9.3 Abbreviated format for table-specification data

This format contains only table-specification data. It is a means by which the application may instail in the decoder the
tables required to subsequently reconstruct one or more images.

4.10 Image, frame, and scan

Compressed image data consists of only one image. An image contains only one frame in the cases of sequential and
progressive coding processes; an image contains multiple frames for the hierarchical mode.

A frame contains one or more scans. For sequential processes, a scan contains a complete encoding of one or more image
components. In Figures 12 and 13, the frame consists of three scans when non-interleaved, and one scan if all three
components are interleaved together. The frame could also consist of two scans: one with a non-interleaved component,
the other with two components interleaved.
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For progressive processes, a scan contains a partial encoding of all data units from one or more image components.
Components shall not be interleaved in progressive mode, except for the DC coefficients in the first scan for each

component of a progressive frame.

4.11

Table 1 provides a summary of the essential characteristics of the various coding processes specified in this Specification.

Summary of coding processes

The full specification of these processes is contained in Annexes F, G, H, and J.

Table 1 - Summary: Essential characteristics of coding processes

Baseline process (required for all DCT-based decoders)

DCT-based process

Source image: 8-bit samples within each component
Sequential

Huffman coding: 2 AC and 2 DC tables

Decoders shall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans

Extended DCT-based processes

DCT-based process

Source image: 8-bit or 12-bit samples

Sequential or progressive

Huffman or arithmetic coding: 4 AC and 4 DC tables
Decoders shall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans

Lossless processes

Predictive process (not DCT-based)

Source image: P-bit samples (2 £ P < 16)

Sequential

Huffman or arithmetic coding: 4 DC tables

Decoders shall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans

Hierarchical processes

Multiple frames (non-differential and differential)

Uses extended DCT-based or lossless processes

Decoders shall process scans with 1, 2, 3, and 4 components
Interleaved and non-interleaved scans
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5 Interchange format requirements

The interchange format is the coded representation of compressed image data for exchange between application
environments.

The interchange format requirements are that any compressed image data represented in interchange format shall comply
with the syntax and code assignments appropriate for the decoding process selected, as specified in Annex B.

Tests for whether compressed image data comply with these requirements are specified in Part 2 of this Specification.

6 Encoder requirements

An encoding process converts source image data to compressed image data. Each of Annexes F, G, H, and J specifies a
number of distinct encoding processes for its particular mode of operation.

An encoder is an embodiment of one (or more) of the encoding processes specified in Annexes F, G, H, or J. In order to
comply with this Specification, an encoder shall satisfy at least one of the following two requirements.

An encoder shall

a) with appropriate accuracy, convert source image data to compressed image data which comply with the
interchange format syntax specified in Annex B for the encoding process(es) embodied by the encoder;

b) with appropriate accuracy, convert source image data to compressed image data which comply with the
abbreviated format for compressed image data syntax specified in Annex B for the encoding process(es)
embodied by the encoder.

For each of the encoding processes specified in Annexes F, G, H, and J, the compliance tests for the above requirements
are specified in Part 2 of this Specification.

NOTE — There is no requirement in this Specification that any encoder which embodies one of the encoding processes
specified in Annexes F, G, H, or J shall be able to operate for all ranges of the parameters which are allowed for that process. An
encoder is only required to meet the compliance tests specified in Part 2, and to generate the compressed data format according to
Annex B for those parameter values which it does use.

7 Decoder requirements

A decoding process converts compressed image data to reconstructed image data. Each of Annexes F, G, H, and J
specifies a number of distinct decoding processes for its particular mode of operation.

A decoder is an embodiment of one (or more) of the decoding processes specified in Annexes F, G, H, or J. In order to
comply with this Specification, a decoder shall satisfy all three of the following requirements.

A decoder shall

a) with appropriate accuracy, convert to reconstructed image data any compressed image data with parameters
within the range supported by the application, and which comply with the interchange format syntax
specified in Annex B for the decoding process(es) embodied by the decoder;

b) accept and propetly store any table-specification data which comply with the abbreviated format for table-
specification data syntax specified in Annex B for the decoding process(es) embodied by the decoder;

¢) with appropriate accuracy, convert to reconstructed image data any compressed image data which comply
with the abbreviated format for compressed image data syntax specified in Annex B for the decoding
process(es) embodied by the decoder, provided that the table-specification data required for decoding the
compressed image data has previously been installed into the decoder.

Additionally, any DCT-based decoder, if it embodies any DCT-based decoding process other than baseline sequential,
shall also embody the baseline sequential decoding process.

For each of the decoding processes specified in Annexes F, G, H, and J, the compliance tests for the above requirements
are specified in Part 2 of this Specification.
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Annex A

Mathematical definitions

(This annex forms an integral part of this Recommendation | International Standard)

Al Source image

Source images to which the encoding processes specified in this Specification can be applied are defined in this annex.

A.1.1  Dimensions and sampling factors

As shown in Figure A.1, a source image is defined to consist of Nf components. Each component, with unique identifier
C;, is defined to consist of a rectangular array of samples of x; columns by y; lines. The component dimensions are derived
from two parameters, X and ¥, where X is the maximum of the x; values and Y is the maximum of the y; values for all
components in the frame. For each component, sampling factors H; and V; are defined relating component dimensions x;
and y; to maximum dimensions X and ¥, according to the following expressions:

=X x H; d Y Yi
xi - Hmax an yi x Vmax ’

where Hygy and V gy are the maximum sampling factors for all components in the frame, and [ Tis the ceiling function.

As an example, consider an image having 3 components with maximum dimensions of 512 lines and 512 samples per line,
and with the following sampling factors:

Component 0 Hy =4, Vy =1
Component 1 H =2 V=2
Component 2 Hy, =1, V, = 1

Then X =512, Y =512, Hynax =4, Vimax =2, and x; and y; for each component are

Component 0 xg = 512, yp = 256
Component 1 x = 256, y; = 512
Component 2 Xy = 128, y, = 256

NOTE — The X, Y, H;, and V; parameters are contained in the frame header of the compressed image data (see B.2.2),
whereas the individual component dimensions x; and y; are derived by the decoder. Source images with x; and y; dimensions which do
not satisfy the expressions above cannot be properly reconstructed.

A.1.2  Sample precision

A sample is an integer with precision P bits, with any value in the range O through 2P ~ 1. All samples of all components
within an image shall have the same precision P. Restrictions on the value of P depend on the mode of operation, as
specified in B.2 to B.7.

A.1.3  Data unit

A data unit is a sample in lossless processes and an 8 X 8 block of contiguous samples in DCT-based processes. The left-
most 8 samples of each of the top-most 8 rows in the component shall always be the top-left-most block. With this top-left-
most block as the reference, the component is partitioned into contiguous data units to the right and to the bottom (as
shown in Figure A.4).

A.1.4  Orientation

Figure A.1 indicates the orientation of an image component by the terms top, bottom, left, and right. The order by which
the data units of an image component are input to the compression encoding procedures is defined to be left-to-right and
top-to-bottom within the component. (This ordering is precisely defined in A.2.) Applications determine which edges of a
source image are defined as top, bottom, left, and right.
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a) Source image with multiple components b) Characteristics of an image component

Figure A.1 — Source image characteristics

A2 Order of source image data encoding

The scan header (see B.2.3) specifies the order by which source image data units shall be encoded and placed within the
compressed image data. For a given scan, if the scan header parameter Ns = 1, then data from only one source component
— the component specified by parameter Cs; — shall be present within the scan. This data is non-interleaved by definition.
If Ns > 1, then data from the Ns components Cs; through Csy; shall be present within the scan. This data shall always be
interleaved. The order of components in a scan shall be according to the order specified in the frame header.

The ordering of data units and the construction of minimum coded units (MCU) is defined as follows.

A.2.1  Minimum coded unit (MCU)

For non-interleaved data the MCU is one data unit. For interleaved data the MCU is the sequence of data units defined by
the sampling factors of the components in the scan.

A.2.2  Non-interleaved order (Ns =1)

When Ns = 1 (where Ns is the number of components in a scan), the order of data units within a scan shall be left-to-right
and top-to-bottom, as shown in Figure A.2. This ordering applies whenever Ns = 1, regardless of the values of
H; and Vj.

Top
L e o e B ]
—
Left | ed=8——0—-8—-8——8=D® | Right
—
o R e i ]
—

Bottom  TISO0790-93/d015

Figure A.2 — Non-interleaved data ordering
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A.23 Interleaved order (Ns > 1)

When Ns > 1, each scan component Cs; is partitioned into small rectangular arrays of Hy horizontal data units by Vi
vertical data units. The subscripts k indicate that Hx and Vy are from the position in the frame header component-
specification for which Cx = Cs;. Within each Hy by Vi array, data units are ordered from left-to-right and top-to-bottom.
The arrays in turn are ordered from left-to-right and top-to-bottom within each component.

As shown in the example of Figure A.3, Ns = 4, and MCU, consists of data units taken first from the top-left-most region
of Csj, followed by data units from the corresponding region of Csy, then from Cs3 and then from Cs4. MCU3 follows the
same ordering for data taken from the next region to the right for the four components.

CsyiHy=2,V, =2 CspiHp=2,Vy=1 CsgHg=1,Vg=2 CsgHy=1,V, =1
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 0 1 2

0 0| e—pe—pe—pe—ipe—se 0 0f e-pepe

P A N e R B L IR ESE
!

2 Z{ ° ¢ * 2 ;; ¢ TIS00800-93/d016

3 e oo o 3 el

MCU, = dgo dor dlo o do oy dSo B dio,
MCU, = d?z d?a d1:2 d1:3 dgz dcza df,’1 dz1 d§1-
MCU, = d?4 d?s dV d115 dg4 dg5 d§2 dg‘2 dgz,
MCU, = dyq day dyp iy dio dy1 Gao dao, dio-

AN AN A

-

Cs, data units Cs, Csg Csy

Figure A.3 — Interleaved data ordering example

A.2.4  Completion of partial MCU

For DCT-based processes the data unit is a block. If x; is not a multiple of 8, the encoding process shall extend the number
of columns to complete the right-most sample blocks. If the component is to be interleaved, the encoding process shall also
extend the number of samples by one or more additional blocks, if necessary, so that the number of blocks is an integer
multiple of Hj. Similarly, if y; is not 2 multiple of 8, the encoding process shall extend the number of lines to complete the
bottom-most block-row. If the component is to be interleaved, the encoding process shall also extend the number of lines
by one or more additional block-rows, if necessary, so that the number of block-rows is an integer multiple of V.

NOTE - It is recommended that any incomplete MCUs be completed by replication of the right-most column and the bottom
line of each component.

For lossless processes the data unit is a sample. If the component is to be interleaved, the encoding process shall extend
the number of samples, if necessary, so that the number is a multiple of H;. Similarly, the encoding process shall extend __
the number of lines, if necessary, so that the number of lines is a multiple of V;.

Any sample added by an encoding process to complete partial MCUs shall be removed by the decoding process.

A3 DCT compression

A.3.1  Level shift
Before a non-differential frame encoding process computes the FDCT for a block of source image samples, the samples

shall be levet shifted to a signed representation by subtracting 2P ~ 1, where P is the precision parameter specified in B.2.2.
Thus, when P =8, the level shift is by 128; when P = 12, the level shift is by 20438.
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After a non-differential frame decoding process computes the IDCT and produces a block of reconstructed image samples,
an inverse level shift shall restore the samples to the unsigned representation by adding 2P~ ! and clamping the results to

the range 0 to 2P~ 1,

A.3.2  Orientation of samples for FDCT computation

Figure A.4 shows an image component which has been partitioned into 8 x 8 blocks for the FDCT computations. Figure
A4 also defines the orientation of the samples within a block by showing the indices used in the FDCT equation of A.3.3.

The definitions of block partitioning and sample orientation also apply to any DCT decoding process and the output

reconstructed image. Any sample added by an encoding process to complete partial MCUs shall be removed by the

decoding process.

C| Top /_\

( ) Soo
™~ ! S10
1 ®
Left Right
' ®
- L 3
' S70
"7 TBottom

Figure A.4 — Partition and orientation of 8 x 8 sample blocks

A.3.3 FDCT and IDCT (informative)

The following equations specify the ideal functional definition of the FDCT and the IDCT.

NOTE -~ These equations contain terms which cannot be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification. The accuracy
requirements for the combined dequantization and IDCT procedures are also specified in Part 2 of this Specification.

So1 * d * Sy
S11 ® ® * Sy
L] ®
L ] L ]
* ®
S *® hd * Sz

TISO0810-93/d017

FDCT: Sy = % c, C, %, Ei: Syy €COS (2xi0-61)u1r cos (Zy;-él)vn
x=0 y=0
1 107 (2x +un Qy+wn
IDCT: Sye =7 u§0 EO Cc,C, S, 16 cos 16
where _
C,,C, =1/42 for u,y = 0
C,,C, =1 otherwise
otherwise.
A.34  DCT coefficient quantization (informative) and dequantization (normative)

After the FDCT is computed for a block, each of the 64 resulting DCT coefficients is quantized by a uniform quantizer.
The quantizer step size for each coefficient Sy, is the value of the corresponding element @, from the quantization table

specified by the frame parameter Tg; (see B.2.2).
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S
The uniform quantizer is defined by the following equation. Rounding is to the nearest integer:

S,
S = nd | —2%
Ty rou [ O )

Sqyu is the quantized DCT coefficient, normalized by the quantizer step size.

NOTE - This equation contains a term which may not be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification.

At the decoder, this normalization is removed by the following equation, which defines dequantization:

Ry = Sq,, X Qy

NOTE - Depending on the rounding used in quantization, it is possible that the dequantized coefficient may be outside the
expected range.

The relationship among samples, DCT coefficients, and quantization is illustrated in Figure A.5.

A.3.5  Differential DC encoding

After quantization, and in preparation for entropy encoding, the quantized DC coefficient Sqop is treated separately from
the 63 quantized AC coefficients. The value that shall be encoded is the difference (DIFF) between the quantized DC
coefficient of the current block (DC; which is also designated as Sqpop) and that of the previous block of the same
component (PRED):

DIFF = DC; — PRED

A3.6 Zig-zag sequence

After quantization, and in preparation for entropy encoding, the quantized AC coefficients are converted to the zig-zag
sequence. The quantized DC coefficient (coefficient zero in the array) is treated separately, as defined in A.3.5. The zig-
zag sequence is specified in Figure A.6.

A4 Point transform

For various procedures data may be optionally divided by a power of 2 by a point transform prior to coding. There are
three processes which require a point transform: lossless coding, lossless differential frame coding in the hierarchical
mode, and successive approximation coding in the progressive DCT mode. —_

In the lossless mode of operation the point transform is applied to the input samples. In the difference coding of the
hierarchical mode of operation the point transform is applied to the difference between the input component samples and
the reference component samples. In both cases the point transform is an integer divide by 2Pt, where Pt is the value of the

point transform parameter (see B.2.3).

In successive approximation coding the point transform for the AC coefficients is an integer divide by 2Al, where Al is the
successive approximation bit position, low (see B.2.3). The point transform for the DC coefficients is an arithmetic-shift-
right by Al bits. This is equivalent to dividing by 2Pt before the level shift (see A.3.1).

The output of the decoder is rescaled by multiplying by 2Pt. An example of the point transform is given in K.10.
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Figure A.5 — Relationship between 8 x 8-block samples and DCT coefficients
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0 1 5 A 6 14 15 27 28
2 4 7 13 16 26 29 42
3 8 12 17 25 30 M 43
9 11 18 24 31 40 44 53
10 19 23 32 39 45 52 54
20 22 33 38 46 51 55 60
21 34 37 47 50 56 59 61
35 36 48 49 57 58 62 63

Figure A.6 — Zig-zag sequence of quantized DCT coefficients

AS Arithmetic procedures in lossless and hierarchical modes of operation

In the lossless mode of operation predictions are calculated with full precision and without clamping of either overflow or
underflow beyond the range of values allowed by the precision of the input. However, the division by two which is part of
some of the prediction calculations shall be approximated by an arithmetic-shift-right by one bit.

The two’s complement differences which are coded in either the lossless mode of operation or_ the differential frame
coding in the hierarchical mode of operation are calculated modulo 65 536, thereby restricting the precision of these
differences to a maximum of 16 bits. The modulo values are calculated by performing the logical AND operation of the
two’s complement difference with X’FFFF’. For purposes of coding, the result is still interpreted as a 16 bit two’s
complement difference. Modulo 65 536 arithmetic is also used in the decoder in calculating the output from the sum of

the prediction and this two’s complement difference.
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Annex B

Compressed data formats

(This annex forms an integral part of this Recommendation | International Standard)

This annex specifies three compressed data formats:

a) the interchange format, specified in B.2 and B.3;
b) the abbreviated format for compressed image data, specified in B.4;
¢) the abbreviated format for table-specification data, specified in B.5.

B.1 describes the constituent parts of these formats. B.1.3 and B.1.4 give the conventions for symbols and figures used in
the format specifications.

B.1 General aspects of the compressed data format specifications

Structurally, the compressed data formats consist of an ordered collection of parameters, markers, and entropy-coded data
segments. Parameters and markers in turn are often organized into marker segments. Because all of these constituent parts
are represented with byte-aligned codes, each compressed data format consists of an ordered sequence of 8-bit bytes. For
each byte, a most significant bit (MSB) and a least significant bit (LSB) are defined.

B.1.1 Constituent parts

This subclause gives a general description of each of the constituent parts of the compressed data format.

B.1.1.1 Parameters

Parameters are integers, with values specific to the encoding process, source image characteristics, and other features
selectable by the application. Parameters are assigned either 4-bit, 1-byte, or 2-byte codes. Except for certain optional
groups of parameters, parameters encode critical information without which the decoding process cannot propetly
reconstruct the image.

The code assignment for a parameter shall be an unsigned integer of the specified length in bits with the particular value
of the parameter.

For parameters which are 2 bytes (16 bits) in length, the most significant byte shall come first in the compressed data’s
ordered sequence of bytes. Parameters which are 4 bits in length always come in pairs, and the pair shall always be
encoded in a single byte. The first 4-bit parameter of the pair shall occupy the most significant 4 bits of the byte. Within
any 16-, 8-, or 4-bit parameter, the MSB shall come first and LSB shall come last.

B.1.1.2 Markers

Markers serve to identify the various structural parts of the compressed data formats. Most markers start marker segments
containing a related group of parameters; some markers stand alone. All markers are assigned two-byte codes: an X'FF’
byte followed by a byte which is not equal to 0 or X’FF” (see Table B.1). Any marker may optionally be preceded by any
number of fill bytes, which are bytes assigned code X’FF'.

NOTE — Because of this special code-assignment structure, markers make it possible for a decoder to parse the compressed
data and locate its various parts without having to decode other segments of image data.

B.1.1.3 Marker assignments
All markers shall be assigned two-byte codes: a X’FF’ byte followed by a second byte which is not equal to 0 or X’FF’.

The second byte is specified in Table B.1 for each defined marker. An asterisk (*) indicates a marker which stands alone,
that is, which is not the start of a marker segment.
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Table B.1 — Marker code assignments

Code Assignment | Symbol Description
Start Of Frame markers, non-differential, Huffman coding
X°FFCO’ SOFo Baseline DCT
X’FFCI’ SOF, Extended sequential DCT
X'FFC2’ 281;7- Progressive DCT
X’FFC3’ 3 Lossless (sequential)
Start Of Frame markers, differential, Huffman coding
X’FFC5’ SOFs Differential sequential DCT
X'FFC6’ SOFg Differential progressive DCT
X'FFCT’ SOF; Differential lossless (sequential)
Start Of Frame markers, non-differential, arithmetic coding
X'FFC8’ JPG Reserved for JPEG extensions
X’FFCY’ SOFy Extended sequential DCT
X'FFCA’ 38]1:1 0 Progressive DCT
X’FFCB’ n Lossless (sequential)
Start Of Frame markers, differential, arithmetic coding
X'FFCD’ SOF3 Differential sequential DCT
X’FFCE’ SOF4 Differential progressive DCT
X’FFCF SOF15 Differential lossless (sequential)
Huffman table specification
X’FFC4’ ‘ DHT { Define Huffman table(s)
Arithmetic coding conditioning specification
X’FFCC’ DAC ' Define arithmetic coding conditioning(s)
Restart interval termination
X’FFDO’ through X’FFD7’ ‘ RSTp* l Restart with modulo 8 count “m”
Other markers
X'FFD§’ SOI* Start of image
X’FFD9’ EOI* End of image
X'FFDA’ Sos Start of scan
X'’FFDB’ DQT Define quantization table(s)
X’FFDC’ DNL Define number of lines
X’FFDD’ DRI Define restart interval
X'FFDE’ DHP Define hierarchical progression
X’FFDF’ EXP Expand reference component(s)
X’FFEQ’ through X’FFEF’ APP, Reserved for application segments
X’FFFQ’ through X’FFFD’ JPG, Reserved for JPEG extensions
X'FFFE’ COM Comment
Reserved markers
X'FFOI’ TEM* For temporary private use in arithmetic coding
X’FF02’ through X'FFBF’ RES Reserved
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B.1.1.4 Marker segments

A marker segment consists of a marker followed by a sequence of related parameters. The first parameter in a marker
segment is the two-byte length parameter. This length parameter encodes the number of bytes in the marker segment,
including the length parameter and excluding the two-byte marker. The marker segments identified by the SOF and SOS
marker codes are referred to as headers: the frame header and the scan header respectively.

B.1.1.5 Entropy-coded data segments

An entropy-coded data segment contains the output of an entropy-coding procedure. It consists of an integer number of
bytes, whether the entropy-coding procedure used is Huffman or arithmetic. :

NOTES

1 Making entropy-coded segments an integer number of bytes is performed as follows: for Huffman coding, 1-bits are
used, if necessary, to pad the end of the compressed data to complete the final byte of a segment. For arithmetic coding, byte alignment
is performed in the procedure which terminates the entropy-coded segment (see D.1.8).

2 In order to ensure that a marker does not occur within an entropy-coded segment, any X'FF* byte generated by either a
Huffman or arithmetic encoder, or an X’FF’ byte that was generated by the padding of 1-bits described in NOTE 1 above, is followed
by a “stuffed” zero byte (see D.1.6 and F.1.2.3).

B.1.2  Syntax

In B.2 and B.3 the interchange format syntax is specified. For the purposes of this Specification, the syntax specification
consists of:

—  the required ordering of markers, parameters, and entropy-coded segments;

—  identification of optional or conditional constituent parts;

—  the name, symbol, and definition of each marker and parameter;

—  the allowed values of each parameter;

—  any restrictions on the above which are specific to the various coding processes.

The ordering of constituent parts and the identification of which are optional or conditional is specified by the syntax
figures in B.2 and B.3. Names, symbols, definitions, allowed values, conditions, and restrictions are specified immediately

below each syntax figure.

B.1.3  Conventions for syntax figures
The syntax figures in B.2 and B.3 are a part of the interchange format specification. The following conventions, illustrated
in Figure B.1, apply to these figures: :

- parameter/marker indicator: A thin-lined box encloses either a marker or a single parameter;

—  segment indicator: A thick-lined box encloses either a marker segment, an entropy-coded data segment,
or combinations of these;

—  parameter length indicator: The width of a thin-lined box is proportional to the parameter length (4, 8,
or 16 bits, shown as E, B, and D respectively in Figure B.1) of the marker or parameter it encloses; the
width of thick-lined boxes is not meaningful;

- optional/conditional indicator: Square brackets indicate that a marker or marker segment is only
optionally or conditionally present in the compressed image data;

- ordering: In the interchange format a parameter or marker shown in a figure precedes all of those shown
to its right, and follows all of those shown to its left;

—  entropy-coded data indicator: Angled brackets indicate that the entity enclosed has been entropy
encoded.

Segment [Se‘gﬁ:z't 1 |81 D EIF
1

TISO0830-93/d019

Figure B.1 — Syntax notation conventions
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B.1.4 Conventions for symbols, code lengths, and values

Following each syntax figure in B.2 and B.3, the symbol, name, and definition for each marker and parameter shown in
the figure are specified. For each parameter, the length and allowed values are also specified in tabular form.

The following conventions apply to symbols for markers and parameters:
—  all marker symbols have three upper-case letters, and some also have a subscript. Examples: SOI, SOFy;

—  all parameter symbols have one upper-case letter; some also have one lower-case letter and some have
subscripts. Examples: Y, Nf, Hj, Tq;.

B.2 General sequential and progressive syntax

This clause specifies the interchange format syntax which applies to all coding processes for sequential DCT-based,
progressive DCT-based, and lossless modes of operation.

B.2.1  High-level syntax

Figure B.2 specifies the order of the high-level constituent parts of the interchange format for all non-hierarchical
encoding processes specified in this Specification.

Compressed image data

T |
SOl Frame EOI
__—"‘ Frame RN
[T;?;f/ ] Frame header Scan 4 [segrwe_nt] [Scan,) LR _ [Scan ]
e Scan -»"-~.‘__
I T
(Tables/y | soanheader | [ECS, RST, oo | ecsigr | STl | ECSum
PR Entropy-coded segment ¢ T P “Entropy-coded segment gt
<MCU >, <MCU 3, <MCU »; <MCUp>, <MCUp 4 1>, <MCU |2,

TISO0840-93/d020

Figure B.2 — Syntax for sequential DCT-based, progressive DCT-based,
and lossless modes of operation

The three markers shown in Figure B.2 are defined as follows:

SOI: Start of image marker — Marks the start of a compressed image represented in the interchange format or
abbreviated format.

EOI: End of image marker — Marks the end of a compressed image represented in the interchange format or
abbreviated format.

RST: Restart marker — A conditional marker which is placed between entropy-coded segments only if restart
is enabled. There are 8 unique restart markers (m = 0 - 7) which repeat in sequence from 0 to 7, starting with
zero for each scan, to provide a modulo 8 restart interval count.

The top level of Figure B.2 specifies that the non-hierarchical interchange format shall begin with an SOI marker, shall
contain one frame, and shall end with an EOI marker.
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The second level of Figure B.2 specifies that a frame shall begin with a frame header and shall contain one or more scans.
A frame header may be preceded by one or more table-specification or miscellaneous marker segments as specified in
B.2.4. If a DNL segment (see B.2.5) is preseat, it shall immediately follow the first scan.

" D/IEC 10918-1 : 1993(E)

For sequential DCT-based and lossless processes each scan shall contain from one to four image components. If two to
four components are contained within a scan, they shall be interleaved within the scan. For progressive DCT-based
processes each image component is only partially contained within any one scan. Only the first scan(s) for the components
(which contain only DC coefficient data) may be interleaved.

The third level of Figure B.2 specifies that a scan shall begin with a scan header and shall contain one or more entropy-
coded data segments. Each scan header may be preceded by one or more table-specification or miscellaneous marker
segments. If restart is not enabled, there shall be only one entropy-coded segment (the one labeled “last”), and no restart
markers shall be present. If restart is enabled, the number of entropy-coded segments is defined by the size of the image
and the defined restart interval. In this case, a restart marker shall follow each entropy-coded segment except the last one.

The fourth level of Figure B.2 specifies that each entropy-coded segment is comprised of a sequence of entropy-
coded MCUs. If restart is enabled and the restart interval is defined to be Ri, each entropy-coded segment except the last
one shall contain Ri MCUs. The last one shall contain whatever number of MCUs completes the scan.

Figure B.2 specifies the locations where table-specification segments may be present. However, this Specification hereby
specifies that the interchange format shall contain ail table-specification data necessary for decoding the compressed
image. Consequently, the required table-specification data shall be present at one or more of the allowed locations.

B.2.2 Frame header syntax

Figure B.3 specifies the frame header which shall be present at the start of a frame. This header specifies the source image
characteristics (see A.1), the components in the frame, and the sampling factors for each component, and specifies the

destinations from which the quantized tables to be used with each component are retrieved.

Frame header

T [ T T
Component-specification
SOF, Lf P Y X Nt parameters
.- - .Framecomponent-speciﬁcation parameters
I ] ]
Cy |H4lVy| Tay C, [H21Va| Tap Cnt |HnilVi| Taw
J 1 - - |
TISO0850-9d021

Figure B.3 — Frame header syntax

The markers and parameters shown in Figure B.3 are defined bel

given in Table B.2. In Table B.2 (and similar tables which follow),

inclusive bounds are separated by dashes (e.g. 0 - 3).

Start of frame marker — Marks the beginning of
al, extended

SOFy:
the encoding process is baseline sequenti
entropy encoding procedure is used.

SOFy: Baseline DCT
SOF;: Extended sequential DCT, Huffman coding
SOF,: Progressive DCT, Huffman coding

the frame parameters. The subscript n identifies whether

ow. The size and allowed values of each parameter are _,
value choices are separated by commas (e-g. 8, 12) and

sequential, progressive, or lossless, as well as which
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v
SOF3: Lossless (sequential), Huffman coding

SOFg: Extended sequential DCT, arithmetic coding

SOF;g: Progressive DCT, arithmetic coding

SOF;1: Lossless (sequential), arithmetic coding

Lf: Frame header length — Specifies the length of the frame header shown in Figure B.3 (see B.1.1.4).
P: Sample precision — Specifies the precision in bits for the samples of the components in the frame.

Y: Number of lines — Specifies the maximum number of lines in the source image. This shall be equal to the
number of lines in the component with the maximum number of vertical samples (see A.1.1). Value 0 indicates
that the number of lines shall be defined by the DNL marker and parameters at the end of the first scan (see
B.2.5).

X: Number of samples per line — Specifies the maximum number of samples per line in the source image. This
shall be equal to the number of samples per line in the component with the maximum number of horizontal

samples (see A.1.1).

Nf: Number of image components in frame — Specifies the number of source image components in the frame.
The value of Nf shall be equal to the number of sets of frame component specification parameters (Cj, Hj, Vi,
and Tq) present in the frame header.

Cj: Component identifier — Assigns a unique label to the ith component in the sequence of frame component
specification parameters. These values shall be used in the scan headers to identify the components in the scan.
The value of C; shall be different from the values of C; through C; — 1.

H;: Horizontal sampling factor — Specifies the relationship between the component horizontal dimension
and maximum image dimension X (see A.1.1); also specifies the number of horizontal data units of component
C; in each MCU, when more than one component is encoded in a scan.

Vit Vertical sampling factor — Specifies the relationship between the component vertical dimension and
maximum image dimension Y (see A.1.1); also specifies the number of vertical data units of component C; in
each MCU, when more than one component is encoded in a scan.

Tgqi: Quantization table destination selector — Specifies one of four possible quantization table destinations
from which the quantization table to use for dequantization of DCT coefficients of component C; is retrieved. If
the decoding process uses the dequantization procedure, this table shall have been installed in this destination
by the time the decoder is ready to decode the scan(s) containing component C;. The destination shall not be re-
specified, or its contents changed, until all scans containing C; have been completed.

Table B.2 — Frame header parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline ’ Extended
Lf 16 8+3 xNf
P 8 8 ' 8,12 ’ 8,12 \ 2-16
Y 16 0-65 535
X 16 1-65 535 -
Nf 8 1-255 | 1-255 l 1-4 | 1-255
Ci 8 0-255
H; 4 1-4
Vi 4 1-4
Taq; 8 0-3 0-3 0-3 0
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Figure B.4 specifies the scan header which shall be present at the start of a scan. This header specifies which
component(s) are contained in the scan, specifies the destinations from which the entropy tables to be used with each
component are retrieved, and (for the progressive DCT) which part of the DCT quantized coefficient data is contained in
the scan. For lossless processes the scan parameters specify the predictor and the point transform.

B.2.3 Scan header syntax

NOTE - If there is only one image component present in a scan, that component is, by definition, non-interleaved. If there is
more than one image component present in a scan, the components present are, by definition, interleaved.

Scan header

Component-specification Ss Se Ahl Al

s0s Ls Ns eramaters

- Scan component-specification parameters .
I ] - - I
Cs; [Td{ITay| Csp |[TdalTap| =~ « = - Csye | | I
| ] |
T msooseo-93do22
Tdns Tays

Figure B.4 — Scan header syntax

The marker and parameters shown in Figure B.4 are defined below. The size and allowed values of each parameter are
given in Table B.3.

SOS: Start of scan marker — Marks the beginning of the scan parameters.
Ls: Scan header length — Specifies the length of the scan header shown in Figure B.4 (see B.1.1.4).

Ns: Number of image components in scan — Specifies the number of source image components in the scan. The
value of Ns shall be equal to the number of sets of scan component specification parameters (Cs;, Td;, and Ta;)
present in the scan header.

- Csj:. Scan component selector — Selects which of the Nf image components specified in the frame parameters
shall be the jth component in the scan. Each Cs; shall match one of the C; values specified in the frame header,
and the ordering in the scan header shall follow the ordering in the frame header. If Ns > 1, the order of
interleaved components in the MCU is Cs; first, Csy second, etc. If Ns > 1, the following restriction shall be
placed on the image components contained in the scan:

NJ'
3. Hj X Vj <10,
ja

where Hj and Vj are the horizontal and vertical sampling factors for scan component j. These sampling factors
are specified in the frame header for component i, where i is the frame component specification index for which
frame component identifier C; matches scan component selector Cs;. -

As an example, consider an image having 3 components with maximum dimensions of 512 lines and
512 samples per line, and with the following sampling factors:

Component 0 Hy =4, V=1
Component 1 H =1 V=2
Component 2 Hy, =2 V, =2
Then the summation of Hj X Vjis (4 x 1)+ (1 x2) + (2x2) = 10.
The value of Cs; shall be different from the values of Cs; to Cs; _ ;.
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Tdj: DC entropy coding table destination selector — Specifies one of four possible DC entropy coding table
destinations from which the entropy table needed for decoding of the DC coefficients of component Cs; is
retrieved. The DC entropy table shall have been installed in this destination (see B.2.4.2 and B.2.4.3) by the
time the decoder is ready to decode the current scan. This parameter specifies the entropy coding table
destination for the lossless processes.

Ta;: AC entropy coding table destination selector — Specifies one of four possible AC entropy coding table
destinations from which the entropy table needed for decoding of the AC coefficients of component Cs; is
retrieved. The AC entropy table selected shall have been installed in this destination (see B.2.4.2 and B.2.4.3)
by the time the decoder is ready to decode the current scan. This parameter is zero for the lossless processes.

Ss: Start of spectral or predictor selection — In the DCT modes of operation, this parameter specifies the first
DCT coefficient in each block in zig-zag order which shall be coded in the scan. This parameter shall be set to
zero for the sequential DCT processes. In the lossless mode of operations this parameter is used to select the

predictor.

Se: End of spectral selection — Specifies the last DCT coefficient in each block in zig-zag order which shall be
coded in the scan. This parameter shall be set to 63 for the sequential DCT processes. In the lossless mode of
operations this parameter has no meaning. It shall be set to zero.

Ah: Successive approximation bit position high —This parameter specifies the point transform used in the
preceding scan (i.e. successive approximation bit position low in the preceding scan) for the band of coefficients
specified by Ss and Se. This parameter shall be set to zero for the first scan of each band of coefficients. In the
lossless mode of operations this parameter has no meaning. It shall be set to zero.

Al: Successive approximation bit position low or point transform — In the DCT modes of operation this
parameter specifies the point transform, i.e. bit position low, used before coding the band of coefficients
specified by Ss and Se. This parameter shall be set to zero for the sequential DCT processes. In the lossless
mode of operations, this parameter specifies the point transform, Pt.

The entropy coding table destination selectors, Td; and Taj, specify either Huffman tables (in frames using Huffman
coding) or arithmetic coding tables (in frames using arithmetic coding). In the latter case the entropy coding table
destination selector specifies both an arithmetic coding conditioning table destination and an associated statistics area.

Table B.3 - Scan header parameter size and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ls 16 6+2%Ns
Ns 8 1-4
Csj 8 0-2552)
Tdj 4 0-1 0-3 03 03
Taj 4 0-1 03 03 0
Ss 8 0 0 0-63 1-79)
Se 8 63 63 S5-63¢) 0 -
Ah 4 0 0 0-13 . 0
Al 4 0 0 0-13 0-15
) Cs; shallbea member of the set of C; specified in the frame header.
b) 0 for lossless differential frames in the hierarchical mode (see B.3).
¢» 0 if Ssequals zero.
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B.2.4  Table-specification and miscellaneous marker segment syntax

Figure B.5 specifies that, at the places indicated in Figure B.2, any of the table-specification segments or miscellaneous

marker segments specified in B.2.4.1 through B.2.4.6 may be present in any order and with no limit on the number of
segments.

If any table specification for a particular destination occurs in the compressed image data, it shall replace any previous
table specified for this destination, and shall be used whenever this destination is specified in the remaining scans in the
frame or subsequent images represented in the abbreviated format for compressed image data. If a table specification for a
given destination occurs more than once in the compressed image data, each specification shall replace the previous
specification. The quantization table specification shall not be altered between progressive DCT scans of a given
component.

Tables or miscellaneous marker segment

[Marker 1 [Marker ] .. [Marker
segment, segment , segment
- - TISO0870-9%d023 -
-

Quantization table-specification
or
Huffman table-specification
or
Arithmetic conditioning table-specification
Marker segment < or
Restart interval definition
or
Comment

or
Application data

- Figure B.5 - Tables/miscellaneous marker segment syntax

B.2.4.1 Quantization table-specification syntax
Figure B.6 specifies the marker segment which defines one or more quantization tables.

Define quantization table segment

[ple}y

|
Lq

I
PqlTq
|

Q

0

Q

1

63

TISO0880-93/d024
Multiple (t=1, ..., n)

Figure B.6 — Quantization table syntax

The marker and parameters shown in Figure B.6 are defined below. The size and allowed values of each parameter are
given in Table B.4.

DQT: Define quantization table marker — Marks the beginning of quantization table-specification parameters.
Lq: Quantization table definition length — Specifies the length of all quantization table parameters shown in

Figure B.6 (see B.1.1.4).
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Pq: Quantization table element precision - Specifies the precision of the Q values. Value 0 indicates 8-bit Qx
values; value 1 indicates 16-bit Qy values. Pq shall be zero for 8 bit sample precision P (see B.2.2).

Tq: Quantization table destination identifier ~ Specifies one of four possible destinations at the decoder into
which the quantization table shall be installed.

Qi Quantization table clement — Specifies the kth element out of 64 elements, where k is the index in the zig-
zag ordering of the DCT coefficients. The quantization elements shall be specified in zig-zag scan order.

Table B.4 — Quantization table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
' Baseline l Extended

n
Lq 16 2+ Y (65+ 64 x Pq(t)) Undefined

t=1
Pq 4 0 l 0,1 l 0,1 Undefined
Tq 4 0-3 Undefined
Qk 8,16 1-255, 1-65 535 Undefined

The value n in Table B.4 is the number of quantization tables specified in the DQT marker segment.

Once a quantization table has been defined for a particular destination, it replaces the previous tables stored in that
destination and shall be used, when referenced, in the remaining scans of the current image and in subsequent images
represented in the abbreviated format for compressed image data. If a table has never been defined for a particular
destination, then when this destination is specified in a frame header, the results are unpredictable.

An 8-bit DCT-based process shall not use a 16-bit precision quantization table.
B.2.4.2 Huffman table-specification syntax

Figure B.7 specifies the marker segment which defines one or more Huffman table specifications.

Define Huffman table segment

I T T
' . Symbol-fength
DHT Lh Te E Th L,y L, . . Lg assignment
Multiple (t=1, ..., )
Symbol-length assignment parameters
Vig | Vig |7 -« - .‘ Vi, Vou | Vaa Cees V,‘,_L2 ceo o Vigs | Vaea P val_w
TIS00890-93/d025

Figure B.7 - Huffman table syntax
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The marker and parameters shown in Figure B.7 are defined below. The size and allowed values of each parameter are
given in Table B.S5.

DHT: Define Huffman table marker — Marks the beginning of Huffman table definition parameters.

Lh: Huffman table definition length — Specifies the length of all Huffman table parameters shown in Figure B.7
(see B.1.1.4).

Te: Table class — 0 = DC table or lossless table, 1 = AC table.

Th: Huffman table destination identifier — Specifies one of four possible destinations at the decoder into which
the Huffman table shall be installed.

L;: Number of Huffman codes of length i — Specifies the number of Huffman codes for each of the 16 possible
lengths allowed by this Specification. Lj’s are the elements of the list BITS.

Vi Value associated with each Huffman code — Specifies, for each i, the value associated with each Huffman

code of length i. The meaning of each value is determined by the Huffman coding model. The Vj;'s are the
elements of the list HUFFVAL.

Table B.5 — Huffan table specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended

n
Lh 16 2+ 3 (17+m,)

t=1
Tc 4 0,1 ‘ 0
Th 4 0,1 0-3
Li 3 0-255
Vi 8 0-255

The value 1 in Table B.5 is the number of Huffman tables specified in the DHT marker segment. The value my is the
number of parameters which follow the 16 Li(t) parameters for Huffman table t, and is given by:

In general, m is different for each table.

Once a Huffman table has been defined for a particular destination, it replaces the previous tables stored in that
destination and shall be used when referenced, in the remaining scans of the current image and in subsequent images
represented in the abbreviated format for compressed image data. If a table has never been defined for a particular
destination, then when this destination is specified in a scan header, the results are unpredictable.
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B.2.4.3 Arithmetic conditioning table-specification syntax

Figure B.8 specifies the marker segment which defines one or more arithmetic coding conditioning table specifications.
These replace the default arithmetic coding conditioning tables established by the SOI marker for arithmetic coding
processes. (See F.1.4.4.1.4 and F.1.4.4.2.1)

Define arithmetic conditioning segment
[ T T
DAC La TeiTb| Cs
i
\_/
Multiple t=1, ..., n)

TISO0900-93/d026

Figure B.8 — Arithmetic conditioning table-specification syntax

The marker and parameters shown in Figure B.8 are defined below. The size and allowed values of each parameter are
given in Table B.6.

DAC: Define arithmetic coding conditioning marker — Marks the beginning of the definition of arithmetic
coding conditioning parameters.

La: Arithmetic coding conditioning definition length — Specifies the length of all arithmetic coding
conditioning parameters shown in Figure B.8 (see B.1.1.4).

Te: Table class — 0= DC table or lossless table, 1 = AC table.

Th: Arithmetic coding conditioning table destination identifier — Specifies one of four possible destinations at
the decoder into which the arithmetic coding conditioning table shall be installed.

Cs: Conditioning table value — Value in either the AC or the DC (and lossless) conditioning table. A single
value of Cs shall follow each value of Tb. For AC conditioning tables Tc shall be one and Cs shall contain a
value of Kx in the range 1 <Kx < 63. For DC (and lossless) conditioning tables Tc shall be zero and Cs shall
contain two 4-bit parameters, U and L. U and L shall be in the range 0 <L < U < 15 and the value of Cs shall be

L+16xU.

The value n in Table B.6 is the number of arithmetic coding conditioning tables specified in the DAC marker segment.
The parameters L and U are the lower and upper conditioning bounds used in the arithmetic coding procedures defined
for DC coefficient coding and lossless coding. The separate value range 1-63 listed for DCT coding is the Kx conditioning

used in AC coefficient coding.

Table B.6 — Arithmetic coding conditioning table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended -
La 16 Undefined 2+2Xn
Tc 4 Undefined 0,1 ‘ 0
Tb 4 Undefined 0-3
Cs 8 Undefined 0-255 (Tc=0), 1-63 (Tc=1) l ) 0-255
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B.2.4.4 Restart interval definition syntax

Figure B.9 specifies the marker segment which defines the restart interval.

Define restart interval segment
I T T
DRI Lr Ri

TIS00910-93/d027

Figure B.9 - Restart interval definition syntax

The marker and parameters shown in Figure B.9 are defined below. The size and allowed values of each parameter are
given in Table B.7.

DRI: Define restart interval marker — Marks the beginning of the parameters which define the restart interval.

Lr: Define restart interval segment length — Specifies the length of the parameters in the DRI segment shown in
Figure B.9 (see B.1.1.4).

Ri: Restart interval — Specifies the number of MCU in the restart interval.

In Table B.7 the value n is the number of rows of MCU in the restart interval. The value MCUR is the number of MCU
required to make up one line of samples of each component in the scan. The SOI marker disables the restart intervals. A
DRI marker segment with Ri nonzero shall be present to enable restart interval processing for the following scans. A DRI
marker segment with Ri equal to zero shall disable restart intervals for the following scans.

Table B.7 — Define restart interval segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lr 16 4
Ri 16 0-65 535 nx MCUR

B.2.4.5 Comment syntax
Figure B.10 specifies the marker segment structure for a comment segment.
Comment segment

T 1
com Le Cm, ... Cm

TIS000920-93/d028

Figure B.10 - Comment segment syntax
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The marker and parameters shown in Figure B.10 are defined below. The size and allowed values of each parameter are
given in Table B.8.

COM: Comment marker — Marks the beginning of a comment.

Lc: Comment segment length — Specifies the length of the comment segment shown in Figure B.10
(see B.1.1.4).

Cm;: Comment byte — The interpretation is left to the application.

Table B.8 — Comment segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Le 16 2-65 535
Cmy; 8 0-255

B.2.4.6 Application data syntax

Figure B.11 specifies the marker segment structure for an application data segment.

Application data segment
T T -
APP n Lp Apy ... Ap Lp-2

T 7 Tison930-93/d020
Figure B.11 — Application data syntax

The marker and parameters shown in Figure B.11 are defined below. The size and allowed values of each parameter are
given in Table B.9.

APP,: Application data marker — Marks the beginning of an application data segment.

Lp: Application data segment length — Specifies the length of the application data segment shown in
Figure B.11 (see B.1.1.4).

Api: Application data byte — The interpretation is left to the application.

The APP, (Application) segments are reserved for application use. Since these segments may be defined differently for
different applications, they should be removed when the data are exchanged between application environments.

Table B.9 — Application data segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lp 16 2-65 535
Ap; 8 0-255
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Figure B.12 specifies the marker segment for defining the number of lines. The DNL (Define Number of Lines) segment
provides a mechanism for defining or redefining the number of lines in the frame (the Y parameter in the frame header) at
the end of the first scan. The value specified shall be consistent with the number of MCU-rows encoded in the first scan.
This segment, if used, shall only occur at the end of the first scan, and only after coding of an integer number of MCU-
rows. This marker segment is mandatory if the number of lines (Y) specified in the frame header has the value zero.

The marker and parameters shown in Figure B.12 are defined below. The size and allowed values of each parameter are
given in Table B.10.

DNL: Define number of lines marker — Marks the beginning of the define number of lines segment.

Ld: Define number of lines segment length — Specifies the length of the define number of lines segment shown

Define number of lines segment

1
DNL

I
Ld

!
NL

TIS00940-93/d030

Figure B.12 - Define number of lines syntax

in Figure B.12 (see B.1.1.4).

NL: Number of lines — Specifies the number of lines in the frame (see definition of Y in B.2.2).

Table B.10 — Define number of lines segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ld 16 4
NL 16 1-65 5359
%) The value specified shall be consistent with the number of lines coded at the point where the DNL segment
terminates the compressed data segment.

B.3 Hierarchical syntax

B.3.1  High level hierarchical mode syntax

Figure B.13 specifies the order of the high level constituent parts of the interchange format for hierarchical encoding

processes.
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Compressed image data
I - T
fiel} [Tables/misc.] DHP segment Frame, e Frame ;g EOI

TISO0950-93/d031

Figure B.13 — Syntax for the hierarchical mode of operation

Hierarchical mode syntax requires a DHP marker segment that appears before the non-differential frame or frames. The
hierarchical mode compressed image data may include EXP marker segments and differential frames which shall follow
the initial non-differential frame. The frame structure in hierarchical mode is identical to the frame structure in non-

hierarchical mode.

The non-differential frames in the hierarchical sequence shall use one of the coding processes specified for SOF, markers:
SOFy, SOF;, SOF;, SOF3, SOFy, SOF}o and SOF1. The differential frames shall use one of the processes specified for
SOFs, SOFgs, SOF;, SOF;3, SOF14 and SOF;s. The allowed combinations of SOF markers within one hierarchical
sequence are specified in Annex J.

The sample precision (P) shall be constant for all frames and have the identical value as that coded in the DHP marker
segment. The number of samples per line (X) for all frames shall not exceed the value coded in the DHP marker segment.
If the number of lines (Y) is non-zero in the DHP marker segment, then the number of lines for all frames shall not exceed
the value in the DHP marker segment.

B.3.2  DHP segment syntax

The DHP segment defines the image components, size, and sampling factors for the completed hierarchical sequence of
frames. The DHP segment shall precede the first frame; a single DHP segment shall occur in the compressed image data.

The DHP segment structure is identical to the frame header syntax, except that the DHP marker is used instead of the
SOF, marker. The figures and description of B.2.2 then apply, except that the quantization table destination selector
parameter shall be set to zero in the DHP segment.

B.3.3  EXP segment syntax

Figure B.14 specifies the marker segment structure for the EXP segment. The EXP segment shall be present if (and only
if) expansion of the reference components is required either horizontally or vertically. The EXP segment parameters apply
only to the next frame (which shall be a differential frame) in the image. If required, the EXP segment shall be one of the
table-specification segments or miscellaneous marker segments preceding the frame header; the EXP segment shall not be
one of the table-specification segments or miscellaneous marker segments preceding a scan header or a DHP marker

segment. _

Expand segment
I T T
EXP Le EhiEv
]
TISO0960-9¥/d032

Figure B.14 — Syntax of the expand segment
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The marker and parameters shown in Figure B.14 are defined below. The size and allowed values of each parameter are
given in Table B.11.

EXP: Expand reference components marker — Marks the beginning of the expand reference components
segment.

Le: Expand reference components segment length — Specifies the length of the expand reference components
segment (see B.1.1.4).

Eh: Expand horizontally - If one, the reference components shall be expanded horizontally by a factor of two.
If horizontal expansion is not required, the value shall be zero.

Ev: Expand vertically — I one, the reference components shall be expanded vertically by a factor of two.
If vertical expansion is not required, the value shall be zero.

Both Eh and Ev shall be one if expansion is required both horizontally and vertically.

Table B.11 — Expand segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Le 16 3
Eh 4 0,1
Ev 4 0,1
B.4 Abbreviated format for compressed image data

Figure B.2 shows the high-level constituent parts of the interchange format. This format includes all table specifications
required for decoding. If an application environment provides methods for table specification other than by means of the
compressed image data, some or all of the table specifications may be omitted. Compressed image data which is missing
any table specification data required for decoding has the abbreviated format.

B.5 Abbreviated format for table-specification data

Figure B.2 shows the high-level constituent parts of the interchange format. If no frames are present in the compressed
image data, the only purpose of the compressed image data is to convey table specifications or miscellaneous marker
segments defined in B.2.4.1, B.2.4.2, B.2.4.5, and B.2.4.6. In this case the compressed image data has the abbreviated
format for table specification data (see Figure B.15).

Compressed image data
I T
8ol [Tables/misc.] EOI

TISO0970-93/d033 —

Figure B.15 — Abbreviated format for table-specification data syntax

B.6 Summary

The order of the constituent parts of interchange format and all marker segment structures is summarized in Figures B.16
and B.17. Note that in Figure B.16 double-lined boxes enclose marker segments. In Figures B.16 and B.17 thick-lined
boxes enclose only markers.

The EXP segment can be mixed with the other tables/miscellaneous marker segments preceding the frame header but not
with the tables/miscellaneous marker segments preceding the DHP segment or the scan header.
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Annex C

Huffman table specification

(This annex forms an integral part of this Recommendation | International Standard)

A Huffman coding procedure may be used for entropy coding in any of the coding processes. Coding models for
Huffman encoding are defined in Annexes F, G, and H. In this Annex, the Huffman table specification is defined.

Huffman tables are specified in terms of a 16-byte list (BITS) giving the number of codes for each code length from
1 to 16. This is followed by a list of the 8-bit symbol values (HUFFVAL), each of which is assigned a Huffman code. The
symbol values are placed in the list in order of increasing code length. Code lengths greater than 16 bits are not allowed.
In addition, the codes shall be generated such that the all-1-bits code word of any length is reserved as a prefix for longer

code words.

NOTE — The order of the symbol values within HUFFVAL is determined only by code length. Within a given code length
the ordering of the symbol values is arbitrary.

This annex specifies the procedure by which the Huffman tables (of Huffman code words and their corresponding 8-bit
symbol values) are derived from the two lists (BITS and HUFFVAL) in the interchange format. However, the way in
which these lists are generated is not specified. The lists should be generated in a manner which is consistent with the
rules for Huffman coding, and it shall observe the constraints discussed in the previous paragraph. Annex K contains an
example of a procedure for generating lists of Huffman code lengths and values which are in accord with these rules.

NOTE — There is no requirement in this Specification that any encoder or decoder shall implement the procedures in
precisely the manner specified by the flow charts in this annex. It is necessary only that an encoder or decoder implement the function
specified in this annex. The sole criterion for an encoder or decoder to be considered in compliance with this Specification is that it
satisfy the requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests specified in

Part 2.

C.l1 Marker segments for Huffman table specification

The DHT marker identifies the start of Huffman table definitions within the compressed image data. B.2.4.2 specifies the
syntax for Huffman table specification.

C.2 Conversion of Huffman table specifications to tables of codes and code lengths

Conversion of Huffman table specifications to tables of codes and code lengths uses three procedures. The first procedure
(Figure C.1) generates a table of Huffman code sizes. The second procedure (Figure C.2) generates the Huffman codes
from the table built in Figure C.1. The third procedure (Figure C.3) generates the Huffman codes in symbot value order.

Given a list BITS (1 to 16) containing the number of codes of each size, and a list HUFFVAL containing the symbol
values to be associated with those codes as described above, two tables are generated. The HUFFSIZE table contains a list
of code lengths; the HUFFCODE table contains the Huffman codes corresponding to those lengths.

Note that the variable LASTK is set to the index of the last entry in the table.
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Generate_size_table

K=0
I=1
J=1

L HUFFSIZE(K) =1
K=K+1

J > BITS(l)
J=J+1 ?

I=1+1
J=1

No I>16

Yes

HUFFSIZE(K) =0
LASTK =K

Done

TISQ1000-93/d036

Figure C.1 - Generation of table of Huffman code sizes
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A Huffman code table, HUFFCODE, containing a code for each size in HUFFSIZE is generated by the procedure in
Figure C.2. The notation “SLL CODE 1” in Figure C.2 indicates a shift-left-logical of CODE by one bit position.

Generate_code_table

K=0
CODE=0
S| = HUFFSIZE(0)

HUFFCODE(K) = CODE
CODE = CODE + 1
K=K+1

HU FFSI;E(K) =0

No

CODE =SLL CODE 1
SI=81+1 Done

TISO1010-93/d037

Yes No

Figure C.2 — Generation of table of Huffman codes

Two tables, HUFFCODE and HUFFSIZE, have now been generated. The entries in the tables are ordered according to =
increasing Huffman code numeric value and length.

The encoding procedure code tables, EHUFCO and EHUFSL, are created by reordering the codes specified by
HUFFCODE and HUFFSIZE according to the symbol values assigned to each code in HUFFVAL.
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Figure C.3 illustrates this ordering procedure.

Order_codes

| = HUFFVAL(K)

EHUFCO(!) = HUFFCODE(K)
EHUFSI(I) = HUFFSIZE(K)
K=K+1

Yes

No

TISO1020-93/d038

Figure C.3 - Ordering procedure for encoding procedure code tables

C.3 Bit ordering within bytes

The root of a Huffman code is placed toward the MSB (most-significant-bit) of the byte, and successive bits are placed in
the direction MSB to LSB (least-significant-bit) of the byte. Remaining bits, if any, go into the next byte following the

same rules.

Integers associated with Huffman codes are appended with the MSB adjacent to the LSB of the preceding Huffman code.
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Annex D

Arithmetic coding

(This annex forms an integral part of this Recommendation | International Standard)

An adaptive binary arithmetic coding procedure may be used for entropy coding in any of the coding processes except
the baseline sequential process. Coding models for adaptive binary arithmetic coding are defined in Annexes F, G,
and H. In this annex the arithmetic encoding and decoding procedures used in those models are defined.

In K.4 a simple test example is given which should be helpful in determining if a given implementation is correct.

NOTE — There is no requirement in this Specification that any encoder or decoder shall implement the procedures in
precisely the manner specified by the flow charts in this annex. It is necessary only that an encoder or decoder implement the function
specified in this annex. The sole criterion for an encoder or decoder to be considered in compliance with this Specification is that it
satisfy the requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests specified in
Part 2.

D.1 Arithmetic encoding procedures

Four arithmetic encoding procedures are required in a system with arithmetic coding (see Table D.1).

Table D.1 — Procedures for binary arithmetic encoding

Procedure Purpose
Code_0(S) Code a “0” binary decision with context-index S
Code_1(S) Code a “1” binary decision with context-index S
Initenc Initialize the encoder
Flush Terminate entropy-coded segment

The “Code_0(S)”and “Code_1(S)” procedures code the O-decision and 1-decision respectively; S is a context-index
which identifies a particular conditional probability estimate used in coding the binary decision. The “Initenc” procedure
initializes the arithmetic coding entropy encoder. The “Flush” procedure terminates the entropy-coded segment in
preparation for the marker which follows.

D.1.1  Binary arithmetic encoding principles

The arithmetic coder encodes a series of binary symbols, zeros and ones, each symbol representing one possible result of a
binary decision.

Each “binary decision” provides a choice between two alternatives. The binary decision might be between positive and
negative signs, a magnitude being zero or nonzero, or a particular bit in a sequence of binary digits being zero or one.

The output bit stream (entropy-coded data segment) represents a binary fraction which increases in precision as bytes are
appended by the encoding process.

D.1.1.1 Recursive interval subdivision

Recursive probability interval subdivision is the basis for the binary arithmetic encoding procedures. With each binary
decision the current probability interval is subdivided into two sub-intervals, and the bit stream is modified (if necessary)
so that it points to the base (the lower bound) of the probability sub-interval assigned to the symbol which occurred.

In the partitioning of the current probability interval into two sub-intervals, the sub-interval for the less probable symbol
(LPS) and the sub-interval for the more probable symbol (MPS) are ordered such that usually the MPS sub-interval is
closer to zero. Therefore, when the LPS is coded, the MPS sub-interval size is added to the bit stream. This coding
convention requires that symbols be recognized as either MPS or LPS rather than 0 or 1. Consequently, the size of the
LPS sub-interval and the sense of the MPS for each decision must be known in order to encode that decision.
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