(4) IEEE TRANSACTIONS ON COMMUNICATIONSA PUBLICATION OF THE IEEE COMMUNICATIONS SOCIETY


PAPERS
Disitization
Oversampled Sigma-Delta ModulationR. M. Gray481
Networks
Time-Stamp Approach to Store-and-Forward Deadlock PreventionJ. BHazewicz, J. Brzeziński, and G. Gambosi490
The Effect of Idle Server First Random Routing on the Behavior of a Finite Queue ..... 496
C.-J. Chang and J.-F. Chang
Routing in the Manhattan Street Network ..... 503
Announced Arrival Random Access Protocols D. Towsley and P.O. Vales ..... 513
Optical Communications
Configuration and Characteristics of a Fiber-Optic Video Distribution SystemR. Kishimoto, K. Ariki, S. Tsuyuki, and T. Kitami522
Signal Theory
Common Pitfalls in the Application of Stationary Process Theory to Time-Sampled and Modulated SignalsW. A. Gardner529
Switching/Routing
Comparison of Routing Procedures for Circuit-Switched Traffic in Nonhierarchical NetworksT.-K. G. Yum and M. Schwartz535
Synchronization
The Minimum Likelihood-A New Concept for Bit Synchronization. J.-H. Chiu and L.-S. Lee ..... 545
CORRESPONDENCE
CodingPerformance of RS-BCH Concatenated Codes and BCH Single-Stage Codes on an Interference Satellite550
Fading/EqualizationA Minimum Mean-Square Error Equalizer for Nonlinear Satetlite Channels .......A. F. Elrefaie and L. Kurz556
Modulation/Detection
Optimization of Generalized Tamed Frequency Modulation Bit Error Rate Performance Subject to a Bandwidth Constraint S. Laufer and I. Kalet ..... 560
Networks
Time-Stamp Approach to Prevention of Different Deadlock Types in Store-and-Forward Networks
......................................................... Btlażewicz, J. Brzeziński, and G. Gambosi ..... 564
Correction to "Delay Analysis of 0.487 Contention Resolution Algorithms" .....J.-C. Huang and T. Berger ..... 566
Spread Spectrum
Code Acquisition for a Frequency-Hopping System I. Vajda and G. Einarsson ..... 566
Transmission/Reception
Analysis and Modeling of Intermodulation Distortion in Wide-Band Cable TV Channels M. Magusi ..... 568
Adaptive Diversity Reception Over a Slow Nonselective Fading Channel P. Y. Kam ..... 572
Call for Papers-Knowledge-Based Systems for Communications ..... 575
Call for Papers-Broad-Band Packet Communications ..... 576

IEEE COMMUNICATIONS SOCIETY

The field of interest of the IEEE Communications Society consists of all telecommunications including telephone, telegraphy, facsimile, and point-to-point television, by electromagnetic propagation including radio; wire; aerial, underground, coaxial, and submarine cables; waveguides, communication satellites, and lasers; in marine, aeronautical, space and fixed station services, repeaters, radio relaying, signal storage, and regeneration; telecommunication error detection and correction; multiplexing and carrier techniques; communication switching systems; dat communications; and communication theory.
In addition to the above, this Transactions contains papers pertaining to analog and digital signal processing and modulation, audio and video encoding techniques, the theory and design of transmitters, receivers, and repeaters for communications via optical and sonic media, the design and analysis of computer communication systems, and the development of commun of software. Contributions of theory enhancing the understanding of communication systems and techniques are included, as are discussions of the social implications of the development communication technology. All members of the IEEE are eligible for membership in the Society upon payment of the annual Society membership fee of $\$ 12.00$. Members may receive this Transactions or the IEEE Journal on Selected Areas in Communications upon payment of an additional $\$ 8.00$ ( $\$ 20.00$ total), or both publications upon payment of an additional \$16.00 ( $\$ 28.00$ total). For information on joining, write to the IEEE at the address below.

IEEE COMMUNICATIONS SOCIETY
TRANSACTIONS Editorial Board 1987
P. E. Green, Jr., Director of Publications

IBM Res. Cen., Rm. H3D8
Yorktown Heights, NY 10598
J. R. Lesh, Editor-in-Chief Jet Propulsion Lab., 200-122 4800 Oak Grove Dr. Pasadena, CA 9110
J. L. LoCicero, Publications Editor Dep. Elec. Eng., Illinois Inst. Technol. Chicago, IL 60616
E. R. Byrne, Communication Software Bellcore, Rm. 4D-376 Piscataway, NJ 08854
D. C. Coll, CATV

Dep. Syst. Comput. Eng., Carleton Univ. Ottawa, Ont., Canada K1S 5B6
D. D. Falconer, Digital Communications Dep. Syst. Comput. Eng., Carleton Univ. Ottawa, Ont., Canada K1S 5B6
N. Farvardin, Quantization, Speech/ Image Coding
Dep. Elec. Eng.
Univ. of Maryland
College Park, MD 20742
M. J. Ferguson, Computer Network Performance
INRS Telecommun.
3 Place du Commerce, Ile des Soeurs Verdun, P.Q., Canada H3E 1H6
I. Garrett, Fiber Optic Communications British Telecom Res. Lab.
R17.2, Martlesham Heath
Ipswich, 1P5 7RE, England
I. Gopal, Network Protocols

IBM T. J. Watson Res. Cen.
Yorktown Heights, NY 10598
R. Iltis, Spread Spectrum

Dep. Elec. Comput. Eng., Univ. California Santa Barbara, CA 93106
J. Jaffe, Routing and Switching

IBM T.J. Watson Res.
P.O. Box 218

Yorktown, NY 10598
M. J. Joindot, Radio Communications CNET/LAB/MER
Route de Tregastel, BP 40
22301 Lannion, France
M. Kavehrad, Mobile Communications ATT Bell Lab., Rm. HOH L-159 Crawfords Corner Rd Holmdel, NJ 07733
K. Kümmerle, Local Area Networks IBM Zurich Res. Lab
Saumerstrasse 4
8803 Ruschlikon, Switzlerland
S. Lam, Network Protocols Dep. Comput. Sci., Univ. Texas Austin, TX 78712
R. Langseth, Transmission Systems AT\&T Bell Lab., Rm. 3M-526 Holmdel, NJ 07733
A. Leon-Garcia, VoicelData Networks Dep. Elec. Eng., Univ. Toronto Toronto, Ont., Canada M5S IA4
A. Levesque, Coding Theory and Applications
GTE Government Syst,
2 Executive Park
Natick, MA 01760
J. Mark, Wide Area Networks

Comput. Commun. Network Group
Univ. Waterloo
Waterloo, Ont., Canada N2L 3G1
P. McLane, Modulation Theory and Nonlinear Channels
Dep. Elec. Eng., Queen's Univ.
Kingston, Ont., Canada K7L 3N6
U. Mengali, Synchronization Systems and Techniques
IET, Univ. Pisa, Via Diotisalvi 2
56100 Pisa, Italy

Editors
P. Mermelstein, Speech Processing Bell Northern Res.
3 Place du Commerce, Ile des Soeurs Verdun, P.Q., Canada H3E 1H6
A. Netravali, Image Processing

AT\&T Bell Lab., Rm. 3D-406
Murray Hill, NJ 07974
W. H. Ninke, Image Communication

Systems
AT\&T Bell Lab., Rm. 4C-516
Holmdel, NJ 07733
P. Papantoni-Kazakos, Random Access Systems
Dep. Elec. Eng. Comput. Sci., Box U157 Univ. Connecticut
Storrs, CT 06268
S. Pasupathy, Data Communications and Modulation
Dep. Elec. Eng., Univ. Toronto
Toronto, Ont., Canada M5S 1A4
I. Rubin, Queueing/Buffer Management Dep. Elec. Eng.
UCLA, 6731 Boelter Hall
Los Angeles, CA 90024
E. G. Sable, Communication Switching AT\&T Bell Lab., Rm. 2B-631
Holmdel, NJ 07733

## Associate Editors

J. G. Kappel
D. Vlack
A. Segall, Computer Communications Theory
Dep. Elec. Eng., Technion-I.I.T.
Haifa 32000, Israel
K. S. Shanmugan, Computer-Aided

Design of Communications Systems
Dep. Elec. Eng., Univ. Kansas
Lawrence, KS 66045
W. Stark, Spread Spectrum

Dep. Elec. Comput. Eng., Univ. Michigan Ann Arbor, MI 48109
C. A. Sunshine, Protocol Validation System Development Corp.
2500 Colorado Ave.
Santa Monica, CA 90406
H. Takagi, Queueing and Network Performance
IBM Japan Tokyo Res. Lab., No. 36 Kowa Bldg.
5-19, Sanban-cho
Chiyoda-ku, Tokyo 102, Japan
D. Taylor, Signal Design, Modulation, and Detection
Dep. Elec. Comput. Eng., McMaster Univ. Hamilton, Ont., Canada L8S 4L7
D. Towsley, Communication Networks

Dep. Comput. Inform. Sci,
Univ. Massachusetts
Amherst, MA 01003
J. Uhran, Analog Communications Dep. Elec. Eng., Univ. Notre Dame South Bend, IN 46556
S. G. Wilson, Coding Theory and Applications Dep. Elec. Eng. \& Commun. Syst. Lab. Univ. Virginia
Charlottesville, VA 22901
W. W. WU, Satellite Communications and Coding
INTELSAT
3400 International Dr., N.W
Washington, DC 20008

## Consultant

T. Osatake, Far Eastern Contributions

47-5 Nogata-6-chome
Nakano-ku, Tokyo, 165, Japan
(Information for Authors, ComSoc Board of Governors, Departments, and Committees appear on Cover III.)
THE INSTITUTE OF ELECTRICAL AND ELECTRONICS ENGINEERS, INC.
Officers
Henry L. Bachman, President
Russell C. Drew, President Elect
Merrill W. Buckley, Jr., Executive Vice President
Ramiro Garcia Sosa, Secretary
Edward J. Doyle, Treasurer
Ronald G. Hoelzeman, Vice President, Educational Activities
Carleton A. Bayless, Vice President, Professional Activities
Charles H. House, Vice President, Publication Activities
Robert S. Duggan, Jr., Vice President, Regional Activities
Emerson W. Pugh, Vice President, Technical Activities
Eric E. Sumner, Director, Division III-Communications Technology Division

## Headquarters Staff

Eric Herz, Executive Director and General Manager
Elwood K. Gannett, Deputy General Manager

Thomas W. Bartlett, Controller
Donald Christiansen, Editor, IEEE Spectrum
Irving Engelson, Staff Director, Technical Activities
Leo Fanning, Staff Director, Professional Activities

Sava Sherr, Staff Director, Standards
David L. Staiger, Staff Director, Publishing Services
Charles F. Stewart, Jr., Staff Director, Administrative Services
Donald L. Suppers, Staff Director, Field Services
Thomas C. White, Staff Director, Public Information

## Publications Department

Publication Managers: Ann H. Burgmeyer, Gail S. Ferenc, Carolyne Tamney Associate Editor: Henry B. Friedman
IEEE Transactions on Communications is published monthly by The Institute of Electrical and Electronics Engineers, Inc. Responsibility for the contents rests upon the authors and not upon the IEEE, the Society Council, or its members. Headquarters: 345 East 47th Street, New York, NY 10017-2394 U.S.A. IEEE Service Center (for orders, subscriptions, address changes, Region/Section/Student Services): 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ 08855-1331. Telephones: Headquarters 212-705 + extension: Information-7900, General Manager-79/20. Controller-7748, Educational Services-7860, Publishing Services-7560, Standards-7960, Technical Services-7890. IEEE Service Center 201-981-0060. Professional Services: Washington Office 202-785-0017. NY Telecopier: 212-752-4929. NY Telex: 236-411 (international messages only). IEEE Service Center (for orders, subscriptions, address changes, Educational Activities, Region/Section Student Services): 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ 08855-1331. NJ Telephone: 201-981-0060. IEEE Washington Office (for U.S. professional activities): 1111 19th Street, NW, Sopy 608, Washington, DC 20036. Washington Telephone: 202-785-0017. Price/Publication Information: Individual copies: IEEE members $\$ 10.00$ (first copy only), nonmembers $\$ 20.00$ per $U$. Available in microfiche and microfilm. Copyright and Reprint Permission: Abstracting is permitted with credit to the source. Libraries are permitted to photocopy beyond the limits Copyright law for private use of patrons; 1) those post-1977 articles that carry a code at the bottom of the first page, provided the per-copy fee indicated in the code is paid through the Copy . For Clearance Center, 29 Congress St., Salem, MA 01970; 2) pre-1978 articles without fee. Instructors are permitted to photocopy isolated articles for noncommercial classroom use without fec. The other copying, reprint, or republication permission, write to Copyrights and Permissions Department, Publishing Services at IEEE Headquarters. All rights reserved. Copyright © 1987 by 1 IEE Institute of Electrical and Electronics Engineers, Inc. Printed in U.S.A. Second-class postage paid at New York, NY and at additional mailing offices. Postmaster: Send address changes Transactions on Communications, IEEE, 445 Hoes Lane, P.O. Box 1331, Piscataway, NJ 08855-1331.

## PAPERS TO BE PUBLISHED IN THE NEXT ISSUE

## Papers

A Petri Net Control Unit For High-Speed Modular Signal Processor
Spectral Correlation of Modulated Signals: Part I-Analog Modulation W. A. Gardner Spectral Correlation of Modulated Signals: Part II-Digital Modulation W. A. Gardner, W. A. Brown, and C.-K. Chen
Time Slot Assignment in SS/TDMA Systems with Intersatellite Links $\qquad$
$\qquad$ Message Delays with Prioritized HOLP and Round-Robin Packer Servicing. . . . . . . . . . . . . . . . . . . . . . J. N. Daigle Proof that Timing Requirements of the FDDI Token Ring Protocol are Satisfied M. Johnson Maximum-Likelihood Symbol Synchronization for the Direct-Detection Optical On-Off-Keying Channel
$\qquad$Optimum Joint Slot and Symbol Synchronization for the Optical PPM Channel C. N. Georghiades
 H. Murakami, S. Matsumoto, Y. Hatori, and H. Yamamoto Adaptive Median Filtering for Impulse Noise Elimination in Real-Time TV Signals
S. S. Perlman, S. Eisenhandler, P. W. Lyons, and M. J. Shumila A Prototype Switching System Employing a Matching-Based Language . . . . . . N. Kawashima and Y. Hirakawa Performance Evaluation of Multireject, Selective Reject, and Other Protocol Enhancements ......... P. T. Brady

## Correspondence

A Code-Division Multiple-Access Local Area NetworkJ. R. Lee and C. K. UnConditional Run-Length and Variable-Length Coding of Digital Pictures. . . . . . . . . . . . . . . . . . . . . . . . . . . H. GharaviAn Efficient Nearest Neighbor Search Method. . . . . . . . . . . . . . . . . . . . . . . . . M. R. Soleymani and S. D. MorgeraCorrections to "A New Rapid Acquisition Technique for Direct Sequence Spread-Spectrum CommunicationsS. Davidovici, L. B. Milstein, and D. L. SchillingEfficiency of Digital Synchronous Communication Systems . . . S. Glisic, G. Lukatela, G. Petrovic, and D. DrajicDerivation of Gardner's Timing-Error Detector from the Maximum-Likelihood Principle . . . . . . . . . . . . . . M. OerderAccurate Calculation of TWT Intermodulation in the Many Carrier Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . A. Guida
# Routing in the Manhattan Street Network 

NICHOLAS F. MAXEMCHUK, SENIOR MEMBER, IEEE

Abstract-The Manhattan Street Network is a regular, two-connected network, designed for packet communications in a local or metropolitan area. It operates as a slotted system, similar to conventional loop networks. Unlike loop networks, routing decisions must be made at every node in this network. In this paper, several distributed routing rules are investigated that take advantage of the regular structure of the network.
In an operational network, irregularities occur in the structure because of the addressing mechanisms, adding single nodes, and failures. A fractional addressing scheme is described that makes it possible to add new rows or columns to the network without changing the addresses of existing nodes. A technique is described for adding one node at a time to the network, while changing only two existing links. Finally, two procedures are described that allow the network to adapt to node or link failures. The effect that irregularities have on routing mechanisms designed for a regular structure is investigated.

## I. Introduction

TTHE Manhattan Street Network (MSN) [1], Fig. 1, is a two-connected, regular network with unidirectional links. The links are arranged in a structure that resembles the streets and avenues in Manhattan. The MSN topology is being applied to a local or metropolitan area packet communication system.

The nodes in the MSN are described in Section II. The structure of the nodes and the access strategy are similar to those in a slotted loop system. The principle difference between the MSN and a loop network is that there are two links arriving at and leaving each node instead of a single link, and a routing decision must be made for each packet transmitted at each node. An experimental network is being constructed with a $50 \mathrm{Mbit} / \mathrm{s}$ transmission rate on each link and 128 bit fixed sized packets. More than 750000 routing decisions per second may have to be made at each node in this network. In this type of network, the routing rule must be simple.

In this paper, distributed routing rules for the MSN are investigated. Simple routing rules that use the regular structure of the network are compared to shortest path algorithms and random routing strategies. In the MSN, shown in Fig. 1, the number of rows and columns completely defines the network, and if these numbers are known, the shortest path between any pair of nodes can be determined. In addition, because of the cyclic structure of the MSN, routing is only dependent upon the relative location of the current node with respect to the destination, as defined in Section III-B, and the same routing rule can be used at every node. In Section IV-A, a distributed rule is described that finds the shortest path. In Sections IV-B and IV-C, two simplifications of the shortest path rule are described. The simplified rules do not always find the shortest path, and the effect that these rules have on the average path length is investigated in Section IV-E.

In Section III-A, a fractional addressing scheme is described. This addressing scheme has two advantages over the integer addressing scheme in Fig. 1.

[^0]

Fig. 1. 36-node MSN.

1) New rows or columns are added to the network without changing the addresses of existing nodes.
2) The distributed routing rules are independent of the number of rows or columns in the network.

A disadvantage of fractional addressing is that the distributed routing rules must operate without knowing the position of all of the rows and columns in the network and cannot always find the shortest path to the destination. The effect that this addressing scheme has on the average distance between nodes in investigated in Section IV-E.

The MSN is a regular structure with an even number of rows and columns and is not defined for an arbitrary number of nodes. A realistic network, in which nodes are added and other nodes or links fail, may be approximated by the MSN, but it is unlikely that it will exactly correspond to the regular structure. The routing rule that is selected for the MSN must operate in networks with irregularities. The effect that irregularities have on the routing rules depends upon the techniques used to add nodes and remove failed components. In Section V-A, a technique is described for adding one node at a time to the network. When this technique is used, only two links must be changed when a new node is added to the network. As nodes are added, a row or column may not have a full complement of nodes. The routing rules operate without knowing which rows or columns are incomplete. In Sections V-B and V-C, procedures are described that allow the network to adapt to node or link failures. The adaptations guarantee that the nodes continue to operate without losing packets at any of the surviving nodes. The routing rules operate without knowing which nodes or links have failed.

## II. SYSTEM DESCRIPTION

The MSN, Fig. 1, is a member of a class of multiplyconnected, regular, mesh-configured networks. There is an


Fig. 2. The structure of a node in a two-connected network with fixed size packets.
even number of rows and columns with two links arriving at and two links leaving each node. Logically, the links form a grid on the surface of a torus, with links in adjacent rows or columns traveling in opposite directions.

In [2], it has been demonstrated that, because of the increased connectivity, mesh networks can achieve higher throughputs and support more sources than conventional loop [3]-[5] and bus [6], [7] networks. This occurs because of the following.

1) On the average, a smaller fraction of the links in the network are used to interconnect a source and destination.
2) Sources that communicate frequently can be clustered into communities of interest that do not interfere with one another.

In a network with several paths arriving at a node, messages from more than one incoming link may be destined for the same outgoing link. Data from several links can be concentrated onto one link by storing the data, forwarding them when the link is available, and establishing protocols to recover messages that are lost because of buffer overflows. In [2], a slotted system is described that does not require buffering on the output links and does not lose packets because of buffer overflows. The structure of a node in this network is shown in Fig. 2.

The packets in the slotted system are a fixed size. A node periodically transmits a packet from an input line, a packet from the source, or an empty packet on each output line. At each node, the packets from the input lines are delayed so that they arrive at the switch at the time that the node transmits a packet. The node switches each of the incoming packets not destined for the node to one of the output links. If the buffer for an output link is full, and two incoming packets are destined for this link, one of the packets is forced to take the other output link. This strategy guarantees that packets are never lost because of buffer overflow, even if the output buffer size at the nodes is reduced to zero; however, the larger the buffers at a node, the less likely it is that a packet must be misdirected. Packets from the source are only transmitted when there is an empty slot on an output link. The node controls the source so that packets do not arrive faster than they are transmitted, and the rate available to the source decreases when the network is busy. Packets that are misdirected take a longer path to their destination and prevent more new packets from entering the network. Therefore, there is a tradeoff between buffer size and the throughput of the network.

In the MSN, each time a packet is misdirected, the length of the path to the destination is increased by at most four links. In addition, there are many nodes for which either outgoing link provides the same path length to the destination, and when a
packet may take either link, the probability any packet will have to be misdirected decreases. A recently published analysis and simulation of the MSN [8] indicates that the MSN operates reasonably efficiently without buffers on the outgoing links, and the experimental system that is being implemented does not have buffers.

## III. Addressing Nodes in the Network

Each node in the network has a unique address that is called the node's absolute address. To simplify the routing rule, the absolute address of a node reflects the regular structure of the MSN. Because of the cyclic nature of the MSN, routing only depends on the relative position of the current node and the destination, called the current nodes relative address, and not on the absolute address of any node. Relative addresses allow the same routing rule to be used at each node.

## A. Absolute Addresses

In Fig. 1, the rows in the MSN are sequentially numbered from 0 to $m-1$, the columns are numbered from 0 to $n-1$, and the absolute address of a node is its row and column. The odd-numbered rows have links in one direction and the evennumbered rows have links in the opposite direction. New rows or columns are added in pairs to preserve the alternating directions, and the address of an existing row or column changes when new elements are added in the middle of the network. To reduce the effect of changing addresses on the communications routines at the source, there must be a transformation between a logical address by which the source refers to the destination and a physical address that is the destination node's current row and column. The transformation need only be performed at the source node of a packet; however, a transformation table must be maintained at every node in the network, and a protocol must be developed to update the table as physical addresses change.

An alternative to changing the address of a node when new rows and columns are added is to plan for expansion by not using all of the addresses initially. For instance, in the initial implementation of the network, the rows may be numbered 0 , $11,22, \cdots$ so that ten new rows can be added between each of the initial rows. By leaving an even number of integers between assigned rows or columns, the alternating direction can be retained as new rows are added. The spacing between rows can be decreased when nodes in the same community of interest are in adjacent rows, and it can be increased where new communities of interest may be inserted. This approach requires careful planning because the network growth must be predicted when the initial network is designed. The planning can be reduced by using fractional addresses rather than integer addresses. Fractional addresses allow an arbitrary number of pairs of rows to be added at any position in the network.

The fractional addressing scheme that has been selected is shown in Fig. 3. The first two rows or columns are labelel 0 and 1. Rows are added in pairs and are labeled as two fractions, $1 / 3$ of the way between two other rows. For instance, two rows added between 0 and 1 are labeled $1 / 3$ and $2 / 3$ and two rows added between $2 / 3$ and 1 are labeled $7 / 9$ and $8 / 9$. New rows that are added between 1 and 0 are considered to be between 1 and 2 so that they have different addresses from the rows between 0 and 1 . For instance, two rows added between 1 and 0 are labeled $4 / 3$ and $5 / 3$ and two rows between $5 / 3$ and 0 are labeled $16 / 9$ and 17/9. Fractional addressing does not constrain the total number of rows that can be added to the network or the number of rows that can be added to a community of interest in a particular area of the network. In addition, the fractional addressing scheme selected guarantees that all rows with an even numerator have links in one direction and all rows with an odd numerator have links in the opposite direction, as in the integer addressed system.

0
1/3

1

4/9 5/9
Fig. 3. Fractional addressing in the MSN.


Fig. 4. Relative addresses in a 36 -node MSN.

## B. Relative Addresses

Because of the cyclic structure of the MSN, any node can be considered to be in the center of the network. The relative address $(r, c)$ of a node with absolute address ( $r_{f r}, c_{f r}$ ) with respect to the destination node with absolute address ( $r_{t o}, c_{t o}$ ) is defined so that the destination node is approximately at the center of the network, has relative address $(0,0)$, and has both row and column links directed toward decreasing numbered nodes, as in Fig. 4.
The relative address in an $m \times n$ integer-addressed network is

$$
\begin{align*}
& r=\frac{m}{2}-\left\{\left(\frac{m}{2}-D_{c}\left(r_{f r}-r_{t o}\right)\right) \bmod m\right\} \\
& c=\frac{n}{2}-\left\{\left(\frac{n}{2}-D_{r}\left(c_{f r}-c_{t o}\right)\right) \bmod n\right\}, \tag{1}
\end{align*}
$$

and in a fractionally addressed network is

$$
\begin{align*}
& r=1-\left\{\left(1-D_{c}\left(r_{f r}-r_{t o}\right)\right) \bmod 2\right\} \\
& c=1-\left\{\left(1-D_{r}\left(c_{f r}-c_{t o}\right)\right) \bmod 2\right\} \tag{2}
\end{align*}
$$

where $D_{c}$ and $D_{r}$ are dependent upon the direction of the links at the destination node. In a network with the links in the even and odd rows and columns directed toward increasing or decreasing rows and columns, as in Fig. $1, D_{c}=+1$ when $c_{t o}$ (the numerator of $c_{t o}$ in a fractionally addressed network) is even, $D_{c}=-1$ when $c_{t o}$ is odd, $D_{r}=+1$ when $r_{t o}$ is even, and $D_{r}=-1$ when $r_{t o}$ is odd.
The definition of the relative coordinates in (1) and (2) limits the relative address of the current node to $-(m / 2)<r$ $\leq m / 2$, and $-(n / 2)<c \leq n / 2$ for an integer-addressed network and $-1<r, c \leq 1$ for a fractionally addressed

a) Actual assignment of rows to quadrants

b) Expected assignment of rows to quadrants

Fig. 5. Assignment of rows to quadrants in a network with eight rows.
network. A node is in $Q_{1}$ when $r>0$ and $c>0, Q_{2}$ when $r>$ 0 and $c \leq 0, Q_{3}$ when $r \leq 0$ and $c \leq 0$, and $Q_{4}$ when $r>0$ and $c \leq 0$. The quadrant of the current node indicates the direction in which to proceed to get to the destination. Because the network has unidirectional links, this routing strategy must be modified when the current node is at the boundary of the quadrants, as discussed in Section IV. Fixing the orientation of the links at the destination allows the same routing decisions to apply at the boundaries.

An advantage of fractional addressing over integer addressing is that the relative addresses are independent of the number of rows or columns in the network. In an integer-addressed network, the arithmetic unit that calculates the relative address must be changed whenever the number of rows or columns changes. This arithmetic unit does not change in the fractionally addressed network.

A disadvantage of fractional addressing is that the destination is sometimes displaced from the center of the network when relative addresses are calculated. For instance, in Fig. 5(a), a possible assignment of rows to quadrants is shown for a network with eight rows and only two of a possible 12 rows in the $1 / 9$ th addressing level. Five rows are assigned to quadrants 1 or 2 and only three to quadrants 3 or 4 , and as a result, packets routed from nodes with a relative address ( $1, X$ ) may take a longer path to the destination. In Fig. 5(b), the assignment of rows to quadrants that places the destination in the center is shown.

It is evident from this example that new rows should be added uniformly, when possible, in order to calculate the quadrant correctly. However, the quadrant is most likely to be calculated incorrectly for the nodes that are furthest apart. In large networks, with many small communities of interest, expanding the network with nonuniform addresses that keep nodes in their communities of interest is preferable to forcing nodes to join distant parts of the network. If most packets remain within the community of interest and are not directed to the nodes that are furthest away, the distance between nodes that communicate frequently is kept small and the effect of nonuniform addresses is less than in a network with uniform traffic requirements.

## IV. Distributed Routing Rules

In Sections IV-A, B, and C, three distributed routing rules are described that use the regular structure of the MSN to select a path to the destination. Rule 1 determines all shortest paths to the destination for integer addressed MSN's. Rules 2 and 3 reduce the number of calculations that are performed at each node, but occasionally take longer paths. Rules 1 and 2 are dependent upon the addresses of the adjacent nodes to which a node is connnected; rule 3 is not.

In complete, integer-addressed networks, the address of adjacent nodes is known. In fractionally addressed networks or in networks with partially full rows or columns, as described in Section V-A, the address of adjacent nodes is not known. If rule 1 or 2 is used, a technique must be used to determine the node to which each node is connected. In the experimental network, the nodes to which a node is connected is stored locally and changed manually when the network connectivity


Fig. 6. Preferred paths in Rule 1.
changes. When the procedure described in Section V-A is used to add nodes, the connectivity for only two nodes changes when a new node is added to the network. Therefore, a manual rather than an automatic procedure is reasonable. When nodes or links fail and are bypassed automatically, as in Sections V-B and C , the connectivity information at a node is not changed, and it is incorrect.

These three rules are referred to as deterministic routing rules. In addition, two random routing rules are described in Section IV-D. Rule A is independent of the address of adjacent nodes, and rule B routes packets correctly when the destination is one node away. In Section IV-E, the path lengths resulting from the routing rules are compared in integer and fractionally addressed networks.

## A. Deterministic Rule 1

The solid arrows in Fig. 6 show the preferred direction of travel from the relative positions in the network to the destination for the first routing rule. In this figure, $r_{1}, r_{2}, r_{3}$, and $r_{4}$ are rows at the edges of the quadrants, and $c_{1}, c_{2}, c_{3}$, and $c_{4}$ are columns at the edges of the quadrants. The first routing rule is as follows.

## Rule 1:

- Select the preferred path if there is one preferred path from a node.
- Select either path if there are zero or two preferred paths from a node.

To implement the first rule, the relative addresses of the current node ( $r, c$ ), the next node along the column ( $r_{n x t}, c$ ), and the next node along the row ( $r, c_{n x t}$ ) are calculated. The quadrant is determined from ( $r, c$ ) as in Section III-B, the direction of the link along the row is determined from $c-c_{n x t}$, and the direction of the link along the column from $r-r_{n x t}$. A node in $Q_{4}$ is in row $r_{4}$ if $r=0$, and a node in $Q_{2}$ is in column $c_{2}$ when $c=0$. When a node in $Q_{2}$ is also in $r_{2}$, the link directed down is not preferred. These links can be determined because $r_{n x t}=0$ and $c_{n x t} \neq 0$. Similarly, a link is directed to the left from $c_{4}$ if $(r, c)$ is in $Q_{4}, c_{n x t}=0$, and $r_{n x t} \neq 0$. Row $r_{1}$ is at the outside edge of the network. A node in $Q_{1}$ is in $r_{1}$ and has a preferred link that is not preferred in $Q_{1}$ if $c_{n x t} \neq 0$ and $c_{n x t}$ is in $Q_{2}$. Similarly, when a node is in $r_{3}, c_{1}$, or $c_{3}$ and has a preferred link that is not preferred in the rest of the quadrant, an adjacent node is also in a different quadrant.

In the Appendix, it is shown that this routing rule selects the shortest path from any node to the destination in an integer addressed network. Furthermore, when there are several


Fig. 7. Preferred paths in Rule 2.
shortest paths, every path is selected as one of the alternatives; therefore, this rule has the maximum number of instances in which either link may be selected.

## B. Deterministic Rule 2

Rule 2 is the same as Rule 1 except that the preferred paths are those shown in Fig. 7 instead of those in Fig. 6. Rule 2 has the advantage that there are fewer calculations than in Rule 1 because the special cases when nodes are in $r_{1}, c_{1}, r_{3}$, and $c_{3}$ are not determined. However, this rule has the disadvantage that nodes in these special rows and columns take a slightly longer path to the destination. In Rule 2, it is still necessary to know $c_{n x t}$ and $r_{n x t}$ in order to determine when a node is in $r_{2}$ or $c_{4}$.

The routing rule is simplified in this manner because it should have a relatively small effect on the average path length. The nodes that are affected are those that are furthest from the destination. Fewer packets are affected by changes in routing rules in these nodes than elsewhere in the network because packets from other nodes are not intentionally routed through these nodes to get to the destination, and in a network with communities of interest, nodes are more likely to communicate with nodes that are nearby. By contrast, a change in the routing rule in $c_{2}$ and $r_{4}$ would affect every packet headed for the destination. In addition, incorrect paths are not selected at all of the nodes in the affected rows and columns. From Fig. 6, preferred paths in the quadrants are also preferred paths in the special rows and columns at the edges of the network. Incorrect decisions may only be made at nodes where neither path is thought to be preferred and one of the paths is shorter. Furthermore, from Table V in the Appendix, the longer paths at the edge of the network are two greater than the preferred paths, while elsewhere in the network, they are four greater. The effect of longer paths on the average shortest path length is shown in Section IV-E.

## C. Deterministic Rule 3

The solid arrows in Fig. 8 show the preferred paths and the dashed arrows show the alternate paths. The routing rule is as follows.

## Rule 3:

- Select the preferred path if there is one preferred path from a node.
- Select the alternate path if there is no preferred path and one alternate path from the node.


Fig. 8. Preferred and alternate paths in Rule 3.

- Select either path if neither path is a preferred or alternate path or if both paths are preferred.
The advantage of Rule 3 is that it uses fewer calculations than Rule 2 and is not dependent upon $r_{n x t}$ or $c_{n x t}$. From Fig. 8, the regions of interest in Rule 3 depend only upon the relative address of the current node. The direction of the links at the current node is determined by assuming that a node has a link directed to the left when $r$ is even and to the right when $r$ is odd, and a link directed down when $c$ is even and up when $c$ is odd. The disadvantage of Rule 3 is that there are fewer instances in which either path from the node may be selected. In $Q_{2}$ and $Q_{4}$ where Rule 2 may select either path, Rule 3 is constrained to select one of the paths. This increases the number of times when two packets arriving at the node conflict. There are also instances in incomplete networks, in Section V-A, where Rule 3 cannot get to a specific destination while Rule 2 can.
In complete networks, Rules 2 and 3 result in the same distance from any node to the destination. Whenever there are one or two preferred paths in Rule 2, one of these paths is selected by Rule 3. When there are two preferred paths in Rule 3, both paths have the same distance to the destination. Therefore, the path length is the same for both rules.


## D. Random Routing

Two random routing rules have been considered. Rule A is completely random, a packet selects either link with equal probability, and at each node, checks to see if it is at the destination. Rule B assumes that the two nodes to which a node is connected is known. At each node, if the destination is one node away, the packet is directed there; otherwise, a path is selected at random.
There are two advantages to using random routing rules rather than deterministic rules. First, they are extremely easy to implement. In the random routing rules, it is not necessary to calculate the relative address of a node, its quadrant, or the direction of the links emanating from the nodes. Second, random routing rules are extremely tolerant of network irregularities. If nodes are added or fail in a perverse manner, the network may bear little resemblance to the regular structure, and the deterministic rules may not work. The random rules provide an alternative to the deterministic rules when this occurs. These random routing rules were first investigated by Prosser [9] as a routing mechanism for survivable networks. The disadvantage of random routing

TABLE I
The Efficiency of Routing Rules Relative to the Shortest Path ALGORITHM

| Network | Short. <br> Path | Efficiency of Routing Rules |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Deterministic |  |  |  | Random |  |
|  |  | Integer Addr. |  | Fractional Addr. |  | A | B |
|  |  | 1 | 2, 3 | 1 | 2, 3 |  |  |
| 4x4 | 2.93 | 1.00 | 1.00 | . 95 | . 94 | . 21 | . 79 |
| $4 \times 6$ | 3.30 | 1.00 | . 97 | . 97 | . 95 | . 14 | . 30 |
| $6 \times 6$ | 3.71 | 1.00 | . 97 | 1.00 | . 97 | . 10 | . 21 |
| $6 \times 8$ | 4.34 | 1.00 | . 98 | . 99 | . 97 | . 09 | . 17 |
| $8 \times 8$ | 5.02 | 1.00 | 1.00 | 1.00 | . 98 | . 07 | . 14 |
| $8 \times 10$ | 5.42 | 1.00 | . 99 | 1.00 | . 98 | . 06 | . 11 |
| 10x10 | 5.84 | 1.00 | . 99 | 1.00 | . 99 | . 05 | . 09 |
| 10x12 | 6.42 | 1.00 | . 99 | 1.00 | . 99 | . 05 | . 08 |
| $12 \times 12$ | 7.02 | 1.00 | 1.00 | 1.00 | . 99 | . 04 | . 07 |
| $12 \times 14$ | 7.45 | 1.00 | 1.00 | 1.00 | . 99 | . 04 | . 06 |
| $14 \times 14$ | 7.89 | 1.00 | . 99 | 1.00 | . 99 | . 03 | . 06 |

rules is that they use more links to get between a source and destination, and this results in a smaller network throughput.

## E. Comparison

A comparison of the deterministic routing rules in integer addressed and fractionally addressed networks is presented in Table I. The average distance between nodes for a routing rule is calculated by determining the average distance between each source and destination in the network. The efficiency of the routing rule is the average of the shortest distance between nodes over the average distance between nodes using the routing rule. In the comparisons, there is no contention, and a packet always takes the path specified by the routing rule. When the rule decides that both paths are equivalent, either path is selected with probability 0.5 . Because of this random component, a packet does not always take the same length path from a source to the destination. To compensate for the random component, the efficiency is calculated by determining the average distance between each node several times and averaging the result. The number of times that the average distance is determined is varied so that the span of values representing a 95 percent confidence interval is less than 1 percent of the average value.

Table I shows that Rule 1 determines the shortest path in integer addressed networks, and that Rules 2 and 3 result in the same average distance between nodes. Rule 2 selects longer paths than Rule 1 when the relative location of a node is at the edge of the network, and this effect is also seen in the table. In the simulations, fractionally addressed rows and columns are added to the network two at a time in the order shown in Table II, which makes the depth or the row and column addresses as uniform as possible. It is evident that fractionally addressed rows can be added to large networks in a way that has a small effect on the average path length.

Random rules are inefficient. In the networks in Table I, the average path length using random routing can be 33 times longer than the path lengths resulting from the deterministic rules. It is inadvisable to use random routing when a network has some regularity to its structure. However, a hybrid random and deterministic rule can be used to obtain the efficiency of the deterministic rule in a regular network and the survivability of the random rule. For instance, a random component can be inserted in the routing rule after a packet has traversed a larger number of nodes than expected. The number of nodes a packet has traversed must be tracked in any practical network because when a node fails, packets destined for this node must be purged from the network.

## V. Network Irregularities

In addition to getting packets quickly between nodes in complete, regular MSN's, the routing rules must continue to

TABLE II
THE ORDER IN WHICH ROWS AND COLUMNS ARE ADDED TO THE NETWORK

| Number of <br> Rows or Cols. | Address of Rows <br> or Columns Added |  |
| :---: | :---: | :---: |
|  | 0 | 1 |
| 4 | $1 / 3$ | $2 / 3$ |
| 6 | $4 / 3$ | $5 / 3$ |
| 8 | $1 / 9$ | $2 / 9$ |
| 10 | $10 / 9$ | $11 / 9$ |
| 12 | $4 / 9$ | $5 / 9$ |
| 14 | $13 / 9$ | $14 / 9$ |

function in irregular networks. The irregularities investigated in this section occur when the number of nodes that are added to the network are not sufficient to completely fill a row or column and when nodes or links fail and are deleted from the network.

The effect of the irregularities on the routing rules depends upon the procedures used to add and delete nodes and links from the network. In Section V-A, a procedure for adding one node at a time to a network is described. This procedure has the characteristic that only two existing links must be changed to add a new node. In Sections V-B and C, procedures for deleting failed nodes and failed links are described. These procedures are similar to those used in loop networks [10] and can be implemented automatically. The source is not informed when a packet cannot be delivered to the destination and not all failures are detected. Therefore, a higher level acknowledgment protocol is still required to guarantee that packets are delivered.

## A. Adding Nodes One at a Time

A procedure is shown in Fig. 9 for adding one node at a time to an MSN. Each time a node is added, two links must be changed. The two links that will be changed when the next node is added are shown by dashed lines. When this procedure is followed, two complete new rows or columns are eventually added to the network.

Adding one node at a time makes the network less regular and affects the ability of the distributed routing rules to find the shortest path to a destination. The effect on a $6 \times 6$ network is shown in Table III. When 12 nodes are added, a 6 $\times 8$ network is formed. In this table, the efficiency is calculated as in Section IV-E. The italicized numbers in parentheses indicate the fraction of source destination pairs that are unable to communicate.

There are several cases for which Rule 3 cannot find a path. The reason this routing rule fails is seen by examining Step 4 in Fig. 9. Assume that a packet at node $A$ is destined for node $B$. Node $A$ is an odd-numbered column in $Q_{4}$; therefore, in Rule 3, the link along the column is assumed to be directed upward and is selected. Unfortunately, the column is not complete and the packet ends up at node $C$. At node $C$, which is also in an odd-numbered column in $Q_{4}$, the upward-directed path is selected, and the packet arrives back at node $A$. At node $A$, the path to node $C$ is again selected, and the packet is stuck in a loop. In Rules 1 and 2, at node $A$ it is known that the next node along the column is node $C$ and that both links are directed away from the destination. Therefore, at node $C$, either link is selected with probability 0.5 and the loop is avoided.

## B. Node Failures

Loop systems have active components in the path at each node, and if one of these components fails, the loop is broken. When nodes fail, they are bypassed so that the remainder of the loop continues to operate. Loss of power at the node is a common failure because power is usually obtained from a local source. This type of failure is automatically corrected by using a relay to create a path around the node [10]. The relay is
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Fig. 9. Adding two columns to an existing network, one node at a time.

TABLE III
The Efficiency of Local Routing Rules Relative to the SHORTEST PATH ALGORITHM AS SINGLE NODES ARE ADDED TO A $6 \times 6$ NETWORK

| Network | Short. Path | Efficiency of Routing Rules |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Deterministic |  |  | Random |  |
|  |  | 1 | 2 | 3 | A | B |
| 6x6 | 3.71 | 1.00 | . 97 | . 97 | . 10 | . 20 |
| add 1 | 3.77 | . 98 | . 95 | . 93 | . 10 | . 21 |
| add 2 | 3.80 | . 95 | . 94 | . 93 (.005) | . 10 | . 20 |
| add 3 | 3.91 | . 92 | . 91 | . 91 (.005) | . 10 | . 19 |
| add 4 | 3.95 | . 92 | . 90 | . 91 (.013) | . 10 | . 19 |
| add 5 | 3.99 | . 89 | . 89 | . 88 (.007) | . 09 | . 19 |
| add 6 | 4.04 | . 88 | . 87 | . 87 | . 09 | . 18 |
| add 7 | 4.07 | . 92 | . 90 | . 91 | . 09 | . 19 |
| add 8 | 4.16 | . 95 | . 93 | . 93 | . 09 | . 18 |
| add 9 | 4.18 | . 94 | . 93 | . 93 | . 09 | . 19 |
| add 10 | 4.22 | . 94 | . 93 | . 93 | . 09 | . 18 |
| add 11 | 4.26 | . 97 | . 95 | . 95 | . 09 | . 17 |
| $6 \times 8$ | 4.34 | 1.00 | . 97 | . 97 | . 09 | . 17 |

open when there is power and closes to bypass the node when power is lost. When nodes fail in the MSN, the system is not completely disabled as in a loop; however, packets that arrive at the node are lost and the node should be bypassed to prevent this from occurring. Loss of power at a node in the MSN can operate relays as in a loop system; however, there are two links entering and leaving each node and two relays must be used. The failure recovery procedure selected connects the row through and the column through, as shown in Fig. 10.


Fig. 10. Operation of the MSN when nodes fail.

## C. Link Failures

In loop systems, a transmitter sends bits continuously, even when there is no information to send. This allows the receiver to retain bit synchronization between packets. Broken links and certain node failures are detected by the loss of signal. More subtle failures can be detected when the periodic start of slot does not occur in systems with fixed size slots or when there are violations of the pseudoternary modulation rules used in wire systems. Loop systems can be designed to bypass segments with failed links by constructing the loop as a series of subloops that start and end at a central location [10]. When the loss of signal is detected on a subloop, the subloop is bypassed and the signal from the previous subloop is switched to the next subloop. This allows a large part of the loop system to operate when links on one of the subloops fail.

The MSN is a slotted system with continuous transmission on each of the links; therefore, failures can be detected on the links arriving at a node as in a loop system. When a link has failed and is detected at the termination node, the origination node of the link must be informed. Otherwise, packets that are transmitted on the inoperable link will be lost, and if packets between a pair of nodes are always routed along that link, the pair of nodes will not be able to communicate. In addition, the implementation of the MSN described in Section II does not lose packets because the node can transmit as many packets as it receives. In order to preserve this characteristic, when a link leaving a node fails, data on one of the incoming links must stop so that the in-degree and out-degree of the node remains the same.

One way to prevent transmission on a link that has failed and to keep the in-degree equal to the out-degree at every node is to stop transmitting on a directed cycle of links that includes the link that has failed. The in-degree and out-degree of each node in the cycle is reduced by one and the link that has failed is not used. To minimize the effect that this strategy has on the throughput and connectivity of the network, the number of links in the cycle must be kept as small as possible and the cycle should not pass through any node twice.

A simple rule that meets these conditions most of the time is to stop transmitting on a row if a signal is not received on a column and to stop transmitting on a column when a signal is not received on a row. The operation of this rule is shown in Fig. 11. In this example, the dotted link from node 2,2 to node 2,3 fails. According to the rule, the dashed links are taken out of service. That is,


Fig. 11. Operation of the MSN when links fail.

- Node 2,3 receives no signal on the row; therefore, it stops transmitting on the column
- Node 3,3 receives no signal on the column; therefore, it stops transmitting on the row
- Node 3,2 receives no signal on the row; therefore, it stops transmitting on the column
- Node 2,2 receives no signal on the column; therefore, it does not try to transmit on the failed link on the row.

When the failed link is restored, the cycle is returned to service by forcing transmission on this link.

When a single failure occurs in a complete MSN, this procedure removes four links, which is the minimum number of links in a cycle. Also, at most one link is removed at each node. Therefore, this simple rule has the desirable characteristics in this instance. However, when there are mutliple link and node failures or if the network has partially full rows or columns, these characteristics are not always obtained. For instance, if the link from 4,4 to 3,4 also fails, both links to node 3,3 will stop, and an operable node is removed from the network. This removal rule is simple, and it works well when there are a few removals. Since a network will be repaired when removals occur, it is unlikely that there will be many removals, and this simple rule is adequate.

## D. Effect on Routing Rules

Simulations were conducted to determine the effect that failures have on the distributed routing rules, and the results are presented in Table IV. The fraction of nodes that are in the network, but cannot communicate using the distributed routing rules, are italicized. In the simulations, a random selection of nodes or links fail in a $10 \times 12$ network and the bypass or link removal rules are applied. Each experiment is repeated ten times. This results in the span of values in the 95 percent confidence interval for the average path length being less than 1 percent of the mean for node failures. The span of values in the 95 percent confidence intervals for link failures ranges from 1 to 5 percent of the mean. The efficiency is calculated as in Section IV-E.

When nodes are added to each network in Section V-A, it is assumed that the routing rules that use information about the next node know about the changes. This is reasonable because adding nodes is a planned activity. When links or nodes fail, the network is modified automatically, without operator intervention. After failures occur, if the node that each node is connected to is to be known, a protocol must be developed to distribute this information. In the simulations, the change in network connectivity after failures is not known, and the routing rules operate with incorrect information.

TABLE IV
The Efficiency of local Routing mechanisms Relative to the SHORTEST PATH ALGORITHM WHEN NODES OR LINKS FAIL IN A $10 \times 12$ NETWORK

| Failures Size | Short. Path | Efficiency of Routing Rules |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Deterministic |  |  | Random |  |
|  |  | 1 | 2 | 3 | A | B |
| 8 Nodes | 5.94 | . 93 | . 91 | . 92 | . 05 | . 09 |
| 4 Nodes | 6.15 | . 96 | . 94 | . 95 | . 05 | . 08 |
| 2 Nodes | 6.28 | . 98 | . 96 | . 96 | . 05 | . 08 |
| 1 Node | 6.34 | . 98 | . 97 | . 97 | . 05 | . 08 |
| None | 6.42 | 1.00 | . 99 | . 99 | . 05 | . 08 |
| 1 Link | 6.51 | . 93 | . 93 | . 92 | . 05 | . 08 |
| 2 Links | 6.59 | . 89 (.007) | . 88 (.001) | . 87 (.001) | . 05 | . 08 |
| 4 Links | 6.75 | . 81 (.014) | . 80 (.001) | . 79 (.007) | . 04 | . 07 |

The simulations show that the distributed routing rules operate reasonably efficiently when up to eight nodes fail and are bypassed. When up to four links fail and up to 16 links are removed from the network, the distributed routing rules still operate reasonably efficiently. However, a small fraction of the nodes in the network, shown by italicized numbers, cannot communicate until the network is repaired. In the first deterministic rule, a greater fraction of the nodes cannot communicate compared to the other two rules. The first rule uses information about the edges of the network to improve routing decisions. When this information is incorrect, routing failures can occur.

## VI. Conclusions

The objective of this paper is to study simple mechanisms for routing packets in the MSN. The routing rules must not only operate in complete rectangular networks, but must also operate when single nodes are added and when failures occur.

Three distributed routing rules are described in Section IV that use the regular structure of the MSN to simplify routing. The first rule provides the shortest path between any source and destination in an integer addressed network. The second is simpler to implement than the first rule, but results in slightly longer paths. The third rule is the simplest to implement; it has the same path length as the second rule in complete networks, but it does not determine equal length shortest paths as well as
addressed network may be longer than in an integer-addressed network; however, in Section IV-E, it is shown that new rows or columns can be added to a fractionally addressed network in a way that has very little effect on the average distance between nodes. In addition, the nodes that are most affected by fractional addressing are those that are furthest away from the destination. Therefore, fractional addressing is preferred to integer addressing.

In Section IV-A, a procedure is described for adding new nodes to a network. When the third routing rule is used in networks that use this procedure, there are nodes that cannot communicate. Since this is not a condition that can be repaired, and the network must operate for all combinations of nodes, the second routing rule is preferable to the third rule, even though the third rule is simpler to implement.

In Sections IV-B and C, procedures are described to automatically bypass nodes or links that fail. The procedure for bypassing links that fail guarantees that packets are not transmitted on the failed link as well as guaranteeing that all of the packets that arrive at a node can be transmitted. There is a small fraction of the nodes that cannot communicate when multiple link failures occur. Unlike adding nodes, multiple failures should be repaired, and it is unlikely that the network will operate in this mode frequently. Therefore, this condition does not preclude using these failure recovery mechanisms.

## APPENDIX

Theorem: The first routing rule, Section IV-A, selects all possible shortest paths to the destination in a complete, integer addressed MSN.

To prove this theorem,

1) a hypothetical distance function $d_{s p}(r, c)$ from every node to the destination is defined,
2) a path from $(r, c)$ to the destination that has this distance is found,
3) it is shown that a shorter path does not exist,
4) it is shown that the routing rule can select every path with this distance, and does not select any paths with a larger distance.

The distance function that will be tested is

$$
d_{s p}(r, c)=|r|+|c|+x_{s p}(r, c)
$$

where

$$
\begin{aligned}
x_{s p}(r, c)= & \left(2 *(r \bmod 2) *(c \bmod 2) *\left(1-\delta\left(r-\frac{m}{2}\right)\right) *\left(1-\delta\left(c-\frac{n}{2}\right)\right)\right) *((1-U(-r)) *(1-U(-c))) \\
& +(2 *(1-r \bmod 2) *(c \bmod 2)) *((1-U(-r)) * U(-c)) \\
& +\left(2+2 *(1-r \bmod 2) *(1-c \bmod 2) *\left(1-\delta\left(r+\frac{m}{2}-1\right)\right) *\left(1-\delta\left(c+\frac{n}{2}-1\right)\right)-4 * \delta(r) * \delta(c)\right) \\
& *(U(-r) * U(-c))+(2 *(r \bmod 2) *(1-c \bmod 2)) *(U(-r) *(1-U(-c)))
\end{aligned}
$$

the second rule. The nodes with longer path lengths in the second and third rules are those that are furthest from the destination. Networks are divided into communities of interest and nodes communicate more frequently with nodes that are nearby than with nodes that are further away. Therefore, the simpler routing rules are preferable to the first rule.

In Section III-A, a fractional addressing scheme is described that does not change network addresses when new rows or columns are added. In addition, in a fractionally addressed network, the routing rules are independent of the number of rows or columns in the network. This makes the arithmetic unit that calculates relative addresses simpler to implement in a fractionally addressed network than in an integer-addressed network. The path selected between nodes in a fractionally
and

$$
U(x)=\left\{\begin{array}{ll}
0 & \text { for } x<0 \\
1 & \text { for } x \geq 0
\end{array} \text { and } \delta(x)= \begin{cases}0 & \text { for } x \neq 0 \\
1 & \text { for } x=0\end{cases}\right.
$$

The correction factor $x_{s p}(r, c)$ is included in the distance function to account for longer paths that must be taken because of the unidirectional links. It adds two to $d_{s p}(r, c)$ for nodes that only have links directed away from the destination. There are two additional links added to $d_{s p}(r, c)$ for all nodes in $Q_{3}$ because packets from this quadrant must pass the destination and return. In addition, there is a modification in $x_{s p}(r, c)$ at the edges of the first and third quadrant that is caused by the
destination being displaced from the exact center of the network.

A node $(r, c)$ is connected to node $\left(r_{n x t}, c\right)$ along the column and $\left(r, c_{n x t}\right)$ along the row where
$r_{n x t}=r-(1-c \bmod 2) *\left(1-m \delta\left(r+\frac{m}{2}-1\right)\right)$

$$
+(c \bmod 2) *\left(1-m \delta\left(r-\frac{m}{2}\right)\right)
$$

and
$c_{n x t}=c-(1-r \bmod 2) *\left(1-n \delta\left(c+\frac{n}{2}-1\right)\right)$
$+(r \bmod 2) *\left(1-n \delta\left(c-\frac{n}{2}\right)\right)$
The change in this distance function between the $(r, c)$ and $\left(r_{n x}, c\right)$ is

$$
\begin{aligned}
\Delta_{c}(r, c)=d_{s p}\left(r_{n x t}, c\right)-d_{s p}(r, c)= & \left(\left|r_{n x t}\right|-|r|\right) \\
& +\left(x_{s p}\left(r_{n x t}, c\right)-x_{s p}(r, c)\right)
\end{aligned}
$$

and between $(r, c)$ and $\left(r, c_{n x t}\right)$ is
$\Delta_{r}(r, c)=d_{s p}\left(r, c_{n x t}\right)-d_{s p}(r, c)=\left(\left|c_{n x t}\right|-|c|\right)$

$$
+\left(x_{s p}\left(r, c_{n x t}\right)-x_{s p}(r, c)\right)
$$

In an $m \times n$, integer-addressed network, the regions in Fig. 6 are

$$
\begin{gathered}
Q_{1}=\left\{(r, c): 1 \leq r \leq \frac{m}{2}, 1 \leq c \leq \frac{n}{2}\right\} \\
Q_{1-}=\left\{Q_{1} \cap \overline{\left(r_{1} \cup c_{1} \cup I_{1}\right)}\right\} \\
r_{1}=\left\{(r, c): r=\frac{m}{2}, 1 \leq c<\frac{n}{2}\right\} \\
c_{1}=\left\{(r, c): 1 \leq r<\frac{m}{2}, c=\frac{n}{2}\right\} \\
I_{1}=\left(\frac{m}{2}, \frac{n}{2}\right) \\
Q_{2}=\left\{(r, c): 1 \leq r \leq \frac{m}{2},-\frac{n}{2}+1 \leq c \leq 0\right\} \\
r_{2}=\left\{(r, c): r=1,-\frac{n}{2}+1 \leq c<0\right\} \\
Q_{2}=\left\{(r, c): 1 \leq r \leq \frac{m}{2}, c=0\right\} \\
\left.Q_{3}=\left\{(r, c):-\frac{m}{2}+1 \leq r \leq 0,-\frac{n}{2}+1 \leq c \leq 0 \cap \frac{c_{2}}{2}\right)\right\} \\
Q_{3}-=\left\{Q_{3} \cap \frac{\left(r_{3} \cup c_{3} \cup I_{3}\right)}{r=0}\right\} \\
r_{3}=\left\{(r, c): r=-\frac{m}{2}+1,-\frac{n}{2}+1<c \leq 0\right\}
\end{gathered}
$$

TABLE V
COMPARISON OF ROUTING DISCUSSIONS FROM RULE 1 AND THE CHANGE IN DISTANCE FROM $d_{s p}(r, c)$

| Current Node ( $r, c$ ) |  |  | Column $\rightarrow\left(r_{n x t}, c\right)$ |  | Row $\rightarrow\left(r, c_{n \times t}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \bmod 2 \\ r c \end{gathered}$ | Region | $\Delta_{c}$ | $R_{c}$ | $\Delta_{r}$ | $R$ r |
| $Q_{1}$ | 01 | $Q_{1}{ }^{-}$ | $3-2 \delta(r-(m / 2-1))$ |  | -1 | X |
|  |  | $c_{1}$ | +1 |  |  |  |
|  |  | $r_{1}+I_{1}$ | -1 | X |  |  |
|  | 00 | $Q_{1}$ |  |  |  |  |
|  | 10 | $Q_{1}{ }^{-}$ |  |  | $3-28(c-(n / 2-1))$ |  |
|  |  | $r_{1}$ |  |  | +1 |  |
|  |  | $c_{1}+I_{1}$ |  |  |  |  |
|  | 11 | $Q_{1}{ }^{-}$ |  |  | -1 | X |
|  |  | $c_{1}$ | +1 |  | -1 | X |
|  |  | $I_{1}$ | -1 | X |  |  |
|  |  | $r_{1}$ |  |  | +1 |  |
| $Q_{2}$ | 11 | $Q_{2}-+r_{2}$ | $3-2 \delta(r-m / 2)$ |  | -1 | X |
|  | 10 | $r_{2}$ | $3-28(c+n / 2-1)$ |  |  |  |
|  |  | $Q_{2}{ }^{-}$ | -1 | X |  |  |
|  |  | $c_{2}$ |  |  | $3-2 \delta(r-m / 2)$ |  |
|  | 00 | $Q_{2}+c_{2}$ |  |  |  |  |
|  | 01 | $Q_{2}{ }^{-}$ | -1 | X | $3-\delta(c+n / 2-1)$ |  |
| $Q_{3}$ | 01 | $Q_{3}{ }^{-}$ | -1 | X | $3-28(c+n / 2-2)$ |  |
|  |  | $r_{3}$ |  |  | +1 |  |
|  |  | $c_{3}+I_{3}$ |  |  | -1 | X |
|  | 11 | $Q_{3}$ |  |  |  |  |
|  | 10 | $Q_{3}$ | $3-2 \delta(r+m / 2-2)$ |  |  |  |
|  |  | $c_{3}$ | +1 |  |  |  |
|  |  | $r_{3}+I_{3}$ | -1 | X |  |  |
|  | 00 | $Q_{3}{ }^{-}$ |  |  |  |  |
|  |  | $r_{3}$ |  |  | +1 |  |
|  |  | $I_{3}$ |  |  | -1 | X |
|  |  | $c_{3}$ | +1 |  |  |  |
| $Q_{4}$ | 11 | $Q_{4}-+c_{4}$ | -1 | X | 3-28(c-n/2) |  |
|  | 01 | $c_{4}$ |  |  | $3-2 \delta(r+m / 2-1)$ |  |
|  |  | $Q_{4}{ }^{-}$ |  |  | -1 | X |
|  |  | $r_{4}$ | $3-28(c-n / 2)$ |  |  |  |
|  | 00 | $Q_{4}{ }^{-}+r_{4}$ | $3-2 \delta(r+m / 2-1)$ |  |  |  |
|  | 10 | $Q_{4}{ }^{-}$ | -1 | X |  |  |

$$
\begin{gathered}
c_{3}=\left\{(r, c):-\frac{m}{2}+1<r \leq 0, c=-\frac{n}{2}+1\right\} \\
I_{3}=\left(-\frac{m}{2}+1,-\frac{n}{2}+1\right) \\
Q_{4}=\left\{(r, c):-\frac{m}{2}+1 \leq r \leq 0,1 \leq c \leq \frac{n}{2}\right\} \\
Q_{4^{-}}=\left\{Q_{4} \cap \overline{\left(r_{4} \cup c_{4}\right)}\right\} \\
r_{4}=\left\{(r, c): r=0,1 \leq c \leq \frac{n}{2}\right\} \\
c_{4}=\left\{(r, c):-\frac{m}{2}+1 \leq r<0, c=1\right\}
\end{gathered}
$$

In Table $\mathrm{V}, \Delta_{c}(r, c)$ and $\Delta_{r}(r, c)$ are listed for $r$ and $c$ even and odd in each of the regions. Those table entries that are not possible, such as $r$ even in $r_{2}$, have been eliminated. An " X ", in column $R_{c}$ indicates that the first routing rule selects the link to ( $r_{n x t}, c$ ) and an ' X ' in column $R_{r}$ indicates that the routing rule selects the link to $\left(r, c_{n x t}\right)$.

Table V shows the following.

1) $\Delta_{r}(r, c)=-1$ or $\Delta_{c}(r, c)=-1$ for all $(r, c) \neq(0,0)$. Therefore, each node $(r, c) \neq(0,0)$ is connected to at least one node that is one closer to the destination. It is possible to travel from any node to the destination in the number of steps specified by $d_{s p}(r, c)$ by selecting a link for which $\Delta_{r}(r, c)=$ -1 or $\Delta_{c}(r, c)=-1$ at each node along the path. Therefore, $d_{s p}(r, c)$ is a valid distance function from every node $(r, c)$ to the destination.
2) $\Delta_{r}(r, c) \geq-1$ and $\Delta_{c}(r, c) \geq-1$ for all $(r, c) \neq(0$ $0)$. Therefore, $d_{s p}(r, c)=\operatorname{Minimum}\left(d_{s p}\left(r_{n x t}, c\right)+1, d_{s p}(r\right.$,
$\left.c_{n x t}\right)+1$ ) for all $(r, c) \neq 0$. Since it is not possible to select a link from any node that results in a shorter path to the destination, $d_{s p}(r, c)$ is the shortest path to the destination. This is the basis for many shortest path algorithms and is proven in [11, pp. 193-195].
3) $R_{c}=X$ or $R_{r}=X$ for every entry in the table. Therefore, Rule 1 selects at least one outgoing link at every node in the network.
4) $R_{c}=X$ if and only if $\Delta_{c}(r, c)=-1$ and $R_{r}=X$ if and only if $\Delta_{r}(r, c)=-1$ for all $(r, c) \neq(0,0)$. Since $R_{c}=X$ only if $\Delta_{c}(r, c)=-1$ and $R_{r}=X$ only if $\Delta_{r}(r, c)=-1$, routing Rule 1 selects a shortest path to the destination. Since $R_{c}=X$ whenever $\Delta_{c}(r, c)=-1$ and $R_{r}=X$ whenever $\Delta_{r}(r$, $c)=-1$, routing Rule 1 can find every shortest path to the destination.
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