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Routing in the Manhattan Street Network 
NICHOLAS F. MAXEMCHUK, SENIOR MEMBER, IEEE 

Abstract-The Manhattan Street Network is a regular, two-connected 
network, designed for packet communications in a local or metropolitan 
area. It operates as a slotted system, similar to conventional loop 
networks. Unlike loop networks, routing decisions must be made at every 
node in this network. In this paper, several distributed routing rules are 
investigated that take advantage of the regular structure of the network. 

In an operational network, irregularities occur in the structure because 
of the addressing mechanisms, adding single nodes, and failures. A 
fn1ctional addressing scheme is described that makes it possible to add 
new rows or columns to the network without changing the addresses of 
existing nodes. A technique is described for adding one node at a time to 
the network, while changing only two existing links. FiQally, two 
procedures are described that ?llow the network to adapt to node or link 
failures. The effect that irregularities have on routing mechanisms 
designed for a regular structure is investigated. 

I. INTRODUCTION 

THE Manhattan Street Network (MSN) [1], Fig. 1, is a 
two-connected, regular network with unidirectional links. 

The links are arranged in a structure that resembles the streets 
and avenues in Manhattan. The MSN topology is being 
applied to a local or metropolitan area packet communication 
system . 

The nodes in the MSN are described in Section II. The 
structure of the nodes and the access strategy are similar to 
those in a slotted loop system. The principle difference 
between the MSN and a loop network is that there are two 
links arriving at and leaving each node instead of a single link, 
and a routing decision must be made for each packet 
transmitted at each node. An experimental network is being 
constructed with a 50 Mbit/s transmission rate on each link 
and 128 bit fixed sized packets. More than 750 000 routing 
decisions per second may have to be made at each node in this 
network. In this type of network, the routing rule must be 
simple . 

In this paper, distributed routing rules for the MSN are 
investigated. Simple routing rules that use the regular structure 
of the network are compared to shortest path algorithms and 
random routing strategies. Jn the MSN, shown in Fig. 1, the 
number of rows and columns completely defines the network, 
and if these numbers are known, the shortest path between any 
pair of nodes can be determined. In addition, because of the 
cyclic structure of the MSN, routing is only dependent upon 
the relative location of the current node with respect to the 
destination, as defined in Section III-B, and the same routing 
rule can be used at every node. In Section IV-A, a distributed 
rule is described that finds the shortest path. In Sections IV-B 
and IV -C, two simplifications of the shortest path rule are 
described. The simplified rules do not always find the shortest 
path , and the effect that these rules have on the average path 
length is investigated in Section IV-E. 

In Section III-A, a fractional addressing scheme is de­
scribed. This addressing scheme has two advantages over the 
integer addressing scheme in Fig. 1. 
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Fig . 1. 36-node MSN . 

1) New rows or columns are added to the network without 
changing the addresses of existing nodes. 

2) The distributed routing rules are independent of the 
number of rows or columns in the network. 

A disadvantage of fractional addressing is that the distrib­
uted routing rules must operate without knowing the position 
of all of the rows and columns in the network and cannot 
always find the shortest path to the destination. The effect that 
this addressing scheme has on the average distance between 
nodes in investigated in Section IV-E. 

The MSN is a regular structure with an even number of 
rows and columns and is not defined for an arbitrary number 
of nodes. A realistic network, in which nodes are added and 
other nodes or links fail, may be approximated by the MSN, 
but it is unlikely that it will exactly correspond to the regular 
structure. The routing rule that is selected for the MSN must 
operate in networks with irregularities. The effect that 
irregularities have on the routing rules depends upon the 
techniques used to add nodes and remove failed components. 
In Section V-A , a technique is described for adding one node 
at a time to the network. When this technique is used, only two 
links must be changed when a new node is added to the 
network. As nodes are added , a row or column may not have a 
full complement of nodes. The routing rules operate without 
knowing which rows or columns are incomplete. In Sections 
V-B and V-C , procedures are described that allow the network 
to adapt to node or link failures. The adaptations guarantee 
that the nodes ~ontinue to operate without losing packets at any 
of the surviving nodes. The routing rules operate without 
knowing which nodes or links have failed . 

II. SYSTEM DESCRIPTION 

The MSN, Fig. 1, is a member of a class of multiply­
connected , regular, mesh-configured networks. There is an 
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Fig . 2. The structure of a node in a two-connected network with fixed size 
· packets . 

even number of rows and columns with two links arriving at 
and two links leaving each node. Logically , the links form a 
grid on the surface of a torus, with links in adjacent rows or 
columns traveling in opposite directions. 

In [2] , it has been demonstrated that, because of the 
increased connectivity , mesh networks can achieve higher 
throughputs and support more sources than conventional loop 
[3]-[5] and bus [6], [7] networks. This occurs because of the 
following. 

1) On the average , a smaller fraction of the links in the 
network are used to interconnect a source and destination. 

2) Sources that communicate frequently can be clustered 
into communities of interest that do not interfere with one 
another. 

In a network with several paths arriving at a node , messages 
froin more than one incoming link may be destined for the 
same outgoing link. Data from several links can be concen­
trated onto one link by storing the data, forwarding them when 
the link is available , and establishing protocols to recover 
messages that are lost because of buffer overflows. In [2], a 
slotted system is described that does not require buffering on 
the output links and does not lose packets because of buffer 
overflows. The structure of a node in this network is shown in 
Fig. 2. 

The packets in the slotted system are a fixed size. A node 
periodically transmits a packet from an input line, a packet 
from the source, or an empty packet on each output line . At 
each node, the packets from the input lines are delayed so that 
they arrive at the switch at the time that the node transmits a 
packet. The node switches each of the incoming packets not 
destined for the node to one of the output links. If the buffer 
for an output link is full, and two incoming packets are 
destined for this link, one of the packets is forced to take the 
other output link. This strategy guarantees that packets are 
never lost because of buffer overflow, even if the output buffer 
size at the nodes is reduced to zero; however , the larger the 
buffers at a node, the less likely it is that a packet must be 
misdirected. Packets from the source are only transmitted 
when there is an empty slot on an output link. The node 
controls the source so that packets do not arrive faster than 
they are transmitted, and the rate available to the source 
decreases when the network is busy. Packets that are misdi­
rected take a longer path to their destination and prevent more 
new packets from entering the network. Therefore , there is a 
tradeoff between buffer size and the throughput of the 
network. 

In the MSN, each time a packet is misdirected, the length of 
the path to the destination is increased by at most four links. In 
addition, there are many nodes for which either outgoing link 
provides the same path length to the destination, and when a 
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packet may take either link, the probability any packet Will 
have to be misdirected decreases. A recently published 
analysis and simulation of the MSN [8] indicates that the MSN 
operates reasonably efficiently without buffers on the outgoing 
links , and the experimental system that is being implemented 
does not have buffers . 

III. ADDRESSING NODES IN THE NETWORK 

Each node in the network has a unique address that is called 
the node ' s absolute address. To simplify the routing rule, the 
absolute address of a node reflects the regular structure of the 
MSN. Because of the cyclic nature of the MSN , routing only 
depends on the relative position of the current node and the 
destination, called the current nodes relative address , and not 
on the absolute address of any node. Relative addresses allow 
the same routing rule to be used at each node. 

A. Absolute Addresses 

In Fig. 1, the rows in the MSN are sequentially numbered 
from O to m - 1 , the columns are numbered from O to n - I 
and the absolute address of a node is its row and column. Th; 
odd-numbered rows have links in one direction and the even­
numbered rows have links in the opposite direction. New rows 
or columns are added in pairs to preserve the alternating 
directions , and the address of an existing row or column 
changes when new elements are added in the middle of the 
network. To reduce the effect of changing addresses on the 
communications routines at the source , there must be a 
transformation between a logical address by which the source 
refers to the destination and a physical address that is the 
destination node's current row and column . The transforma­
tion need only be performed at the source node of a packet; 
however, a transformation table must be maintained at every 
node in the network, and a protocol must be developed to 
update the table as physical addresses change. 

An alternative to changing the address of a node when new 
rows and columns are added is to plan for expansion by not 
using all of the addresses initially. For instance , in the initial 
implementation of the network, the rows may be numbered 0, 
11, 22, · · · so that ten new rows can be added between each of 
the initial rows. By leaving an even number of integers 
between assigned rows or columns, the alternating direction 
can be retained as new rows are added. The spacing between 
rows can be decreased when nodes in the same community of 
interest are in adjacent rows, and it can be increased where 
new communities of interest may be inserted. This approach 
requires careful planning because the network growth must be 
predicted when the initial network is designed. The planning 
can be reduced by using fractional addresses rather than 
integer addresses. Fractional addresses allow an arbitrary 
number of pairs of rows to be added at any position in the 
network. 

The fractional addressing scheme that has been selected is 
shown in Fig. 3. The first two rows or columns are labelel 0 
and 1 . Rows are added in pairs and are labeled as two 
fractions, 1/3 of the way between two other rows. For 
instance, two rows added between O and 1 are labeled 1/3 and 
2/3 and two rows added between 2/3 and 1 are labeled 7 /9 and 
8/9. New rows that are added between 1 and Oare considered 
to be between 1 and 2 so that they have different addresses 
from the rows between O and 1. For instance, two rows added 
between 1 and O are labeled 4/3 and 5/3 and two rows between 
5/3 and O are labeled 16/9 and 17 /9. Fractional addressin: 
does not constrain the total number of rows that can be adde 
to the network or the number of rows that can be added to a 
community of interest in a particular area of the network. In 
addition, the fractional addressing scheme selected guarantees 
that all rows with an even numerator have links in one 
direction and all rows with an odd numerator have links in the 
opposite direction, as in the integer addressed system. 
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Fig. 4. Relative addresses in a 36-node MSN. 

B. Relative Addresses 

Because of the cyclic structure of the MSN, any node can be 
considered to be in the center of the network. The relative 
address (r, c) of a node with absolute address (r1r, c1r) with 
respect to the destination node with absolute address (r10 , c10 ) 

is defined so that the destination node is approximately at the 
center of the network, has relative address (0, 0), and has both 
row and column links directed toward decreasing numbered 
nodes , as in Fig. 4. 

The relative address in an m x n integer-addressed network 
is 

r=; -[ (; -DcCrrr,0 )) mod m] 
c=i-[ G-D,(crcto)) mod n] 

and in a fractionally addressed network is 

r= 1- {(l -Dc(r1,-r10 )) mod 2} 

C= l -{(l-Dr(c1,-c10 )) mod 2} 

(1) 

(2) 

Where D e and D, are dependent upon the direction of the links 
at the destination node. In a network with the links in the even 
and odd rows and columns directed toward increasing or 
decreasing rows and columns, as in Fig. 1, De = + 1 when c10 

(the numerator of c10 in a fractionally addressed network) is 
even, D e = - 1 when c10 is odd, Dr = + 1 when r10 is even, 
and D r = - 1 when r10 is odd. 
. The definition of the relative coordinates in (1) and (2) 
limits the relative address of the current node to - (m/2) < r 
:s; m/2, and - (n/2) < c ~ n/2 for an integer-addressed 
network and - 1 < r, c ~ 1 for a fractionally addressed 

Fig. 5 . Assignment of rows to quadrants in a network with eight rows. 

network. A node is in Q1 when r > 0 and c > 0, Q2 when r > 
0 and c ~ 0, Q3 when r ~ 0 and c ~ 0, and Q4 when r > 0 
and c ~ 0. The quadrant of the current node indicates the 
direction in which to proceed to get to the destination . Because 
the network has unidirectional links, this routing strategy must 
be modified when the current node is at the boundary of the 
quadrants, as discussed in Section IV. Fixing the orientation of 
the links at the destination allows the same routing decisions to 
apply at the boundaries. 

An advantage of fractional addressing over integer address­
ing is that the relative addresses are independent of the number 
of rows or columns in the network. In an integer-addressed 
network, the arithmetic unit that calculates the relative address 
must be changed whenever the number of rows or columns 
changes. This arithmetic unit does not change in the fraction­
ally addressed network. 

A disadvantage of fractional addressing is that the destina­
tion is sometimes displaced from the center of the network 
when relative addresses are calculated. For instance, in Fig. 
5(a), a possible assignment of rows to quadrants is shown for a 
network with eight rows and only two of a possible 12 rows in 
the 119th addressing level. Five rows are assigned to quadrants 
1 or 2 and only three to quadrants 3 or 4, and as a result, 
packets routed from nodes with a relative address (1, X) may 
take a longer path to the destination. In Fig. 5(b), the 
assignment of rows to quadrants that places the destination in 
the center is shown. 

It is evident from this example that new rows should be 
added uniformly, when possible, in order to calculate the 
quadrant correctly. However, the quadrant is most likely to be 
calculated incorrectly for the nodes that are furthest apart. In 
large networks, with many small communities of interest, 
expanding the network with nonuniform addresses that keep 
nodes in their communities of interest is preferable to forcing 
nodes to join distant parts of the network. If most packets 
remain within the community of interest and are not directed to 
the nodes that are furthest away, the distance between nodes 
that communicate frequently is kept small and the effect of 
nonuniform addresses is less than in a network with uniform 
traffic requirements. 

IV. DISTRIBUTED ROUTING RULES 

In Sections IV-A, B, and C, three distributed routing rules 
are described that use the regular structure of the MSN to 
select a path to the destination. Rule 1 determines all shortest 
paths to the destination for integer addressed MSN 's. Rules 2 
and 3 reduce the number of calculations that are performed at 
each node, but occasionally take longer paths. Rules 1 and 2 
are dependent upon the addresses of the adjacent nodes to 
which a node is connnected; rule 3 is not. 

In complete, integer-addressed networks, the address of 
adjacent nodes is known. In fractionally addressed networks or 
in networks with partially full rows or columns, as described 
in Section V-A, the address of adjacent nodes is not known. If 
rule 1 or 2 is used, a technique must be used to determine the 
node to which each node is connected. In the experimental 
network, the nodes to which a node is connected is stored 
locally and changed manually when the network connectivity 
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Fig. 6 . Preferred paths in Rule 1. 

changes. When the procedure described in Section V-A is used 
to add nodes, the connectivity for only two nodes changes 
when a new node is added to the network. Therefore, a manual 
rather than an automatic procedure is reasonable . When nodes 
or links fail and are bypassed automatically, as in Sections V-B 
and C, the connectivity information at a node is not changed , 
and it is incorrect. 

These three rules are referred to as deterministic routing 
rules. In addition , two random routing rules are described in 
Section IV -D. Rule A is independent of the address of adjacent 
nodes, and rule B routes packets correctly when the destina­
tion is one node away. In Section IV-E, the path lengths 
resulting from the routing rules are compared in integer and 
fractionally addressed networks. 

A. Deterministic Rule 1 

The solid arrows in Fig. 6 show the preferred direction of 
travel from the relative positions in the network to the 
destination for the first routing rule. In this figure, rt, r2 , r3 , 

and r4 are rows at the edges of the quadrants , and Ct, c2, c3, and 
c4 are columns at the edges of the quadrants. The first routing 
rule is as follows. 

Rule 1: 
• Select the preferred path if there is one preferred path 

from a node. 
• Select either path if there are zero or two preferred paths 

from a node . 
To implement the first rule , the relative addresses of the 

current node (r, c), the next node along the column (rnxt, c), 
and the next node along the row (r, C11x1) are calculated. The 
quadrant is determined from (r, c) as in Section ill-B, the 
direction of the link along the row is determined from c - Cnxt, 

and the direction of the link along the column from r - r11x1 • A 
node in Q4 is in row r 4 if r = 0 , and a node in Q2 is in column 
c2 when c = 0. When a node ih Q2 is also in r2 , the link 
directed down is not preferred. These links can be determined 
because rnxt = 0 and C11x1 =I= 0. Similarly , a link is directed to 
the left from C4 if (r, c) is in Q4 , C11x1 = 0, and r11x1 =I= 0. Row rt 
is at the outside edge of the network. A node in Qt is in rt and 
has a preferred link that is not preferred in Q1 if Cnxt =I= 0 and 
c11x 1 ls in Qz. Similarly, when a node is in r3 , Ct, or c3 and has a 
preferred link that is not preferred in the rest of the quadrant, 
an adjacent node is also in a different quadrant. 

In the Appendix , it is shown that this routing rule selects the 
shortest path from any node to the destination in an integer 
addressed network. Furthermore , when there are several 
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Fig. 7. Preferi:ed paths in Rule 2. 

shortest paths, every path is selected as ohe of the alternatives; 
therefore, this rule has the maximum number of instances in 
which either link may be selected. 

B. Deterministic Rule 2 

Rule 2 is the same as Rule 1 except that the preferred paths 
are those shown in Fig. 7 instead of those in Fig . 6. Rule 2 has 
the advantage that there are fewer calculations than in Rule 1 
because the special cases when nodes are in r1, c1, r3, and c3 
are not determined. However , this rule has the disadvantage 
that nodes in these special rows and columns take a slightly 
longer path to the destination . In Rule 2, it is still necessary to 
know C11x1 and r11x, in order to determine when a node is in r2 or 
C4. 

The routing rule is simplified in this manner because it 
should have a relatively small effect on the average path 
length . The nodes that are affected are those that are furthest 
from the destination . Fewer packets are affected by changes in 
routing rules in these nodes than elsewhere in the network 
because packets from other nodes are not intentionally routed 
hr_ough these nodes to get to the destination, and in a network 

with communities of interest , nodes are more likely to 
communicate with nodes that are nearby. By contrast, a 
change in the routing rule in c2 and r4 would affect every 
packet headed for the destination. In addition, incorrect paths 
are not selected at all of the nodes in the affected rows and 
columns. From Fig. 6, preferred paths in the quadrants are 
also preferred paths in the special rows and columns at the 
edges of the network . Incorrect decisions may only be made at 
nodes where neither path is thought to be preferred and one of 
the paths is shorter. Furthermore , from Table V in the 
Appendix, the longer paths at the edge of the network are two 
greater than the preferred paths, while elsewhere in the 
network, they are four greater. The effect of longer paths on 
the average shortest path length is shown in Section IV-E. 

C. Deterministic Rule 3 

The solid arrows in Fig. 8 show the preferred paths and the 
dashed arrows show the alternate paths. The routing rule is as 
follows. 

Rule 3: 
• Select the preferred path if there is one preferred path 

from a node. 
• Select the alternate path if there is no preferred path aod 

one alternate path from the node. 
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• Select either path if neither path is a preferred or alternate 
path or if both paths are preferred. 

The advantage of Rule 3 is that it uses fewer calculations 
than Rule 2 and is not dependent upon r11x , or Cnxt· From Fig. 8, 
the regions of interest in Rule 3 depend only upon the relative 
address of the current node. The direction of the links at the 
current node is determined by assuming that a node has a link 
directed to the left when r is even and to the right when r is 
odd, and a link directed down when c is even and up when c is 
odd. The disadvantage of Rule 3 is that there are fewer 
instances in which either path from the node may be selected. 
In Q2 and Q4 where Rule 2 may select either path, Rule 3 is 
constrained to select one of the paths. This increases the 
number of times when two packets arriving at the node 
conflict. There are also instances in incomplete networks, in 
Section V-A, where Rule 3 cannot get to a specific destination 
while Rule 2 can. 

In complete networks, Rules 2 and 3 result in the same 
distance from any node to the desdnation. Whenever there are 
one or two preferred paths in Rule 2, one of these paths is 
selected by Rule 3. When there are two preferred paths in Rule 
3, both paths have the same distance to the destination. 
Therefore, the path length is the same for both rules. 

D. Random Routing 

Two random routing rules have been considered . Rule A is 
completely random, a packet selects either link with equal 
probability, and at each node, checks to see if it is at the 
destination. Rule B assumes that the two nodes to which a node 
is connected is known. At each node, if the destination is one 
node away, the packet is directed there; otherwise, a path is 
selected at random. 

There are two advantages to using random routing rules 
rather than deterministic rules. First, they are extremely easy 
to implement. In the random routing rules, it is not necessary 
to calculate the relative address of a node, its quadrant, or the 
direction of the links emanating from the nodes. Second 
random routing rules are extremely tolerant of network 
irregularities. If nodes are added or fail in a perverse manner 
the network may bear little resemblance to the regular 
structure, and the deterministic rules may not work. The 
random rules provide an alternative to the deterministic rules 
When this occurs. These random routing rules were first 
investigated by Prosser [9] as a routing mechanism for 
survivable networks. The disadvantage of random routing 
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TABLE I 
THE EFFICIENCY OF ROUTING RULES RELATIVE TO THE SHORTEST PATH 

ALGORITHM 

Efficiency of Routing Rules 

Short. Deterministic Random 
Network 

Path Integer Addr. Fractional Addr. 

I A B 
I I 2, 3 I I 2, 3 

4x4 2.93 1.00 1.00 .95 .94 .21 .79 
4x6 3.30 1.00 .97 .97 .95 .14 .30 
6x6 3.71 1.00 .97 1.00 .97 .10 .21 

6x8 4.34 1.00 .98 .99 .97 .09 .17 
8x8 5.02 1.00 1.00 1.00 .98 .07 .14 

8xl0 5.42 1.00 .99 1.00 .98 .06 . II 

I Ox IO 5.84 1.00 .99 1.00 .99 .05 .09 
10xl2 6.42 1.00 .99 1.00 .99 .05 .08 
12xl2 7.02 1.00 1.00 1.00 .99 .04 .07 

12xl4 7.45 1.00 1.00 1.00 .99 .04 .06 
14xl4 7.89 1.00 .99 1.00 .99 .03 .06 

rules is that they use more links to get between a source and 
destination, and this results in a smaller network throughput. 

E. Comparison 

A comparison of the deterministic routing rules in integer 
addressed and fractionally addressed networks is presented in 
Table I. The average distance between nodes for a routing rule 
is calculated by determining the average distance between each 
source and destination in the network. The efficiency of the 
routing rule is the average of the shortest distance between 
nodes over the average distance between nodes using the 
routing rule. In the comparisons, there is no contention , and a 
packet always takes the path specified by the routing rule. 
When the rule decides that both paths are equivalent, either 
path is selected with probability 0.5. Because of this random 
component, a packet does not always take the same length path 
from a source to the destination. To compensate for the 
random component, the efficiency is calculated by determin­
ing the average distance between each node several times and 
averaging the result. The number of times that the average 
distance is determined is varied so that the span of values 
representing a 95 percent confidence interval is less than 1 
percent of the average value. 

Table I shows that Rule 1 determines the shortest path in 
integer addressed networks, and that Rules 2 and 3 result in 
the same average distance between nodes. Rule 2 selects 
longer paths than Rule 1 when the relative location of a node is 
at the edge of the network, and this effect is also seen in the 
table. In the simulations , fractionally addressed rows and 
columns are added to the network two at a time in the order 
shown in Table II , which makes the depth or the row and 
column addresses as uniform as possible. It is evident that 
fractionally addressed rows can be added to large networks in 
a way that has a small effect on the average path length . 

Random rules are inefficient. In the networks in Table I , the 
average path length using random routing can be 33 times 
longer than the path lengths resulting from the deterministic 
rules. It is inadvisable to use random routing when a network 
has some regularity to its structure. However, a hybrid 
random and deterministic rule can be used to obtain the 
efficiency of the deterministic rule in a regular network and 
the survivability of the random rule . For instance, a random 
component can be inserted in the routing rule after a packet has 
traversed a larger number of nodes than expected. The number 
of nodes a packet has traversed must be tracked in any 
practical network because when a node fails , packets destined 
for this node must be purged from the network. 

V. NETWORK IRREGULARITIES 

In addition to getting packets quickly between nodes in 
complete, regular MSN's , the routing rules must continue to 
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TABLE II 
THE ORDER IN WHICH ROWS AND COLUMNS ARE ADDED TO THE 

NETWORK 

Number of Address of Rows 
Rows or Cols. or Columns Added 

0 I 
4 1/3 2/3 
6 4/3 5/3 
8 1/9 2/9 

10 10/9 11/9 
12 4/9 5/9 
14 13/9 14/9 

function in irregular networks. The irregularities investigated 
in this section occur when the number of nodes that are added 
to the network are not sufficient to completely fill a row or 
column -and when nodes or links fail and are deleted from the 
network. 

The effect of the irregularities on the routing rules depends 
upon the procedures used to add and delete nodes and links 
from the network. In Section V-A, a procedure for adding one 
node at a time to a network is described. This procedure has 
the characteristic that only two existing links must be changed 
to add a new node. In Sections V-B and C, procedures for 
deleting failed nodes and failed links are described. These 
procedures are similar to those used in loop networks [10] and 
can be implemented automatically. The source is not informed 
when a packet cannot be delivered to the destination and not all 
failures are detected. Therefore, a higher level acknowledg­
ment protocol is still required to guarantee that packets are 
delivered . 

A. Adding Nodes One at a Time 

A procedure is shown in Fig. 9 for adding one node at a time 
to an MSN. Each time a node is added, two links must be 
changed. The two links that will be changed when the next 
node is added are shown by dashed lines. When this procedure 
is followed, two complete new rows or columns are eventually 
added to the network. 

Adding one node at a time makes the network less regular 
and affects the ability of the distributed routing rules to find 
the shortest path to a destination. The effect on a 6 X 6 
network is shown in Table III. When 12 nodes are added, a 6 
x 8 network is formed. In this table , the efficiency is 
calculated as in Section IV-E. The italicized numbers in 
parentheses indicate the fraction of source destination pairs 
that are unable to communicate. 

There are several cases for which Rule 3 cannot find a path. 
The reason this routing rule fails is seen by examining Step 4 
in Fig. 9. Assume that a packet at node A is destined for node 
B. Node A is an odd-numbered column in Q4 ; therefore, in 
Rule 3, the link along the column is assumed to be directed 
upward and is selected. Unfortunately, the column is not 
complete and the packet ends up at node C. At node C, which 
is also in an odd-numbered column in Q4, the upward-directed 
path is selected, and the packet arrives back at node A. At 
node A , the path to node C is again selected , and the packet is 
stuck in a loop. In Rules 1 and 2, at node A it is known that the 
next node along the column is node C and that both links are 
directed away from the destination. Therefore, at node C, 
either link is selected with probability 0.5 and the loop is 
avoided. 

B. Node Failures 

Loop systems have active components in the path at each 
node, and if one of these components fails, the loop is broken. 
When nodes fail, they are bypassed so that the remainder of 
the loop continues to operate. Loss of power at the node is a 
common failure because power is usually obtained from a 
local source. This type of failure is automatically corrected by 
using a relay to create a path around the node [ 1 O] . The relay is 
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STEP 0 STEP I 

STEP 2 STEP 3 

STEP 4 STEP 5 

Fig. 9 . Adding two columns to an existing network, one node at a time. 

TABLE III 
THE EFFICIENCY OF LOCAL ROUTING RULES RELATIVE TO THE 
SHORTEST PA TH ALGORITHM AS SINGLE NODES ARE ADDED TO A 6 X 6 

NETWORK 

Network 
Short. Efficiency of Routing Rules 

Path Deterministic Random 

I I 2 I 3 A I B 

6x6 3.71 1.00 .97 .97 .10 .20 

add I 3.77 .98 .95 .93 .10 .21 
add 2 3.80 .95 .94 .93 (005) .10 .20 
add 3 3.91 .92 .91 .91 (005) .10 .19 

add 4 3.95 .92 .90 .91 (013) .10 .19 
add 5 3.99 .89 .89 .88 (007) .09 .19 
add 6 4.04 .88 .87 .87 .09 .18 

add 7 4.07 .92 .90 .91 .09 .19 
add 8 4.16 .. 95 .93 .93 .09 .18 
add 9 4.18 .94 .93 .93 .09 .19 

add 10 4.22 .94 .93 .93 .09 .18 
add 11 4.26 .97 .95 .95 .09 .17 

6x8 4.34 1.00 .97 .97 .09 .17 

open when there is power and closes to bypass the node when 
power is lost. When nodes fail in the MSN, the system is not 
completely disabled as in a loop; however, packets that arrive 
at the node are lost and the node should be bypassed to prevent 
this from occurring . Loss of power at a node in the MSN can 
operate relays as in a loop system; however , there are two 
links entering and leaving each node and two relays must be 
used . The failure recovery procedure selected connects the 
row through and the column through , as shown in Fig. 10. 
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Fig : 10. Operation of the MSN when nodes fail. 

C. L ink Failures 

In loop systems , a transmitter sends bits continuously , even 
when there is no information to send. This allows the receiver 
to retain bit synchronization between packets. Broken links 
and certain node failures are detected by the loss of signal . 
More subtle failures can be detected when the periodic start of 
slot does not occur in systems with fixed size slots or when 
there are violations of the pseudoternary modulation rules used 
in wire systems. Loop systems can be designed to bypass 
segments with failed links by constructing the loop as a series 
of subloops that start and end at a central location [10]. When 
the loss of signal is detected on a subloop, the subloop is 
bypassed and the signal from the previous subloop is switched 
to the next subloop. This allows a large part of the loop system 
to operate when links on one of the subloops fail. 

The MSN is a slotted system with continuous transmission 
on each of the links; therefore , failures can be detected on the 
links arriving at a node as in a loop system. When a link has 
failed and is detected at the termination node , the origination 
node of the link must be informed. Otherwise , packets that are 
transmitted on the inoperable link will be lost, and if packets 
between a pair of nodes are always routed along that link, the 
pair of nodes will not be able to communicate. In addition , the 
implementation of the MSN described in Section II does not 
lose packets because the node can transmit as many packets as 
it receives. In order to preserve this characteristic , when a link 
leaving a node fails , data on one of the incoming links must 
stop so that the in-degree and out-degree of the node remains 
the same. 

One way to prevent transmission on a link that has failed 
and to keep the in-degree equal to the out-degree at every node 
is to stop transmitting on a directed cycle of links that includes 
the link that has failed. The in-degree and out-degree of each 
node in the cycle is reduced by one and the link that has failed 
is not used. To minimize the effect that this strategy has on the 
throughput and connectivity of the network, the number of 
links in the cycle must be kept as small as possible and the 
cycle should not pass through any node twice. 

A simple rule that meets these conditions most of the time is 
to stop transmitting on a row if a signal is not received on a 
column and to stop transmitting on a column when a signal is 
not received on a row. The operation of this rule is shown in 
Fig. 11. In this example, the dotted link from node 2 ,2 to node 
2,3 fai ls. According to the rule , the dashed links are taken out 
of service. That is , 
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Fig . 11. Operation of the MSN when links fail. 

• Node 2 ,3 receives no signal on the row; therefore , it 
stops transmitting on the column 

• Node 3 ,3 receives no signal on the column; therefore , it 
stops transmitting on the row 

• Node 3 ,2 receives no signal on the row; therefore , it 
stops transmitting on the column 

• Node 2 ,2 receives no signal on the column; therefore , it 
does not try to transmit on the failed link on the row. 

When the failed link is restored , the cycle is returned to 
service by forcing transmission on this link. 

When a single failure occurs in a complete MSN , this 
procedure removes four links , which is the minimum number 
of links in a cycle. Also , at most one link is removed at each 
node. Therefore , this simple rule has the desirable characteris­
tics in this instance. However, when there are mutliple link 
and node failures or if the network has partially full rows or 
columns , these characteristics are not always obtained. For 
instance, if the link from 4 ,4 to 3 ,4 also fails , both links to 
node 3 ,3 will stop , and an operable node is removed from the 
network. This removal rule is simple , and it works well when 
there are a few removals. Since a network will be repaired 
when removals occur , it is unlikely that there will be many 
removals , and this simple rule is adequate. 

D. Effect on Routing Rules 

Simulations were conducted to determine the effect that 
failures have on the distributed routing rules, and the results 
are presented in Table IV. The fraction of nodes that are in the 
network, but cannot communicate using the distributed routing 
rules , are italicized . In the simulations, a random selection of 
nodes or links fail in a 10 x 12 network and the bypass or link 
removal rules are applied . Each experiment is repeated ten 
times. This results in the span of values in the 95 percent 
confidence interv.al for the average path length being less than 
1 percent of the mean for node failures. The span of values in 
the 95 percent confidence intervals for link failures ranges 
from 1 to 5 percent of the mean. The efficiency is calculated as 
in Section IV-E. 

When nodes are added to each network in Section V-A , it is 
assumed that the routing rules that use information about the 
next node know about the changes . This is reasonable because 
adding nodes ·is a planned activity. When links or nodes fail , 
the network is modified automatically , without operator 
intervention. After failures occur, if the node that each node is 
connected to is to be known, a protocol must be developed to 
distribute this information. In the simulations, the change in 
network connectivity after failures is not known , and the 
routing rules operate with incorrect information. 
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TABLE IV 
THE EF-FICIENCY OF LOCAL ROUTING MECHANISMS RELATIVE TO THE 
SHORTEST PATH ALGORITHM WHEN NODES OR LINKS FAIL IN A 10 X 12 

NETWORK 

Failures Short. Efficiency of Routing Rules 

Size Path Deterministic Random 

I I 2 I 3 A I B 

8 Nodes 5.94 .93 .91 .92 .05 .09 
4 Nodes 6.15 .96 .94 .95 .05 .08 
2 Nodes 6.28 .98 .96 .96 .05 .08 
I Node 6.34 .98 .97 .97 .05 .08 

None 6.42 1.00 .99 .99 .05 .08 

I Link 6.51 .93 .93 .92 .05 .08 
2 Links 6.59 .89 (.007) .88 (.OOJ) .87 (.OOJ) .05 .08 
4 Links 6.75 .81 (.OJ4) .80 (.OOJ) .19 (.007) .04 .07 

The simulations show that the distributed routing rules 
operate reasonably efficiently when up to eight nodes fail and 
are bypassed. When up to four links fail and up to 16 links are 
removed from the network , the distributed routing rules still 
operate reasonably efficiently. However, a small fraction of 
the nodes in the network, shown by italicized numbers, cannot 
communicate until the network is repaired. In the first 
deterministic rule, a greater fraction of the nodes cannot 
communicate compared to the other two rules. The first rule 
uses information about the edges of the network to improve 
routing decisions. When this information is incorrect , routing 
failures can occur. 

VI. CONCLUSIONS 

The objective of this paper is to study simple mechanisms 
for routing packets in the MSN. The routing rules must not 
only operate in complete rectangular networks, but must also 
operate when single nodes are added and when failures occur. 

Three distributed routing rules are described in Section IV 
that use the regular structure of the MSN to simplify routing. 
The first rule provides the shortest path between any source 
and destination in an integer addressed network. The second is 
simpler to implement than the first rule, but results in slightly 
longer paths. The third rule is the simplest to implement; it has 
the same path length as the second rule in complete networks, 
but it does not determine equal length shortest paths as well as 
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addressed network may be longer than in an integer-addressed 
network; however , in Section IV-E, it is shown that new rows 
or columns can be added to a fractionally addressed network in 
a way that has very little effect on the average distance 
between nodes. In addition , the nodes that are most affected by 
fractional addressing are those that are furthest away from the 
destination. Therefore, fractional addressing is preferred to 
integer addressing. · 

In Section IV-A, a procedure is described for adding new 
nodes to a network. When the third routing rule is used in 
networks that use this procedure, there are nodes that cannot 
communicate . Since this is not a condition that can be 
repaired, and the network must operate for all combinations of 
nodes, the second routing rule is preferable to the third rule, 
even though the third rule is simpler to implement. 

In Sections IV-B and C , procedures are described to 
automatically bypass nodes or links that fail. The procedure 
for bypassing links that fail guarantees that packets are not 
transmitted on the failed link as well as guaranteeing that all of 
the packets that arrive at a node can be transmitted. There is a 
small fraction of the nodes that cannot communicate when 
multiple link failures occur. Unlike adding nodes , multiple 
failures should be repaired , and it is unlikely that the network 
will operate in this mode frequently. Therefore, this condition 
does not preclude using these failure recovery mechanisms . 

APPENDIX 

Theorem: The first routing rule, Section IV-A, selects all 
possible shortest paths to the destination in a complete, 
integer addressed MSN. 

To prove this theorem , 
1) a hypothetical distance function d sp(r, c) from every 

node to the destination is defined , 
2) a path from (r, c) to the destination that has this distance 

is found, 
3) it is shown that a shorter path does not exist , 
4) it is shown that the routing rule can select every path 

with this distance, and does not select any paths with a larger 
distance. 

The distance function that will be tested is 

dsp(r, c)= lrl + lcl +Xsp(r, c) 
where 

x,.(r, c)= (2 * (rmod 2) * (c mod 2) * (1-0 (,-;)) * (1-0 (c-n)) * ((1-U(-r)) * (1-U(-c))) 

+ (2 * (1- r mod 2) * (c mod 2)) * ((1 - U( - r)) * U( - c)) 

+ (2+2 * (1-r mod 2) * (1-c mod 2) * (1-0 (,+ ;-1)) * (1-0 (c+~-1) )-4 * O(r) * b(c)) 
* ( U( - r) * U( - c)) + (2 * (r mod 2) * (1- c mod 2)) * ( U( - r) * (1 - U( - c))) 

the second rule. The nodes with longer path lengths in the 
second and third rules are those that are furthest from the 
destination. Networks are divided into communities of interest 
and nodes communicate more frequently with nodes that are 
nearby than with nodes that are further away. Therefore , the 
simpler routing rules are preferable to the first rule. 

In Section III-A, a fractional addressing scheme is described 
that does not change network addresses when new rows or 
columns are added. In addition , in a fractionally addressed 
network, the routing rules are independent of the number of 
rows or columns in the network. This makes the arithmetic 
unit that calculates relative addresses simpler to implement in 
a fractionally addressed network than in an integer-addressed 
network. The path selected between nodes in a fractionally 

and 

U(x)= [~ 
forx<O 
forx~O and O(x) = [~ 

for x:¢:0 
for x=O. 

The correction factor Xsp(r, c) is included in the distance 
function to account for longer paths that rriust be taken because 
of the unidirectional links. It adds two to dsp(r, c) for nodes 
that only have links directed away from the destination. ~heQe 
are two additional links added to d sp(r, c) for all node~ 10 . ~ 
because packets from this quadrant must pass the destmauo 
and return. In addition, there is a modification in Xsp(r, c);t 
the. edges of the first and third quadrant that is caused by e 
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destination being displaced from the exact center of the 
network. · 

A node (r, c) is connected to node (rnxt, c) along the column 
and (r, Cnx1) along the row where 

+(cmod2) * (1-mo (,-;)) 

and 

c,,,,= c-(1-r mod 2) * (1-no (c+i-1)) 

+ (r mod 2) * ( 1-nO (c-rn 

The change in this distance function between the ( r, c) and 
(fnxt, c) is 

Ac(r, c) =dsp(rnxt~ c)-dsp(r, c)=(lrnxil- Jrl) 

+ (Xsp(fnxt, C)-Xsp(r, c)) 

and between (r, C) and (r, Cn~t) is 

A,(r, c) = dsp(r, Cnxt )- dsp(r, c) = (I Cnxt I - Jc I) 
+ (Xsp(r, Cnxt )- Xsp(r, C )). 

In an m x n, integer-addressed network, the regions in Fig. 6 
are 

Q1 = [ (r, t) : 1:,; r:,; ~ , I :,; c:,; i] 
Q1 - ={Q1 n (r1 U CJ U /1)} 

r,= [c,. c): r=:. J:,;c<i] 

c,= [c,. c): 19<:, c=i] 

I,=(:• i) 
Q2 = [ (r, c) : l :,;,:,; : , -i+ 1:,; c:,;O] 

Q2- = { Q2 n (r2 U C2)} 

r2 = [c,, c): r=l, -i+J:,;c<O] 

c,= [c,. c): J:,;r:,;;. c=o] 

Q,~ [(r, c) : - : + I :,;r:,;O, -i+ I:,; c:,; 0 n r= c= o] 
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TABLE V 
COMPARISON OF ROUTING DISCUSSIONS FROM RULE 1 AND THE 

CHANGE IN DISTANCE FROM dsp(r, c) 

Qi 

Q2 

Q3 

Q4 

Current Node (r,c) Column - (r .. 1,c) Row - (r,c .. ,) 

mod 2 
Region a, R, a, 

r C 

Qi- 3-2tl(r-( m/2 -I)) 

0 I C1 +I 

r1+I1 
-1 

00 Qi 
Qi-

-1 X 
3-2tl(c-( n/2 -1)) 

I 0 r1 +1 

c1+I1 
Qi-

-1 
C1 +I 

11 
/1 

-1 X 
r1 +I 

11 Q2-+r2 3-2o(r- m /2 ) 

r2 3-2tl(c+ n/2 -1) -1 
I 0 Q2-

C2 -1 X 3-2o(r- m /2 ) 

00 Q2-+c2 
3-o(c+ n/2 -1) 

0 I Q,- -1 X 

Qr 3-2,l(c+ n/2 -2) 

0 I r3 
-1 X 

+I 

C3+/3 
11 Q3 

Q3- 3-2,l(r+ m/2 -2) 
-1 

I 0 C3 +1 

r3+/3 
Q3-

-1 X 
00 

r3 +I 

/3 
-1 

c, +I 
11 Q4-+C4 3-2tl(c- n/~) 

C4 -1 X 3-2,l(r+ m/2 -1) 

0 I Q.-

r4 3-2,l(c- n/2) 
-1 

00 Q4-+r4 3-2t5Cr+ m/2 -1) 

I 0 Q.- -1 X 

c3 = [c,, c): - : + I <r:,;O, c= -i+ 1] 

I,=(-: +I, +1) 
Q4 = [<r, c) : - : + 1 :,;r:,;O, I :,;c:,;i] 

Q4 - ={Q4 n (r4 U C4)} 

r4 = [(r, c) : r=O, I :,;c:,;i] 

c4= [(r, c): -: +J:,;r<O, c=l] 

R, 

X 

X 

X 

X 

X 

X 

In Table V, ~c(r, c) and ~,(r, c) are listed for rand c even and 
odd in each of the regions . Those table entries that are not 
possible, such as r even in r2 , have been eliminated. An "X" 
in column Re indicates that the first routing rule selects the link 
to (rnxt, c) and an "X' in column Rr indicates that the routing 
rule selects the link to (r, C11x1). 

Table V shows the following. 
1) ~,(r, c) = - 1 or ~c(r, c) = - 1 for all (r, c) * (0, 0). 

Therefore, each node (r, c) * (0, 0) is connected to at least 
one node that is one closer to the destination. It is possible to 
travel from any node to the destination in the number of steps 
specified by dsp(r, c) by selectir1g a link for which ~,(r, c) = 
- 1 or ~c(r, c) = - 1 at each node along the path. Therefore, 
dsp(r, c) is a valid distance function from every node (r, c) to 
the destination. 

2) ~r(r, c) ~ - 1 and ~c(r, c) ~ - 1 for all (r, c) * (0, 
0). Therefore, dsp(r, c) = Minimum (dsp(rnxt, c) + 1, dsp(r, 
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Cnxi) + 1) for all (r, c)° ::f=. 0. Since it is not possible to select a 
link from any node that results in a shorter path to the 
destination, dsp(r, c) is the shortest path to the destination. 
This is the basis for many shortest path algorithms and is 
proven in [11, pp. 193-195]. 

3) Re = X or R, = X for every entry in the table. 
Therefore, Rule 1 selects at least one outgoing link at every 
node in the network. 

4) Re = X if and only if tl,Ar, c) = - 1 and R, = X if and 
only if .6.,(r, c) = - 1 for all (r, c) ::f=. (0, 0). Since Re = X 
only if .6.c(r, c) = - 1 and R, = X only if .6.,(r, c) = - 1, 
routing Rule 1 selects a shortest path to the destination. Since 
Re= Xwhenever .6.c(r, c) = -1 andR, = Xwhenever .6.,(r, 
c) = - 1, routing Rule 1 can find every shortest path to the 
destination. 
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