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4. Claims 32-33 are rejected under 35 U.S.C. 103(a) as being unpatentable over

Steele, in view of Cho et al. (“A Flood Routing Method for Data Networks,” ICICS ’97,

hereinafter “Cho").

In considering claim 32, the claim contains a computer readable medium for

performing the same steps as claim 1, and additionally requires that each network

participant fon/vards broadcast messages that it receives to its neighbor participants.

See the discussion of claim 1 for the description of those steps. Note, however, that

Steele does not disclose that each network participant fon/vards broadcast messages

that it receives to its neighbor participants. This is because Steele is only concerned

with how nodes are added and/or subtracted to the network and how that affects

network configuration. The system taught by Steele remains silent regarding the actual

passing of data between nodes. Nonetheless, flood routing (i.e. broadcasting

messages from each node to each neighboring node in a network) is well known, as

I evidenced by Cho. In a similar art, Cho discloses that flood routing is well known (p.

1418, Introduction, 1] 1) and further describes a network system with multiple

interconnected nodes (see Figs. 1, 3) that uses flood routing to pass information

between nodes (p. 1418—1419, § 2, “Flood Routing Mechanism”). Given the teaching of

Cho, a person having ordinary skill in the art would have readily recognized the

desirability and advantages of using flood routing to send information between nodes in

the system taught by Steele, because flood routing is a very reliable and robust method

of data transmission (see Cho, p. 1418, Introduction, 1] 1). Therefore, it would have

been obvious to use flood routing to pass information in the network taught by Steele.
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In considering claim 33, Steele further discloses that each participant is

connected to 4 participants (See Figs. 5-6, wherein each participant is connected to at

least 4 participants).

5. Claims 1-5, 7, 8, and 11-17 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Gilbert et al. (US. Patent No. 6,490,247, hereinafter “Gilbert”) in view

of Hughes et al. (US. Patent No. 6553,020, hereinafter “Hughes”).

In considering claim 1, Gilbert discloses a computer-based method for adding a

participant (“node”) to a network of participants, the method comprising:

Identifying a pair of participants of the network that are connected (col. 6, lines

26-49, wherein the additional node contacts the two participants), disconnecting the

participants of the identified pair from each other (col. 7, lines 7-8, “the two adjacent

nodes drop connection to one another”), and connecting each participant of the

identified pair of participants to the added participant (col. 7, lines 13-19, “the additional

node connects with each of the adjacent nodes").

However, Gilbert does not disclose that each participant is connected to three or

more other participants. Gilbert discloses instead, a ring-type network, wherein each

node is connected to two other nodes (see col. 3, lines 25-36). Nonetheless, the use of

other types of networks to connect participants, wherein each participant is connected

to three or more participants, and wherein participants can be added to the network, is

well known, as evidenced by Hughes. in a similar art, Hughes discloses a network for
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interconnecting nodes for communication across the network, wherein the nodes can be

connected in a hypercube-type topology, or in some other type of topology such that

each node is connected to 4 other nodes, wherein nodes can be added to the network

(col. 14, lines 25-30, 67; col. 15, lines 1-5, 45-52; col. 4, lines 6-9, “additional users can

be added later as demand grows"). Given the teaching of Hughes, a person having

ordinary skill in the art would have readily recognized the desirability and advantages of

using a similar technique as taught by Gilbert (i.e. disconnecting certain node

connections and connecting the newly disconnected links to the added node) to connect

additional participants in the system taught by Hughes, in order to maintain the network

topology for added nodes, thereby maintaining the interconnectivity and reliability

associated with hypercube and 4-connected networks. Therefore, it would have been

obvious to use the technique disclosed by Gilbert for connecting new participants in a

system such as the one taught by Hughes.

In considering claim 2, Hughes further discloses that each participant is

connected to 4 participants (col. 14, lines 25-30, “hypercube”; col. 15, lines 45-52,

“nodes 2 are connected in an arbitrary manner to up to a fixed number n of nearest

nodes... where n=4...”; Fig. 9).

in considering claim 3, Gilbert further discloses that the pair of nodes selected for

disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual node that is

contacted by the additional node does not matter," and can simply be “the first node on
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the list"). Although Gilbert does not explicitly state that selection is done randomly, the

node is effectively being selected randomly, since any node can be first on the list. The

same result would be achieved by selecting a node randomly from somewhere else on

the list. Thus, the limitation of selecting the node randomly does not render the claimed

invention patentably distinct over the method taught by Gilbert.

In considering claim 4, Gilbert further discloses that arbitrarily selecting the pair

includes sending a message through the network on an arbitrarily selected path (col. 6,

lines 30-31, 37-40, “an additional node contacts two adjacent nodes in the network,"

wherein “the actual node that is contacted by the additional node does not matter," such

that the path selected will be the path to whichever node is arbitrarily and thus randomly

selected).

In considering claim 5, Gilbert further discloses that when a participant (“primary

node”) receives the message, it sends the message to a selected participant to which it

is connected (“adjacent node," col. 6, lines 50-59). However, Gilbert does not disclose

that the message is sent to a randomly selected participant. Nonetheless, Gilbert

discloses that the actual initial nodes contacted do not matter (see col. 6, lines 37—40).

It follows then that the selection of the adjacent node also doesn’t matter, so long as it is

adjacent (note that Gilbert does not specify which adjacent node is selected). Selecting

an adjacent node randomly, rather than, say, selecting one particular adjacent node
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over the other, is thus a matter of preference, and does not render the claimed invention

patentably distinct over the method taught by Gilbert.

In considering claim 7, Gilbert further discloses that the participant to be added

requests a portal computer to initiate the identifying of the pair of participants (col. 6,

lines 45-47, “additional node 100 would contact node 10, and node 10 would provide

additional node 100 information regarding node 16").

In considering claim 8, Gilbert further discloses that the initiating of the identifying

of the pair of participants includes the portal computer sending a message to a

connected participant requesting an edge connection (col. 6, lines 53-57, “primary

node... receives all incoming calls from other nodes wishing to enter the network. The

point of entry in the network for these other nodes is then between the primary node

and an adjacent node to the primary node”).

In considering claim 11, Hughes further discloses that the participants are

connected via the Internet (col. 1, line 14, “Internet”; col. 14, lines 55-59, “Internet web-

browsing”). It would have been obvious for the network in the participant adding system

taught by Gilbert and Hughes to be the Internet, so that the participants could

communicate with other users anywhere in the world. Therefore, it would have been

obvious to use the participant adding system taught by Gilbert and Hughes on the

Internet network.
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In considering claim 12, although Hughes does not explicitly teach TCP/IP,

Examiner takes official notice that TCP/IP is a standard well known protocol used for

internet communications. Therefore, it would have been obvious to connect the

participants via TCP/IP for the same reasons as connecting participants via the Internet

— i.e. to allow global communications on the existing Internet network.

In considering claim 13, Gilbert further discloses that the participants are

computer processes (“nodes”).

In considering claim 14, Gilbert discloses a computer-based method for adding

nodes (“nodes”) to a graph that is m-regular and m-connected (see Fig. 1, which is 2-

regular and 2-connected) to maintain the graph as m-regular, the method comprising:

Identifying p pairs of nodes of the graph that are connected where p is half of m

(p. is 1, see col. 6, lines 30-42, wherein a pair of adjacent nodes is identified);

Disconnecting the nodes of each identified pair from each other (col. 7, lines 7-8),

and

Connecting each node of the identified pair of nodes to the added node (col. 7,

lines 13-19).

However, Gilbert does not disclose that m is four or greater, and thus that the

graph is at least 4-connected and 4-regular. Nonetheless, the use of 4-connected and

4-regular networks wherein nodes can be added to the network is well known, as
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evidenced by Hughes. In a similar art, Hughes discloses a network for interconnecting

nodes for communication across the network, wherein the nodes can be connected in a

hypercube-type topology, or in some other type of topology such that each node is

connected to 4 other nodes, wherein nodes can be added to the network (col. 14, lines

25-30, 67; col. 15, lines 1-5, 45-52; col. 4, lines 6-9, “additional users can be added later

as demand grows"). Given the teaching of Hughes, a person having ordinary skill in the

art would have readily recognized the desirability and advantages of extending the node

addition method taught by Gilbert (i.e. disconnecting p pairs of nodes node connections

and connecting the newly disconnected links to the added node) to more highly

connected (i.e. 4-connected) networks, in order to maintain the network topology for

added nodes, thereby maintaining the interconnectivity and reliability associated with

hypercube and 4-connected networks. Therefore, it would have been obvious to use

the technique disclosed by Gilbert for connecting new participants to the 4-connected

system taught by Hughes.

In considering claim 15, Gilbert further discloses that the pair of nodes selected

for disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual node that is

contacted by the additional node does not matter,” and can simply be “the first node on

the list"). Although Gilbert does not explicitly state that selection is done randomly, the

node effectively is being selected randomly, since any node can be first on the list. The

same result would be achieved by selecting a node randomly from somewhere else on
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the list. Thus, the limitation of selecting the node randomly does not render the claimed

invention patentably distinct over the method taught by Gilbert.

In considering claim 16, Hughes further discloses that the nodes are computers

and the connections are point-to-point connections (abstract).

In considering claim 17, both Gilbert and Hughes further disclose that m is even

(i.e. 2 or 4).

6. Claims 32-36, 38, and 39 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Gilbert in view of Hughes, and further in view of Cho et al. (“A Flood

Routing Method for Data Networks," lClCS ’97, hereinafter “Cho”).

In considering claim 32, the claim contains a computer readable medium for

performing the same steps as claim 1, and additionally requires that each network

participant fon/vards broadcast messages that it receives to its neighbor participants.

See the discussion of claim 1 for the description of those steps. Note, however, that

neither Gilbert nor Hughes disclose that each network participant fonivards broadcast

messages that it receives to its neighbor participants. Nonetheless, flood routing (i.e.

broadcasting messages from each node to each neighboring node in a network) is well

known, as evidenced by Cho. In a similar art, Cho discloses that flood routing is well

known (p. 1418, Introduction, 1] 1) and further describes a network system with multiple

interconnected nodes (see Figs. 1, 3) that uses flood routing to pass information
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between nodes (p. 1418-1419, § 2, “Flood Routing Mechanism"). Given the teaching of

Cho, a person having ordinary skill in the art would have readily recognized the

desirability and advantages of using flood routing to send information between nodes in

the system taught by Gilbert and Hughes, because flood routing is a very reliable and

robust method of data transmission (see Cho, p. 1418, lntroduction,1l 1). Therefore, it

would have been obvious to use flood routing to pass information in the network taught

by Gilbert and Hughes.

in considering claim 33, Hughes further discloses that each participant is

connected to 4 participants (col. 14, lines 25-30, “hypercube”; col. 15, lines 45-52,

“nodes 2 are connected in an arbitrary manner to up to a fixed number n of nearest

nodes... where n=4...”; Fig. 9).

In considering claim 34, Gilbert further discloses that the pair of nodes selected

for disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual node that is

contacted by the additional node does not matter," and can simply be “the first node on

the list"). Although Gilbert does not explicitly state that selection is done randomly, the

node effectively is being selected randomly, since any node can be first on the list. The

same result would be achieved by selecting a node randomly from somewhere else on

the list. Thus, the limitation of selecting the node randomly does not render the claimed

invention patentably distinct over the method taught by Gilbert.
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In considering claim 35, Gilbert further discloses that arbitrarily selecting the pair

includes sending a message through the network on an arbitrarily selected path (col. 6,

lines 30-31, 37-40, “an additional node contacts two adjacent nodes in the network,"

wherein “the actual node that is contacted by the additional node does not matter," such

that the path selected will be the path to whichever node is arbitrarily and thus randomly

selected).

In considering claim 36, Gilbert further discloses that when a participant (“primary

node”) receives the message, it sends the message to a selected participant to which it

is connected (“adjacent node,” col. 6, lines 50-59). However, Gilbert does not disclose

that the message is sent to a randomly selected participant. Nonetheless, Gilbert

discloses that the actual initial nodes contacted do not matter (see col. 6, lines 37-40).

It follows then that the selection of the adjacent node also doesn’t matter, so long as it is

adjacent (note that Gilbert does not specify which adjacent node is selected). Selecting

an adjacent node randomly, rather than, say, selecting one particular adjacent node

over the other, is thus a matter of preference, and does not render the claimed invention

patentably distinct over the method taught by Gilbert.

In considering claim 38, Gilbert further discloses that the participant to be added

requests a portal computer to initiate the identifying of the pair of participants (col. 6,

lines 45-47, “additional node 100 would contact node 10, and node 10 would provide

additional node 100 information regarding node 16”).
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In considering claim 39, Gilbert further discloses that the initiating of the

identifying of the pair of participants includes the portal computer sending a message to

a connected participant requesting an edge connection (col. 6, lines 53-57, “primary

node... receives all incoming calls from other nodes wishing to enter the network. The

point of entry in the network for these other nodes is then between the primary node

and an adjacent node to the primary node”).

Allowable Subject Matter

7. As allowable subject matter has been indicated, applicant's reply must either

comply with all formal requirements or specifically traverse each requirement not

complied with. See 37 CFR 1.111(b) and MPEP § 707.07(a).

Claims 9 and 40 would be allowable if rewritten to include all of the limitations of

the base claim and any intervening claims, and if the base claims were rewritten to

overcome the rejection(s) under 35 U.S.C. 112, second paragraph, set forth in this

Office action.

The following is a statement of reasons for the indication of allowable subject

matter: the prior art of record falls to disclose or render obvious all of the limitations of

the claims, including the claimed distance-related selection steps described in claims 9,

and 40.
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Conclusion

The prior art made of record and not relied upon is considered pertinent to

applicant’s disclosure.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Bradley Edelman whose telephone number is (703) 306-

3041. The examiner can normally be reached on Monday to Friday from 8:30 AM to

5:00 PM.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Glen Burgess can be reached on (703) 305-4792. The fax phone numbers

for the organization where this application or proceeding is assigned are as follows:

For all correspondences: (703) 872-9306.

Any inquiry of a general nature or relating to the status of this application or

proceeding should be directed to the receptionist whose telephone number is (703) 305-

3900.

BE

January 6, 2004
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Abstract

In this paper, a new routing algorithm based on a
flooding method is introduced. Flooding
techniques have been used previously, e.g. for

broadcasting the routing table in the ARPAnet [l]
and,other special purpose networks [3][4][5].
However, sending data using flooding can often
saturate the network [2] and it is usually regarded
as an inefficient broadcast mechanism. Our

approach is to flood a very short packet to explore
an optimal route without relying on a- pre-

'established routing table, and an efficient flood
control algorithm to reduce the signalling traffic
overhead. This is an inherently robust mechanism
in the face of a network configuration change,

achieves automatic load sharing across alternative
routes, and has potential to solve many
contemporary routing problems. An earlier
version of this mechanism was originally
developed for virtual circuit establishment in the
experimental Caroline ATM LAN [6][7] at

‘Monash University. ' ’

1. Introduction

Flooding is a data broadcast technique which
sends the duplicates of a packet to all neighboring
nodes in a network. It is a very reliable method of
data transmission because many copies of the
original data are generated during the flooding
phase, and the destination user can double check
the correct reception of the original data. It is also
a robust method because no matter how severely
the network is damaged, flooding can guarantee at
least one copy of the data will be transmitted to
the destination, provided a path is available.

While the duplication of packets makes flooding a

0-7803-3676-3/97/31000 © 1997 IEE

James Breen

Monash University

Clayton 3168, Victoria
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generally inappropriate method for data
transmission, our approach is to take advantage of
the simplicity and robustness of flooding for
routing purposes. Very short packets are sent over

all possible routes to search for the optimal route
of the requested QoS and the data path is
established via the selected route. Since the Flood

Routing algorithm strictly controls the
unnecessary packet duplication. the traffic

overhead caused from the flooding traffic is
minimal.

Use of flooding for routing purposes has been
suggested before [3][4][5], and it has been noted
that it can be guaranteed to form a shortest path
route[10]. And an earlier protocol was proposed

and implemented for the experimental local area
ATM network (Caroline [6][7]). However the

earlier protocol had problems with scaling timer
values, and also required complex mechanism to
solve potential race and deadlock problem. Our
proposal greatly simplifies the previous
mechanism and reduces the earlier problems.

Chapter 2 explains the procedure for route
establishment and the simulation results are

presented in chapter 3. The advantages of the
Flood Routing are reviewed specifically in chapter

4. Chapter 5 concludes this paper with suggesting
some possible application area and the future
study issues.

2. Flood Routing Mechanism

Figure l. 3, 4 show the stepwise procedure of the
route establishment.

In the Figure 1, the host A is requesting a
connection set up to the target host 8. In the initial

‘1418

1220



1221

stage, a short connection request packet (CREQ)
is delivered to the first hop router I and router 1
starts the flood of the CREQ packets.

 
Figure 2 CREQ Packet Format

Figure 2 shows the format of the CREQ packet.
The CREQ packet contains a connection difficulty
metric (CDM) field, QoS parameters and the
source & destination addresses and connection

number. The metric can be any accumulative
measure representing the route difficulty, such as

hop count, delay, buffer length, etc. The
connection number is chosen by the source host to
distinguish the different packet floods of the same
source and destination.

When a router receives the CREQ packet, the
router matches the packet information with the

internal Flood Queue to see if the same packet has
been received before. If the CREQ packet is new,
it records the information in the Flood Queue,
increases the CDM value, and forwards the packet
to all output links with adequate capacity to meet
the QoS except the received one. Thus the flood
of CREQ packets propagate through the entire
network. " '

The Flood Queue is a FIFO list which contains the

information relating to the best CREQ packet the
router has received for each recent flood. As the

flood packet of a new connection arrives and the

information is pushed into the Flood Queue, the
old information gradually moves to the rear and

eventually is removed. The queueing delay from
the insertion to the deletion depends on the queue
size and the call frequency, and provided this
delay is enough to cover the time for network

wide flood propagation and reply, there is no need
for a timer to wait to the completion of the flood.

Since the CDM value is increased as the CREQ
packet passes the routers, the metric value

represents the route difficulty that the CREQ
packet has experienced. Because of the repeated
duplication of the packet, a router may receive
another copy of the CREQ packet. In this case, the
router compares the metric values of the two
packets and if the most recently arrived packet has
the better metric value, it updates the information
in the Flood Queue and repeats the flood action.
Otherwise the packet is discarded. As a

consequence, all the routers keep the record of the
best partial route and the output link to use for
setting up the virtual circuit.

Figure 3 shows the intermediate routers 2, 7, 8
have chosen the links toward the router I as the

best candidate link. If one of them is requested
for the path to the source node A. the router will
use this link for the virtual circuit set up.

 
Figure 3

When the destination host receives a CREQ
packet, it opens a short time-window to absorb
possible further arriving CREQ packets. The
expiration of the timer triggers the sending of the

‘1419
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connection acceptance (CACC) packet-along the
best links indicated by the CREQ packet with the
lowest CDM. The CACC packet is relayed back
to the source host by the routers which at the same
time install the virtual circuit via the Optimal route.
Finally, when the source host receives the CACC
packet, the host may initiate data transmission.

 
Figure 4

Note that bandwidth reservation occurs during the
relay of the CACC packet. It is possible that the
available QoS will have dropped below the
requested level in one or more links... In this case,
the source may either accept the lower QoS, or]
close the connection and tryagain. _

More implementation details of the flooding
protocol can be found in [9].

3. Simulation Result

One concern of Flood Routing is whether it will

lead to congestion of the network by the signalling

traffic. A simulation was carried out using various
network conditions. Figure 5 shows the number of
flooding packets produced in a connection trial in
a normal traffic condition on a network consisting
of 5 switching nodes, 9 hosts and 16 links. The
simulation tested the event of 2000 seconds.

The graph shows that the total number of flooding
packets per connection converges on the lower
bound 18 with some exceptions. This is slightly
higher than the number of the network links (16).
This shows how the flood control mechanism is

efficient in that the routers usually generate only
one flooding packet per output link and this
duplication process is rarely repeated again. As a
result. the total number of flooding packets per
connection is nearly same as the number of
network links.

Considering the small size of the flooding packet,
the bandwidth consumed by the signalling traffic
is small. Suppose an ATM network using the
Flood Routing generates 1000 calls per seconds.
the bandwidth consumption by the signalling
traffic will only be about 424 Kbps (= l K * 53
byte) per link and this does not include any
additional route management traffic such as the
routing table update. -

From the simulation, it is observed that the

average number and the maximum number of the
flooding packets depends on the network topology
and the traffic condition. If the network is simple

topology such as a tree or a star shape, the average
number 'of the flooding packets is nearly identical

to the number of the network links. If the network
is a complex topology. such as a complete mesh
topology, and there is a high traffic load. the
routers tend to generate more packets because of
the racing of the flooding packets.

Number of Flooding Packets

 
- Figure 5
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The connections established by Flood Routing

successfully avoid busy links and disperse the
communication paths to all possible routes. This
reduced the chance of congestion and utilizes all
network resources efficiently.

4. Advantages of the Flood! Routing

The distinctive features of the Flood- Routing
method are: 4

(a) It facilitates the load sharing of available
network resources. If many possible routes exist

between two end points in a network, the Flood
Routing can disperse different connections over
different routes to share the network load. Figure

6 shows this example.

 
SUBNET—l SUBNET-2

Figure 6 Example of Multipath Connection

In the sample network, there are more than two
links exist between node A and H. and the node A
used all links for different connections with

balancing the load. More than two exterior routers
are connecting the subnet l and the subnet 2. and
the node H distributed the connections to all
exterior routers. Therefore, all the network

resources are utilized fully in Flood Routing
network. This load sharing capability has been
considered to be a difficult problem in table based

routing algorithms. '

(b) It automatically adapts to changes in the
network configuration. For example, if the overall
traffic between two end points has been increased,
the network bandwidth can simply be expanded

by adding more links between routers. The Flood
Routing algorithm can recognize the additional
links and use them for sharing the load in new
connections.

(c) The method is robust. The Flood routing can
achieve a successful connection even when the

network is severely damaged. provided flooding
packets can reach the destination. Once a flooding

1421

packet reaches the destination. the connection can
be established via the un-damaged part of the
network which was searched by the packet. This is

very useful property in networks which are
vulnerable but which require high reliability, such
as military networks.

(:1) The method is simple to manage. as it makes
no use of routing tables. This table-less routing
method does not have the problem like
"Convergence time" of the Distance Vector
routing [8].

(c) It is possible to find the optimal route of the
requested bandwidth or the quality of service.
While the packet flood is progressing, bandwidth
requirement and QoS constraints specified in the
flooding packets are examined by the routers and
the links that does not meet the requirements are
excluded from the routing decision. As a result.

the route constructed with the qualified links can
meet the bandwidth and the QoS requirements,
usually in the first attempt.

(f) It is _a loop-free routing algorithm. The only
possible case that the route may consist a loop can
be caused from the corrupted metric information.
However this can be detected by a check sum.

(g) Since the flooding method is basically a
broadcast mechanism, it can be used for locating

resources in network. Many network applications
are best served by a broadcast facility. such as
distributed data bases, address resolution, or

mobile communications. Implementing broadcast
in point-to-point networks is not straight forward.
The flooding technique provides a means to solve
this problem. In particular, locating a mobile user
by Flood Routing, and establishing a dynamic
route is an interesting issue. Application to a
movable network in which entire network units

including both the mobile users as well as the
switching nodes and the wireless links is another
potential research area.

5. Future Study and Conclusion

In this paper, we introduced a revised Flood
Routing technique. Flood Routing is a novel
approach to network routing which has .the
potential to solve many of the routing problems in
contemporary netwarks. The basic Flood Routing
presented in this paper has been developed to be
used in an ATM style network, however we
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believe a similar technique can also be applied to
IP routing. Another promising area of
application of this method would be military or
mobile networks which require high mobility and

reliability. Research to extend the point-to-point
Flood Routing to optimal multi-point routing is
now progressing. Further analysis of performance,
and application to large scale networks are the
future issues.

References

[l] R. Perlman, “Fault-tolerant Broadcast of

Routing Infomation", Proc. IEEE Infocom ‘83,
1983

[2] E. C.' Rosen, “Vulnerabilities of Network
Control Protocol: An Example”, Computer
Communication Review, July 1981, 11-16

[3] V. O. K. Li and R. Chang, “Proposed Routing
Algorithms for the US Army Mobile Subscriber '

Equipment (MSE) Network", Proceedings - IEEE
Military Communications Conference, Monterey,
CA, 1986, paper 39.4

[4] M. Kavehrad and I.M.I Habbaqb,‘ “A simple

High Speed Optical Local Area Network Based
on Flooding", IEEE Journal on Selected Areas in
Communications, Vol. 6, No.6, July 1988

[5] P. J. Lyons and A. J. McGregor, “MasseyNet:
A University Oriented Local Area Network", IFIP
Working Conference on the Implications of
Inter'connecting Microcomputers in Education,
August 1986 '

[6] C. Blackwood, R.‘ Harris, A. T. McGregor and
J._ W. Breen, "I‘he Caroline 'Project: An
Experimental Local Area Cell-Switching
Network", A'I'NAC-94, 1994 '

[7] Rik Harris. “Routings in Large ATM
Networ ", Master of Computing Thesis,

Department, of Digital Systems, Monash
University, 1995 '

[8] W. D. Tajibnapis, “A Correctness Proof of a
Topology Information maintenance Protocol for
Distributed Computer Networks",
Communications of the ACM, V0120, July 1977,
477—485

[9] Jaihyung Cho, James Breen. “Caroline Flood

1422

Routing Technique", Technical Report 96-5,
Faculty of Computing and Information
Technology, Department of Digital Systems.
Monash University, January 1996

[10] .A. S. Tanenbaum, “Computer Networks”,
Prentice Hall, 1989

1224



1225

Search Abstract Page 1 of 2

@HEEEIEEE HOME l SEARCH IEEE i SHOP I WEB ACCOUNT I CONTACT IEEE

 

 
 

Welcome
United States Patent and Trademark Office

» Search Absl
Help FAQ Terms IEEE Peer Review Quick Links E?

 

Search Results IPDF FULL-TEXT 316 KB DOWNLOAD CITATION

 What Can
01 Access?
0 Log-out

Order Reuse.Permlssions
age-u sateen)        
 

 
 

 

 
 

 
 

O—Joumals A flood routing method for data networks
 8‘Magazmes Jaihyung Cho Breen J.

Conference Monash Univ., Clayton, Vic., Australia ;
Pmcwdmgs This paper appears in: Information, Communications and Signal Processing, 1].!

O‘ Stillman” ICECSV Proceedings of 11997 International Conference on

  
Meeting Date: 09/09/1997 - 09/12/1997

Publication Date: 9—12 Sept. 1997 Singapore

On page(s): 1418 - 1422 vol.3
Volume: 3

Reference Cited: 10

Number of Pages: 3 vol. xxxiv+1819

Inspec Accession Number: 5978904

 
0- Join IEEE

0- Establish IEEE Abstract:
Web Account A new routing algorithm based on a flooding method is introduced. Flooding techniqu

have been used previously, e.g. for broadcasting the routing table in the ARPAnet an

Omessme other special purpose networks. However, sending data using flooding can often satu
IEEE member the network and it is usuall re arded as an inefficient broadcast mechanism Our
«Digital Library Y 9 '

approach is to flood a very short packet to explore an optimal route without relying c

preestablished routing table, and an efficient flood control algorithm to reduce the

signalling traffic overhead. This is an inherently robust mechanism in the face of a

network configuration change, it achieves automatic load sharing across alternative

routes, and has the potential to solve contemporary routing problems. An version of

mechanism was originally developed for virtual circuit establishment in the experime

Caroline ATM LAN at Monash University

Index Terms:

data communication packet switching telecommunication congestion control telecommunice

network routing telecommunication signalling telecommunication traffic ARPAnet ATM

network Caroline ATM LAN Monash Universig automatic load sharing data networks fl_o-

control algorithm flood routing method network configuration optimal route routing algori

routing table broadcasting signalling traffic overhead reduction virtual circuit establishment

Documents that cite this document

There are no citing documents available in IEEE Xplore at this time.

h eee e eee g 6 ch ch b c be c e eeec f 1225



1226

Search Abstract Page 2 of 2

Search Results |PDF FULL—TEXT 316 KBI DOWNLOAD CITATION 

Home | Log-out | Journals | Conference Proceedings | Standards | Search by Authorl Basic Search | Advanced Search | Join IEEE [Web Account | New this
week | OPAC Linking Information | Your Feedback | Technical Suggort | Email Alerting | No Robots Please | Release Notes | IEEE Online Publications] Help |

FAQ| Terms | Back to Tog

Copyright © 2004 IEEE — All rights reserved

h eee e eee g e ch ch b c be c e eeec f 1226



1227

/ please type a plus sign (+) inside this box 9 PTO/SB/08A
Approve for use through 10/31/99. OMB 0651-0031

Patent and Trademark Oflice: US. DEPARTMENT OF COMMERCE

COMPLETE IFKNOW

09/629,570A. Iication Number

Confirmation Number

Filin Date Jul 31, 2000

First Named Inventor 11'II E. Bourassa
Grou - Art Unit

Examiner Name

Anomeynockemo.
U.S. PATENT DOCUMENTS

 
OL.) OO.3; OO OONC1 ([1

Pages, Columns, Lines,
Where Relevant Passages or

Document Relevant Figures Appear

EEw 9o

,II

US, Patent Document Name of patent“ or Applicant Date of Publication of Cited
INITIALS No. NUMBER Kind Code of Cited Document

ifknown

n09/629,576
.-09/629,577

09/629,575
-- 09/629,572
-- 09/629,023
-- AG 09/629,043

AH 09/629,024

09/629,042

6,304,928

6,285,363

6,271,839

6,268,855

6,243,691

4

'v
3

._=5ifN rv '."Af, f-<1 ..-[77 ~5
  

 
 
  

7/31/00 ‘

7/31/00

7/31/00

7/31/00

7/31/00

7/31/00

Bourassa et a1. 7/31/00

Bourassa et a1. 7/31/00

10/16/01

Bourassa et a1.

Bourassa et a1.

Bourassa et a1.

Bourassa et a1.

Bourassa ct a1.

Bourassa et a1.

Al

A1 Mairs et al.
p.

Mairs et a1.

Mairs et 3]. Techno ‘ I
Mairs et al. 7/31/01

Fisher et a1.

4/24/01

4/10/01

6,223,212 Batty et 31.

6,216,177 Mairs et a1.

6,199,116

6,094,676

May et a1.

EEEEEEEEII b)O\\O5ESESS22
Gray et a1. 7/25/00

FOREIGN PATENT DOCUMENTS

‘EXAMINER cite Foreign Patent Document Name of patenlee 0, Applicant Date of Publication of ::%:£to;$etgegem;: T
[N111ALs No. Kind Code of Cited Document cited Document F- A

Office Number if known ‘gmes Ppea’

--_I—_—I
OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS

Include name ofthe author (in CAPITAL LETTERS), title of the article (when appropriate), title of the item (book, magazine,
jouma], serial, symposium, catalog, etc.), date, page(s), volumeOissuc number(s), publisher, city and/or country where published.

..\‘59”'3’"
 
  
 

 
 
 

*EXAMINER Cite
INITIALS Z9

DATE CONSIDERED

l/Z/o
Initial if ’ reference considered, whether or not criteria is in conformance with MPEP 609.
conformancenot considered. Include co of this form with next communication to a lican s.
 

 
  

 

* EXAMINER: Draw line through citation if not in 

Q:\Clicnts\Boeing IP (03004)\8002 (Joining)\UsOO\SBO 8.doc

1227



1228

Please type a plus Sign (+) inside this box -) PTO/SB/OSA
Approved for use through 10/31/99, OMB 0651-0031

Patent and Trademark Oflice: US. DEPARTMENT OF COMMERCE

COMPLETE IFKNOWN

 —
mm-

. , _
, —

few IlflllmlflIfl-MMMMIMMMEI-III  

 
‘EXAMJNE‘R Cite US. Patent Document Name of pammee or Applicant Date of Publication of Cited Wiggiggmggz or

INITIALS No. NUMBER Kind Code of C1tcd Document Document Relevant Figures Appearif known

."4/4/00

3/14/00

2/29/00

2/22/00

6,038,602

I.
6,029,171

AB 6,023,734

AF

Thorne et al.

Ishikawa

Mairs et al.

Smiga et al.

Ratclifi' et al.

Blackshear et al. 1/11/00

Houston et al. 12/14/99

Carter et al. 11/16/99 [-1h . A ..

Solomon 10/26/99

Rosenberg etal. 9/21/99 r

9/7/99 H‘ "0/0

6,013,107

AG 6,003,088

AH 5,987,506

5,974,043

AJ 5,956,484

N,
\ oO

#4

_\

AI IJ _hr 
N A .~ '~

5,948,054 Nielsen I t

5,949,975

5,935,215

Batty et al.

Bell et al. 8/10/99

7/27/99

5/25/99

5,928,335 Morita

5,907,610

5,899,980

5,874,960

5,867,667

5,870,605

AT 5,867,660

Onweller

Wilf et al.

Mairs et al. 2/23/99

% Butman et al.

AS 2/9/99

2/2/99

1/26/99

9/1/98

8/25/98

8/4/98

8/4/98

6/9/98

Bracho et al.  

 
Schmidt et al.

5,864,711 Mairs et al.

5,802,285

AW 5,799,016

AX 5,790,553

5,790,548

AZ 5,764,756

Hirviniemi

Onweller

Deaton, Jr. et al.

IIEEIIIEEEEEEEIIII
AY Sistanizadeh et al.

Onweller

E%SN4:.\1\\\\O\O\O \O\O\0

5,761,425 Miller 6/2/98
DATE CONSIDERED l/zl‘

*EXAMINERI Initial if ref ence considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in
conformancenot considered. Include co of this form with next communication to alicant s.

Q:\Clients\Boeing 1P (03004)\8002 (Joining)\UsOO\SBOSl .doc

1228



1229

Please type a plus sign (+) inside this box -) PTO/SB/08A
Approved for use through 10/31/99. OMB 0651-0031

Patent and Trademark Office: US. DEPARTMENT OF COMMERCE

COMPLETE IF KNomv

09/629,570
confirmation Number_

Jul 31, 2000
First Named Inventor —
Grou Art Unit

_

oaomsoozus
U.S. PATENT DOCUMENTS

 

  

  
  

 
 
 
 

  

 
 

 

  
 |.

1.».,1
"v

I

Pages, Columns, Lines,

INITIALS No, NUMBER 1:13:33? ofCitedDocument 130mmt RelevmtpigmesAppw

l-u a a1. .—

n 5,732,219 Blumeretal. —

AH 5,636,371 6/3/97 '

ID 1!!
5,568,487 10/22/96

7/9/96 Tee

6/20/95

5/3/94

Sitbon et al.

5,535,199 Amri et a1. n0l0§¥ e “ 9

5,426,637 Derby et al.

5,309,437 Perlman et a1.EEEEEE
FOREIGN PATENT DOCUMENTS

Foreign Patent Document Namc of patent“ or Applicant Date of Publication ofKind Code of Cited Document
Office Number ifknown

OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS

*EXAMINIER Cite Include name of the author (in CAPITAL LETTERS), title ofthe article (when appropriate), title of the item (book, magazine,
journal, serial, symposium, catalog, etc), date, page(s), volumeOissue number(s), publisher, city and/or country where published.

INITIALS

Murphy, Patricia, A., "The Next Generation Networking Paradigm: Producer/Consumer Model,"

Dedicated Systems Magazine - 2000 (pages 26-28)

 
 

Pages, Columns, Lines, Where
Relevant Passages or Relevant T

Cited Document Figures Appear

*EXAMINER
INITIALS

>29.In
 

 

 
 

 
 
 

The Gamer's Guide, "First-Person Shooters," October 20, 1998 (4 pages)

The O'Reilly Network, "Gnutella: Alive, Well, and Changing Fast," January 25, 2001 (5 pages)

http://www.open2p.com/lpt/...

Accessed 1/29/02

ESE
   

  
  

 

 
 

EXAMINER DATE CONSIDERED

{/2/05/
Initial if rference considered, whether or not criteria is in conformance with MPEP 609.
conformance not considered. Include co of this form with next communication to a licant s .

 
  
 

Draw line through citation if not in* EXAMINER:

Q:\Clients\Boeing IP (03004)\8002 (Joining)\UsOO\SB082.doc

1229



1230

Please type a plus sign (+) inside this box -) PTO/SB/OSA
Approved for use through 10/31/99. OMB 0651—0031

Patent and Trademark Office: US. DEPARTMENT OF COMMERCE

COMPLETEIFKNOMV

A Hermon Number
Confirmation Number —
nun Date
First Named Inventor
Grou AnUnit —

 

 
 
 

 
 

  
 
 

 
 

I O ‘x or forml449A/PTO
@alronmmnoln ESCIL©SURIE

TATEMENT Y APPMCANT

(use as many sheets as necessary)

Examiner Name

U.S. PATENT DOCUMENTS

*EXAMINFzR cite US. Patent Document Name ofPatentee or Applicant Dale 0f Wblica‘im‘ 0f Cited (£25:251:“, gig: or
INITIALS No. NUMBER Code of Cited Document r Dommmt Relevant Figums AppearI Own

IIIIIIHHIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
FOREIGN PATENT DOCUMENTS

*EXAMINIER Cite Foreign Patent Document Name ofPatentee or Applicant Date of Publication of ::%::;tuémetgegem;: T
INITIALS No, Kind Code of Cited Document C} d D t ,

Oflice Number if known 1 c ocumen Figures Appear

 
 

 

  

  
  

 

 
 

 

  
4 . -

. I “we. :15.,
 
 

 

 

 

  
  

 
 

OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS

Oram, Andy, "Gnutella and Freenet Represents True Technological Innovation," May 12, 2000

The O'Reilly Network

http://www.oreillynet.com/lpt. ..

[Accessed 1/29/02]

Intemetworking Technologies Handbook, Chapter 43 (pages 43-1 - 43-16)

 
 

  
 see

  
 
 Oram, Andy, "Peer-to-Peer Makes the Internet Interesting Again," September 22, 2000 (7 pages)

The O'Reilly Network

http://linux.oreillynet.com/lpt...

[Accessed 1/29/02]

Monte, Richard, "The Random Walk for Dummies,"MIT Undergraduate Journal of Mathematics (pages 143-

14&

  
  

  

  
 Srinivasan, R., "XDR: External Data Representation Standard," Sun Microsystems, August 1995 (20 pages)

Internet RFC/STD/FYI/BCP Archives

http://www.faqs.org/rfcs/rfc1832.html

[Accessed 1/29/02

A Databeam Corporate White Paper, "A Primer on the T120 Series Standards," Copyright 1995 (pages 1-16)

  
  
 

  

 

 Kessler, Gary, C., "An Overview of TCP/IP Protocols and the Internet," April 23, 1999 (23 pages)
Hill Associates, Inc.

http://www. hill.com/library/publications/t. ..

[Accessed 1/29/02

Bondy, IA, and Murty, U.S.R., "Graph Theory with Applications," Chapters 1-3 (pages 1-47), 1976

American Elsevier Publishing Co., Inc., New York, New York

  
  
 

  

 
 
 
 

 

 
 
 

DATE CONSIDERED

(/zb7
Initial if referece considered, whether or not criteria is in conformance with MPEP 609.
conformance and not considered. Include co ofthis form with next communication to a licant s .  
  

 *EXAMINER: Draw line through citation if not in

Q:\Clienls\Boeing IP (03004)\8002 (Joining)\UsOO\SBOSS.doc

1230



1231

’ PTO/SB/OSAApp v .. for use through 10/31/99. OMB 0651-0031
Patent and Trademark Office: US. DEPARTMENT OF COMMERCE

COMPLETE IFKNOWN

—

—
' —

osoo4soozus
U.S. PATENT DOCUMENTS

. . . . Pages, Columns, Lines,
‘ . Name of patcmee or Apphcam Date of Publication of Cited Where Relevant Passages or

INITIALS , NUMBER Kind Code of Cited Document Documem - ‘
ifknown '7 ,' Appear

-_I_-
-fi_l—-’"

FOREIGN PATENT DOCUMENTS Technology Center 2100
, . _ r . Pages, Columns, Lines. Where

*fNXITAhIAL/IIZIER (Iii): Foreign Patent Doculrzienxg cede Name :féfatejnge or Applicant Date of Publication of Relevant Passages or Relevant T‘ o l e ocumen cit d D 1 ,
Office Number ifknown I e ocumen Figures Appear

--_I—_—

OTHER PRIOR ART-NON PATENT LITERATURE DOCUMENTS

‘EXAMINE‘R Cite Include name ofthe author (in CAPITAL LETTERS), title ofthe article (when appropriate), title ofthe item (book, magazine,
INITIALS NO- joumal, serial, symposium, catalog, etc), date, page(s), volumeOissue number(s), publisher, city and/or country where published.

Cormen, Thomas H. et al., Introduction to Algorithms, Chapter 5.3 (pages 84-91), Chapter 12

(pages 218-243), Chapter 13 (page 245), 1990, The MIT Press, Cambridge, Massachusetts,
McGraw-Hill Book Com an , New York

The Common Object Request Broker: Architecture and Specification, Revision 2.6, December 2001,

Chapter 12 (pages 12-1 - 12-10), Chapter 13 (pages 13-1 - 13-56), Chapter 16 (pages 16-1 - 16-26),

Chater l8( es 18-1 - 18-52), Chater 20 (3 es 20-1 - 20-22)

The University of Warwick, Computer Science Open Days, "Demonstration on the Problems of Distributed

Systems,"

http://www.dcs.warwick.ac.u...

[Accessed 1/29/02 ----H
EXAMINER DATE CONSIDERED

I/‘Z/0‘{
* EXAMINER: Initial if reference considered, whether or not criteria is in conformance with MPEP 609. Draw line through citation if not in

conformance and not considered. Include cc ofthis form with next communication to alicant s .

 
Q:\Clients\Boeing [P (03004)\8002 (Joining)\UsOO\SBO84.doc

1231



1232

Eeasetype'a plus sign (+) inside this box -) I! DREW/ALLY FILED RIO/SW0“
Approved for use through 10/3132)}, 0Mi3'0651-0031

Patent and Trademark Office: US. DEPARTMENT OF COMMERCE 

 
 

 

 
 

JUN 2 4 firemen]? v monomer
(Q as many sheets as necessary)Q l
k‘

‘EXAWNER cm, US. Patent Document Name of Patcntee or Applicant Date of Publication ofCited “:fifiimm‘f“I; 1““: o,
INITIALS No, NUMBER Kind Code of Cited Document Document Ram, Figure, Appearif known

.
Ia
_

  
  

 
 

 EEEEE
    
  

oaxmmgn can Nmeormwmum Dmmbnwionor assermmfizzms
INITIALS No. Kind C°d= 01' Cited Dmmm‘ Cited Document Figures AppearOflice Number if known

 
 
 
 

  
  

Include name ofthe author (in CAPITAL LETTERS), title ofthe article (when appropriate), title ofthe item (book, magazine,
journal, serial, symposium, catalog, etc), date, page(s), volumeOissue number(s), publisher, city and/or country where published.

Alagar, S. and Venkatesan, S., "Reliable Broadcast in Mobile Wireless Networks," Department of Computer
Science, University of Texas at Dallas, Military Communications Conference, 1995, MILCOM '95
Conference Record, IEEE San Dieo, California, November 5-8, 1995 ‘0’ es 236-240
International Search Report for The Boeing Company, International Patent Application No
PCT/U801/24240, June 5, 2002 (7 pages)

  
 

 

 
    

 
  

  
DATE CONSIDERED

* EXAMINER: Initial if reference considered whether or not criteria 1:} in conformance wrth MPEP 609. Draw lme through citation If not In
conformance not considered Include c - of this form witlr‘next communication to a y. lican s .

  

    

Q:\Clients\Boeing IP (03004)\8002 (Joining)\UsOO\Supplemental SBOSdoc 1 2 3 2



1233

  
A DISTRIBUTED RESTORATION ALGORITHM FOR MULTIPLE-LINK AND

NODE FAILURES OF TRANSPORT NETWORKS

Hiroaki Komine, Takafumi Chujo, Takao Ogura, Keiji Miyazaki, and Tetsuo Soejima

Fujitsu Laboratories, Ltd.
1015 Karnikodanaka. Nakahara-ku, Kawasaki, 211, Japan

Abstract

Broadband opticalfiber networlu will requirefast restoration

from multiple-link and node failures as well as single-link
failures. This paper describes a new distributed restoration
algorithm based on message flooding. The algorithm is an
extension of our previously proposed algorithm for single-link
failure. It restores the network from multiple-link and node
failures, using mum-destination flooding and path route
monitoring. We evaluated the algorithm by computer simulation.
and verified that it canflnd alternate paths within 05s whenever
the message processing delay at a node is Sms.

1. Introduction

There is an increasing dependency on today‘s communication
networks to implement strategic corporate functions. User
demands for high-speed and economical communications
services lead to the rapid deployment of high-capacity optical
fibers in the transport netw0rks. At the same time. the demands
for high-reliability services raise a network survivability
problem. For example, if the network is disabled for one hour. up
to $6,000,000 loss of revenue can occur in the trading and
investment banking industries [1]. As the capacity of the
transmission link grows, a link cut results in more loss of services.
Therefore. rapid restoration from failures is becoming more
critical for network operations and management.

There have been many algorithms developed to restore
networks, including centralized control [I] and distributed
algorithms [2-4]. In centralized control. the network is controlled
and managed from a central office. In distributed control. the
processing load is distributed among the nodes and restoration is
thus faster. However, more computation capability and high
speed control data channels are required. Recently it has been
possible to provide high performance microprocessors for digital
cross-connect system (DCS). High capacity optical fibers enable
high speed data transmission for 0AM through overhead bytes,
which is under study by CCI'I'I‘.
The distributed algorithms proposed so far [2-4] are based on

simple flooding [5]. When a node detects failure. it broadcasts a
restoration message to adjacent nodes to find an alternate route.
In the algorithm [2], a restoration message requests a spare DS-
3 or STS-l path and is sent through the path overhead of each
spare path. To avoid congestion of the messages in this algorithm,
a message in both the algorithms [3,4] requests a bundle of spare

paths and is sent through the section overhead of each link.
Algorithm [3] finds the maximum capacity along an alternate
route. and our algorithm [4] finds the shortest alternate route. As
described in [4], our algorithm was faster. However these
algorithms are designed to handle single-link failures. they
cannot handle multiple-link or node failures.

In this paper. we first discuss the major issues that must be
addressed in order to handle multiple-link and node failures in
Section 2. Based on these consideration, we propose a new
restoration algorithm using multi-destination flooding and path
route monitoring. These are described in Section 3. For a node
failure. the node which detected the failure sends a restoration
message to the last N-consecutive nodes each logicalpath passed
through. An alternate path is made between the message sender
node and one of the multiple nodes specified in the message. Each
node collects the identifier of these nodes. using a path route
monitoring technique. The algorithm was evaluated by computer
simulation for multiple-link failure as well as for node failure.
The results will be described in Section 4.

2. Limitations of simple flooding
In this section, we review simple flooding and discuss its

limitations to handle multiple-link and node failures. In principle,
the distributed algorithms [2-4] basedon simple flooding work as
follows. When a link fails. the two nodes connected to the link
detect the failure and try to restore the path. One node becomes
the sender and the otherbecomes the chooser (Fig. l). The sender
broadcasts restoration messages to all links with spare capacity.
Every node except the sender and the chooser respond by re-
broadcasting the message. When the restoration message reaches
the chooser, the chooser retums an acknowledgement to the
sender. In this way. alternate paths are found. Message conges-
tion caused by routing messages far away is avoided by limiting
the number of hops.

These algorithms based on simple flooding [2-4] usually as-
sume a single~link failure, but in reality. some links which go
different nodes may be in the same conduit. Therefore, if the
conduit is cut. many links fail at the same time [3]. This is the case
of multiple-link failure. Fire or earthquakes can also damage a
large number ofnodes, so the restoration algorithm must be able
to handle these situations.

Simple flooding can not handle multiple-link 0r node failures
because of following problems.

QOlQJ
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Fig. 1 Distributed restoration based on simple flooding

- Contention ofspare capacity
In case of multiple-link failure, restoration messages coming

from different nodes might contend for spare capacity on the
same link. For example, if capacity is assigned to arriving
messages in turn. the first message reserves the capacity.
Whether or not the reserved capacity is later used for an
alternate path. the reserved capacity is not released and
therefore can not be assigned to another restoration message.
Thus. the restoration ratio decreases.

- Fault location

Because the algorithms assume link failure, one of the two
nodes connected to the failed link becomes the sender and the
other becomes the chooser. However, for a node failure. there

is a chooser and sender for each affected path. They are
neighbors of the failed node and depend on the route of the
paths. Each node detects failure by the loss of the signal on the
link, and cannot distinguish between link or node failure.

The first problem could be alleviated by simple message
cancelling. Spare capacity is assigned to restoration messages on
a first-come. firSt-served basis. Assignment is cancelled when the
message can not go forward due to hop limits or lack ofcapacity.
During message flooding, cancel messages are sent to inform a
node that arestoration message. which reserves spare capacity on
a specific link, did not reach its destination and the served
capacity of this link can be released for other restoration
messages. Restoration messages are canceled immediately after
reception if they are identical to messages already received, if the
hop limit is reached, or if there is no more capacity at the node.
In these cases, the unused capacity can be assigned to another
restoration message.

Solving the second problem requires more sophisticated
techniques and we propose a new distributed restoration
algorithm in the following section.

3. Multi-destination flooding
To solve the fault location problem described above. we propose

a new multi»destination flooding technique. We also propose
path route monitoring which is essential to achieve multi-
destination flooding.

3.1 Principle of mum-destination flooding
Simple flooding methods assume just one chooser. We

extended this toallow multiple choosers as message destinations.
When a node detects the loss of a signal from a link, the node can
not tell whether the link or the node at the other end has failed. It

sends a restoration message directed to the node which is the
chooser in a link failure as well those that are choosers in a node

failure. In Fig.2, for example. the link between nodes B and C
fails, node B is the chooser for all affected paths, and nodes A and
D are possible choosers for paths P1 and P2. Ifnode B fails, nodes
A and D become choosers for paths P1 and P2. The restoration
message contains all choosers and the required capacity for each
sender-chooser pair. The node which received the restoration
message checks the destination field of the message, and if it is a
chooser candidate, it returns an acknowledgment to the sender.

Thus, by extending simple flooding into multi-destination
flooding, link or node failures do not have to be distinguished
because there is always at least one chooser. Different messages
are sent to the chooser candidates, but the same restoration
message listing all candidates is sent towards all candidates. The

number of restoration messages deereases and congestion is
reduced.

Restoration processing consists of a broadcast phase, an
acknowledgment phase, and a confirmation phase. To handle
multiple failures. cancel processing is performed during the
broadcast and acknowledgment phases.
The node states are sender, chooser, reserved tandem, and fixed

tandem. The sender is the node which detected the failure. The

chooser is the destination node of a restoration message. Chooser
candidates set by the sender become choosers when they receive

Restoration message
Sendai Chooser Bandwidth

p2 ID candidatele (8 A D

one
 

Restoration
message

Fig. 2 Multi-destination flooding
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a restoration message. The reserved tandem is a candidate node
for alternate paths reserved by the restoration message. A
received confirmation message of the sender turns a reserved
tandem node into a fixed tandem node.

a) Broadcast phase
In the broadcast phase, the sender broadcasts restoration

messages which reserve spare capacity in the network toward
chooser candidates. A failure occurring on a link or node is
detected by the next node on the path below the failure. This node
becomes the sender. The sender looks up the chooser candidates
and their capacities for the failed paths which were determined
before by the path route monitoring described in the following
section. The restoration message is then broadcast.
The restoration message contains the following information.

1) Message type : restoration, acknowledgment. confirma—
tion. cancel

2) Message index
3) Sender ID
4) Chooser IDs (Multiple destination)
5) Required capacity of each sender-chooser pair
6) Reserved capacity
7) Hop count

The message index is set by the sender. It represents the number
of flooding waves broadcast. The combination of the message
index, the sender ID and chooser IDs is the Message ID. The

required capacity is the capacity required between the sender and
the various choosers. The reserved capacity is the capacity of the
route taken by the restoration message.
The sender broadcasts the restoration message to all connected

links except failed links and then waits for an acknowledgment
from one of the choosers. Each node in the network except the
sender and chooserreeeives a restoration message, and examines
the hop count and the Message ID. If the hop count reaches the
limit set by the sender, or a message with the same ID has arrived
before. the node returns a cancel message to the link originating

E Reserved tandem

 
  
 

 

 

Restoration
message
Cancel
message

_—9

Fallure

Chooser

Fig. 3 Broadcast phase

the restoration message. Otherwise, the state of the node is set to
reserved tandem. If spare capacity is available, a restoration

message is broadcast. If the spare capacity ofa link is insufficient,
the reserved capacity is set to the spare capacity 0f the link. A
node that finds its own node ID among the chooser IDs in the
restoration message becomes the chooser. Figure 3 shows the
broadcast phase when a failure has occurred at node B.

b) Acknowledgment phase
In the acknowledgment phase. the chooser sends an

acknowledgment message to the sender. By the entries in the
acknowledgment message. the sender is informed which chooser
the acknowledgement message is from. If another restoration
message with the same message ID arrives at the chooser. it is
canceled.

A reserved tandem node which receives an acknowledgment

message passes it back to the source of the corresponding
restoration message. All other reserved spare capacity of this
restoration message is canceled. Message flow during an
acknowledgment phase is shown in Fig. 4.

E Reserved tandem

 
 

 

 

  

Restoration
message
Cancel
message

=a> Acknowledgment Amessage
Failure

Fig. 4 Acknowledgment phase

c) Confinnation phase
When the acknowledgment message reaches the sender, a

confirmation message is sent to the chooser. The reserved spares
are switched over to alternate paths. If the sender received
acknowledgment or canceled messages from all links it sent
restoration messages to, and if the restoration of the failure is not
completed, the sender increments the message index and
attempts restoration from the broadcast phase again.

The reserved tandem node which received a continuation

message changes its status to fixed tandem and connects the
reserved spares. In Fig. 5, node F has become fixed tandem, and
the failed path between node D and node C is rerouted through the
nodes D. F, and C. The other path which failed between node A
and node C are also rerouted.

40&43
0461

1235



1236

Fixed tandem

i->Acknowledgment _

_. strata- !
n Irma ton

message !

Failure Alternate path !
!
I,.

 
 

 
Lost paths 0.

Alternate path-l-l-l-I-I-l-l-l
 

 Chooser

Fig. 5 Confirmation phase

3.2 Path route monitoring
For multi-destination flooding, each node must have route

information on the paths passing through the node. One approach
is to have the central office distribute such route information to all

nodes. However, the routes are changing dynamically under
customer control and nodes might receive inconsistent route

information because updating mute data takes time. We propose
a path route monitoring method in which each node collects route
information in real time.

The route information required at every node are the ID's of the
last two consecutive nodes in every path before the node. This
information is collected as follows. Node ID‘s are sent through
assigned space in the path overhead. For every path going through
a node, the data in the ID area is shifted and the ID of the node it

is going through is written in. In this way, every node receives
continuous and real-time route information.

4. Simulation

4.1 Simulation tool and conditions

We evaluated the ability of the algorithm to restore multiple-
link and node failures using an event-driven network simulator
[4.6] which works on the SUN3 workstation. We used the mesh
network model shown inFig. 6. This network consists of25 nodes
and 40 links. Each link length was generated at random, and the

average link length is 184 km. Every link has 35 working paths.
We assumed a transmission speed of 64 kb/s. Messages were 16

bytes long, and the hop limit was 9. In a SONET frame structure,
64 kb/s for transmission speed means that one byte of overhead
is used for message communications between nodes. The
processing delay time from the arrival of a message to the end of
the processing depends on the architecture of the DCS hardware.
We assumed a 5 ms delay. This simulation does not include
failure detection or crossconnection times.

4.2 Simulation results

Figure 7 shows a cumulative restoration ratio of node failure.
The restoration ratio of the network is the ratio of restored to lost
paths. For node failure, paths terminating at the failed node are
not counted as lost paths because it is impossible to restore them.

 

  
  

We also simulated the algorithm for single-link failure. The result
is shown in Fig. 7.

Figure 8 shows the cumulative restoration ratio in a multiple-
link failure. There are many link combinations. but only one is
shown. Failures between node N8 and N13, and one of the other
links, occured simultaneously on two links. The results indicate

 
Fig. 6 Network model
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Fig. 7 Simulation results on single-link andnode failure
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Fig. 8 Simulation result on multiple-link failure
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that the proposed algorithm can handle multiple-link and node
failure as well as single-link failure. All restorations are
completed within 0.55 with message processing delay at the
nodes being Sms.

5. Conclusion

We pointed out problems associated with adapting a restoration
algorithm based on flooding to recover from multiple-link and
node failures. The main problem is to position the chooser nodes
correctly. We proposed multi-desn'nation flooding and path route
monitoring. We simulated thealgorithm with a mesh network and
verified that the algorithm can handle multipleolink and node
failures as well as single-link failures.
The message delay within a node depends on the architecture of

the DCS and the processing load. The next step will be to analyze
these delays and to include restoration time.
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Performance Analysis of Network Connective Probability of Mnltihop

Network nndler (Correlated Breakage

Shigeki Shiokawa and lwao Sasase

Department of Electrical Engineering, Keio University

3-14-1 Hiyoshi, Kohoku, Yokohama, 223 JAPAN

Abstract—One of important properties of multihop network is the
network connective probability which evaluate the connectivity of
the network. The network connective probability is defined as the
probability that when some nodes are broken, rest nodes connect
each other. Multihop networks are classified to the regular net-
work whose link assignment is regular and the random network
whose link assignment is random. It has been shown that the net-
work connective probability of regular network is larger than that
of random network. However, all of these results is shown under
independent node breakage. In this paper, we analyze the network
connective probability of multihop networks under the correlated
node breakage. It is shown that regular network has better per-
formance of the network connective probability than random net—
work under the independent breakage, on the other hand, random
network has better performance than regular network under the
correlated breakage.

1 Introduction

In recent years, multi-hop networks have been widely studied
[1]-[8]. These networks must pass messages between source and
destination nodes via intermediate links and nodes. Examples of
them include ting, shuffie network (SN) [l],[2] and chordal net-
work (CN)[3]. One of the very important performance measure
of multi-hop network is the connectivity of the network. If some
nodes are broken, it is needed for a network to guarantee the con-
nection among non-broken nodes. Thus, the network connective
probability defined as the probability that when some nodes are
broken, rest links and nodes construct the connective network,
should be a very important property to evaluate the connectivity
of the network.

Multi-hop networks are classified to regular network and ran-
dom network according to the way of link assignment. In the regu-
lar network, links are assigned regularly and examples of them in-
clude shufflenet and rnanhattan street network. On the other hand,
in random network, link assignment is not regular but somewhat
random and examples of them include connective semi-random
network (CSRN) [6]. The network connective probabilities of
some multi—hop networks have been analyzed and it has been
shown that the network conncctive probability of regular network
is larger than that of random network. However, all of them is an-
alyzed under the condition that locations of broken nodes are in-
dependent each other. In the real network. there are some case that

the locations of broken nodes have correlation, for example, links
and nodes are broken in the same area under the case of disaster.

Thus, it is significant and great of interest to analyze the network
connective probability under the condition when the locations of
broken nodes have correlations each other.

0-7803-3250-4/96$S.OO©1996 IEEE

In this paper, we analyze the network connective probability
of multi-hop network under the condition that locations of broken
nodes have correlations each other, where we treat SN, CN and
CSRN as the model for analysis. We realize the correlation as fol-
lows. At first, we note one node and break it and call this node the
center broken node. And next, we note nodes whose links con-
nect to the center broken nodes and break them at some probabil-
ity. We define this probability as the correlated broken probability.
Very interesting result is shown that under independent breakage
of node, regular network has better performance of the network
connective probability than random network, on the other hand,
under the correlated breakage of node, random network has better
performance than regular network.

In the section 2, we explain network model of SN, CN and
CSRN which we analyze in the section 3. In the section 3, we ana-
lyze the network connective probability under the condition when
the location of broken nodes have correlation each other. And we

compare each of network connective probability in the section 4.
In the last, we conclude our study.

2 Multihop network model

In this section, we explain the multihop network models used
for analysis of the network connective probability. We treat three
networks such as SN. CN and CSRN which consists of N nodes

and p unidirected outgoing links per node.

Fig. I shows SN with 18 nodes and 2 outgoing links per node.
To construct the SN, we arrange N = kp" (k = l,2,--~; p =
l, 2, - r -) nodes in 1; columns ofp" nodes each. Moving from left
to right, successive columns are connected by p"+1 outgoing links,
arranged in a fixed shuffle pattern, with the last column connected
to the first as if the entire graph were wrapped around a cylinder.
Each of the 12" nodes in a column has p outgoing links directed
to p different nodes in the next colurrm. Numbering the nodes in
a column from 0 to p" — 1, nodes i has outgoing links directed
to nodes j,j + l, m, and j +p — l in the next column, where
j ='(i mod pk-lm In Fig. l, p is equal to 2 and k is equal to 2.
Since the link assignmentof SN is regular, SN is regular network.

Fig. 2 shows CN with 16 nodes and 2 outgoing links per node.
To construct CN, at first, we construct unidirected n'ng network
with N nodes and N unidirected links. And p— l unidirected links
are added from each node. Numbering nodes along ring network
from 0 to N -— 1, node i has outgoing links directed to nodes (i +

l) mod N, (i + 1-1) mod N,---, and (i + 1',_,) mod N. where
r,- (j = l, 2,- - -,,p — 1) is defined as the chordal length. In Fig. 2,
1-1 is equal to 3. Since 1-.- for everyi are independent each other, CN
is not regular network. However, CN has much regular elements
such a symmetrical pattern of network.
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Figure 2. Chordal network with N :16. p = 2 and r1 = 3.

Fig. 3 shows CSRN with 16 nodes and 2 outgoing links from a
node. Similarly with CN, CSRN includes unidirected ring network
with N nodes and N unidirected links. And we add p — 1 links
from each node whose directed nodes are randomly selected. In
CSRN. the number of incoming links per node is not constant, for
example, in Fig. 3, the number of incoming links into node I is
1 and the one into node 3 is 3. The link assignment of CSRN is
random except for the part of ring network, thus CSRN is random
network. It has been shown that since the number of incoming
links per node is not constant, the network connective probability
of CSRN is smaller than those of SN and CN when locations of

broken nodes are independent each other. And that of SN is the
same as that of CN, because the network connective probability
depends on the number of incoming links come into every nodes.

3 Performance Analysis

Here, we analyze the network connective probability of SN, CN
and CSRN under the condition that locations of broken nodes have

correlation each other. Now, we explain the network connective
probability in detail using Fig. 3. This figure shows the connective
network which is defined as the network in which all nodes connect

to every other nodes directly or indirectly. At first, we consider the
case that the node 1 is broken. The node I has two outgoing links
directed to nodes 2 and 3, and if the node 1 is broken, we can not
use them. However. node 2 has two incoming links from nodes 1
and 14, and node 3 has three incoming links from nodes 1, 2 and
II. Therefore. even if node I is broken, rest nodes can construct

 
Figure 3. Connective semi-random network with N = 16 and

p = 2.

the connective network. Next, we consider the case that node 0 is

broken. The node 0 has two outgoing links directed to nodes 1 and
8, and if the node 0 is broken, we can not use them. Since node
1 has only one incoming link from node 0, even if only node 0 is
broken, rest nodes can not connect to node 1, that is. they can not
construct the connective network. Here, we define the network

connective probability as the probability that when some nodes
and links are broken, the rest nodes and links can construct the
connective network.

Now, we explain the correlated node breakage using Fig. 3. At
first, we note one node and break it. where this node is called as
the center broken node. And then, we note nodes whose outgoing
links come into the center broken node or whose incoming links
go out of the center broken node, and break them at a probability
defined as the correlated broken probability. In Fig 3, when we
assume that the center broken node is the node 3, there are five
nodes 1, 2. 4. 9 and l 1 which have possibility to become correlated
broken node. And they become the broken nodes at the correlated
broken probability. It is obvious that none of them is broken when
the correlated broken probability is O and all of them is broken
when the correlated broken probability is I.

In our study, we analyze the network connective probability that
only nodes are broken. And we assume that the number of center
broken node is one in the analysis. We denote the correlated bro—
ken probability by a. and the network connective probability of SN,
CN and PSN, PCN and Pcspuv, respectively.

3.1 Shuffle Network

Because the number of incoming links per node in SN is the
constant p, when broken node is only center broken node, the rest
nodes can construct the connective network. There are 2;: nodes
have the possibility to become the correlated broken node. All ofp
nodes which have outgoing link come into the center broken node
have the outgoing links directed to the same nodes. For example,
in Fig. I, if we assume that the node 9 is the center broken node.
the nodes 0, 3 and 6 has outgoing links to node 9. And each of
three nodes have two outgoing links directed to nodes 10 and II.
Therefore, only when all of them are broken, the rest nodes can
not construct the connective network. On the other hand, all of

outgoing links go out from p nodes which have incoming link from
center broken node direct to different nodes. In Fig. 1. nodes 0, I
and 2 have the incoming link from center broken node 9. And
all of the outgoing links from their nodes direct to different nodes,
thus even if all of them are broken, the rest nodes can construct the
connective network. Thus, the network connective probability of
SN is the probability that all of nodes whose outgoing links come
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into the center broken node are broken, and it is derived as

P3N=l—a.”. (l)

3.2 Chordal Network

The network connective probability of CN with p = 2 is differ-
ent from that withp 2 3. At first, we consider the case withp = 2.
When p is equal to 2, all of the outgoing links, from the nodes
whose incoming links go out from the center broken node, direct
to the same node. For example, in Fig. 2, when we assume that
the center broken node is node 0, the outgoing links from it direct
to nodes 1 and 4. And each of outgoing links from them directs to
node 5. Therefore, only when all nodes whose incoming links go
out from the center broken node are broken, the rest nodes can not
construct the connective network. And we can obtain the network
connective probability as

1%N=l—a2 mrp=2. (»

And next, we consider the case that p Z 3. 1n CN, when p is equal
to or larger than three and each chordal length is selected properly,
all of outgoing links from the nodes whose incoming links go out
from the center broken node do not direct to the same nodes. And
therefore, even if all'of nodes which connect to the center broken
nodes with incoming or outgoing links is broken, the rest nodes
can construct the connective network, that is,

PCN=1 forpZS.

3.3 Connective Semi-Random Network

In CSRN, the number of the incoming links per node is not con—
stant. Since the maximum number ofincoming links is N — 1 and
one link come into a node at least, the probability that the number
of the incoming links come into a node is i, denoted as Ai, is

0, forz' :0

A; = N — 2 P ;_1 p N—l -t' ‘
(i_l>(N_2) (1 N_2) forz_>_1.

(4)

The nodes which have possibility to become the correlated bro-
ken nodes are those which connect to the center broken node by

outgoing link or incoming link. When the number of the incom—
ing link come into the center broken node is i, the sum of outgoing
links and incoming links it have is p + 2'. However, the number of
the nodes which have possibility to become the correlated broken
nodes is not always p + 1‘, because the p outgoing links have the
possibility to overlap with one of i incoming links. For example.
in Fig. 3, when the center broken nodes is node 5, the outgoing link
to node 12 overlap with the incoming link from node 12. There-
fore, in spite of the node 5 has four outgoing and incoming links,
the number of the nodes which have possibility to become the cor-
related broken nodes when the node 5 is the center broken node is
three.

And now, we derive the probability that the number of nodes
which have possibility to become the correlated broken nodes is j,
denoted as B,-. Before derive Hi, we derive the probability that q
ofp outgoing links which go out ofa node overlap with r incoming
links come into it, denoted as ON,” Here, we define regular link
as the link which construct the ring network and random link as
other link. We consider the two case. The one is the case that one

of the incoming links overlap with the regular outgoing link, and
the other case is that none of incoming links overlap with it. Since

the regular incoming link never overlap with the regular outgoing
link, the probability to become the first case is (r — l)/(N — 2)
and one to become the second case is l —- (r -— l)/(N — 2). In

the first case. CM, is the same as the probability that each of
q - 1 outgoing links among the p — l outgoing links except for
the regular outgoing link overlap one of r — l incoming links,
denoted as C,’,_,‘q_l',_,. And in the second case, CM, is the
same as the probability that each of q outgoing links among the
p —- 1 outgoing links except for the regular outgoing link overlap
one ofr incominglinks, denotedasCI’M . Using Cgflhr, given

  

lqlr

as follows,

0, for q’ < 0, T' S Q 9' > P"
(p’ +r’ > N and

Civglm = q, < P' +7, _ N)
r' , I I I
W, otherwise,’ P

(5)

we can derive CF,” as

r — l , r — l ’
0mm = (N — 2)C “WW”! + (1 _ N — flap—"q". (6)

Bj can be derived as the sum of the probability that when the num-
ber of incoming links isj — p + q, q ofp outgoing links overlap
with one of incoming links. Therefore, we can obtain 81- as

P

3,: E:
=maz(0,p+l —j)

Ai‘PW Cmd —p+41 - (7)

Here, we consider two nodes whose regular links connect to the
center broken node. We call them regular node (R-node). And we
define non-connective node (NC~node) as the node which have no

incoming link. Even if a node has many incoming links. when all
of source node of them are broken, it becomes NC-node. How-

ever, when the number of incoming link is equal to or greater than
2, the probability that all of source nodes of them are broken is
very small compared with that when the number of incoming link
is 1. Therefore, we assume the NC-node as the node which have

only one incoming link and its source node is broken. That is,
when the destination node of regular outgoing link of the broken
node has only this regular incoming link and this node is not bro—
ken, it becomes the NC-node. Fig. 4 shows the center broken node
and R-node. (a) shows the case that none of R—node is broken, (b)
shows the case that one of them is broken, and (c) shows the case
that both of them are broken. It is found that there is only one

node which have possibility to become the NC—node in all case.
The probability that this node becomes the NC-node is A. When
the number of broken nodes is k, we can consider the three case
with k = 1, k = 2 and k > 2. In I: = 1, this node is the center bro—
ken node and it certainly becomes the case (a) and never becomes
the case (b) and (c). in k = 2, the one node is the center broken
node and the other is the correlated broken node and it becomes

the cases (a) or (b). And the probability to become the case (a) is
2/1 and to become the case (b) is 1 — 2/l where l is the number of
the nodes have possibility to become the con'elated broken nodes.
If k > 2. it becomes all the case. The number of broken nodes ex-

cept for R—node in (a), (b) and (c) is k. k - l and k — 2, respectively.
Furthermore, when the number of links connect to the center bro-

ken node is 1, the probability that the number of correlated broken
nodes is k, denoted as t”, is

tl'L. = B; a’°(l - a.)"" .
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Figure 4. The center broken node and regular nodes.

 

And in this case, the probability to become the case of (a) is

((3) 1-2Pk)/1Pk, to become the case of (b) is ,_2P,._1)/.P;c
and to become the case of (c) is 1-2Pk_2)/;Pk. The network
connective probability when the number of broken nodes is I, de-
noted as Er, is derived in [8] as follows

l-l
N—NA —

31:1:[0—1V—j‘3. (9)
Therefore, using (8) and (9). we can obtain the network connective
probability as

N—l

130an = Z t1,0(1 - AI)
1:,,

N—l 2 2
+ Z tz,.{7<1 — A.)+<1— 7)(1- A.)E.}(=1)

N—I N-l
L' up

+2 2 t.,t{%—"(1~A.>Et
_ P _

(Jiék'u-Aomq
k

- P

(2)213,“ '° 2(1 —At)Ek—’}

4 Results

We show computer simulation and theoretical calculation re-
sults of the network connective probability under the correlated
breakage.

Fig. 5 shows the network connective probability of SN, CN and
CSRN with p = 2 versus the correlated broken probability. In this

1 584

thoretical caluculalion

0 SN
- CN
B CSRN

'0.0 0.2 0.4 0.6 0.8 1.0

correlated broken probability a

Figure 5. The network connective probability with p = 2 versus
correlated broken probability.

computer simulation

networkconnectiveprobabilityP 
H O

Pon

Pat

9a
thoretical caluculation

° SN
0 CN
B CS RN

9no computer simulation
NetworkconnectiveprobabilityP 

0.0 ‘
0.0 0.2 0.4 0.6 0.8 1.0

correlated broken probability a

Figure 6. The network connective probability with p = 3 versus
correlated broken probability.

figure, the chordal length of CN, 1') is 50. It is shown that the both
the network connective probability of SN and CN is the same in
p = 2. It is also shown that the network connective probability of
CN or SN is larger than that of CSRN in small a. however, in large
a. the network connective probability of CN or SN is smaller than
that of CSRN.

Fig. 6 shows the network connective probability of SN, CN and
CSRN with p = 3 versus the correlated broken probability. In
this figure, 1‘. is 50 and r; is 120. The tendency of the network
connective probability of SN and CSRN is the same as. the case
with p = 2. However, the tendency of the network connective
probability of CN is not different from that with p = 2.

In CSRN, because the number of incoming links come into a
node is not constant. even if p is large, there are some nodes whose
number of incoming links is one. Therefore, the network connec-
tive probability itself is small. However. the link assignment of
CSRN is random. the condition of correlated breakage is not so
different from that of independent breakage. On the other hand.
in SN. because the number of incoming links come into a node is
constant, the network connective probability under the indepen—
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‘igure 7. The network connective probability with a = 0.4 versus
the number of outgoing links per node.

ent breakage is large. However, because of regularity of the link
ssignment, that under the correlated breakage is small. In CN,
then 17 is two, the link assignment is regular, however, when p
: larger than two, every chordal length is random and indepen-
ent each other, and the link assignment is random. Moreover, the
umber of incoming links per node of CN is the constant. There-
)re, the network connective probability of CN is large under both
re independent and correlated breakage.

Figs, 7 and 8 show the network connective probability with
= 0.4 and 0.8 versus p, respectively. It is shown that the larger
is, the smaller difference of network connective probability be—
veen SN and CSRN is, when a. is small. On the other hand, when

is large, the larger p is, the larger difference of network con-
ective probability between SN and CSRN is. The reason is as
)llows. When a is small, the network connective probability of
iSRN is small. However, the largerp is, the smaller the number of
odes, whose number of incoming links is 1, is, and the closer to 1
1e network connectivity is. In SN and CN, even if p is small, the
etwork connective probability is somewhat large when a is small.
Vhen p is large, the network connective probability of CSRN is
[most the same with small p. 0n the other hand, in SN, the ten—
ency network connectivity versus p is almost the same, however,
1e larger a is, the smaller the value is.

As these results, CN has best performance of network connec-
vity. However, it has been shown that CN has much poorer per-
)rmance of intemodal distance than other network. Thus, it is

xpecetd for the network to have good performance of both net-
'ork connective probability and intemodal distance.

3 Conclusion

We theoretically analyze the network connective probability
f multihop network under the correlated damage of node. We
‘eat shuffleNet, chordal network and connective semi-random
etwork. It is found that in the independent node breakage. the
etwork whose number of incoming links is the constant has good
erformance of network connective probability, and found that in
ie correlated node breakage. the network whose link assignment

1.0

0.8

0.6
N=384 for CN and CSRN

N = 3 p"3 for SN
[heretical caluCulation

0.4
0 SN

" 0 CN
u CSRN

computer simulation
 NetworkconnectiveprobabilityP

0.2
1 2 3 4 5 6 7

number of outgoing links 11

Figure 8. The network connective probability with a = 0.8 versus
the number of outgoing links per node.

is random has good performance of one.
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Abstract:

One of important properties of a multihop network is the network connective probabi
which evaluate the connectivity of the network. The network connective probability is

defined as the probability that when some nodes are broken, the rest of the nodes
connect each other. Multihop networks are classified as a regular network whose Ii
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been shown that the network connective probability of a regular network is larger the
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On Four-Connecting a Triconnected Graphl
(Extended Abstract)
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Austin, Texas 78712-1188
tshsu@cs.utezas. edu

Abstract

We consider the problem offinding a smallest set
of edges whose addition four-connects a triconnected
graph. This is a fundamental graph-theoretic problem
that has applications in designing reliable networks.

We present an 0(na(m,n) + m) time sequential
algorithm for four-connecting an undirected graph G
that is triconnected by adding the smallest number of
edges, where n and m are the number of vertices and
edges in G, respectively, and a(m,n) is the inverse
Aclcermann’s function.

In deriving our algorithm, we present a new lower
bound for the number of edges needed to four-connect
a triconneeted graph. The form of this lower bound is
difl'erent from the form of the lower bound known for
biconnectiuity augmentation and triconnectiuity aug-
mentation. Our new lower bound applies for arbitrary
k, and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a
(I: — l)-connected graph. For I: = 4, we show that this
lower bound is tight by giving an efl‘icient algorithm
for finding a set of edges with the required size whose
addition four-connects a triconnected graph.

1 Introduction

The problem of augmenting a graph to reach a cer-
tain connectivity requirement by adding edges has im-
portant applications in network reliability [6, 14, 28]
and fault-tolerant computing. One version of the aug.
mentation problem is to augment the input graph to
reach a given connectivity requirement by adding a
smallest set of edges. We refer to this problem as the

[This work was supported in part by NSF Grant CCRaBO—23059.

HBO-mm 33.00 0 I992 I583

smallest augmentation problem.

Vertex-Connectivity Augmentations
The following results are known for solving the small-
est augmentation problem on an undirected graph to
satisfy a vertex-connectivity requirement.

- For finding a smallest biconnectivity augmentation,
Eswaran & ’lhrjan [3] gave a lower bound on the small-
est number of edges for biconnectivity augmentation
and proved that the lower bound can be achieved.
Rosenthal be Goldner [26] developed a linear time se-
quential algorithm for finding a smallest augmenta-
tion to biconnect a graph; however, the algorithm in

[26] contains an error. Hsu & Ramachandran [11]
gave a corrected linear time sequential algorithm. An
0(log2 n)" time parallel algorithm on an EREW PRAM

' using a linear number of processors for finding a small.

70

est augmentation to biconnect an undirected graph
was also given in lieu 8; Ramachandran [11], where
n is the number of vertices in the input graph. (For
more on the PRAM model and PRAM algorithms, see

[21].)
For finding a smallest triconnectivity augmenta-

tion, Watanabe be Nakamura [33, 35] gave an 0(n(n +
my) time sequential algorithm for a graph with n ver-
tices and m edges. Ben to Ramachandran [10, 12]
developed a linear time algorithm and an 0(logz n)
time BREW parallel algorithm using a linear num—
ber of processors for this problem. We have been in-
formed that independently, Jordan [15] gave a linear
time algorithm for optimally triconnecting a bicon-
nected graph.

For finding a smallest lr-connectivity augmentation,
for an arbitrary k, there is no polynomial time algo-
rithm known for finding a smallest augmentation to
h-connect a graph, for k > 3. There is also no effi-
cient parallel algorithm known for finding a smallest
augmentation to k-connect any nontrivial graph, for
k>3.
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The above results are for augmenting undirected

graphs. For augmenting directed graphs, Masuzawa,
Bagihara 85 Tokura [23] gave an optimal-time sequen-
tial algorithm for finding a smallest augmentation to
k-connect a rooted directed tree, for an arbitrary k.
We are unaware of any results for finding a small-

est augmentation to k—connect any nontrivial directed
graph other than a rooted directed tree, for I: > 1.

Other related raults on finding smallest vertex-

connectivity augmentations are stated in [4, 19].

Edge-Connectivity Augmentation
For the problem of finding a smallest augmentation for
a graph to reach a given edge connectivity property,
several polynomial time algorithms and efiicient paral-
lel algorithms are known. These results can be found
in [1, 3, 4, 5, 8, 9, 13, 16, 19, 24, 27, 30, 31, 34, 37].

Augmenting a Weighted Graph
Another version of the problem is to augment a graph,
with a weight assigned to each edge, to meet a connec-
tivity requirement using a set of edges with a minimum
total cost. Several related problems have been proved
to be NP-complete. These results can be found in

[3. 5, 7, 20, 22, 32, 33, 36].
Our Result

In this paper, we describe a sequential algorithm for
optimally four-connecting a triconnected graph. We
first present a lower bound for the number of edges
that must be added in order to reach four-connectivity.
Note that lower bounds different from the one we give
here are known for the number of edges needed to bi-
connect a connected graph [3] and to triconnect a bi-
connected graph [10]. It turns out that in both thae
cases, we can always augment the graph using ex-
actly the number of edges specified in this above lower
bound [3, 10]. However, an extension of this type of
lower bound for four-connecting a triconnected graph
does not always give us the exact number of edges
needed [15. 17]. (For details and examples, see Sec-
tion 3.)

We present a new type of lower bound that equals
the exact number of edges needed to four-connect a tri-
connected graph. By using our new lower bound, we
derive an 0(na(m, n) + in) time sequential algorithm
for finding a smallest set of edges whose addition four-
connects a triconnected graph with n vertices and m

edges, where a(m, n) is the inverse Ackermann’s func-
tion. Our new lower bound applies for arbitrary k,
and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a

(I: — 1)-connected graph. The new lower bound and
the algorithm described here may lead to a better un-

7|

derstanding of the problem of optimally k-connecting
a (k — 1)—connected graph, for an arbitrary la.

2 Definitions

We give definitions used in this paper.

Vertex-Connectivity

A graph‘ G with at least k +1 vertices is k-connected,
l: 2 2, if and only if G is a complete graph with I: + 1
vertices or the removal of any set of vertices of cardi-
nality less than I: does not disconnect G. The vertex-
connectivity of G is k if G is le-connected, but not
(b + l)-connected. Let u be a minimal set of ver-
tices such that the resulting graph obtained from G
by removing U is not connected. The set of vertices
U is a separating le-set. If |u| = 3, it is a separating
triplet. The degree of a separating k-set S. d(8), in a
k-connected graph G is the number of connected com-
ponents in the graph obtained from G by removing .5.
Note that the degree of any separating lr-set is Z 2.
Wheel and Flower

A set of separating triplets with one common vertex c
is called a wheel in [18]. A wheel can be represented
by the set of vertices {c} U {so,s1,...,s,-1} which
satisfies the following conditions: (i) q > 2; (ii) Vi s6
1', {canal} is a separating triplet except in the ease
thatj = ((i + 1) mod q) and (s,,s,-) is an edge in G;
(iii) c is adjacent to a vertex in each of the connected
components created by removing any of the separating
triplets in the wheel; (iv) Vj st (i+1) mod q, {c,'s,-, sj}
is a degree-2 separating triplet. The vertex c is the
center of the wheel [18]. For more details. see [18].

The degree ofa wheel W = {c} U {50, 31, . . .,s,_1},
d(W), is the number of connected components in
G - {c, so, . . . , 5,4} plus the number of degree-3 ver-
tices in {80.81, . . . , 5P1} that are adjacent to c. The
degree of a wheel must be at least 3. Note that
the number of degree3 vertices in {so,s1, ...,s¢_1}
that are adjacent to c is equal to the number of sep-
arating triplets in {(e,si,s(‘+;) mod 1) | 0 S i <
q, such that so“) mod ,, is degree 3 in G}. An ex-
ample is shown in Figure l.

A separating triplet with degree > 2 or not in a
wheel is called a flower in [18]. Note that it is possible
that two flowers of degree-2 f1 = {am- | 1 5 i 5 3}
and f2 = {an I l 5 i 5 3} have the property that Vi,
1 5 i 5 3, either a1_,- = 02..- or (am, a“) is an edge
in G. We denote 1',ng if f; and f; satisfy the above

‘Graphs refer to undirected graphs throughout this paper
unless specified otherwise.
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Figure l: Illustrating a wheel {7} U {l,2,3,4,5,6}.
The degree of this wheel is 5I i.e. the number of com-
ponents we got after removing the wheel is 4 and there
is one vertex (vertex 5) in the wheel with degree 3.

condition. For each flower f, the flower cluster .7} for
f is the set of flowers {[1, . ..,f,} (including f) such
that f‘Rfr, Vi, 1 S i 5 2.

Each of the separating triplets in a triconnected
graph G is either represented by a flower or is in a
wheel. We can construct an 0(n)—spaee representation
for all separating triplets (i.e. flowers and wheels) in
a triconnected graph with n vertices and m edges in
0(na(m, n) + m) time [18].
K-Bloek

Let G = (V, E) be a graph with vertex-connectivity
k - 1. A lc-blacl- in G is either (i) a minimal set of
vertices Bin a separating (lc— 1)—set with exactly k—l
neighbors in V\B (these are special h-blocks) or (ii) a
maximal set of vertices B such that there are at least

I: vertex-disjoint paths in G between any two vertices
in 8 (these are non-special k-blocks). Note that a set
consisting of a single vertex of degree k—l in G is a k-
block. A bblocl: leaf in G is a lc-block B; with exactly
k — 1 neighbors in V\Bl. Note also that every special
k-block is a k-block leaf. If there is any special 4-block
in a separating triplet S, d(S) S 3. Given a non-
special k-block 8 leaf, the vertices in B that are not
in the flower cluster that separates B are demanding
vertices. We let every vertex in a special 4—bloek leaf
be a demanding vertex.

Claim 1 Every non-special k-block leaf contains at
least one demanding vertex. _ El

Using procedures in [18], we can find all of the 4-block
leaves in a triconnected graph with n vertices and m
edges in O(na(m, n) + m) time.
Four-Block ’h'ee

From [18] we know that we can decompose vertices in
a triconnected graph into the following 3 types:
4-blocks; (ii) wheels; (iii) separating triplets that are

72

 
Figure 2: Illustrating a triconnected graph and its 4-
bll:(G). We use rectangles, circles and two concen-
tric circles to represent R—vertices, F-vertices and W-
vertices, respectively. The vertex-numbers beside each
vertex in 4-blk(G) represent the set of vertices corre—
sponding to this vertex.

not in a wheel. We modify the decomposition tree

in [18] to derive the four-Hock tree 4-bllc(G) for a
triconnected graph G as follows. We create an R,-
vertex for each 4—block that is not special (i.e. not
in a separating set or in the center of a wheel), an
F-vertex for each separating triplet that is not in a
wheell and a W-vertex for each wheel. For each wheel
W = {c} U {so,s1, . ..,s¢_1], we also create the fol-
lowing vertices. An F-vertex is created for each sep-
arating triplet of the form {c,si,s(;+1) m 9} in W.
An R—vertex is created for every degree3 vertex s in
{so, u, . . ., s,_l} that is adjacent to c and an F-vertex
is created for the three vertices that are adjacent to
s. There is an edge between an F-vertex f and an R-
vertex r if each vertex in the separating triplet corre-
sponding to f is either in the 4-block H, correspond~
ing to r or adjacent to a vertex in H,. There is an
edge between an F-vertex f and a W-vertex w it the
the wheel corresponding to 10 contains the separat-
ing triplet corresponding to f. A dummy R-vertez is
created and adjacent to each pair of flowers 1’; and
In with the properties that f, and f; are not already
connected and either fr E 1-12! f2 6 f], (i.e. their
flower clusters contain each other) or their correspond-
ing separating triplets are overlapped. An example of
a 4-block tree is shown in Figure 2.

Note that a degree-1 R-vertex in 4-bllc(G) corre-
sponds to a 4-block leaf, but the reverse is not nec—
essarily true, since we do not represent some special
4.block leaves and all degree-3 vertices that are cen-
ters of wheels in 4-bllc(G). A special 4-block leaf {0},
where v is a vertex, is represented by an R—vertex in
4—blk(G) if v is not the center of a wheel w and it is in
one of separating triplets of w. The degree of a flower
F in G is the degree of its corresponding vertex in
4—blk(G). Note also that the degree of a wheel W in

1249



1250

G is equal to the number of components in 4-blk(G)
by removing its corresponding W-vertex w and all F-
vertices that are adjacent to w. A wheel W in G is
a star wheel if d(W) equals the number of leaves in
4obllc(G) and every special 4-block leaf in W is either
adjacent to or equal to the center. A star wheel W
with the center c has the property that every 4-block

leaf in G (not including {c} if it is a 4-bloclr leaf) can
be separated from G by a separating triplet containing
the center c. If G contains a star wheel W, then W

is the only wheel in G. Note also that the degree of a
wheel is less than or equal to the degree of its center
in G.

K-connectivity Augmentation Number
The k-connectiuitg augmentation number for a graph
G is the smallest number of edges that must be added
to G in order to k-connect G.

3 A Lower Bound for the Four-

Connectivity Augmentation Num-
ber

In this section, we first give a simple lower bound
for the four-connectivity augmentation number that
is similar to the ones for biconnectivity augmentation

[3] and triconnectivity augmentation [10]. We show
that this above lower bound is not always equal to
the four-connectivity augmentation number [15, 17].
We then give a modified lower bound. This new lower
bound turns out to be the exact number of edges that
we must add to reach four-connectivity (see proofs in

Section 4). Finally, we show relations between the two
lower bounds.

3.1 A Simple Lower Bound

Given a graph G with vertex-connectivity k — 1, it
is well known that max{[!§‘|,d - 1} is a lower bound
for the k-connectivity augmentation number where I.
is the number of k-block leaves in G and d is the maxi-

mum degree among all separating (l: — l)asets in G
It is also well known that for k = 2 and 3, this lower
bound equals the k-connectivity augmentation num-
ber [3, 10]. For I: = 4, however, several researchers
[15, 17] have observed that this value is not always
equal to the four—connectivity augmentation number.
Examples are given in Figure 3. Figure 3.(1) is from
[15] and Figure 3.(2) is from Note that if we ap-
ply the above lower bound in each of the three graphs
in Figure 3, the values we obtain for Figures 3.(1),

73

§fii§sfi
Figure 3: Illustrating three graphs where in each
case the value derived by applying a simple lower
bound does not equal its four-connectivity augmen-
tation number.

3.(2) and 3.(3) are 3, 3 and 2, respectively, while we
need one more edge in each graph to four-connect it.

3.2 A Better Lower Bound

Notice that in the previous lower bound, for every

separating triplet S in the triconnected graph G =
{V, E}, we must add at least (1(8) — l edges between
vertices in V\S to four-connect G, where (1(5) is the
degree of S (i.e. the number of connected components
in G — 8); otherwise, 8 remains a separating triplet.
Let the set of edges added be Al‘s. We also notice
that we must add at least one edge into every 4-block
leaf B to fouroconnect G; otherwise, 8 remains a 4-
block leaf. Since it is possible that S contains some
4-block leaves, we need to know the minimum number
of edgu needed to eliminate all 4-block leaves inside
8. Let the set of edges added he Ans. We know that

.41; n A3,; = 0. The previous lower bound gives a
bound on the cardinality of Axis, but not that of A:_5.
In the following paragraph, we define a quantity to
measure the cardinality of A;;.

Let Q; be the set of special 4-block leaves that are
in the separating triplet S of a triconnected graph G.
Two 4-block leaves 3; and B; are adjacent if there is

an edge in G between every demanding vertex in B;
and every demanding vertex in 83. We create an aug-
menting graph for 6', 6(8), as follows. For each special
4-bloclr leaf in Q5, we create a. vertex in 9(5). There
is an edge between two vertices v1 and u; in as if
their corresponding 4-blocks are adjacent. Let g(S)
be the complement graph of 9(8). The seven types of
augmenting graphs and their complement graphs are
illustrated in Figure 4.

Definition 1 The augmenting number (1(5) for a
separating triplet S in a tn'connected graph is the num-
ber of edges in a maximum matching M of Q(S) plus
the number of vertices that have no edges in M inci-
dent on them.
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Figure 4: Illustrating the seven types of augment-
ing graphs, their complement graphs and augmenting
numbers that one can get for a separating triplet in a
triconnected graph.

The augmenting numbers for the seven types of aug-
menting graphs are shown in Figure 4. Note that in a
trieonnected graph, each special 4-block leaf must re-
ceive at least one new incoming edge in order to four-
connect the input graph. The augmenting number
a(S) is exactly the minimum number of edges needed
in the separating triplet S in order to four-connect the
input graph. The augmenting number of a separating
set that does not contain any special 4-block leaf is 0.
Note also that we can define the augmenting number
a(C) for a set C that consists of the center of a wheel
using a similar approach. Note that 6(6) 5 1.

We need the following definition.

Definition 2 Let G be a triconnected graph with l [-

blocl: leaves. The leaf constraint ofG, lc(G), is
The degree constraint of a separating triplet S in
G, dc(S), is (1(8) — 1 + a($), where d(5) is the de-
gree ofS and a(8) is the augmenting number of S.
The degree constraint of G, dc(G), is the maximum
degree constraint among all separating triplets in G.
The wheel constraint of a star wheel W with center

c in G, wc(W), is +a({c}), where d(W) is the
degree of W and a({c}) is the augmenting number of
{c}. The wheel constraint ofG, wc(G), is 0 if there is
no star wheel in G; otherwise it is the wheel constraint
of the star wheel in G.
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We now give a better lower bound on the 4-
connectivity augmentation number for a triconnected
graph.

Lemma 1 We need at least max{le(G), dc(G),

we(G)} edges to four-connect a trieonnected graph G.

MLet A be a set of edges such that G’ = GUA is
four-connected. For each 4-block leaf B in G, we need

one new incoming edge to a vertex in B; otherwise
B is still a 4-block leaf in G’. This gives the first
component of the lower bound.

For each separating triplet S in G, G — 8 contains
(1(8) connected components. We need to add at least
d(S) - l edges between vertices in G — S, otherwise 8
is still a separating triplet in G’. In addition to that,
we need to add at least a(S) edges such that at least
one of the two end points of each new edge is in 8;
otherwise 8 contains a special 4-block leaf. This gives
the second term of the lower bound.

Given the star wheel W with the center c, 4-blle(G)
contains exactly d(W) degree-1 R—vertices. Thus we

need to add at least [gall] edges between vertices in
G—{c}; otherwise, G’ contains some 4-block leaves. In
addition to that, we need to add a({c}) non-self-loop
edges such that at least one of the two end points of
each new edge is in {e}; otherwise {c} is still a special
4-bloclr leaf. This gives the third term of the lower
bound. 0

3.3 A Comparison of the Two Lower
Bounds

We first observe the following relation between the
wheel constraint and the leaf constraint. Note that if

there exists a star wheel W with degree d(W), there
are exactly d(W) 4-block leaves in G if the center is
not degree—3. If the center of the star wheel is degree-
3, then there are exactly d(W) + 1 4-bloclr leaves in
G. Thus the wheel constraint is greater than the leaf
constraint if and only if the star wheel has a degree-3
center. We know that the degree of any wheel is less
than or equal to the degree of its center. Thus the
value of the above lower bound equals 3.

We state the following claims for the relations be-
tween the degree constraint of a separating triplet and
the leaf constraint.

Claim 2 Lets be a separating triplet with degree d(S)
and )1 special 4-block leaves. Then there are at least
h + d(S) 4-block leaves in G. 0
Claim 3 Let {a1,a;.a3} be a separating triplet in a
triconnected graph G. Then as, 1 S i S 3, is in-
cident on a vertex in every connected component in
G—{01,aa,as}- U
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Corollary 1 The degree of a separating triplet S is
no more than the largest degree among all vertices in
S. D

From Corollary 1, we know that it is not possible that
a triconnected graph has type (6) or type (7) of the
augmenting graphs as shown in Figure 4, since the
degree of their underling separating triplet is 1. We
also know that the degree of a separating triplet with
a special 4-block leaf is at most 3 and at least 2. Thus
dc($) is greater than d(S) -— 1 if dc(8) equals either 3
or 4. Thus we have the following lemma.

Lemma 2 Let low1(G) be the lower bound given in
Section 3.1 for a triconnected graph G and let low-2(0)
be the lower bound given in Lemma 1 in Section 3.2.

(i) low1(G) = Iow,(c) if (0102(0) a {3,4}. (:1)
low2(G) — low1(G) 6 {0,1}. 0

Thus the simple lower bound extended from biconnec-
tivity and triconnectivity is in fact a good approxima-
tion for the four~connectivity augmentation number.

4 Finding a Smallest Four-
Connectivity Augmentation for a

Triconnected Graph

We first explore properties of the 4-block tree that
we will use in this section to develop an algorithm for
finding a smallest 4-connectivity augmentation. Then
we describe our algorithm. Graphs discussed in this
section are triconnected unless specified otherwise.

4.1 Properties of the Four-Block Tree

Massive Vertex, Critical Vertex and Balanced
Graph
A separating triplet S in a graph G is massive if
dc(S) > Ic(G). A separating triplet S in a graph G
is critical if dc(5) = Ic(G). A graph G is balanced if
there is no massive separating triplet in G. If G is bal-
anced, then its 4-blk(G) is also balanced. The following
lemma and corollary state the number of massive and
critical vertices in 4—blk(G).

Lemma 3 Let 51, S; and 83 be any three separating
triplets in G such that there is no special {-bloclc in

S.nS,-,15i<js 3. Ef=ldc(S.-) 51+1, wherel
is the number of 4-block leaves in G.

Eroof: G is triconnected. We can modify 4-blk(G)
in the following way such that the number of leaves in
the resulting tree equals! and the degree of an F-node
f equals its degree constraint plus 1 if f corresponds
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to 5;, 1 5 i S 3. For each W-vertex to with a degree-3
center c, we create an R-vertex rc for c, an F-vertex fa
for the three vertices that are adjacent to c in G. We
add edges (unfc) and (fun). Thus re is a leaf. For
each F—vertex whose corresponding separating triplet
S contains h special 4—block leaves, we attach a(S)
subtrees with a total number of h leaves with the con-

straint that any special 4-block that is in more than
one separating triplet will be added only once (to the
F-node corresponding to 5;, 1 5 i g 3, if possible).
From Figure 4 we know that the number of special
4-block leaves in any separating triplet is greater than
or equal to its augmenting number. Thus the above
addition of subtrees can be done. Let 4-blk(G)’ be
the resulting graph. Thus the number of leaves in 4—
blk(G)’ is I. Let f be an F-node in 4-blk(G)’ whose
corresponding separating triplet is S. We know that
the degree off equals dc(S)+1 ifS e {8.- l 1 g i 5 3}.
It is easy to verify that the sum of degrees of any three
internal vertices in a tree is less than or equal to 4 plus
the number of leaves in a tree. D

Corollary 2 Let G be a graph with more than two

non-special 4-block leaves. There is at most one
massive F-vertez in 4-blh(G). (ii) If there is a mas-
sive F-vertez, there is no critical F-vertez. (iii) There
are at most two critical F-vertices in J-blk(G). 0

Updating the Four-Block ’I‘ree
Let v; be a demanding vertex or a vertex in a special
4-block leaf, i e {1, 2}. Let B.- be the 4—block leaf that
contains 12,-, i E {1,2}. Let b,-, i e {1, 2}, be the vertex
in 4-bllc(G) such that if v; is a demanding vertex, then
b.~ is an R-vertex whose corresponding 4-block contains
v,-; if v,- is in a special 4-bloclr leaf in a flower, then b.-
is the F-vertex whose corresponding separating triplet
contains v.-; if v,- is the center of a wheel w, b.- is the F-

vertex that is closet to b(,- mod 3).” and is adjacent to
w. The vertex b.- is the implied vertex for B.-, i E {1, 2}.
The implied path P between 81 and B1 is the path in 4-
blk(G) between b; and b2. Given 4-bllc(G) and an edge
(01,01) not in G, we can obtain 4-bllc(GU {(1)1,‘Ug)})
by performing local updating operations on P. For
details, see [18].

In summary, all 4—blocks corresponding to R-
vertices in P are collapsed into a single 4-block. Edges
in P are deleted. F-vertices in P are connected to the

new R-vertex created. We crack wheels in a way that
is similar to the cracking of a polygon for updating
3-block graphs (see [2, 10] for details). We say that
P is nan-adjacent on a wheel W, if the cracking of
W creates two new wheels. Note that it is possible
that a separating triplet S in the original graph is no
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longer a separating triplet in the resulting graph by
adding an edge. Thus some special leaves in the orig.
inal graph are no longer special, in which case they
must be added to 4-bllc(G).

Reducing the Degree Constraint of a Separat-
ing Triplet
We know that the degree constraint of a separating
triplet can be reduced by at most 1 by adding a new
edge. From results in [18], we know that we can re-
duce the degree constraint of a separating triplet S
by adding an edge between two non-special 4oblock
leaves 8; and B; such that the path in 4-blk(G) be—
tween the two vertices corresponding to 81 and 82
passes through the vertex corresponding to S. We
also notice the following corollary from the definitions
of 4-blk(G) and the degree constraint.
Corollary 3 Let S be a separating triplet that con-
tains a special 4-bloclr leaf We can reduce dc(S) by
1 by adding an edge between two special 4-block leaves
8; and B; in S such that 81 and B; are not adjacent.
(ii) If we add an edge between a special 4-block leaf
in S and a 4-block leafB not in S, the degree con-
straint of every separating triplet corresponding to an
internal vertex in the path of4-blk(G) between vertices
corresponding to S and B is reduced by 1. El

Reducing the Number of Four-Block Leaves
We now consider the conditions under which the

adding of an edge reduces the leaf constraint lc(G)
by 1. Let real degree of an F-node in 4—blk(G) be 1
plus the degree constraint of its corresponding sepa-
rating triplet. The real degree of a W-node with a
degree3 center in G is 1 plus its degree in 4-blk(G).
The real degree of any other node is equal to its degree
in 4-blk(G).

Definition 3 (The Leaf-Connecting Condition)
Let 31 and B; be two non-adjacent 4-block leaves in
G. Let P be the implied path between B; and B; in 4~
“lc(G). Two 4-block leaves 31 and 82 satisfy the leaf-
connecting condition if at least one of the following
conditions is true. There are at least two vertices
of real degree at least 3 in P. (ii) There is at least
one R-vertez of degree at least 4 in P. (iii) The path
P is non-adjacent on a W-vertez in P. (iv) There is
an internal vertex of real degree at least 3 in P and at
least one of the .l-bloclc leaves in {B}, 82} is special.
(v) 81 and B: are both special and they do not share
the same set of neighbors.
Lemma 4 Let B; and B; be two 4-block leaves in
G that satisfy the leaf-connecting condition. We can
find uertices v.- in 8;, i 6 {1,2}, such that lc(GU
{(111, v;)}) = lc(G) — 1, iflc(G) 2 2. D
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4.2 The Algorithm

We now describe an algorithm for finding a smallest
augmentation to four-connect a triconnected graph.
Let 6 = dc(G) — lc(G). The algorithm first adds 26
edges to the graph such that the resulting graph is
balanced and the lower bound is reduced by 26. If
lc(G) at 2 or wc(G) 96 3, there is no star wheel with
a degree-3 center. We add an edge such that the de-
gree constraint dc(G) is reduced by l and the number
of 4-block leaves is reduced by 2. Since there is no
star wheel with a degree-3 center, wc(G) is also re-
duced by 1 if wc(G) = lc(G). The resulting graph
stays balanced each time we add an edge and the
lower bound given in Lemma 1 is reduced by 1. If
lc(G) = 2 and wc(G) = 3, then there exists a star
wheel with a degree3 center. We reduce wc(G) by 1
by adding an edge between the degree-3 center and a
demanding vertex of a 4-block leaf. Since lc(G) = 2
and wc(G) = 3, dc(G) is at most 2. Thus the lower
bound can be reduced by 1 by adding an edge. We
keep adding an edge at a time such that the lower
bound given in Lemma 1 is reduced by 1. Thus we
can find a smallest augmentation to four-connect a
triconnected graph. We now describe our algorithm.

The Input Graph is not Balanced
We use an approach that is similar to the one used

in biconnectivity and triconnectivity augmentations to
balance the input graph [10, ll, 26]. Given a tree T
and a vertex v in T, a v-chain [26] is a component
in T — [u] without any vertex of degree more than
2. The leaf of T in each v-chain is a v-chain leaf [26].
Let 6 = dc(G) — lc(G) for a unbalanced graph G and
let 4-bllc(G)' be the modified 4-block tree given in the
proof of Lemma 3. Let f be a. massive F-vertex. We
can show that either there are at least 26 + 2 f-chains
in 4—bll:(G)' (i.e. f is the only massive F-vertex) or
we can eliminate all massive F-verticas by adding an
edge. Let «\i be a demanding vertex in the ith f—chain
leaf. We add the set of edges {(Ai, Ag“) | 1 S i S 26}.
It is also easy to show that the lower bound given in
Lemma 1 is reduced by 26 and the graph is balanced.

The Input Graph is Balanced
We first describe the algorithm. Then we give its proof
of correctness. In the description, we need the follow-
ing definition. Let B be a 4-block leaf whose implied
vertex in 4-bllc(G) is b and let 8' be a 4-block leaf
whose implied vertex in 4-bllc(G) is b’. B’ is a nearest
4-block leaf of B if there is no other 4—block leaf whose

implied vertex has a distance to b that is shorter than
the distance between b and b’.
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{t G is triconnected with 2 5 vertices; the algorithm finds
a smallest four-connectivity augmentation. #}
graph function aug3to4(graph G);
{x The algorithmic notation used is from Tarjan [29]. a}

T := 4-blk(G); root T at an arbitrary vertex;
let l be the number of degree-l R-vertices in T;
do 3 a 4-block leaf in G -

if 3 a degree~3 center c -
1. if Ic(G) = 2 and wc(G) = 3 '—o

{t Vertex e is the center of the star wheel to. o}
u; := the 4-block leaf {c};
let u; be a a non-special 4-block leaf

| 3 another degrees center c’ non-adjacent to c -
let u: be the 4-block leaf {c’}

| 3 a special 4-block leaf b non-adjacent to u; —.
let u: := b

| 3 (degree-3 center or special 4—block leaf)
non-adjacent to u; —o

let u: be a a 4-block leaf such that 3 an internal

vertex with real degree 2 3 in their implies path
fl

| lc(G) # 2 or wc(G) gt 3 —o
m‘ > 2 and 3 2 critical F-vertices /. and j, —.

2. find two non-special 4-bloclr leaves u; and u; such
that the implied path between them passes through
f1 and f:

I t > 2 and 3 only one critical F-vertex f1 —‘
if 3 two non-adjacent special 4-block leaves in the
separating triplet 5; corresponding to f. -v

3. let ul and u; be two non-adjacent 4-block leaves
in S]

| ,3 two non‘adjacent special 4-block leaves in the
separating triplet 8; corresponding to f; —v

4. let u be a vertex with the largest real degree
among all vertices in T besides f,;
if real degree ofv in T 2 3 —o

find two non-special 4-bloclr leaves u; and u:
such that the implied path between them
passes through f; and 0

fl

{- The case when the degree of v in T < 3 will
be handled in step 8. t}

fl

I 3 two vertices v1 and v: with real degree 2 3 —-
5. find two non-special 4-block leaves ul and uz such

that the implied path between them passes
through u, and v:

I 3 an R-vertex v of degree 2 4 —o
6. find two non—special 4-bloclr leaves u; and u: such

that the implied path between them passes
through 0

I 3 a W-vertex v of degree 2 4 —v
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7. let u; and u; be two non-special 4-block leaves such
that the implied path between them is
non-adjacent on v

| 3 only one vertex v in T with real degree 2 3 —>
{s T is a star with the center :1. s}

8. find a nearest vertex is of u that contains a 4-block

leaf 9];

let (0' be a nearest vertex of w containing a 4-block
leaf non—adjacent to u];
find two 4-block leaves u; and u; whose implied
path passes through to, w’ and v
{o The above step can always be done, since T is a
star. s}

{o- Note that T is path for all the cases below. t}
I 3 two non-adjacent special 4-bloclr leaves in one
separating triplet S —.

9. let u; and u: be two non-adjacent special 4-blodr
leaves in S

| 3 a special 4-block leaf u) -o
10. find a nearest non-adjacent 4-block leaf u:

| 1' = 2 —~
let u; and u; be the two 4-block leaves

corresponding to the two degree-1 R-vertices in T
fl

fl;

let w, i e (1, 2}, he a demanding vertex in u.- such that
(ghgz) is not an edge in the current G;

G := G U {(91.92)};
update T, l, lc(G), wc(G) and dc(G)

0d;
return G

end augStot;

Before we show the correctness of algorithm
aug3to4, we need the following claim and corollaries.

Claim 4 [26] If 4-bllc(G) contains two critical ver-
tices f1 and f2, then every leufis either in an fx-chain
or in an fz-chain and the degree of any other vertex
in 4-blk(G) is at most 2. D

Corollary 4 If4-b1k(G) contains two critical vertices
f1 and f3 and the corresponding separating triplet 5;,
i 6 {1,2}, of f.- contains a special 4-bloclc leafi then
its augmenting number equals the number of special
4-block leaves in it. 0

Corollary 5 Let [1 and f; be two critical F-verticcs
in 4-blk(G). lithe number of degree-1 R-vertices in
4-bllr(G) > 2 and the corresponding separating triplet
off;, i 6 {1,2}, contains a 4-block IeafBg, we can add
an edge between a vertex in B; and a vertex: in B; to
reduce the lower bound given in Lemma 1 by 1. D
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Theoreml Algorithm aug3toJ addo the smallest
number of edges to four-connect a triconnected graph.D

We now describe an efficient way of implementing

algorithm aug3to4. The 4-block tree can be computed
in 0(na(m, n) + m) time for a graph with n vertices
and m edges [18]. We know that the leaf constraint,
the degree constraint of any separating triplet and the
wheel constraint of any wheel in G can only be de- '
creased by adding an edge. We also know that lc(G),
the sum of degree constraints of all separating triplets
and the sum of wheel constraints of all wheels are all

0(n). Thus we can use the technique in [26] to main-
tain the current leaf constraint, the degree constraint
for any separating triplet and the wheel constraint for
any wheel in 0(n) time for the entire execution of the
algorithm. We also visit each vertex and each edge
in the 4—bloclr tree a constant number of times before

deciding to collapse them. There are 0(n) 4-block
leaves and 0(n) vertices and edges in 4-bIE(G). In
each vertex. we need to use a set-union-find algorithm
to maintain the identities of vertices after collapsing.
Hence the overall time for updating the 4-block tree

is 0(na(n, We have the following claim.
Claim 5 Algorithm augatol can be implemented in
0(na(m,n)+m) time where n and m are the number
of vertices and edges in the input graph, respectively
and a(m,n) is the inverse Acherrnann’s function. E!

‘5 Conclusion

We have given a sequential algorithm for find-
ing a smallest set of edges whose addition four-
connects a triconnected graph. The algorithm runs
in 0(ncr(m, n) + m) time using 0(n + m) space. The
following approach was used in developing our algo-
rithm. We first gave a 4—block tree data structure for
a triconnected graph that is similar to the one given in
[18]. We then described a lower bound on the small-
est number of edges that must be added based on the
4-block tree of the input graph. We further showed
that it is possible to decrease this lower bound by l
by adding an appropriate edge.

The lower bound that we gave here is different from
the ones that we have for biconnecting a connected
graph [3] and for triconnecting a biconnected graph
[10]. We also showed relations between these two
lower bounds. This new lower bound applies for arbi-
trary k, and gives a tighter lower bound than the one
known earlier for the number of edges needed to I:-
connect a (k - l)—connected graph. It is likely that

78

techniques presented in this paper may be used in
finding the Ir-connectivity augmentation number of a
(I: - 1)-connected graph, for an arbitrary 1r.
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A Flexible Architecture for Multi-Hop Optical Networks
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Abstract

It is desirable to have low diameter logical topologies

for multihop lig/ttwave networks. Researchers have
investigated regular topologies for such networks. Only a
few of these (e.g., GEMNET [8]) are scalable to allow the
addition of new nodes to an existing network. Adding new
nodes to such networks requires a major change in routing

scheme. For example, in a nntltistar implementation, a large
number of retuning of transmitters and receivers'and/or
renumbering nodes are needed for [8]. In this paper, we
present a scalable logical topology which is not regular but
it has a low diameter. This topology is interesting since it
allows the network to be expanded indefinitely and new
nodes can be added with a relatively small change to the

network. In this paper we have presented the new topology,
an algorithm to add nodes to the network and two routing
schemes.

Keywords: Optical networks. multihop networks, scalable
logical topology, low diameter networks.

1. Introduction

Optical networks [1] are interconnectiOns of high-speed
broadband fibers using lightpaths. Each lightpath provides
traverses one or more fibers and uses one wavelength

division multiplexed (WDM) channel per fiber. In a
multihop network. each node has a small number of
lightpaths to a few other nodes in the network. The physical
topology of the network determines how the lightpaths get
defined. For a multistar implementation of the physical

topology, a lightpath u —> v is established when node u
broadcasts to a passive optical coupler at a particular
wavelength and the node v picks up the optical signal by
tuning its receiver to the same wavelength. For a wavelength
routed network, a lightpath u —> v might be established

through one or several fibers interconnected by router
nodes. The lightpath definition between the nodes in an
optical network is usually represented by a directed graph
(or digraph) G = (V, E) (where V is the set of nodes and E
is the set of the edges) with each node of G representing a

0-8186-9014v3/98 $10.00 © 1998 IEEE

and
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node of the network and each edge (denoted by u —9 v )

representing a lightpath from u to v. G is usually called the

logical topology of the network. When the lightpath u —-) v
does not exist, the communication from a node u to a node v

occurs by using a (graph-theoretic) path (denoted by

u ax, —>x2—)... —>xk_l —-)v) in G using k hops

through the intermediate nodes x1, x2, x,‘_ I . The
information is buffered at intermediate nodes and, to reduce

the communication delay, the number of hops should be
small. If a shortest graph-theoretic path is used to establish a
communication from u to v, the maximum hop distance is
the diameter of G. Clearly, the lightpaths need to be defined
such that G has a small diameter and low average hop

distance. The indegree and outdegree ofeach node should be
low to reduce the network cost. However, a reduction of the

degree usually implies an increase in the diameter of the
digraph, that is, larger communication delays. The design of
the logical topology of a network turns out to be a difficult
problem in view of these contradictory requirements.
Several different logical topologies have been proposed in
the literature. An excellent review of multihop networks is

presented in [1].
Both regular and irregular structures have been studied

for multihop structures [2], [3], [4], [5], [6], [7]. All the
proposed regular topologies(e.g., shuffle nets, de Bruijn

graphs, togjghypggcggs) enjoy the property of simple
routing algorithms, thereby avoiding the need of complex
routing tables. Since the diameter of a digraph with n nodes
and maximum outdegree d is of 0(logd It), most of the

topologies attempt to reduce the diameter to 0(logd n). One
common property of these network topologies is the number
of nodes in the network must be given by some well-defined
formula involving network parameters. This makes the
topology non-scalable. In short, addition of a node to an
existing network is virtually impossible. In [8], the principle
of shuffle interconnection between nodes in a shufflenet (4]

is generalized (the generalized version can have any number
of nodes in each column) to obtain a scalable network

topology called GEMNET. A similar idea of generalizing

/

/
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the Kautz graph has been studied in [9] showing a better
diameter and network throughput than GEMNET.’ Both
these scalable topologies are given by regular digraphs.

Qne topology that has been studied for optical networks
is the bidirectional ring network. In such networks. each
node has two incoming lightpaths and two outgoing

lightpaths. In terms of the graph model. each node has one
outgoing edge to and one incoming edge from the preceding
and the following node in the network. Adding a new node
to such a ring network involves redefining a fixed number of
edges and can be repeated indefinitely.

Our motivation was to develop a topology which has
the advantages of a ring network with respect to scalability
and the advantages of a regular topology with respect to low
diameter. In other words. our topology has to satisfy the
following characteristics:

° The diameter should be small

° The routing strategy should be simple
0 It should be possible to add new nodes to the net-
work indefinitely with the least possible perturbation of
the network. 4
' Each node in the network should have a predefined
upper limit on the number of incoming and outgoing
edges. '
In this paper we introduce a new scalable topology for

multihop networks where the graph is not. in general.
regular. Given integers n and (1. our proposed topology can
be defined for n nodes with a fixed number ofincoming and
outgoing edges in the network The major advantage of our
scheme is that, as a new node is added to the network. most

of the existing edges of the logical topology are not changed.
implying that the routing schemes between the existing
nodes need little modification. The edges to and from the
new added node can be implemented by defining new
lightpaths which is small in number, namely, 0(d). For
multisrar implementation. for example, this can be
accomplished by retuning 0(d) transmitters and receivers.

The paper is organized as follows. In section 2. we
describe the proposed topology and derive its pertinent
properties. Section 3 presents two routing schemes for the
proposed topology and establishes that the diameter is
0(logd it). Our experiments in section 4 show that. for a
network with n nodes and having an indegree of at most d+ l .
an outdegree of d and the average hop distance is
approximately lagd n. We have concluded with a critical

summary in section 4.

2. Scalable topology for multihop networks

2.1 Proposed interconnection topology

Given two integers n and d. dSn . we define the
interconnection topology of the network as a digraph G in
the following. As mentioned earlier, the digraph is not
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regular - the indegree and outdegree of a node varies from I
to (1+1. We will assume that there is no k, such that

n = 21" :if n = (1“ for some k, our proposed topology is
the same as given by [2]. Let k be the integer such that

d‘ n <11,”l . Let Zk be the set of all (k+I)-digit strings

choosing digits from Z = {0 1,2, ...,d— l} and let any

string of 2" be denoted by xoxl...xk . We divide Zk

into k+2 sets 50,31, ..., Sk+1 such that all strings in Zk

having xj as the left most ocourrence OM is included in S},

OSjSk and all strings with no occurrence of 0 (i.e.

xj¢0, ostk )isincludedin Sk+|.Wenotethat
k-J'

lSk+li=(d-l)k+l and ls =(d—l)jd .ii

0 S j S k . We define an ordering relation between every

pair ofstrings in Zk . Each string in Si is smallerthan each

string in Sj if i < j. For two strings 61. (32 e S)- .

OSjSk-t- I. if 0": xox1...xk and 62: yoyl...”

and t is the largest integer such that x, aty, then 0' < 02

if x,<y, .

Definition: For any string 0, = xoxl...x‘-...xj...xk . the

string 0’2 = xoxl...xj...xi...xk obtained by interchanging

the digits in the i‘h and the 1"“ position in a], will be called

the i-j‘image of 6| .

Clearly. if 0’2 is the i-j-image of 0" then 01 is the i-j-

image of 0'2 and if xi = x,- , 0. and 0'2 represent the
same node.

We will represent each node of the interconnection

topology by a distinct string x0x|...xk of Zk. As

dk<n<dk+l, all strings of Zk will not be used to
represent the nodes in G. We will use It smallest strings from

Zk to represent the nodes of G. Suppose the largest string

representing a node is in SM. We will use a node and its

string representation interchangeably. We will use the term

used string to denote a string of Zk which has been already

used to represent some node in G. All other strings of Zk
will be called unused strings.

Property 1: all strings of 5)‘o are used strings.

Property 2: if 0 e S]. is an used string. then all strings
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of So, 5., .S'j_l are also used strings.

Property 3: If cl = 0»:l ...xk, 62 is the 0-l-image of

o,_ and x. :0 .then 026 S". .

Property 4: If 0'l = 0x1...xk , x1 #0 and O'z.the0-

l-image of GI . is an unused string, then all strings of the

form xlxz.._.xkj. O Sj Sd — I are unused strings.

The proofs for Properties 1 - 4 are trivial and are
omitted.

We now define the edge set of the digraph G. Let any

node u in G be represented by xoxl ...xk . The outgoing

edges from node u are defined as follows:

° There is an edge xoxlxz...xk —) xlxz...xkj when-

ever xlxz...xkj is an used string, for some je Z,

0 There is an edge Oxlxz...xk—>x10x2....rk

whenever the following conditions hold:

a) xlxz...xkj is an unused string for at least one

jeZand

b) .r-IO....rk . the O-l-image of u, is an used string

- There is an edge 0x1x2...xk —) 0x2...xkj forall

je Z whenever the following conditions hold:

a) xi #0 and

b) XIOXZ...xk, the O-l-image of u. is an unused

string

We note that if ma 5/. ,j > 0, node v = xlxl...xkj

always exists (from property 2, since v e Sj_l ). As an

example. we show a network with 5 nodes for d = 2. k = 2 in

figure 1. we have used a solid line for an edge of the type

xoxlxz...xk —) xlxz...xkj. alline of dots for and a line of
dashes and dots for an edge of the type

Oxlxz...xk —) 0x2...xkj.We note thatthe edge from 010 to

100 satisfies the condition for both an edge of the type

xorlxz...xk7-).clx2...xkj and an edge of the type

OxIxz...xk —-) x10.r2...xk.
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Figure 1: Interconnection topology with d = 2, k:

2 for n = 5 nodes. '

2.2 Limits on Nodal Degree

In this section, we derive the upper limits for the

indegree and the outdegree of each node in the network. We
will show that, by not enforcing the regularity, we can easily
achieve scalability. As we add new nodes to the network.
minor modifications of the edges in the logical topology
suffice. in contrast to large number of changes in the edge-

sct as required by other proposed methods.
Theorem 1: In the proposed topology. each node has an

outdegree of up to d.

Proof: Let u be a node 'in the network given by

roarl ...xk 6 SJ. . We consider the following three cases:

i) O<jSk: For every v given by xlxz...xkt for all t.

OSISd- l is an used string since ve Sj_ I. There

fore the edge u —) v exists in the network. If u e Sj.j
> 0, these are the only edges from u. Hence. u has out-
degree d.

ii) j = 0: According to our topology defined above. it

will have an edge to xlxz...xkj whenever xlxz...xkj

is an used string for some je Z. We have three sub-
cases-to consider: '

r If xlxz...xkj is an used string'for allj, 0 Sj<d

then it has outdegree d.

- Otherwise. ifp of the strings xlxz...xkj are used

strings, for some j, 0 S j < d and the O-l-image of u
is also an used string, then it has edges to all the p

nodes With used strings of the form XIX-1.. .xkj and

to the 0-] -image ofu. Hence u has outdegree p + 1.
Here it has an outdegree of at least I and at most d.

- Otherwise, if the O-l-image of u is an unused string.

then all strings of the form xlxz...xkj are unused‘

1261



1262

strings (Property 4) and it has d outgoing edges to

nodes ofthe form 0x2x3...xkj . 0 S j < (1. Hence it

has outdegree (1.

iii) j = k+ 1: If p of the strings .rlxz...xkj are used

strings. for some j. 0 S j < d. then it has outdcgree ofp.

We note that X1.t2...xk0 e Sk is an used string. There-

fore l S p S d. and it has an outdegree of at least 1 and
at most (1.

Theorem 2: In the proposed topology. each node has an
indegree of up to d+l.

Proof: Let us consider the indegree of any node v given

by yoyi ...yk e 5;. As described in 2.1, there may be three
type of edges to node v as follows:

0 An edge tyoyl...yk_ I ->yoyl...yk whenever

tyoyl ...,vk_ , is an used string. for some re Z .

There may be at most d edges of this type to v.

' If y, = 0. yo¢0 there may be an edge

03’o)'2- - --"k —’ Yo?! ---.l'k

° If yo = 0 and tyoy1 ...yk_l is an unused string for

some I e Z . there is an edge

OtyI ...yk_l —> yoyl ...yk. There may be at most d

edges of this type to v.

We have to consider 3 cases,j = 0.} = l andj >l. Ifj >1.

the only edges are of the type tyoyl...yk_l ——) )on, my,‘

and there can be up to d such edges. lfj = l, in addition to

the edges are of the type tyoyl...yk_ l —-) yoyl ...yk , there

can be only one edge of the type Oyoyz...yk -) yoyl ...yk.

Thus thetotal number of edges cannot exceed d + l. in this

case. lfj = 0. an edge ofthe type 01y....yk_ I —-) yoyl ...yk

exists if and only if the corresponding edge of type

tyoyl...yk_l ay'oyl...“ does not exist in the network.

Therefore. there are always exactly d incoming edges to v in
this case.

2.3 Node Addition to an Existing Network

In this section we consider the changes in the logical
topology that should occur when a new node is added to the
network. We show that at most 0(d) edge changes in G
would suffice when a new node is added to the network.

When a multistar implementation is considered. this means
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0(d) retuning of transmitters and receivers, whereas for a
wavelength ro'uted network. this means redefinition of 0(d)
lightpaths. In contrast. for other proposed topologies [8], [9]
the number of edge modifications needed was 0(nd). As
discussed in the previous section. the nodes are assigned the
smallest strings defined earlier. Addition of a new node it
implies that we will assign the smallest unused string to the

newly added node. Let the string be xoxl...xke SI. . We
consider the following three cases:

i) l<jskz For every v given by xlxz...xkt,

OSISd- I. ve Sj_l. Therefore v is an used string
and we have to add a new edge u —> v to the net-

work. The node given by w0 = OxoxI "4k _ I is guar-

anteed to be an used string. since woe So and we

have to add a new edge We ——> u i to the network. If

Xk = d" 1, we have to delete the edge from we to its
O-l-image at this time. For every w given by

weSjH
unused string. Therefore we is the only predecessor of

txoxl...xk_l. lStSd—l. and is an

ll.

ii) j = [(+12va = xlxz...xkt. OStSp—l is an

used string. we add a new edge u -> v to the net-

work. We note that xlxz...xk0€ Sk is an used string.

Therefore. there is at least one v such that u —t v

exists. Similarly, if w = txoxl ...xk_ I. OSIS p —- l is

an used string. we add a new edge w —> u to the net-

work. Wc note that wo = Oxoxl....rk_ l E So is an

used string. Therefore. there is at least one w such that

w —) u exists. If xk = d - l. we delete the edge from

we to its 0- l-image at this time.

iii) j = l : Let wt = Oxoxz...xk be the O-l-image

of u. Before insening u, the node Oxoxz...xk was

connected to all nodes v = 0x2...xkt. 0 S t S d — l

(case iii in our topology given in 2.l).We have to

' delete the edge we -> v for each node

v = 0x2...xkt in the network.

° add an edge u—w foreach node v = 0x2...ku
in the network.

to the' addanewedc w =0xx...x._ —wE o o: t t
network
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° if we ¢ w0 . add an edge wc -> u to the network.

- if .tk = d— l .and w0¢0x0000m0 delete the

edge from wo to its O-l-image.

 
Figure 2: Expanding a topology with d: 2, k: 2

from (a) n = 5 to (b) n =6 nodes.

Figure 2(a) shows again the network with 5 nodes given
in Figure 1. We choose the smallest unused string

u = 101 to represent the new node being inserted. The

node u will have outgoing edges (shown by solid lines) to all
nodes of the form Olj, to nodes 010 and ()l l. The 0-! image
ofu is node 01 1. Hence all edges from Oil to nodes 010 and
011 are deleted an a new edge from lOl to OH is inserted
(shown by a dashed line). Also a new edge is inserted from
node 0l0 to ml. The final network is shown in Figure 2(b)

3. Routing strategy

In this section. we present two routing schemes in the
proposed topology from any source node S to any
destination node D. Let S begiven by the string

XOXI....tkESj and D be given by the string

yoyl..,yke S, .

3.1 Routing scheme

Let I be the length of the longest suffix of the string

xoxln-Xt- that is also a prefix of yoyl...yk and let
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o(S,D) denote the string xoxl...xkyly,+lyl+2...yk of

length 2(k+ l)-l. Since 0(5. D) is oflength 2(k+l) - I, it has
(k+l)—l+l substrings, each of length (k+l). Two of these
substrings represent S and D. Since S and D are nodes in the
network, these two substrings are used strings. If all the

remaining k-l substrings of o’(S, D) having length k+l are
also used strings. then a routing path from S to D of length
k+ [-1 exists as given by the sequence of nodes given in (1)
below.

5: xoxl...xk —->xlx2...xky,-)x2...x2k_ kaylyhl -)

...—)xky,...yk_2yk_l—>yoyl...yk =D (1)

In other words, if all thek - 1+ 2 suhstrings of o(S. D)
are used strings. we can use 6(S. D) to represent the path
from S (00 in (1).

Property 5: If all the k - l + 2 substrings of 6(5. D) are

used strings. 0(5, D) represents the shortest path from S to
D.

However. if some of the substrings of 0(5, D) are not
used strings. then some of the corresponding nodes do not
currently appear in the network and hence this path does not

exist. We note that any two consecutive strings in o‘(S, D)

is given by (113. where a = xixi+l...xky,y”l...y,+i.

OSiSk—l— Land

[3: -‘i+ixi+2---xk>'1>’t+|~-)’1+t>’t+i+t- Le‘ Bbe “"3

first unused string in (1). According to our topology. either

aeSo or desk“.

Property 6: If a e 50 and

Y = x” l0.\".+2...xky,y,+l...y,+i, the 0-l-image of Otis
an used string. then

- 0(5, 0:) represents a path fromS to a of length i.

- there exiSIs a path

aaYa5= oxl+2"'xkylyl+l"'yl+iyl+i+l

' 0(5, D) is a string of length k+2-l-i

Property 7: If (1 6 So and

Y = xi+l0xi+2...xky,yl+l...y,+i the O-l-image of a is

an unused string. then

0 0(5. 0t) represents a path from S to 0: oflcngth i.
o there exists a path
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“*5 = 0xi+2----"t-"I-"t+t---yr+i)’1+i+t

- 0(5, D) is a string of length k+2-l—i

Properties 6 and 7‘ follow directly from our topology

defined in 2.I.

Property 8: If a network contains all nodes in So. SI, ,Sk

then

- there exists an edge S —-) y = x,x2...xk0 and

' 0(7, D) represents a path from a to D of length
that cannot exceed k+l. «

Proof of Property 8: Since the network contains all

nodes in 50. SI. . 5k, Y e S} for some j. jSk and must
exist. Our topology (section 2.1) ensures that the edge

5 —-) 7 exists. The path given below consists only strings

belonging to groups Si. OSiSk and hence are used
strings:

y —> x2...xk0_\'0 —-> x3...xk0y0 -) ->yo_\’l ...yk. The

number ofedges in the path is k+ l. hence the proof.

Theorem 3:The diameter of a network using the
proposed topology cannot exceed 2(k+ I).

Proof: We consider any source-destination pair (S, D).

If all the k - 1+ 2 substrings of 6(5. D) are used strings,

0(S,D) represents the shOrtest path from S to D and

cannot exceed k+l. If (3 is the first unused string in (I), and

at is the preceding string then we have to consider two
cases:

Case I) ore So: In this situation we can apply

property 6 if O-l-image of at is an used string.
Otherwise we can use property 7. If we can use
property 6. it means we need two edges to insert the

digit y,“+ l . Alternatively, if we can use

property 7. it means we need one edge to insert the

digit yIH-H.

Case 2) at e S,”I : In this situation we discard the

partial path from S to a. The first edge in our new

path 'will be S = xoxl...xk—)x‘x2...xk0.

Property 8 guarantees that once we have this
situation. we can aIWays start all over again

yo'y l 0'1:

encountering an unused string and requires a

inserting digits without ever
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maximum of k+l edges.This represents the worst
case since there may exist a shorter path by finding

the longest suffix of xlxz...xk0 that matches the

corresponding prefix of D. In this case the path
cannot exceed k + 2.

Case I can appear repeatedly. The worst situation is
when we have to apply it to insert every digit of D. In other
words. the path in this case can be as long as 2(k+-l).

3.2 Example of routing

Let us consider the network of Figure 2(b). Suppose. S
= OI l and D = 00l. Since the only outgoing edge from 011
is to its O-l-image lOl. the first edge in the path is

OH --> 101 .From 10]. we shiftin the successive digits of

the destination. So. the final path is given by
S=OII—-)IOI—)OIO—-)I00—)OOI =D. In this

particular example. there are no nodes belonging to group
k+ I. So, case 2 is not used.

4. Experiments to determine the average hop
distance

We carried out some experiments to determine the

average hop distance In . In each of these experiments. we

have started with a given value of d. the minimum indcgree
(or outdegree) and a specified value of an integer k. The

network with dk nodes is identical to that given in [8]. We

have calculated the average hop distance it of this network

from the hop distances of every source/destinations pairs
using the routing scheme described in the previous section.

Then we have added a node to the network and calculated it

for the new network in the same way. We continued the
. . . t

process of addlng nodes until the network contained 4 + I
nodes. The results of the experiments are shown in Table l
and reveal the following:

o The average hop distance is approximately k+l.
° The average hop distance stans at approximately k

and increases to approximately k+l as we start add-
ing nodes to the network.

We interpret these results as follows. Even though the
diameter is 2(k+l). the number of lightpaths through paths
involving O-l images. which increase the number of hops. is
relatively small. Our network is identical to that in [2] when

. . I
the number of nodes in the network is d" or dk + and. for
these values. it is known that the network has a diameter of
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k and k+l respectively.

Table 1: Variation of average hop distance with number of
nodes
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5. Conclusions
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In this paper we have introduced a new graph as a
logical network for multihop networks. We have shown that
our network has an attractive average hop distance
compared to existing networks. The main advantage of our
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approach is the fact that we can very easily add new nodes
to the network. This means that the perturbation of the
network in terms of redefining edges in the network is very
small in our architecture. The routing scheme in our network
is very simple and avoids the use'of routing tables.
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Alexandria, VA 22313—1450 _ Technology Center 2100
Sir:

The present communication responds to the Office Action dated January 12, 2004 in the

above-identified application. Please extend the period of time for response to the Office Action

by one month to expire on May 12, 2004. Enclosed is a Petition for Extension of Time and the

corresponding fee. Please amend the application as follows:

Amendments to the Specification begin on page 2.

Amendments to the Claims are reflected in the listing of claims beginning on page 4.

Remarks/Arguments begin on page 8.
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Amendments to the Specification:

In accordance with 37 CFR 1.72(b), an abstract of the disclosure has been included

below. In addition, the status of the related cases listed on page 1 of the specification has been

updated.

Therefore, please add the Abstract as shown below:

A technique for adding a participant to a network is provided. This technigue allows for

the simultaneous sharing of information among many participants in a network without the

placement of a high overhead on the underlying communication network. To connect to the

broadcast channel, a seeking computer first locates a computer that is fully connected to the

broadcast channel. The seeking computer then establishes a connection with a number of the

computers that are already connected to the broadcast channel. The technigue for adding a

participant to a network includes identifling a pair of participants that are connected to the

network, disconnecting the participants of the identified pair from each other, and connecting

each participant of the identified pair of participants to the added participant.

Please amend the "Cross-Reference to Related Applications" to read as follows:

This application is related to US. Patent Application No. 09/629,576, entitled

“BROADCASTING NETWORK,” filed on July 31, 2000 {Attorney Docket No. 030048001

US ; US. Patent A lication No. 09/629,570, entitled “JOINING A BROADCAST

CHANNEL,” filed on July 31, 2000 {Attorney Docket No. 030048002 US); US. Patent

Application No. 09/629,577, “LEAVING A BROADCAST CHANNEL,” filed on July 31, 2000

Attome Docket No. 030048003 US; US. Patent A lication No. 09/629,575, 'entitled

“BROADCASTING ON A BROADCAST CHANNEL,” filed on July 31, 2000 {Attorney

Docket No. 030048004 US}; US. Patent Application No. 09/629,572, entitled “CONTACTING

A BROADCAST CHANNEL,” filed on July 31, 2000 {Attorney Docket No. 030048005 US g;

\\sea_apps\patent\Clients\Boeing (03004)\8002 (Joining)\U500\0FFICE ACTION RESPONSE 9.000 -2-
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US. Patent ApElication No. 09/629,023, entitled “DISTRIBUTED AUCTION SYSTEM,” filed

on Jul 31,2000 Attorne Docket No. 030048006 US; US. Patent A lication

No. 09/629,043, entitled “AN INFORMATION DELIVERY SERVICE,” filed on July 31, 2000

Attome Docket No. 030048007 US; US. Patent A lication No. 09/629,024, entitled

“DISTRIBUTED CONFERENCING SYSTEM,” filed on July 31, 2000 gAttorney Docket No.

030048008 US}; and US. Patent Apglication No. 09/629,042, entitled “DISTRIBUTED GAME

ENVIRONMENT,” filed on July 31, 2000 {Attorney Docket No. 030048009 US Q, the

disclosures ofwhich are incorporated herein by reference.
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Amendments to the Claims:

Following is a complete listing of the claims pending in the application, as amended:

1. (Currently amended) A computer-based, non-routing table based, non-switch

based method for adding a participant to a network of participants, each participant being
 

connected to three or more other participants, the method comprising:

identifying a_pair of participants of the network that are connected wherein a seeking

participant contacts a fully connected portal computer, which in turn sends an

edge connection reguest to a number of randomly selected neighboring

participants to which the seeking participant is to connect;

disconnecting the participants of the identified pair from each other; and

connecting each participant of the identified pair of participants toWthe seeking

participant.

2. (Original) The method of claim 1 wherein each participant is connected to 4

participants.

3. (Original) The method of claim 1 wherein the identifying of a pair includes

randomly selecting a pair of participants that are connected.

4. (Original) The method of claim 3 wherein the randomly selecting of a pair

includes sending a message through the network on a randomly selected path.

5. (Original) The method of claim 4 wherein when a participant receives the

message, the participant sends the message to a randomly selected participant to which it is

connected.

6. (Currently amended) The method of claim 4 wherein the randomly selected path

is approximatelacproportional to the diameter of the network.

\\sea_apps\patent\Clients\Boeing (03004)\8002 (Joining)\UsOO\OFFICE ACTION RESPONSE 9.000 -4-
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7. (Original) The method of claim 1 wherein the participant to be added requests a

portal computer to initiate the identifying of the pair ofparticipants.

8. (Original) The method of claim 7 wherein the initiating of the identifying of the

pair of participants includes the portal computer sending a message to a connected participant

requesting an edge connection.

9. (Currently amended) The method of claim 8 wherein the portal computer

indicates that the message is to travel a certain—distance proportional to the diameter of the

network and wherein the participant that receives the message after the message has traveled that

certain-distance is one of the participants of the identified pair of participants.

10. (Currently amended) The method of claim 9 wherein the certain distance is

Wmice the diameter of the network.

11. (Original) The method of claim 1 wherein the participants are connected via the

Internet.

12. (Original) The method of claim 1 wherein the participants are connected via

TCP/IP connections.

13. (Original) The method of claim 1 wherein the participants are computer

processes.

14. (Currently amended) A computer-based, non-switch based method for adding

nodes to a graph that is m-regular and m-connected to maintain the graph as m-regular, where m

is four or greater, the method comprising:

identifying p pairs of nodes of the graph that are connected, where p is one half of ma

wherein a seeking node contacts a fully connected portal node, which in turn

sends an edge connection reguest to a number of randomly selected neighboring

nodes to which the seeking node is to connect;

\\sea_apps\patent\Clients\Boeing (03004)\8002 (Joining)\UsOO\OFFICE ACTION RESPONSE 9.DOC '5-
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disconnecting the nodes of each identified pair from each other; and

connecting each node of the identified pairs of nodes to theaddedfl Mnode.

15. (Original) The method of claim 14 wherein identifying of the p pairs of nodes

includes randomly selecting a pair of connected nodes.

16. (Original) The method of claim 14 wherein the nodes are computers and the

connections are point—to-point communications connections.

17. (Original) The method of claim 14 wherein m is even.

18—3 1. (Previously cancelled)

32. (Currently amended) A computer-readable medium containing instructions for

controlling a computer system to connect a participant to a network of participants, each

participant being connected to three or more other participants, the network representing a

broadcast channel wherein each participant forwards broadcast messages that it receives to all of
 

its neighbor participants, wherein each participant connected to the broadcast channel receives

all messages that are broadcast on the network, the network containing a method wherein

messages are numbered seguentially so that messages received out of order are gueued and

rearranged to be in order, by a method comprising:

identifying a pair of participants of the network that are connected;

disconnecting the participants of the identified pair from each other; and

connecting each participant of the identified pair of participants to theaddedfim

participant.

33. (Original) The computer-readable medium of claim 32 wherein each participant

is connected to 4 participants.

34. (Original) The computer-readable medium of claim 32 wherein the identifying of

a pair includes randomly selecting a pair of participants that are connected.

\\sea_apps\patent\CIients\Boeing (03004)\8002 (Joining)\UsOO\OFFICE ACTION RESPONSE 9.000 -6-
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35. (Original) The computer-readable medium of claim 34 wherein the randomly

selecting of a pair includes sending a message through the network on a randomly selected path.

36. (Original) The computer-readable medium of claim 35 wherein when a

participant receives the message, the participant sends the message to a randomly selected

participant to which it is connected.

37. (Currently amended) The computer-readable medium of claim 35 wherein the

randomly selected path is appmxknatel-ymvice a diameter of the network.

38. (Original) The computer-readable medium of claim 32 wherein the participant to

be added requests a portal computer to initiate the identifying of the pair of participants.

39. (Original) The computer-readable medium of claim 38 wherein the initiating of

the identifying of the pair of participants includes the portal computer sending a message to a

connected participant requesting an edge connection.

40. (Currently amended) The computer-readable medium of claim 38 wherein the

portal computer indicates that the message is to travel a certain-distance that is twice the diameter

of the network and wherein the participant that receives the message after the message has

traveled that certain-distance is one of the identified pair of participants.

41—49. (Previously cancelled)
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REMARKS .

Reconsideration and withdrawal of the rejections set forth in the Office Action dated

January 12, 2004 are respectfully requested.

1. Reflections under 35 U.S.C. § 112, first paragraph

Claims 1, 14, and 32 have been amended to include sufficient antecedent basis. In claim

1, the phrase "the added participant", which appears in the last line of the claim, has been

changed to "the seeking participant". In addition, "a seeking participant" precedes "the seeking

participant" in an earlier line of claim 1, providing sufficient antecedent basis. In claim 32, the

phrase "the added participant", which appears in the last line of the claim, has been changed to "a

seeking participant". In claim 14, the phrase "the added node", which appears in the last line of

the claim, has been changed to "the seeking node". In addition, "a seeking node" precedes "the

seeking node" in an earlier line of claim 14, providing sufficient antecedent basis.

llll. Re'ections under 35 1U.S.C. 112, second ara ra In

Claim 6 has been amended to render the claim definite. The term "approximately

proportional" has been changed to "proportional". Claim 10 has also been amended to render the

claim definite. The term "approximately twice the diameter" has been changed to "twice the

diameter". Claim 37 has been amended to render the claim definite. The term "approximately

twice a diameter of the network" has been changed to "twice a diameter of the network".

Rejections under 35 11.8.0 § 102

A.

III.

The Applied Art

US. Patent No. 6,603,742 B1 to Steele, Jr. et a1. (Steele, Jr. et al.) is directed to a

technique for reconfiguring networks while it remains operational. Steele, Jr. et al. discloses a

method for adding nodes to a network with minimal recabling. Column 3, lines 2—5. An interim

routing table is used to route traffic around the part of the network affected by the adding of a

\\sea_apps\patent\C|ienls\Boeing (03004)\8002 (Joining)\UsOO\OFFlCE ACTION RESPONSE 9. DOC -8-
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node. Column 11, lines 40-45. Each node in the network can connect to five other nodes.

Column 4, lines 36-39, Column 4, lines 43-44. To add a node to a network, two links between

two pairs of existing nodes are removed and five links are added to connect the new node to the

network. Column 11, lines 25-31. For example, when upgrading from 7 to 8 nodes, the network

administrator removes two links, 3-1 and 5-2, and adds five links, 7-1, 7-2, 7-3, 7-5, and 7-6.

Column 12, lines 45-48.

B. Analysis

Distinctions between claim 1 and Steele, Jr. et al. will first be discussed, followed by

distinctions between Steele, Jr. et al. and the remaining dependent claims.

As noted above, Steele, Jr. et al. discloses a technique for reconfiguring networks. Such

a technique includes steps for disconnecting the participants of a pair from each other and

connecting each participant to a seeking participant but does not include a step for identifying a

pair of participants of the network that are fiilly connected. Column 12, lines 45-49. Steele, Jr.

et al. fails to disclose a method for identifying a pair of participants of the network that are fully

connected.

In contrast, claim 1 as amended includes the limitation of identifying a pair of

participants of the network that are connected. For at least this reason, the applicant believes that

claim 1 is patentable over Steele, Jr. et al.

The invention discloses an identification method in which a seeking participant contacts a

fully connected portal computer. The portal computer directs the identification of a number of

(for example four), randomly selected neighboring participants to which the seeking participant

is to connect. Steele, Jr. et al. fails to disclose a portal computer that directs the identification of

viable neighboring participants to which the seeking participant is to connect. Claim 1 has been

amended to recite, among other limitations, the use of a portal computer for the identifying of "a
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number of selected neighboring participants to which the seeking participant is to connect."

Steele, Jr. et al. fails to disclose such a method for identifying neighboring participants for a

seeking participant to connect to. For at least this reason, claim 1 is patentable over Steele, Jr. et

al.

Further, the claimed does not make use of routing tables. Steele, Jr. et al. fails to disclose

a non-table based routing method. Claim 1 has been amended to recite, among other limitations,

"a computer-based, non-routing table based, non-switch based method for adding a participant to

a network of participants". For at least this reason, claim 1 is patentable over Steele, Jr. et al.

Claim 2 discloses a connection scheme where "each participant is connected to 4

participants". Steele, Jr. et al. fails to disclose a connection scheme in which each participant is

connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which

each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this

reason, claim 2 is patentable over Steele, Jr. et al.

Anticipation a claim under 35 U.S.C. § 102 requires that the cited reference must teach

every element of the claim.1 Steele, Jr. et al. fails to disclose every limitation recited in claim 1.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on claim 1

are likewise allowable.

1 MPEP section 2131, p. 70 (Feb. 2003, Rev. 1). See also, Ex parte Levy, 17

U.S.P.Q.2d 1461, 1462 (Bd. Pat. App. & Interf. 1990) (to establish a prima facie case of

anticipation, the Examiner must identify where “each and every facet of the claimed invention is

disclosed in the applied reference"); Glaverbel Société Anonyme v. North/eke Mktg. & Supply,

Inc., 45 F.3d 1550, 1554 (Fed. Cir. 1995) (anticipation requires that each claim element must be

identical to a corresponding element in the applied reference);At/as Powder Co. v. E]. duPont

De Nemours, 750 F.2d 1569, 1574 (1984) (the failure to mention “a claimed element (in) a prior

art reference is enough to negate anticipation by that reference”).
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lIV. Rejections under 35 U.S.C. § 103, first paragraph

A. The Applied Art

A Flood Routing Method for Data Networks by Cho (Cho) is directed to a routing

algorithm based on a flooding technique. Cho discloses a method in which flooding is used to

find an optimal route to forward messages through. Flooding refers to a data broadcast technique

that sends the duplicate of a packet to all neighboring nodes in a network. In Cho, flooding is

not used to send the message, but is used to locate the optimal route for the message to be sent

through. The method entails flooding a very short packet to explore an optimal route for the

transmission of the message and to establish the data path Via the selected route. Each node

connected to the broadcast channel does not receive all messages that are broadcast on the

broadcast channel. When a node receives a message, it does not forward that message to all of

its neighboring nodes using flooding. In addition, Cho fails to disclose a method for rearranging

a sequence of messages that are received out of order.

B. Analysis

As noted above, Steele, Jr. et al. discloses a method for adding nodes to a network with

minimal recabling. Steele, Jr. et al. fails to disclose a method in which "each participant

forwards broadcast messages that it receives to all of its neighbor participants". Claim 32 has

been amended to clarify the language of previously pending claim 32. Cho discloses a method in

which flooding is used to find an optimal route to forward messages through. Cho fails to

disclose the use of flooding to forward messages. In Cho, flooding is used only to find an

optimal route for data transmission and is not used to actually forward messages. Cho fails to

disclose a system in which "each participant forwards broadcast messages that it receives to all

of its neighbor participants". In Cho, each participant forwards messages only to a destination

node once the optimal route has been selected. Cho fails to disclose a system in which "each
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participant connected to the broadcast channel receives all messages that are broadcast on the

networ ". In addition, Cho fails to disclose a method for addressing a sequence of messages that

are received out of order in which "messages are numbered sequentially so that messages

received out of order are queued and rearranged to be in order".

As explained below, there is no incentive or teaching to combine Steele, Jr. et al. and

Cho. However, even if they were combined, neither Steele, Jr. et al. nor Cho teach or suggest

the use of flooding to send messages to all nodes connected to a broadcast channel. in addition,

neither Steele, Jr. et al. nor Cho teach or suggest the sequential numbering of messages to

rearrange a sequence of messages that are received out of order. The invention of claim 32

includes forwarding messages to all neighboring nodes and numbering each message

sequentially so that "messages received out of order are queued and rearranged to be in order",

which are not disclosed in either Steele, Jr. et al. or Cho. For at least this reason, the applicant

believes that claim 32 is patentable over the combination of Steele, Jr. et al. and Cho.

The independent claims are allowable not only because they recite limitations not found

in the references (even if combined), but for at least the following additional reasons. For

example, there is no motivation to combine the various references as suggested in the Office

Action. According to the Manual of Patent Examining Procedure ("MPEP") and controlling case

law, the motivation to combine references cannot be based on mere common knowledge and

common sense as to benefits that would result from such a combination, but instead must be

based on specific teachings in the prior art, such as a specific suggestion in a prior art reference.

For example, last year the Federal Circuit rejected an argument by the PTO's Board of Patent

Appeals and Interferences that the ability to combine the teachings of two prior art references to

produce beneficial results was sufficient motivation to combine them, and thus overturned the
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Board's finding of obviousness because of the failure to provide a specific motivation in the prior

art to combine the two references.2 The MPEP provides similar instructions.3

Conversely, and in a manner similar to that rejected by the Federal Circuit, the present

Office Action lacks any description of a motivation to combine the references. Thus, if the

current rejection is maintained, the applicant's representative requests that the Examiner explain

with the required specificity where a suggestion or motivation in the references for so combining

the references may be found.4

Steele et al. deals with a method for adding nodes to a network while Cho deals with

finding an optimal route to forward messages in a network. The addition of nodes to a network

represents a completely separate process from the forwarding of messages in a network. Steele

et al. contains no specific teachings that would suggest combining Steele et al. with Cho. In

other words, Steele et al. contains no specific teachings that would suggest finding an optimal

route to forward messages in a network.

One may not use the application as a blueprint to pick and choose teachings from various

prior art references to construct the claimed invention ("impermissible hindsight

reconstruction").5 Assuming, for argument's sake, that it would be obvious to combine the

teachings of Steele et al. with Cho, then Steele et al. would have done so because it would have

2 In re Sang-Su Lee, 277 F.3d 1338, 1341-1343 (Fed. Cir. 2002).

3 Manual of Patent Examining Procedure, Section 2143 (noting that "the teaching or
suggestion to make the claimed combination and the reasonable expectation of success must

both be found in the prior art, not in applicant's disclosure," citing in re Vaeck, 947 F.2d 488
(Fed. Cir. 1991).

4 See, MPEP Section 2144.03.

5 See, e.g., In re Gorman, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose between isolated disclosures in the prior art to
deprecate the claimed invention").
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provided at least some of the advantages of the presently claimed invention. Steele et al. ’3 failure

to employ the teachings cited in Cho is persuasive proof that the combination recited in claim 32

is unobvious. For at least this reason, the applicant believes that claim 32 is patentable over the

combination of Steele et al. and Cho.

Claim 33 discloses a connection scheme where "each participant is connected to 4

participants". Steele, Jr. et al. fails to disclose a connection scheme in which each participant is

connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which

each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this

reason, claim 33 is patentable over Steele, Jr. et al.

Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claim 33 is patentable over the

combination of Steele, Jr. et al. and Cho.

V. Rejections under 35 U.S.C. § 103, second paragraph

A. The Applied Art

US. Patent No. 6,490,247 B1 to Gilbert et al. (Gilbert et al.) is directed to a ring-ordered,

dynamically reconfigurable computer network utilizing an existing communications system.

Gilbert et al. discloses a method for adding a node to a network using a switching mechanism in

which the nodes are ordered in a ring-like configuration as opposed to a hypercube

configuration. Colunm 3, lines 28-35. The first step in adding a seeking node to the network

consists of the seeking contacting a portal node that is fully connected to the network. Column

6, lines 31-33. The portal node that is contacted provides information regarding a neighboring

node that is adjacent to the seeking node; the selection of the neighboring node is not random.

Column 6, lines 40-42. The seeking node then contacts the neighboring node to request a

connection. Column 6, lines 57-59. The portal node provides the relevant information regarding
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the node that is adjacent to the neighboring node that is adj acent to the seeking node but does not

request a connection.

US. Patent No. 6,553,020 B1 to Hughes et a1. (Hughes et al.) is directed to a network for

interconnecting nodes for communication across the network. Hughes et al. fails to disclose a

system where a portal computer randomly selects four nodes to serve as neighboring-nodes to the

seeking node. Hughes et al. also fails to disclose a system in which the portal computer sends an

edge connection request to the neighboring nodes.

B. Analysis

As noted above, Gilbert et al. discloses a method for adding a node to a network using a

switching mechanism. Gilbert et al. fails to disclose a method in which a portal computer seeks

"a number of randomly selected neighboring participants to which the seeking participant is to

connect". In Gilbert et al., the selection of the neighboring nodes is not random. Column 6,

lines 40-49. Figure 6 of Gilbert et al. reveals that node 100 selects nodes 10 and 16; the

selection of nodes 10 and 16 is not random since they are purposely adjacent to one another and

since node 10 provides node 100 with information regarding the node adjacent to it, node 16.

Column 6, lines 42-46. Gilbert et al. fails to disclose a method in which a portal computer

"sends an edge connection request to a number of randomly selected neighboring participants to

which the seeking participant is to connect". In Gilbert et al., the seeking node, not the portal

node, contacts the neighboring participants to which the seeking participant is to connect.

Column 6, lines 57-61. Gilbert et al. fails to disclose a "non-switch based method for adding a

participant to a network of participants". Column 3, lines 8-11. Gilbert et al. fails to disclose a

method in which an additional node contacts "a number of randomly selected neighboring

participants". Column 6, lines 30-32. Hughes et al. discloses a method in which an additional

node contacts four neighboring participants. Hughes et al. fails to disclose a method in which a
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portal computer seeks "four randomly selected neighboring participants to which the seeking

participant is to connect". Hughes et al. also fails to disclose a method in which a portal

computer "sends an edge connection request to four randomly selected neighboring participants

to which the seeking participant is to connect".

As explained below, Gilbert et al and Hughes et al. would not be combined. However,

even if they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the random

selection of neighboring participants. Claim 1 has been amended to recite, among other

limitations, 3 method in which a portal computer seeks "four randomly selected neighboring

participants to which the seeking participant is to connect". In other words, the invention of

claim 1 includes randomly selecting neighboring participants to which the seeking participant is

to connect, which is not disclosed in either Gilbert et al or Hughes et al. Even if they were

combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an edge

connection request by the portal computer to the randomly selected neighboring participants to

which the seeking participant is to connect. Claim 1 has been amended to recite, among other

limitations, a method in which a portal computer "sends an edge connection request to four

randomly selected neighboring participants to which the seeking participant is to connec ". In

other words, the invention of claim 1 includes the portal computer sending an edge connection

request to the randomly selected neighboring participants to which the seeking participant is to

connect, which is not disclosed in either Gilbert et al or Hughes et al. For at least these reasons,

the applicant believes that claim 1 is patentable over the combination of Gilbert et al and Hughes

et al.

In a similar fashion, claim 14 has been amended to recite, among other limitations, a

method in which a portal computer seeks "four randomly selected neighboring nodes to which

the seeking node is to connect". In other words, the invention of claim 14 includes randomly
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selecting neighboring nodes to which the seeking node is to connect, which is not disclosed in

either Gilbert et al or Hughes et al. Even if they were combined, neither Gilbert et al nor

Hughes et al. teach or suggest the random selection of neighboring nodes. In addition, even if

they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an

edge connection request by the portal computer to the randomly selected neighboring nodes to

which the seeking node is to connect. Claim 14 has been amended to recite, among other

limitations, a method in which a portal computer "sends an edge connection request to four

randomly selected neighboring nodes to which the seeking node is to connect". In 'other words,

the invention of claim 14 includes the portal computer sending an edge connection request to the

randomly selected neighboring nodes to which the seeking node is to connect, which is not

disclosed in either Gilbert et al or Hughes et al. For at least these reasons, the applicant believes

that claim 14 is patentable over the combination of Gilbert et al and Hughes et al.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on

claim 1 are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11-13 are

patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,

based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.

Thus, for at least this reason, claims 15—17 are patentable over the combination of Gilbert et al

and Hughes et al.

If the current rejection is maintained, the applicant's representative requests that the

Examiner explain with the required specificity where a suggestion or motivation in the

references for so combining the references may be found.6

6 See, MPEP Section 2144.03.
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Gilbert et al. deals with a method for adding nodes to a network while Hughes et al. deals

with a network for interconnecting nodes for communication across the network. The addition

of nodes to a network represents a completely separate process from the interconnection of nodes

in a network. Hughes et al. contains no specific teachings that would suggest combining Hughes

et al. with Gilbert et al. In other words, Hughes et al. contains no specific teachings that would

suggest adding a node to a network.

As is known, one may not use the application as a blueprint to pick and choose teachings

from various prior art references to construct the claimed invention ("impermissible hindsight

reconstruction").7 Assuming, for argument’s sake, that it would be obvious to combine the

teachings of Hughes et al. with Gilbert et al., then Hughes et al. would have done so because it

would have provided at least some of the advantages of the presently claimed invention. Hughes

et al.’s failure to employ the teachings cited in Gilbert et al. is persuasive proof that the

combination is unobvious. For at least this reason, the applicant believes that claims 1 and 14

are patentable over the combination ofHughes et al. and Gilbert et al.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on

claim 1 are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11—13 are

patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,

based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.

Thus, for at least this reason, claims 15-17 are patentable over the combination of Gilbert et al

and Hughes et al.

7 See, e.g., In re German, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose between isolated disclosures in the prior art to
deprecate the claimed invention").
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VlL Rejections under 35 U.S.C. § 103, third paragraph

A. The Applied Art

A Flood Routing Methodfor Data Networks by Cho (Cho), US. Patent No. 6,490,247 B1

to Gilbert et al. (Gilbert et al.), and US. Patent No. 6,553,020 B1 to Hughes et al. (Hughes et al.)

have already been disclosed in the above descriptions of the applied art.

B. Analysis

As noted previously, Gilbert et al. discloses a method for adding nodes to a network

while Hughest et al. discloses a network for interconnecting nodes for communication across the

network. The combination of Gilbert et al. and Hughest et al. fails to disclose a method in which

"each participant forwards broadcast messages that it receives to all of its neighbor participants".

Cho discloses a method in which flooding is used to find an optimal route to forward messages

through. Cho fails to disclose the use of flooding to forward messages. In Cho, flooding is used

only to find an optimal route for data transmission and is not used to actually forward messages.

Cho fails to disclose a system in which "each participant forwards broadcast messages that it

receives to all of its neighbor participants". In Cho, each participant forwards messages only to a

destination node once the optimal route has been selected. Cho fails to disclose a system in

which "each participant connected to the broadcast channel receives all messages that are

broadcast on the networ ". In addition, Cho fails to disclose a method for addressing a sequence

of messages that are received out of order in which "messages are numbered sequentially so that

messages received out of order are queued and rearranged to be in order". Claim 32 has been

amended to clarify the inherent language of previously pending claim 32. As explained below,

Gilbert et al, Hughes et al., and Cho would not be combined. However, even if they were

combined, Gilbert et al, Hughes et al., and Cho fail to teach or suggest the use of flooding to

send messages to all nodes connected to a broadcast channel. In addition, Gilbert et al, Hughes
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et al., and Cho fail to teach or suggest the sequential numbering of messages to rearrange a

sequence of messages that are received out of order. The invention of claim 32 includes

forwarding messages to all neighboring nodes and numbering each message sequentially so that

"messages received out of order are queued and rearranged to be in order", which are not

disclosed in Gilbert et al, Hughes et al., or Cho. For at least these reasons, the applicant believes

that claim 32 is patentable over the combination of Gilbert et al, Hughes et al., and Cho.

Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are

patentable over the combination of Gilbert et al, Hughes et al., and Cho.

Gilbert et al. deals with a method for adding nodes to a network, Hughes et al. deals with

a network for interconnecting nodes for communication, and Cho deals with finding an optimal

route to forward messages in a network. These three prior art references represent separate,

distinct processes. The combination of Gilbert et al. and Hughes et al. contains no specific

teachings that would suggest combining Gilbert et al. and Hughes et al. with Cho. In other

words, the combination of Gilbert et al. and Hughes et al. contains no specific teachings that

would suggest finding an optimal route to forward messages in a network.

Assuming, for argument’s sake, that it would be obvious to combine the teachings of

Gilbert et al. and Hughes et al. with Cho, then Gilbert et al. and Hughes et al. would have done

so because it would have provided at least some of the advantages of the presently claimed

invention. The failure of Gilbert et al. and Hughes et al. to employ the teachings cited in Cho is

persuasive proof that the combination recited in claim 32 is unobvious. For at least this reason,

the applicant believes that claim 32 is patentable over the combination of Gilbert et al. and

Hughes et al. in view of Cho.
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Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are

patentable over the combination of Gilbert et a1, Hughes et a1., and Cho.

VII. Conclusion

In View of the foregoing, the claims pending in the application comply with the

requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of

4 Allowance is, therefore, respectfully requested. If the Examiner has any questions or believes a

telephone conference would expedite prosecution of this application, the Examiner is encouraged

to call the undersigned at (206) 359-6488.

Respectfully submitted,

Perkins Co' LP

Date: 52 flag fly

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

PO. Box 1247

Seattle, Washington 981 l 1-1247

(206) 359-6488

Chun M. Ng

Registration No. 36,878
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Performance Analysis of Network Connective Probability of Multihop

Network under Correlated Breakage

Shigeki Shiokawa and lwao Sasase

Department of Electrical Engineering, Keio University

3-14-l Hiyoshi, Kohoku, Yokohama, 223 JAPAN

Abstract—One of important propenies of multihop network is the
network connective probability which evaluate the connectivity of
the network. The network connective probability is defined as the
probability that when some nodes are broken, rest nodes connect
each other. Multihop networks are classified to the regular net-
work whose link assignment is regular and the random network
whose link assignment is random. It has been shown that the net-
work connective probability of regular network is larger than that
of random network. However, all of these results is shown under
independent node breakage. In this paper, we analyze the network
connective probability of multihop networks under the correlated
node breakage. It is shown that regular network has better per-
formance of the network connective probability than random net—
work under the independent breakage, on the other hand, random
network has better performance than regular network under the
correlated breakage.

1 Introduction

In recent years, multi-hop networks have been widely studied
[l]-[8]. These networks must pass messages between source and
destination nodes via intermediate links and nodes. Examples of
them include ring, shuffle network (SN) [l],[2] and chordal net-
work (CN)[3]. One of the very important performance measure
of multi-hop network is the connectivity of the network. If some
nodes are broken, it is needed for a network to guarantee the con-
nection among non-broken nodes. Thus, the network connective
probability defined as the probability that when some nodes are
broken, rest links and nodes construct the connective network,

should be a very important property to evaluate the connectivity
of the network.

Multi—hop networks are classified to regular network and ran-
dom network according to the way of link assignment. In the regu-
lar network, links are assigned regularly and examples of them in-
clude shufiienet and manhattan street network. On the other hand,

in random network. link assignment is not regular but somewhat
random and examples of them include connective semi-random
network (CSRN) [6]. The network connective probabilities of
some multi-hop networks have been analyzed and it has been
shown that the network connective probability of regular network
is larger than that of random network. However. all of them is an-
alyzed under the condition that locations of broken nodes are in-
dependent each other. In the real network. there are some case that
the locations of broken nodes have correlation, for example. links
and nodes are broken in the same area under the case of disaster.

Thus, it is significant and great of interest to analyze the network
connective probability under the condition when the locations of
broken nodes have correlations each other.

0-7803-3250—4/9635.00©l996 IEEE

In this paper. we analyze the network connective probability
of multi-hop network under the condition that locations of broken
nodes have correlations each other, where we treat SN. CN and
CSRN as the model for analysis. We realize the correlation as fol-
lows. At first, we note one node and break it and call this node the
center broken node. And next, we note nodes whose links con-
nect to the center broken nodes and break them at some probabil—
ity. We define this probability as the correlated broken probability.
Very interesting result is shown that under independent breakage
of node, regular network has better performance of the network
connective probability than random network, on the other hand,
under the correlated breakage of node, random network has better
performance than regular network.

In the section 2. we explain network model of SN, CN and
CSRN which we analyze in the section 3. In the section 3, we ana-
lyze the network connective probability under the condition when
the location of broken nodes have correlation each other. And we

compare each of network connective probability in the section 4.
In the last, we conclude our study.

2 Multihop network model

In this section, we explain the multihop network models used
for analysis of the network connective probability. We treat three
networks such as SN, CN and CSRN which consists of N nodes

and p unidirected outgoing links per node.
Fig. I shows SN with 18 nodes and 2 outgoing links per node.

To construct the SN, we arrange N = kph (k = l,2,~-; p =
l, 2,- - -) nodes in 1: columns ofpk nodes each. Moving from left
to right, successive columns are connected by p’“1 outgoing links,
arranged in a fixed shuffle pattern, with the last column connected
to the first as if the entire graph were wrapped around a cylinder.
Each of the p" nodes in a column has p outgoing links directed
to p different nodes in the next column. Numbering the nodes in
a column from 0 to p" - 1, nodes i has outgoing links directed
to nodes j,j + l,-~-, and j +p — l in the next column. where
j = (1' mod pk“)p. In Fig. l, p is equal to 2 and I: is equal to 2.
Since the link assignmentof SN is regular, SN is regular network.

Fig. 2 shows CN with 16 nodes and 2 outgoing links per node.
To construct CN, at first, we construct unidirected n'ng network
with N nodes and N unidirected links. And 12—] unidirected links
are added from each node. Numbering nodes along ring network
from 0 to N —- 1, node i has outgoing links directed to nodes (i +
l) mod N,(i + r.) mod N,---, and (i + r,_,) mod N, where
7'" (j = l, 2, - - - ,p — l) is defined as the chordal length. In Fig.2,
r I is equal to 3. Since 1-; foreveryi are independent each other. CN
is not regular network. However, CN has much regular elements
such a symmetrical pattern of network.
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Figure 2. Chordal network with N = 16. p = 2 and r, = 3.

Fig. 3 shows CSRN with 16 nodes and 2 outgoing links from a
node. Similarly with CN, CSRN includes unidirected n'ng network
with N nodes and N unidirected links. And we add p —- 1 links
from each node whose directed nodes are randomly selected. In
CSRN, the number of incoming links per node is not constant, for
example, in Fig. 3, the number of incoming links into node 1 is
l and the one into node 3 is 3. The link assignment of CSRN is
random except for the part of ring network. thus CSRN is random
network. It has been shown that since the number of incoming

links per node is not constant. the network connective probability
of CSRN is smaller than those of SN and CN when locations of
broken nodes are independent each other. And that of SN is the
same as that of CN. because the network connective probability

depends on the number of incoming links come into every nodes.

3 Performance Analysis

Here, we analyze the network connective probability of SN. CN
and CSRN under the condition that locations of broken nodes have
correlation each other. Now. we explain the network connective

probability in detail using Fig. 3. This figure shows the connective
network which is defined as the network in which all nodes connect
to every other nodes directly or indirectly. At first, we consider the
case that the node 1 is broken. The node I has two outgoing links
directed to nodes 2 and 3, and if the node 1 is broken, we can not
use them. However. node 2 has two incoming links from nodes l
and 14. and node 3 has three incoming links from nodes 1, 2 and
ll. Therefore. even if node 1 is broken, rest nodes can construct

 
Figure 3. Connective semi-random network with N = 16 and

P = 2- .

the connective network. Next, we consider the case that node 0 is

broken. The node 0 has two outgoing links directed to nodes 1 and
8, and if the node 0 is broken. we can not use them. Since node
I has only one incoming link from node 0, even if only node 0 is
broken, rest nodes can not connect to node 1. that is, they can not
construct the connective network. Here, we define the network

connective probability as the probability that when some nodes
and links are broken, the rest nodes and links can construct the
connective network.

Now, we explain the correlated node breakage using Fig. 3. At
first. we note one node and break it, where this node is called as
the center broken node. And then, we note nodes whose outgoing
links come into the center broken node or whose incoming links

go out of the center broken node. and break them at a probability
defined as the correlated broken probability. In Fig 3, when we
assume that the center broken node is the node 3, there are five
nodes 1. 2, 4. 9 and ll which have possibility to become correlated
broken node. And they become the broken nodes at the correlated
broken probability. [t is obvious that none of them is broken when
the correlated broken probability is 0 and all of them is broken
when the correlated broken probability is l.

in our study. we analyze the network connective probability that
only nodes are broken. And we assume that the number of center
broken node is one in the analysis. We denote the correlated bro-
ken probability by a and the network connective probability of SN.
CN and CSRN by PSN, PCN and Pcsmv, respectively.

3.1 Shuffle Network

Because the number of incoming links per node in SN is the
constant p. when broken node is only center broken node, the rest ,
nodes can construct the connective network. There are 2;: nodes
have the possibility to become the correlated broken node. All ofp
nodes which have outgoing link come into the center broken node
have the outgoing links directed to the same nodes. For example,
in Fig. I, if we assume that the node 9 is the center broken node.
the nodes 0, 3 and 6 has outgoing links to node 9. And each of
three nodes have two outgoing links directed to nodes 10 and ll.
Therefore, only when all of them are broken. the rest nodes can
not construct the connective network. On the other hand, all of

outgoing links go out from p nodes which have incoming link from
center broken node direct to different nodes. In Fig. 1. nodes 0, l
and 2 have the incoming link from center broken node 9. And
all of the outgoing links from their nodes direct to different nodes,
thus even if all of them are broken, the rest nodes can construct the
connective network. Thus. the network connective probability of
SN is the probability that all of nodes whose outgoing links come
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into the center broken node are broken, and it is derived as

P5N=l—ap. (I)

3.2 Chordal Network

The network connective probability of CN with p = 2 is differ-
ent from that with p 2 3. At first, we consider the case with p = 2.
When p is equal to 2. all of the outgoing links, from the nodes
whose incoming links go out from the center broken node, direct
to the same node. For example, in Fig. 2, when we assume that
the center broken node is node 0, the outgoing links from it direct
to nodes i and 4. And each of outgoing links from them directs to
node 5. Therefore, only when all nodes whose incoming links go
out from the center broken node are broken, the rest nodes can not
construct the connective network. And we can obtain the network
connective probability as

PCN=l—a2 forp=2. (2)

And next, we consider the case that p 2 3. ln CN, when p is equal
to or larger than three and each Chordal length is selected properly.
all of outgoing links from the nodes whose incoming links go out
from the center broken node do not direct to the same nodes. And
therefore. even if all of nodes which connect to the center broken
nodes with incoming or outgoing links is broken, the rest nodes
can construct the connective network, that is,

PC~=‘1 forpzs. (3)

3.3 Connective Semi-Random Network

In CSRN, the number of the incoming links per node is not con-
stant. Since the maximum number ofincoming links is N — l and
one link come into a node at least, the probability that the number
of the incoming links come into a node is i. denoted as A5, is

0, fori :0

At": N—2 P i—l P N—l—i -

(i_l)(N_2) (l N_) fang].
(4)

The nodes which have possibility to become the correlated bro-
ken nodes are those which connect to the center broken node by

outgoing link or incoming link. When the number of the incom-
ing link come into the center broken node is i, the sum of outgoing
links and incoming links it have is p + 1'. However, the number of
the nodes which have possibility to become the correlated broken
nodes is not always p + 1', because the p outgoing links have the
possibility to overlap with one of i incoming links. For example,
in Fig. 3, when the center broken nodes is node 5. the outgoing link
to node 12 overlap with the incoming link from node 12. There-
fore, in spite of the node 5 has four outgoing and incoming links,
the number of the nodes which have possibility to become the cor-
related broken nodes when the node 5 is the center broken node is
three.

And now. we derive the probability that the number of nodes
which have possibility to become the correlated broken nodes is j ,
denoted as Bi. Before derive Bi, we derive the probability that q
ofp outgoing links which go out ofa node overlap with r incoming
links come into it, denoted as CPI”. Here, we define regular link
as the link which construct the ring network and random link as
other link. We consider the two case. The one is the case that one

of the incoming links overlap with the regular outgoing link. and
the other case is that none of incoming links overlap with it. Since

the regular incoming link never overlap with the regular outgoing
link, the probability to become the first case is (r — l)/(N — 2)
and one to become the second case is l - (r - l)/(N — 2). in

the first case. CM,r is the same as the probability that each of
q — l outgoing links among the p — l outgoing links except for
the regular outgoing link overlap one of r — l incoming links,
denoted as C£_.'q_,.,_,. And in the second case, CM, is the
same as the probability that each of q outgoing links among the
p —- 1 outgoing links except for the regular outgoing link overlap
one ofr incoming links, denoted as C,’,_,lq‘,.. Using Ckqu given
as follows.

 

0, for q’ < O. r' 5 0, q’ > p',
(p'+r'>~}Vand

Cilia/Mr, = q' <p’+r’—-N)
" I I v I l l

L—————(') ' P'Nfz'pzj' P” " , otherwise.
(5)

we can derive C“, as

r — l 1' — I

Cram = (NT-2)Ci=—l.q-l.r-| + a — N _ flail-law ‘ (6)

B,- can be derived as the sum of the probability that when the num-
ber of incoming links is j — p + q. q ofp outgoing links overlap
with one of incoming links. Therefore. we can obtain B,- as

P

13,-: Z
q=maz(0,p¢l —j)

Aj”P+QCqu-i—P‘q - (7)

Here, we consider two nodes whose regular links connect to the
center broken node. We call them regular node (R-node). And we
define non-connective node (NCvnode) as the node which have no

incoming link. Even if a node has many incoming links, when all
of source node of them are broken, it becomes NC-node. How-

ever, when the number of incoming link is equal to or greater than
2, the probability that all of source nodes of them are broken is
very small compared with that when the number of incoming link
is 1. Therefore, we assume the NC-node as the node which have

only one incoming link and its source node is broken. That is,
when the destination node of regular outgoing link of the broken
node has only this regular incoming link and this node is not bro—
ken, it becomes the NC—node. Fig. 4 shows the center broken node
and R-node. (a) shows the case that none of R-node is broken, (b)
shows the case that one of them is broken, and (c) shows the case
that both of them are broken. It is found that there is only one

node which have possibility to become the NC-node in all case.
The probability that this node becomes the NC-node is A.. When
the number of broken nodes is k, we can consider the three case

with k = l, k = 2and I: > 2. In I: = 1, this nodeis thecenter bro-
ken node and it certainly becomes the case (a) and never becomes
the case (b) and (c). In I: = 2, the one node is the center broken
node and the other is the correlated broken node and it becomes

the cases (a) or (b). And the probability to become the case (a) is
2/1 and to become the case (b) is l — 2/1 where l is the number of
the nodes have possibility to become the correlated broken nodes.
If k > 2, it becomes all the case. The number of broken nodes ex-

cept for R-node in (a), (b) and (c) is k, k — l and k — 2, respectively.
Furthermore, when the number of links connect to the center bro-
ken node is I . the probability that the number of conelated broken
nodes is k, denoted as t... is

tit = B; am — a)” . (8)
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I regular node r(a)

Mo
regular link

0))

 

 

center broken node

 correlated broken node

@ node which have posibility tobecome non-connective node

Figure 4. The center broken node and regular nodes.

And in this case, the probability to become the case of (a) is

((3) 1-2PL.)/,PL., to become the case of (b) is ,_2Pk-l)/1Pk
and to become the case of(c) is [-3Pk_:)/(Pk. The network
connective probability when the number of broken nodes is I, de-
ndted as E1. is derived in [8] as follows

_ 'fi N — NAl — .9Et— A, _s (9)0:0

Therefore. using (8) and (9). we can obtain the network connective
probability as

N—l

Zinc“ —A.)RCSRN =
[=17

N-l 2 2

+ Z it,|{7(] '- At)+(1- TX] - AI)E1}l=p

N—l N-l t- JP

+2 2 tt.t{(°—)IP—'-k(l ~A1)Ek
b:21=maz(p,k) ' lt

+_(J)"_2P"‘1(1_Al)5k_l
1P):

1:
., _ P _

+(-)'1j ’° z(i—A.)1~3,._.}t k

(10)

4 Results

We show computer simulation and theoretical calculation re-
sults of the network connective probability under the correlated
breakage.

Fig. 5 shows the network connective probability of SN. CN and
CSRN with p = 2 versus the correlated broken probability. In this

1 584

thorerical czluculztiun

0 SN
0 CN
‘3 CSRN

computer simulation

networkconnectiveprobabilityP 
‘00 0.2 0.4 0.6 0.8 1.0

correlated broken probability a

Figure 5. The network connective probability with p = 2 versus
correlated broken probability.
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0.0 0.2 0.4 0.6 0.8 1.0

correlated broken probability _a

Figure 6. The network connective probability with p = 3 versus
correlated broken probability.

figure, the chordal length of CN, 1-, is 50. It is shown that the both
the network connective probability of SN and CN is the same in
p = 2. It is also shown that the network connective probability of
CN or SN is larger than that of CSRN in small a. however, in large
a. the network connective probability of CN or SN is smaller than
that of CSRN.

Fig. 6 shows the network connective probability of SN. CN and
CSRN with p = 3 versus the correlated broken probability. In
this figure. 1-. is 50 and r; is 120. The tendency of the network
connective probability of SN and CSRN is the same as the case
with p = 2. However. the tendency'of the network connective
probability of CN is not different from that with p = 2.

In CSRN. because the number of incoming links come into a
node is not constant, even if p is large. there are some nodes whose
number of incoming links is one. Therefore, the network connec-
tive probability itself is small. However. the link assignment of
CSRN is random. the condition of correlated breakage is not so _
different from that of independent breakage. On the other hand.
in SN. because the number of incoming links come into a node is
constant. the network connective probability under the indepen-
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‘igure 7. The network connective probability with a = 0.4 versus
the number ofoutgoing links per node.

ent breakage is large. However, because of regularity of the link
ssignment, that under the correlated breakage is small. In CN,
'hen p is two, the link assignment is regular, however, when p
. larger than two, every chordal length is random and indepen—
ent each other, and the link assignment is random. Moreover, the
umber of incoming links per node of CN is the constant. There-
)re, the network connective probability of CN is large under both
it: independent and correlated breakage.

Figs. 7 and 8 show the network connective probability with
= 0.4 and 0.8 versus p, respectively. It is shown that the larger
is, the smaller difference of network connective probability be—

veen SN and CSRN is, when a is small. On the other hand, when

is large, the larger p is, the larger difference of network con—
ective probability between SN and CSRN is. The reason is as
News When a is small, the network connective probability of
CSRN is small. However, the largerp is, the smaller the number of
odes, whose number of incoming links is l, is, and the closer to l
re network connectivity is. In SN and CN, even if p is small, the
etwork connective probability is somewhat large when a is small.
Vhen p is large, the network connective probability of CSRN is
lmost the same with small p. On the other hand, in SN, the ten-
ency network connectivity versus p is almost the same, however,
te larger a is, the smaller the value is.

As these results, CN has best performance of network connec-
vity. However. it has been shown that CN has much poorer per-
)rmance of intemodal distance than other network. Thus, it is

xpecetd for the network to have good performance of both net-
'ork connective probability and intemodal distance.

i Conclusion

We theoretically analyze the network connective probability
f multihop network under the correlated damage of node. We
‘eat shuflleNet, chordal network and connective semi-random
etwork. It is found that in the independent node breakage, the
etwork whose number of incoming links is the constant has good
erformance of network connective probability, and found that in
re correlated node breakage. the network whose link assignment

2"a

Pon

N=334 forCNand CSRN

N=3p"3 for SN
thoretical caluculation
 
 

P4:.
. 6 SN
° 0 CN

U CSRN
computer simulation

NetworkconnectiveprobabilityP O 0

PN
l 2 3 4 5 6 7

number of outgoing links p

Figure 8. The network connective probability with a = 0.8 versus
the number of outgoing links per node.

is random has good performance of one.
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Abstract

In this paper, a new routing algorithm based on a
flooding method is introduced. Flooding

techniques have been used previously. e.g. for
broadcasting the routing table in the ARPAnet [1]
and _ other special purpose networks [3][4][5].
However, sending data using flooding can often
saturate the network [2] and it is usually regarded
as an inefficient broadcast mechanism. Our

approach is to flood a very short packet to explore
an optimal route without relying on as pre-
established routing table, and an efficient flood
control algorithm to reduce the signalling traffic
overhead. This is an inherently robust mechanism
in the face of a network configuration change,

achieves automatic load sharing across alternative
routes. and has potential to solve many

contemporary routing problems. An earlier
version of this mechanism was originally

developed for virtual circuit establishment in the
experimental Caroline ATM LAN [6][7] at
'Monash University.

1. Introduction

Flooding is a data broadcast technigue which
sends the du lica ‘ ing
nodes in a network. It is a very reliable method of

data transmission because many copies of the

original data are generated during the flooding
phase. and the destination user can double check
the correct reception of the original data. It is also
a robust method because no matter how severely

the network is damaged. flooding can guarantee at
least one copy of the data will be transmitted to

the destination, provided a path is available.

 

While the duplication of packets makes flooding a
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generally inappropriate method for data “
transmission, our approach is to take advantage of
the simplicity and robustness of flooding for
routing purposes. Very short packets are sent over

all possible routes to search for the optimal route
of the requested QoS and the data path is
established via the selected route. Since the Flood

Routing algorithm strictly controls the
unnecessary packet duplication. the traffic
overhead caused from the flooding traffic is
minimal.

Use of flooding for routing purposes has been
suggested before [3][4][5]. and it has been noted
that it can be guaranteed to form a shortest path
route[10]. And an earlier protocol was proposed

and implemented for the experimental local area
ATM network (Caroline [6][7]). However the

earlier protocol had problems with scaling timer
values, and also required complex mechanism to

solve potential race and deadlock problem. Our
proposal greatly simplifies the previous
mechanism and reduces the earlier problems.

Chapter 2 explains the procedure for route
establishment and the simulation results are

presented in chapter 3. The advantages of the
Flood Routing are reviewed specifically in chapter

4. Chapter 5 concludes this paper with suggesting
some possible application area and the future
study issues.

2. Flood Routing Mechanism

Figure l. 3. 4 show the stepwise procedure of the
route establishment.

In the Figure l, the host A is requesting a

connection set up to the target host 8. In the initial
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stage, a short connection request packet (CREQ)
is delivered to the first hop router I and router 1
starts the flood of the CREQ packets.

 
Figure l
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Figure 2 CREQ Packet Format

   
  

 
 

  

Figure 2 shows the format of the CREQ packet
The CREQ packet contains a connection difficulty
metric (CDM) field, QoS parameters and the
source & destination addresses and connection

number. The metric can be any accumulative

measure representing the route difficulty, such as
hop count, delay. buffer length. etc. The
connection number is chosen by the source host to

distinguish the different packet floods of the same
source and destination.

When a router receives the CREQ packet. the

router matches the packet information with the
internal Hood Queue to see if the same packet has
been received before. If the CREQ packet is new.
it records the information in the Flood Queue.
increases the CDM value. and forwards the packet

to all output links with adequate capacity to meet
the QoS except the received one. Thus the flood
of CREQ packets propagate through the entire
network. .

The Flood Queue is a FIFO list which contains the

information relating to the best CREQ packet the
router has received for each recent flood. As the

flood packet of a new connection arrives and the
information is pushed into the Hood Queue. the
old information gradually moves to the rear and

eventually is removed. The queueing delay from
the insertion to the deletion depends on the queue
size and the call frequency, and provided this

delay is enough to cover the time for network
wide flood propagation and reply. there is no need
for a timer to wait to the completion of the flood.

Since the CDM value is increased as the CREQ

packet passes the routers, the metric value
represents the route difficulty that the CREQ
packet has experienced. Because of the repeated
duplication of the packet, a router may receive
another copy of the CREQ packet. In this case, the
router compares the metric values of the two
packets and if the most recently arrived packet has
the better metric value. it updates the information
in the Flood Queue and repeats the flood action.
Otherwise the packet is discarded. As a

consequence, all the routers keep the record of the
best partial route and the output link to use for
setting up the virtual circuit

Figure 3 shows the intermediate routers 2. 7, 8
have chosen the links toward the router I as the

best candidate link. If one of them is requested
for the path to the source node A. the router will
use this link for the virtual circuit set up.

 
fiwm3

When the destination host receives a CREQ

packet. it opens a short time-window to absorb
possible further arriving CREQ packets. The
expiration of the timer triggers the sending of the

1419
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connection acceptance (CACC) packet along the
best links indicated by the CREQ packet with the
lowest CDM. The CACC packet is relayed back
to the source host by the routers which at the same
time install the virtual circuit via the optimal route.

Finally. when the source host receives the CACC

packet, the host may initiate data transmission.

 
Figure 4

Note that bandwidth reservation occurs during the

relay of the CACC packet It is possible that the
available QoS will have dropped below the

requested level in one or more links. In this case,
the source may either accept the lower QoS, or
close the connection and try again.

More implementation details of the flooding
protocol can be found in [9].

3. Simulation Result

One concern of Flood Routing is whether it will

lead to congestion of the network by the signalling

Number of Flooding Packets

traffic. A simulation was carried out using various

network conditions. Figure 5 shows the number of
flooding packets produced in a connection trial in
a normal traffic condition on a network consisting

of 5 switching nodes. 9 hosts and 16 links. The
simulation tested the event of 2000 seconds.

The graph shows that the total number of flooding
packets per connection converges on the lower
bound 18 with some exceptions. This is slightly

higher than the number of the network links (16).
This shows how the flood control mechanism is

efficient in that the routers usually generate only

one flooding packet per output link and this
duplication process is rarely repeated again. As a
result, the total number of flooding packets per

connection is nearly same as the number of
network links.

Considering the small size of the flooding packet,
the bandwidth consumed by the signalling traffic

is small. Suppose an ATM network using the
Flood Routing generates 1000 calls per seconds.
the bandwidth consumption by the signalling
traffic will only be about 424 Kbps (= 1 K * 53

byte) per link and this does not include any
additional route management traffic such as the

routing table update.

From the simulation, it is observed that the

average number and the maximum number of the
flooding packets depends on the network topology
and the traffic condition. If the networkis simple

topology such as a tree or a star shape. the average
number of the flooding packets is nearly identical
to the number of the network links. If the network
is a complex topology such as a complete mesh

topology, and there is a high traffic load, the
routers tend to generate more packets because of
the racing of the flooding packets.
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The connections established by Flood Routing

successfully avoid busy links and disperse the
communication paths to all possible routes. This
reduced the chance of congestion and utilizes all
network resources efficiently.

4. Advantages of the Flood Routing

The distinctive features of the Flood. Routing
method are 2

(a) [t facilitates the load sharing of available
network resources. If many possible routes exist

between two end points in a network. the Flood

Routing can disperse different connections over
different routes to share the network load. Figure
6 shows this example.

 
SUBN ET—l SUBNET-Q

Figure 6 Example of Multipath Connection

In the sample network. there are more than two
links exist between node A and H. and the node A
used all links for different connections with

balancing the load. More than two exterior routers
are connecting the subnet l and the subnet 2, and
the node H distributed the connections to all
exterior routers. Therefore. all the network

resources are utilized fully in Flood Routing
network. This load sharing capability has been
considered to be a difficult problem in table based

routing algorithms.

(b) It automatically adapts to changes in the
network configuration. For example, if the overall
traffic between two end points has been increased,
the network bandwidth can simply be expanded

by adding more links between routers. The Flood
Routing algorithm can recognize the additional
links and use them for sharing the load in new
connections.

(c) The method is robust. The Flood routing can
achieve a successful connectiOn even when the

network is severely damaged. provided flooding

packets can reach the destination. Once a flooding

1421

packet reaches the destination. the connection can
be established via the un-damaged part of the
network which was searched by the packet. This is

very useful property in networks which are
vulnerable but which require high reliability. such
as military networks.

(d) The method is simple to manage. as it makes
no use of routing tables. This table-less routing
method does not have the problem like

"Convergence time" of the Distance Vector
routing [8].

(e) it is possible to find the optimal route of the

requested bandwidth or the quality of service.
While the packet flood is progressing. bandwidth
requirement and QoS constraints specified in the
flooding packets are examined by the routers and
the links that does not meet the requirements are
excluded from the routing decision. As a result,
the route constructed with the qualified links can
meet the bandwidth and the QoS requirements,

usually in the first attempt.

(f) It is _a loop-free routing algorithm. The only
possible case that the route may consist a loop can
be caused from the corrupted metric information.
However this can be detected by a check sum.

(g) Since the flooding method is basically a
broadcast mechanism. it can be used for locating

resources in network. Many network applications

are best served by a broadcast facility. such as
distributed data bases. address resolution. or

mobile communications. Implementing broadcast
in point-to-point networks is not straight forward.
The flooding technique provides a means to solve
this problem. In particular, locating a mobile user
by Flood Routing, and establishing a dynamic
route is an interesting issue. Application to a
movable network in which entire network units

including both the mobile users is as the
switching nodes find the wireless links is another
potential research area.

5. Future Study and Conclusion

In this paper, we introduced a revised Flood
Routing technique. Flood Routing is a novel
approach to network routing which has the
potential to solve many of the routing problems in
contemporary networks. The basic Flood Routing
presented in this paper has been developed to be
used in an ATM style network. however we
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believe a similar technique can also be applied to
IP routing. Another promising area of
application of this method would be military or
mobile networks which require high mobility and

reliability. Research to extend the point‘to-point
Flood Routing to optimal multi~point routing is

now progressing. Funher analysis of performance.
and application to large scale networks are the
future issues.
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ABSTRACT

The widespread availability of networked multimedia
workstations and PCs has caused a significant interest
in the use of collaborative multimedia applications. Ex-

amples of such applications include distributed shared

Whiteboards, group editors, and distributed games or
simulations. Such applications often involve many par-

ticipants and typically require a specific form of mul-
ticast communication called dissemination in which a

single sender must reliably transmit data to multiple
receivers in a timely fashion. This paper describes

the design and implementation of a reliable multicast
transport protocol called TMTP (Tree—based Multicast

Transport Protocol). TMTP exploits the efficient best-
effort delivery mechanism of IP multicast for packet

routing and delivery. However, for the purpose of seal—
able flow and error control, it dynamically organizes the

participants into a hierarchical control tree. The control
tree hierarchy employs restricted nooks with suppression

and an expanding ring search to distribute the functions

of state management and error recovery among many
members, thereby allowing scalability to large numbers
of receivers. An Mbone-based implementation of TMTP

spanning the United States and Europe has been tested
and experimental results are presented.

KEYWORDS

Reliable Multicast, Transport Protocols, Mbone, In-

teractive Multipoint Services, Collaboration

INTRODUCTION

Widespread availability of IP multicast [6, 2] has sub-
stantially increased the geographic span and portability
of collaborative multimedia applications. Example ap-

plications include distributed shared Whiteboards [15],

group editors [7 , 14], and distributed games or simula-
tions. Such applications often involve a large number of

participants and are interactive in nature with partici-

pants dynamically joining and leaving the applications.

For example, a large-scale conferencing application (e.g.,
an IETF presentation) may involve hundreds of people
who listen for a short time and then leave the conference.

These applications typically require a specific form of
multicast delivery called dissemination. Dissemination

involves lxN communication in which a single sender

must reliably multicast a significant amount of data to
multiple receivers. IP multicast provides scalable and

efficient routing and delivery of IP packets to multiple
receivers. However, it does not provide the reliability
needed by these types of collaborative applications.

Our goal is to exploit the highly efficient best-effort
delivery mechanisms of IP multicast to construct a scal-

able and efficient protocol for reliable dissemination.
Reliable dissemination on the scale of tens or hundreds

of participants scattered across the Internet requires

carefully designed flow and error control algorithms that
avoid the many potential bottlenecks. Potential bottle-

necks include host processing capacity [18] and network
resources. Host processing capacity becomes a bottle-
neck when the sender must maintain state information

and process incoming acknowledgements and retrans-

mission requests from a large number of receivers. Net-
work resources become a bottleneck unless the frequency

and scope of retransmissions is limited. For instance,

loss of packets due to congestion in a small portion of
the 1P multicast tree should not.lead to retransmission

of packets to all the receivers. Frequent multicast re-

transmissions of packets also wastes valuable netw0rk
bandwidth.

This paper describes the design and implementation

of a reliable dissemination protocol called TMTP (Tree-
based Multicast Transport Protocol) that includes the

following features:

1. TMTP takes advantage of IP multicast for efficient
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packet renting and delivery.

2. TMTP uses an ezpanding ring search to dynam-

ically organize the dissemination group members
into a hierarchical control tree as members join and

leave a group.

3. TMTP achieves scalable reliable dissemination via

the hierarchical control tree used for flow and er-

ror control. The control tree takes the flow and

error control duties normally placed at the sender
and distributes them across several nodes. This

distribution of control also allows error recovery to

proceed independently and concurrently in different
portions of the network.

4. Error recovery is primarily driven by receivers who

use a combination of restricted negative acknowl-

edgements with neck suppression and periodic posi-

tive acknowledgements. In addition, the tree struc—
ture is exploited to restrict the scope of retransmis-

sions to the region where packet loss occurs; thereby
insulating the rest of the network from additional
traffic.

We have completed a user-level implementation of

TMTP based on IP/UDP multicast and have used it
for a systematic performance evaluation of reliable dis-
semination across the current Internet Mbone. Our ex-

periments involved as many as thirty group members
located at several sites in the US and Europe. The re-

sults are impressive; TMTP meets our objective of seal-

ability by significantly reducing the sender’s processing
load, the total number of retransmissions that occur,

and the end-to-end latency as the number of receivers is
increased.

Background

A considerable amount of research has been reported

in the area of group communication. Several systems

such as the ISIS system [1], the V kernel [4], Amoeba,

the Psynch protocol [17], and various others have pro-
posed group communication primitives for constructing
distributed applications. However, all of these systems

support a general group communication model (NxN
communication) designed to provide reliable delivery
with support for atomicity and/or causality or to sim-
ply support an unreliable, unordered multicast delivery.

Similarly, transport protocols specifically designed to

support group communication have also been designed

before [13, 5, 3, 19, 9]. These protocols mainly concen-
trated on providing reliable broadcast over local area
networks or broadcast links. Flow and error control

mechanisms employed in networks with physical layer

multicast capability are simple and do not necessarily
scale well to a wide area network with unreliable packet

delivery.

Earlier multicast protocols used conventional flow
and error control mechanisms based on a sender-

initiated approach in which the sender disseminates

packets and uses either a Go-Back—N or a selective repeat

mechanism for error recovery. If used for reliable dissem-

ination of information to a large number of receivers,
this approach has several limitations. First, the sender

must maintain and process a large amount of state in-
formation associated with each receiver. Second, the

approach can lead to a packet implosion problem where

a large number of ACKs or NACKs must be received and
processed by the sender over a shOrt interval. Overall,

this can lead to severe bottlenecks at a sender resulting

in an overall decrease in throughput [18].
An alternate approach based on receiver-initiated

methods [19, 15] shifts the burden of reliable delivery to
the receivers. Each receiver maintains state information

and explicitly requests retransmission of lost packets by

sending negative acknowledgements (NACKs). Under
this approach, the receiver uses two kinds of timers. The
first timer is used to detect lost packets when no new
data is received for some time. The second timer is used

to delay transmission of NACKs in the hope that some

other receiver might generate a NACK (called nack sup-

pression).

It has been shown that the receiver-initiated ap—

proach reduces the bottleneck at the sender and pro-

vides substantially better performance [18]. However,
the receiver-initiated approach has some major draw-
backs. First, the sender does not receive positive confir—

mation of reception of data from all the receivers and,

therefore, must continue to buffer data for long periods
of time. The second and most important drawback is

that the end-to-end delay in delivery can be arbitrarily

large as error recovery solely depends on the timeouts at
the receiver unless the sender periodically polls the re-

ceivers to detect errors [19]. If the sender sends a train of
packets and if the last few packets in the train are lost,

receivers take a long time to recover causing unneces-
sary increases in end-to-end delay. Periodic polling of
all receivers is not an efficient and practical solution in

a wide area network. Third, the approach requires that
a NACK must be multicast to all the receivers to allow

suppression of NACKs at other receivers and, similarly,
all the retransmissions must be multicast to all the re-

ceivers. However, this can result in unnecessary propa-

gation of multicast traffic over a large geographic area
even if the packet losses and recovery problems are re-

stricted to a distant but small geographic areal. Thus,
the approach may unnecessarily waste valuable band—
width.

In this paper we present an alternative approach that
achieves scalable reliable dissemination by reducing the

processing bottlenecks of sender-initiated approaches

1Assume that only a distant portion of the Internet is congested
resulting in packet ,loss in the area. One or more receivers in this
region may multicast repeated NACKS that must be processed
by all the receivers and the resulting retransmissions must also be
forwarded to and processed by all the receivers.
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and avoiding the long recovery times of receiver-initiated
approaches.

OVERVIEW OF OUR APPROACH

Under the TMTP dissemination model, a single
sender multicasts a stream of information to a dissem-

ination group. A dissemination group consists of pro—

cesses scattered throughout the Internet, all interested

in receiving the same data feed. A session directory ser-

vice (similar to the session directory sd from LBL [12])
advertizes all active dissemination groups.

Before a transmitting process can begin to send its
stream of information, the process must create a dissem-

ination group. Once the dissemination group has been
formed, interested processes can dynamically join the

grOup to receive the data feed. The dissemination pro-
tocol does not. provide any mechanism to insure that all

receivers are present and listening before transmission

begins. Although such a mechanism may be applicable
in certain situations, we envision a highly dynamic dis-

semination system in which receiver processes usually

join a data feed already in progress and/or leave a data
feed prior to its terminatiOn. Consequently, the protocol
makes no effort to coordinate the sender and receivers,

and an application must rely on an external synchro-
nization method when such coordination is necessary.

For the purposes of flow and error control, TMTP or-

ganizes the group participants into a hierarchy of sub-
nets or domains. Typically, all the group members in

the same subnet belongto a domain and a single do-
main manger acts as a representative on behalf of the
domain for that particular group. The domain manager

is responsible for recovering from errors and handling 10-
cal retransmissions if one or more of the group members
within its domain do not receive some packets.

In addition to handling error recovery for the local
domain, each domain manager may also provide error

recovery for other domain managers in its vicinity. For
this purpose, the domain managers are organized into

a control tree as shown in Figure 1. The sender in a

dissemination group serves as the root of the tree and
has at most K domain managers as children. Similarly,

each domain manager will accept at most K other do-
main managers as children, resulting in a tree with max-

imum degree K. The value of K is chosen at the time of

group creation and registration and does not include 10-

cal group members in a domain (or subnet). The degree
of the tree (K) limits the processing load on the sender
and the internal nodes of the control tree. Consequently,

the protocol overhead grows slowly, proportional to the
LogK (Number-0f_R,eceivers).

Packet transmission in TMTP proceeds as follows.

When a sender wishes to send data, TMTP uses IP

multicast to transmit packets to the entire group. The

transmission rate is controlled using a sliding window
based protocol described later. The control tree en-

sures reliable delivery to each member. Each node of

 
Figure 1: An example control tree with the maximum
degree of each node restricted to K. Local group mem-
bers within a domain are indicated by GM. There is no

restriction on the number of local group members within
a domain.

the control tree (including the root) is only responsi—
ble for handling the errors that arise in its immediate
K children. Likewise, children only send periodic, posi-

tive acknowledgments to their immediate parent. When
a child detects a missing packet, the child multicasts a
NACK in combination with neck suppression. On the

receipt of the NACK, its parent in the control tree mul-

ticasts the missing packet. To limit the scope of the mul-
ticast NACK and the ensuing multicast retransmission,

TMTP uses the Time— To-Live (TTL) field to restrict the
transmission radius of the message. As a result, error
recovery is completely localized. Thus, a dissemination

application such as a world-wide IETF conference would
organize each geographic domain (e.g., the receivers in-
California vs. all the receivers in Australia) into sep-

arate subtrees so that error recovery in a. region can

proceed independently without causing additional traf-

fic in other regions. TMTP’s hierarchical structure also
reduces the end-to-end delay because the retransmission

requests need not propagate all the way back to the orig-
inal sender. In addition, locally retransmitted packets

will be received quickly by the affected receivers. .

The control tree is self-organizing and does not rely
on any centralized coordinator, being built dynamically

as members join and leave the group. A new domain

manager attaches to the control tree after discovering
the closest node in the tree using an expanded ring
search. Note that the control tree is built solely at the

transport layer and thus does not require any eaplicit
support from, or modification to, the IP multicast in-

frastructure inside the routers.

The following sections describe the details of the
TMTP protocol.

GROUP MANAGEMENT

The session directory provides the following group

management primitives:

CreateGroup(GName,Comm’I‘ype): A sender cre-

ates a new group (with identifier GNarne) using the
CreateGroup routine. Comm Type specifies the type
of communication pattern desired and may be ei-
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ther dissemination or concastz. If successful, Cre-

ateGroup returns an IP multicast address and a

port number to use when transmitting the data.

JoinGroup(Gname): Processes that want to receive
the data feed represented by GName call JoinGroup

to become a member of the group. Join returns the

transport level address (I? multicast address and

port number ) for the group which the new process
uses to listen to the data feed.

LeaveGroup(Gname): Removes the caller from the
dissemination group GName.

DeleteGroup(GName): When the transmission is

complete, the sending process issues a DeleteGroup
request to remove the group GName from the sys-
tem. DeleteGroup also informs all participants, and

domain managers that the group is no longer active.

CONTROL TREE MANAGEMENT

Each dissemination group has an associated control

tree consisting of domain managers. Over the lifetime
of the dissemination group, the control tree grows and
shrinks dynamically in reSponse to additions and dele—
tions to and from the dissemination group membership.

Specifically, the tree grows whenever the first process
in a domain joins the group (i.e., a domain manager is

created) and shrinks whenever the last process left in a
domain leaves the group (i.e., a‘domain manager termi-

nates).
There are only two operations associated with con-

trol tree management: Join Tree and LeaveTree. When a

new domain manager is created, it executes the JoinTree

protocol to become a member of the control tree. Like-
wise, domain managers that no longer have any local

processes to support may choose to execute the Leave-
Tree protocol.

Figures 2 and 3 outline the protocols for joining
and leaving the control tree. The join algorithm em-

ploys an expanding n'ng search to locate potential con-
nection points into the control tree. A new domain

manager begins an expanding ring search by mul-
ticasting a SEARCILFORIARENT request message
with a small time—to-live value (TTL). The small TTL

value restricts the scope of the search to nearby con-

trol nodes by limiting the propagation of the multi-
cast message. If the manager does not receive a re-

sponse within some fixed timeout period, the man-

ager resends the SEARCHJF‘ORPARENT message us-

ing a larger TTL value. This process repeats until the
manager receives a WILLING-TO_BE_PARENT mes-

sage frOm one or more domain managers in the con-
trol tree. All existing domain managers that receive the
SEARCHFORJ’ARENT message will respond with a

2Although this paper focuses on dissemination, TMTP also
supports efficient concast style communication[10].

while (NotDone) {

Hulticast a SEARCH_FOR_PARENT msg
Collect responses
If (no responses)

Increment TTL /t try again #/
Else

Select closest respondent as parent
Send JOIN_REQUEST to parent
Wait for JUIN_CONFIB.M reply
If (JOIlLCONl-‘IRM received)

NotDone = False

Else /¢ try again #/

(A) New Domain Manger Algorithm

Receive request nmssage ‘

If (request is SEARCEJOLPARENT)
If (MAX_CHILDREN not exceeded)

Send HILLING_TO_BE_PARENT msg
Else

/# Do not respond #/
Else If (request is JOIN_REQUEST)

Add child to the tree

Send JOIN_CDNFIRM msg

(B) Existing Domain Manger Algorithm

Figure 2: The protocol used by domain managers to
join the control tree. A new domain manager performs

algorithm (A) while all other existing managers execute

algorithm (B).
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If (I_am_a_leaf_manager)
Send LEAVE_TREE request
to parent

Receive LEAVE_CONFIRH
Terminate

Else /t I am an internal manager t/
Fulfill all pending obligations
Send FIND_NEH_PAEENT message to children
Receive FIND_NEH_PARENT reply from all children
Send LEAVE_TREE request to parent
Receive LEAVE_CONFIRH
Terminate

Figure 3: The algorithm used to leave the control tree
after the last local group member terminates.

WILLING.TO_BE_PARENT message unless they al—

ready support the maximum number of children. The
new domain manager then selects the closest domain

manager (based on the TTL values) and directly con-
tacts the selected manager to become its child. For each

domain, its manager maintains a multicast radius for
the domain, which is the TTL distance to the farthest
child within the domain. The domain manager keeps
the children informed of the current multicast radius.

As described later in the descriptiOn of the error control

part of TMTP, both parent and its children in a domain
use the current multicast radius to restrict the scope of
their multicast transmissions.

Before describing the Leave’Iree protocol, note that

a domain manager typically has two types of children.
First, a domain manager supports the group members
that reside within its local domain. Second, a domain

manager may also act as a parent to one or more children
domain managers. We say a manager is an internal
manager of the tree if it has other domain managers as

children. We say a manager is a leaf manager if it only
supports group members from its local domain.

A domain manager may only leave the tree after its
last local member leaves the group. At this point, the

domain manager begins executing the Leave'l‘ree proto-

col shown in Figure 3. The algorithm for leaf managers
is straightforward. However, the algorithm for inter-

nal managers is complicated by the fact that internal
managers are a Crucial link in the control tree, contin-

uously servicing flow and error control messages from
other managers, even when there are no local domain
members left. In short, a departing internal node must

discontinue service at some point and possibly coordi-
nate children with the rest of the tree to allow seam-

less reintegration of children into the tree. Several al-

ternative algorithms can be devised to determine when
and how service will be cutoff and children reintegrated.

The level of service provided by these algorithms could

range from “unrecoverable interrupted service” to “tem-

porarily interrupted service” to “uninterrupted service”.

Our current implementation provides “probably unin-

terrupted service" which means children of the depart-

ing manager continue to receive the feed while they rein-
tegrate themselves into the tree. However, errors that

arise during the brief reintegration time might not be
correctable. We are still investigating alternatives to
this approach.

After a departing manager has fulfilled all obliga-
tions to its children and parent, the departing manager
instructs its children to find a new parent. The chil-

dren then begin the process of joining the tree all over

again. Although we investigated several other possible

algorithms, we chose the above algorithm for its sim-
plicity. Other, more static algorithms, such as requiring
orphaned children to attach themselves to their grand-

parents, often result in poorly constructed control trees.

Forcing the children to restart the join procedure en-
sures that children will select the closest possible con-

nection point. Other more complex dynamic methods

can be used to speed up the selection of the closest con-

nection point but, in our experience, the performance of

our simple algorithm has been acceptable.

DEUVERYIMANAGEMENT

TMTP couples its packet transmission strategy with

a unique tree-based error and flow control protocol to
provide efficient and reliable dissemination. Conven-

tional flow and error control algorithms employ a sender-

or receiver-initiated approach. However, using the con-

trol tree, TMTP is able to combine the advantages of
each approach while avoiding their disadvantages. Log-

ically, TMTP’s delivery management protocol can be
partitioned into three components: data transmission,

error handling, and flow control. The following sections
address each of these aspects.
The Transmission Protocol

The basic transmission protocol is quite simple and is
best described via a simple example. Assume a sender

process S has established a dissemination group X and

wants to multicast data to group X. S begins by multi-

casting data to the (IPJnulticastnddi-mortmo) repre-
senting group X. The multicast packets travel directly

to all group members via standard IP multicast. In ad—
dition, all the domain managers in the control tree listen
and receive the packets directly.

As in the sender-initiated approach, the root S ex-
pects to receive positive acknowledgments in order to
reclaim buffer space and implement flow control. How-

ever, to avoid the ac]: implosion problem of the sender

initiated approach, the sender does not receive acknowl-

edgments directly from all the group members and, in-
stead, receives ACKs only from its K immediate chil-

dren. Once a domain manager receives a multicast

packet from the sender, it can send an acknowledgment

for the packet to its parent because the branch of the

tree the manager represents has successfully received the
packet (even thOugh the individual members may not

have received the packet). That is, a. domain manager
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does not need to wait for ACKs from its children in or-

der to send an ACK to the parent. In addition, each

domain manager only periodically sends such ACKs to

its parent. This feature substantially reduces ACK pro-

cessing at the sender (and each domain manager).
Error Control

Before describing the details of TMTP’s error control
mechanism we must define an important concept called

limited scope multicast messages. A limited scope multi-
cast restricts the scope of a multicast message by setting
the TTL value in the IP header to some small value

which we call the multicast radius. The appropriate

multicast radius to use is obtained from the expanding

ring search that domain managers use to join the tree.
Limited scope multicast messages prevent messages tar-

geted to a particular region of the tree from propagating
throughout the entire Internet.

TMTP employs error control techniques from both
sender and receiver initiated approaches. Like the

sender initiated approach, a TMTP traffic source

(sender) requires periodic (unicast) positive acknowl-
edgements and uses timeouts and (limited scope mul-
ticast) retransmissions to ensure reliable delivery to all
its immediate children (domain managers). However, in
addition to the sender, the domain managers in the con-

trol tree are also responsible for error control after they

receive packets from the sender. Although the sender

initially multicasts packets to the entire group, it is the

domain manager’s responsibility to ensure reliable deliv-
ery. Each domain manager also relies on periodic posi-
tive ACKs (from its immediate children), timeouts, and
retransmissions to ensure reliable delivery to its chil-
dren. When a retransmission timeout occurs, the sender

(0r domain manager) assumes the packet was lost and

retransmits it using IP multicast (with a small TTL
equal to the multicast radius for the local domain so

that it only goes to its children).
In addition to the sender initiated approach, TMTP

uses restricted NACKs with NACK suppression to re-

spond quickly to packet losses. When a receiver notices

a missing packet, the receiver generates a negative ac-

knowledgment that is multicast to the parent and sib-

lings using a restricted (small) TTL value. To avoid mul-
tiple receivers generating a NACK for the same packet,
each receiver delays a random amount of time before

transmitting its NACK. If the receiver hears a NACK
from another sibling during the delay period, it sup-
presses its Own NACK. This technique substantially re-
duces the load imposed by NACKs. When a domain

manager receives a NACK, it immediately responds by
multicasting the missing packet to the local domain us- '

ing a limited scope multicast message.
Flow Control

TMTP achieves flow control by using a combination
of rate-based and window-based techniques. The rate-

based component of the protocol prohibits senders from

transmitting data faster than some predefined maxi-
mum transmission rate. The maximum rate is set when

the group is created and never changes. Despite its
static nature, a fixed rate helps avoid congestion aris-

ing from bursty traffic and packet loss at rate—dependent

receivers while still providing the necessary quality-of-
service without excessive overhead.

TMTP’s primary means of flow control consists of
a window-based approach used for both dissemination
from the sender and retransmission from domain man—

agers. Within a window, senders transmit at a fixed
rate.

TMTP’s window-based flow control differs slightly

from conventional point-to—point window-based flow
control. Note that retransmissions are very expensive

because they are multicast. In addition, transient traf-

fic conditions or congestion in one part of the network
can put backpressure on the sender causing it to slow
the data flow. To oversimplify, TMTP avoids both of
these problems by partitioning the window and delay-

ing retransmissions as long as possible. This increases
the chance of a positive acknowledgement being received
and it also allows domain managers to rectify transient

behavior before it begins to cause backpressure.
TMTP uses two different timers to control the win-

dow size and the rate at which the window advances.

Tram", defines a timeout period that begins when the

first packet in a window is sent. Since the transfer rate

is fixed, Tnth also defines'the window size. . ,A sec-
ond timer, Tack, defines the periodic interval at which
each receiver is expected to unicast a positive ACK to
its parent.

The sender specifies the value of Tack based on the
RTT to its farthest child. Tram“, is chosen such that

Tram“, = n x Tack, where n is an integer, n 2 2. Both

Trem", and Tack are fixed at the beginning of transmis-
sion and do not change. A sender must allocate enough
buffer space to hold packets that are transmitted over

the Tretrans periOd'

Figure 4 illustrates the windowing algorithm graphi-
cally. The sender starts a timer and begins transmitting

data (at a fixed rate). Consider the packets transmit-
ted during the first Tack interval. Although the sender
should see a positive ACK at time Tack, the sender does

not require One until time Tum”. Instead, the sender

continues to send packets during the second and third
interval. After T":th amount of time, the timer ex-

pires. At this point, the sender retransmits all unACK’d

packets that were sent during the first Tack interval. Re-
transmissions continue until all packets in the Tack in-

terval are acknowledged at which point the window is

advanced by Tack. On the receiving end, packets con-
tinue to arrive without being acknowledged until Tack

amount of time has expired3.

3However, a receiver may generate a restricted NA CK as soon
as it detects a missing packet.
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Figure 4: Different Stages in Sending Data

A domain manager must continue to hold packets
in its buffer until all of its children have acknowledged

them. If the children fail to acknowledge packets, the do-
main manager’s window will not advance and its buffers

will eventually fill up. As a result, the domain manager

will drop and not acknowledge any new data from the

sender, thereby causing backpressure to propagate up
the tree which ultimately slows the flow of data.

There are three reasons for using multiple Tack inter-
vals during a retransmission timeout interval (Trauma).

First, by requiring more than one positive ACK-during
the retransmission interval, TMTP protects itself from

spurious retransmissions arising from lost ACKs. First,

by requiring more than one positive ACK during the
retransmission interval, TMTP protects itself fr0m spu-

rious retransmissions arising from lost ACKs. Second,

a larger retransmission interval gives receivers sufficient
time to recover missing packets using receiver-initiated

recovery when only one (or a few) packets in a window
are lost. This avoids unnecessary multicast retransmis-

sions of a window full of data. Third, multiple Tack in-

tervals during the retransmission interval provide suffi-
cient opportunity for a domain manager to recover from

transient network load in its part of the subtree without

unnecessarily applying backpressure to the sender.

We have chosen the value of the multiplying factor
n to be 3 based on empirical evidence; the appropri-

ate value depends on several factors including expected

error rates, variance in RTT, and expected length of
the intervals with transient, localized congestion. Eir-
ther study is necessary to determine whether value of

n should be chosen dynamically using an adaptive algo-
rithm.

RESULTS

The Test Envimnment

Figure 5a illustrates the environment in which the ex-

periments were run. Our tests involved seven geograph-

 
(5b) The Control fIi-ee

Figure 5: Figure'5a shows the test environment consist—
ing of seven geographically distant sites connected by

the Mbone. Figure 5b shows the corresponding control

tree configuration used in the experiments.

ically distinct Internet Mbone sites across the United

States and Europe: Washington University in St. Louis,
Purdue University, the International Computer Science
Institute at Berkeley, Rutgers University, the University

of Delaware, University College at London, and the Uni-
versity of Mannheim in Germany. All of our experiments

were conducted using standard IP multicast across the
Internet Mbone and thus experienced real Internet de-

lays, congestion, and packet loss.

As a point of comparison, we implemented a standard
sender-initiated reliable multicast transport protocol

both with and without window-base flow control (called

WIN_BASEP and BURST.BASEP respectively). Un-
der both protocols, the sender maintains state inferma-

tion for all receivers, expects positive ACKs from each

receiver, and uses timeouts and global multicast retrans-

missions to recover from missing acknowledgments. The

two BASEP protocols illustrate the performance bot-
tlenecks related to processor load and end-to-end la-

tency. All three protocols used the same packet size (1
Kbytes). TMTP and WIN-BASEP used a window size

of 5. TMTP uses a transmission rate of 10 packets per
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second, while both BASEP protocols transmit packets

as fast as possible (up to the window size in the case of

WIN_BASEP). Both BASEP protocols set the retrans-

mission timeout period to be twice the RTT to the far-
thest site (approx. 2 seconds in our tests). TMTP uses
a retransmission period of Tum“, = N x Tack. Tad, is

dynamically set based on the RTT to the farthest group

member (approximately 1.1 sec0nds for our tests). After
some preliminary evaluation of different setting for N,

Our empirical results indicated that N = 3 provides suffi-
cient time for local domains to recover without delaying

acks unnecessarily or consuming too much buffer space.
Consequently, Tram“, was approximately 3.3 seconds

in our tests. The following sections describe the perfor-
mance measures used and detail the actual experiments

performed.
PerfOrmance Measures

To evaluate the performance of our protocol, we iden-
tified two important measures of performance: end-to-

end delay and processing load. In addition, we moni—
tored the total number of retransmissions to estimate

the amount of network traffic generated by TMTP.
From the application’s perspective, the primary con-

cern is the delay in reliably delivering the entire data

feed (e.g., video, audio, or file data) to the multiple re-
cipients of the group. To measure the end-to-end delay,
we required that each receiving application send back

a single positive acknowledgment (a GOTJT message)

to the sending application when theentire data trans-
mission was completeu The sending applicatiOn then
calculated the end-to-end delay as the time between the

beginning of the transmission and the time at which the

last group member’s final GOTJT message is received.
From the network’s perspective, the primary concern

is network load and scalability of the algorithm. If the

protocol provides low end-to-end delay but consumes

large amounts of network resources, the protocol will not
scale well, congesting the Internet by consuming shared
resources required by other Internet users. There are

two aspects to network load: processing load and band-
width consumption. To measure the processing load at

the sender, receivers, and domain managers, we moni-

tored the following processing activities:

9 receiving and processing a selective positive ac-
knowledgment

0 receiving and processing a negative acknowledg-
ment

o handling a timer event (such as a retransmission
timeout)

o performing a retransmission

Because it is hard to measure the amount of process-

ing time needed for each of the events listed above (and
highly dependent on the operating system and architec-
ture), we have chosen to simply count the total number

of such events at the sender to estimate the processing

load generated by a protocol.

The second important measure of network load is

bandwidth consumption. The precise amount of band-
width consumed by each protocol is much harder to

quantify since we were unable to collect traces of traf-
fic across the Mbone to determine the number of links
traversed and the amount of bandwidth consumed over

each link. However, our results indicate that TMTP

generated far fewer retransmissions than the BASEP
protocols, and most TMTP retransmissions are local to

a particular domain. For example, under the BASEP

protocols most timeouts/retransmissions occurred as a
reth of dropped ACKs. TMTP’s hierarchy substan-

tially reduced the number of lost ACKs, experiencing

only 6 local retransmissions totaled across all domain

managers (four occurring concurrently) as opposed to 9

global retransmission for BURSTBASEP (out of thirty
1K messages).

Experiments Performed

Each of our experiments measured the performance

of a single dissemination group consisting of many pro-
cesses evenly distributed across the seven sites pictured

in Figure 5a. The total number of processes acting as
receivers was varied between five and thirty processes.

The five process case used only five domains while all
other cases used seven domains. In each experiment, a

sending process created a dissemination group, waited
for the receiving processes to join the group and organize
their domains into a control tree. Multiple tree config-

urations are possible depending on when, and in what
order, domain mangers join the tree. However to ensure
consistency across tests, we held the tree configuration

constant across all tests (see Figure 5b). After all re-

ceivers joined the group, the sender disseminated a data

file to the group, and then waited for the final GOTJT
message from all receivers. The values reported for each
test are averaged over at least five runs taken during

weekdays at roughly the same time so that the observed
Internet traffic conditions remain similar across tests.

To gauge the scalability of the protocol, we monitored
the changes in processing load at the senders, receivers,

and managers. To measure the effective throughput, we
measured the changes in end-toend delay as perceived

by the sender. Both processing load and end-to—end

delay were rec0rded under a variety of workloads. In
the first set of tests, the sender transmitted a 30 Kbyte

file to a varying number of receivers. The dissemination
was considered complete when all the receivers correctly
receive the entire file. In the second set of tests, the

number of processes was fixed at 30 and we incremen-

tally increased the file size from 3K to 30 Kbytes. The
end-to-end delay is measured as the time between the

beginning of the file transfer and the time at which the
last group member’s final GOTJT message is received.

To measure the processing load, we counted the total
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Figure 6: (a) Effect of the amount of data transmit-
ted on the processing load. (b) Effect of the amount
of data transmitted on the end-to—end delay. Figure b

shows the time for the file transfer to complete at all the
receivers. All measurements were taken with a dissemi-

nation group of size 30.
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Figure 7: (a) Impact of group size (no. of receivers) on

the processing load. (b) Impact of group size (no. of

receivers) on the end-to—end delay. Figure b shows the
time for the file transfer to complete at all the receivers.
All measurements were taken for a dissemination of a

30 KB file.
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number of events at the sender that contribute to the

processing load. Similarly, we recorded the number of

events at each domain manager. Figure 6 only shows
the number of events processed at the sender. However,
the balanced nature of our control tree meant the event

processing load was spread equally among the sender

and all domain managers. Consequently, the number
of events processed at each domain manager is approx-

imately the same as the number of events processed at
the sender. Variations occurred based on the number of
NACKS received.

Figures 6 and 7 show the results for each of the ex-
periments performed. Fiom these results we draw the

following observations:

Impact of the Data Size

Figures 6a and 6b show how the file size affects

the processing load and end-to—end delay. As the file
size increases, the number of packets transmitted in-

creases, thereby increasing the number of events (such

as ACK/NACK processing or timer events) that affect
the processing load at the sender (or a domain man-

ager). Similarly, end-to-end delay is likely to increase
due to time needed to deliver all the packets and due to

increased probability of packet loss.

As the plots show, both the versions of the BASEP

benchmark protocol show a significant increase in the

processing load at the sender and the end-to-end delay.
Note that the delay for WINBASEP (with flow con-
trol) is actually higher than BURSTBASEP (no flow

control). This occurs because the WIN_BASEP sender

expects acknowledgments from all its receivers before

advancing the flow centrol window.
In the case of TMTP, the processing load shows

only a small increase because the work is distributed

among many nodes in the control tree. Consequently,
the sender does not have to process acknowledgments or
retransmission requests from all the receivers. TMTP’s

end-to-end delay is substantially lower than that of the
BASEP protocols for all file sizes. Although all three

protocols experience an increase in end-to—end delay re-

sulting from larger data transmissions, packet losses,
and retransmissions, TMTP’s end-to—end delay rises at

a significantly lower rate than that of the BASEP pro-
tocols. This occurs because error recovery in TMTP

proceeds cencurrently in different parts of the control

tree rather than sequentially as in the BASEP cases.

Impact of the Group Size

Figures 7a. and 7b show how the number of receivers

(group size) affects the processing load and end-to—end
delay.

Again, as the plots show, two versions of BASEP pro-
tocol show sharp increases in processing load with in-
crease in number of receivers because the sender solely

shoulders the responsibility for processing acknowledg-
ments and retransmission requests (or timeouts) from

each receiver. In the case of TMTP, the processing load

at the sender (and each domain manger) is limited by
the maximum number of immediate children in the con-

trol tree and, therefore, shows almost no increase as the
number of receivers is increased. This results from the
fact that the number of domains remains at seven for

more than seven receivers. An increase in the number of

domains participating in the dissemination group would

cause a slight load increase on domain managers who
adopt the new children.

Figure 7a shows that the end-to—end delay of both

BASEP protocols is significantly higher than that of
TMTP. The primary reason for this difference stems
from TMTP’s receiver-initiated capabilities that re-

spond to and correct errors quickly. In contrast, the

BASEP protocols will not correct an error until a re-
transmission timeout occurs.

In the case of TMTP end-to—end delays increases

gradually because error recovery proceeds concurrently
and independently in different parts of the control tree

as explained earlier. Figure 7b shows that the end-to-
end delay stabilizes to almost a constant value beyond
a point. That is, to a small extent, an artifact of our

tests in which we did not add any new domains to the

control tree, but rather only added new processes to the

existing tree. However, in other experiments involving
varying number of domains, we have observed a simi-

lar trend of gradual increase in end-to—end delays with

increasing number of receivers ,at additional domains.

RELATED WORK

A considerable amount of work has been reported

in the literature regarding reliable multicast [13, 5, 3,
18, 12, 1, 4, 19, 15, 8, 11, 16]. Most of the ear-
lier approaches achieve reliable delivery using a sender-

initiated approach which is not suitable f0r large-scale,
delay-sensitive, reliable dissemination.

Pingali and others[18] recently analyzed and com-
pared both sender- and receiver-initiated approaches to
demonstrate the limitations of the sender—initiated ap-

proach for large-scale dissemination. Our work is also
motivated by similar observations, but combines the ele-

ments of both the approaches to achieve fast, local error
recovery.

The reliable multicast protocol used in LBL’s white-

board tool (wb) [15, 8] and the log-based reliable mul-

ticast protocol [11] are two recent examples of the
receiver-initiated approach for reliable delivery. Un-
like TMTP, these protocols do not combine sender-
initiated with receiver-initiated approaches and differ

significantly in flow control mechanisms and buffering
mechanisms. Our work is related to the wb work in that

the wb protocol also uses a NA OKs with NA CK suppres-

sion mechanism. The wb protocol reduces state manage-

ment overhead and achieves high degree of fault toler-

ance by relying solely on the receiver to recover from a
packet loss. However, the protocol inCurs the overhead

of global (sometimes redundant) multicasts; a receiver
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multicasts a repair request to the entire group and one or

more receivers in the group who have missing data (irre-
spective of. their proximity to the complaining receiver)

will multicast the missing packet(s) to the entire group
even though the loss (or congestion) is restricted to a

small region of the group topology. TMTP restricts the
scope of multicast NACKs and retransmissions to the

local domain to avoid generating redundant multicast

transmissions over a wider region. Similar to TMTP,

receivers using the wb protocol delay their NACKs to
suppress duplicate NACKs in case another receiver mul-
ticasts a NACK. However, in the wb protocol, each re-

ceiver delays its NACK (and the response) by a ran-

dom amount that depends on the RTT to the original
sender. This can result in higher latency in recovering

from packet losses. TMTP, on the other hand, uses 10-
calized recovery and, thus, the amount of random delay

is bounded by the largest RTT between the local do-
main manager and one of the receivers in the domain.
In addition, TMTP allows recovery from different errors

to proceed concurrently in different domains to allow
faster and efficient recovery.

Cheriton et. al.[8] have recently proposed a collec-
tion of strategies (called log-based receiver-reliable mul-

ticast or LRBM) for achieving large-scale, reliable mul-
ticast delivery. Some elements of LRBM are similar to
TMTP’s mechanisms to some extent. LRBM uses a hi-

erarchy of logging servers with a primary log server re-.
sponsible for sending positive acknowledgments to‘the';
multicast source. The primary log server stores the

packets as long as an application desires and the re-
ceivers must recover from errors by contacting a logging

server. A secondary server at each site may log received

packets and satisfy local retransmission requests to re
duce load on the primary server. Deployment of LRBM
in the Internet is necessary to evaluate its performance

in achieving reliable delivery in a wide area network en-
vironment.

Recently Paul et. al. [16] have proposed and are ex-
amining three multicast alternatives with features sim-
ilar to those of TMTP. In contrast to these protocols,
TMTP uses a multi-level hierarchical control tree and a

dynamic group management protocol, as opposed to a
static two-level hierarchy, to evenly distribute the proto-

col processing load and allow finer grained independent
and concurrent error recovery. TMTP targets a best-
effort multicast system such as IP multicast rather than
an ATM-like network with allocated resources. TMTP

imposes no additional load on network-level routers and
requires no modification to the network-level routers,

but yet incorporates both local retransmissions and

combined acknowledgments. Furthermore, TMTP em-

ploys receiver-initiated recovery techniques (restricted
negative acknowledgments with nack suppression com-

bined with periodic positive acknowledgments) and a
unique flow control mechanism that can provide quick
recovery from transient congestion and lost acknowledg-

ments.

CONCLUSION

Based on our experimental results, we believe that

TMTP can scale well to provide reliable delivery on a

large scale without sacrificing end-to-end latency. Under
TMTP, the network processing load increases very grad-

ually, indicating that the protocol will scale well as the
number of receivers increases. Moreover, TMTP pro-

vides significantly better application-level throughput

because of the concurrency resulting from local retrans-
missions as shown by the end-to—end measurements.
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Abstract

Modern fast packet switching networks forced to rethink the
routing schemes that are used in more traditional networks.
The reexamination is necessitated because in these fast net-

works switches on the masage's route can afford to make
only minimal and simple operation. For example, examin-
ing a table of a size proportional to the network size is out
of the question.

In this paper we examine routing strategies for such net-
works based on flooding and predefined routes. Our con-
cern is to get both eflicient routing and an even (balanced)
use of network raources. We prsent efficient algorithms for
assigning weights to edges in a controlled flooding scheme
but show that the flooding scheme is not likely to yield a
balanced use of the resources. We then present efficient al-
gorithms for choosing routes along: (i) breadth-first search
trots; and (ii) shortat paths. We show that in both cases a
balanced use of network resources can be guaranteed.

1 Introduction

Traditional computer networks were designed on the
premise of fast procing capability and relatively slow
communications channels. This manifested itself by bur-

dening network nodes with frequent network management
decisions such as flow control and routing [1. 2. 3]. In a typ-
ical packet-switching network the routing decision at every
node is based on the packet's destination and on routing in-
formation stored locally. This routing information may be-
come quite voluminous. increasing the per-packet processing
tilne.

Changes in technology. applications. and network sizes have
forced to rethink these strategies. Modern fast packet
switching networks [4. 5] relegate most of the routing com-
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Computer Science. Stanford Univerlity. CA 94305-2l40. and was sup—
ported by - Weiunarm Fellowship and contract ONR NOOOIQ-SB-K—0166
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putation to the end-nodes leaving all but the minimal com-
putation to the intermediate node once the packet is on
its way. This paper considers and compares several rout-
ing strategies for such fast networks. We assume that links
are of high capacity so that message length islof no great
concern. Computation capability in intermediate nodes is
assumed limited so that all decisions made enroute should

be simple and could not rely. for example. on generating
random numbers or on tables that grow with the size of the
network.

The first to encounter similar problems were the designers
of parallel computers. Their solution. in the form of an in-
terconnection networkl typically derives the route directly
from the destination address This approach. however.
is limited to specific types of network topology and a atruc- -
tured layout which cannot be assumed for ageneral network.
Furthermore. deriving the route from the address in general
conflicts with alternate routing approach. '

Flow-based techniqua, used in many existing networks
[7. 8], are also inadequate for our environment. These rout-
ing strategies are destination based (typically require 'a table
entry per destination) but more importantly. result in bifur-
cated routing necessitating intermediate nodes to generate
random numbers.

Two strategies are considered in this paper - controlled
flooding and fixed routing. Flooding in a routing strategy
that guarantees fast arrivals with minimal enroute computa-
tion at the expense of excessive bandwidth use. The scheme
we use here. first proposed in [9]. limits the extent to which
a message is flooded through the network. Essentially. each
link is assigned a cost for traversing it, thereby limiting the»
extent of the flood. The problem is to assign the link costs
so as to achieve best performance. We show two methods
of computing optimal weights that are drawn from a poly-
nomial range (as opposed to the exponential range proposed
in [9]). However, we do show that the assignment does not
result in a routing scheme that uses network resources in a
balanced way.

In the fixed routing scheme the route of the message is de-
termined at the source node and is included in the message.

No further routing decision are done enroute. The prob-
lem is therefore to find a set of routes. one for each pair of
nodes. such that all the network's links will be used in a
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balanced manner. We propose two methods to achieve this.
In the first one. we force the messages to be routed along a

(topological) breadth first search tree. The problem can be
formulated as finding a set of rooted BPS trees such that
the maximum load on’a link is minimized. Notice that no
lint; in the network remains unused. We provide polynomial

algorithms to generate such a set of balanced routes.

In the second method. routing is done along paths that do
not necessarily farm trees. One of 'the shortest paths be-
tween every pair of nodes is designated as the path along
which these two nodes exchange "images. We prove that
a set of paths can be chosen that yields a balanced load.
We define the notion of a balanced load with respect to ran-
domized choices of paths, i.e.. every pair chooses uniformly
in random one of the shortest paths connecting them. We
first show that with hiin probability the load on every edge
will be close to its expected value. We then show how to
construct deterministically in polynomial time such a set of
balanced paths via the method of conditional probabilities.

2 Routing Along Trees

In this section we consider the option of rdirting along fixed
UFS trees. Routing along trees can be viewed in two ways:

(1) the tree rooted at a node specifies the routes used by,
the root when acting as a source of messages, or (2) the tree
rooted at the node specifies the routes used by the other
nodes with the root serving as the destination. From a de-

sign standpoint tlnse are identical and in both we strive to
balance the load on the links as much as possible.

As before we consider the network as a graph G = (V, E)
with |V| = n and = 1". In addition we single out a
vertex r called the root. The graph is divided into layers
relative to root r by conducting a breadth-first search on G
from r (i.e.. we construct a tree of the shortest paths from r
to all the other nodes in the graph). In this division, layer 1',

0 5 r' 5 n -— 1. contains all the vertices whose distance from
r is i. The corresponding resultant tree is denoted '1}. Note
that for a given G and r, the layers are defined uniquely
but the BFS tree is not. Also note that given a BFS tree.

the edges of the original graph connect vcrtices only from
adjacent layers or in the same layer.

Let u E V be some vertex in layer 1' (for some 1 5 I' 5 n— I).
Define (I; as the number of neighbors of v at layer i' — l in
graph G rooted at r; by convention d: = 0. The following
proposition establishes relations which we shall use later on.

Proposition 2.1 For any graph G

l. The number a] diflcmnl BFS trees from mot r is

nuEG—rd;

2. For any r, Evev d; S m

P roof:

i. All the BFS trees can be constructed by having each
vertex v E G - r choose independently a parent out
of its neighbors in the previous layer. and each such
construction corresponds to a legal and different BFS
tree rooted at r. Hence the claim follows.

2. Each edge contributes unity to the sum if its two end-
point vertices are not in the same layer. and zero oth-
erwise. Thus, this sum is exactly equal to the number
of edges connecting vertices of dilferent (and therefore
adjacent) layers.

2.1 Homogeneous Sources

In this section we assume that each node sends (or receives)
the same amount of data to every other node. and our aim,
as we indicated, is to use the resources evenly. To that end
we define the load on an edge & follows. Assume that for
every vertex r in the graph we are given a single BFS tree
rooted at that vertex (thus determining node's r routing).
The load on an edge is defined (relative to this set of trees)
as the number of trees which contain this edge. FormallyI

we are given a set (T, )rev containing a single T, for every
1' E V and we define the load of an edge as

1(a) = Mr 6 VI: e T,”

Note that [(e) 5 n and 2‘“; ((e) = n(n - 1). since there
are n BFS trees with n — 1 edges in each and each edge in
a BFS tree contributes a unity to the sum. The capacity of
an edge e, denoted c(e), is defined as the maximum number
of BFS trees that may contain it.

Our goal is to choose a set {Tr},€v such that the maximum
load of the edges is minimized. We do this by solving a more
general problem ii} which edges have limited capacities that
are not necessarily equal. Assume that we are given the edge
capacity c(e) for each edge e E B. We are seeking a feasible
solution that is. a set {TJrEv such that 1(e) 5 c(e) for all e.
A solution for the capacitated problem can be easily used to
solve the problem of minimizing the maximum load (in the
uncapacitated problem). We just let‘c(e) = c for all e and
perform a binary search on 1 S c 5 n. thereby increasing
the complexity by a factor of log n.

2A.4.2
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In order to solve the capacitated problem we define the fol-
lowing bipartite graph H = (A U B. F). Side A consists of
"(n — 1) vertices denoted by pairs (r, o) for all u.r E V,
1: ¢ 1' (this pair will subsequently be interpreted as a root r
and some vertex v in G). Side 8 consists of m verticm. each
corresponding to (and denoted by) an edge e for all e E E.
Each vertex (r, u) E A is connected to a vertex e G B ifl’
3T, (i.e., a tree rooted at r) in which c 6 E connects u to a
vertex from the previous level.

Note that the degree of vertex (r, u) is d; as per the def-
inition of «1;. Also, from proposition 2.1 IFI = Enid: 5
2, m = nm.

The key observation is that in order to solve our problem
we need to find n(n - l) edges in the graph H such that the
degree of eadi vertex in A is exactly 1 (matching), and the
degree of vertex e E B is at most C(e). These edges define
the n BFS trees in 0. Specifically, the edges of T, are the
verticm in B which are adjacent to the vertices (rI v) for all
u 6 G—r. We present two algorithms for finding these trees.

Algorithm 1. Each vertex e E B with all its incident edges
is duplicated C(c) tints. generating an “exploded” graph.
Now. it is clear that solving the problem is equivalent to
finding a perfect matching for side A into side 8. The num—
ber of vertices in the exploded graph is n(n— 0+):z c(e) <
n" + mn and the number of edges is at most anI 5 n’m.
The complexity of computing a maximum matching in a
bipartite graph is 0(|E|\/|V|) = 0(m3/7n‘") [ll].

The latter complexity can be improved by the next algo—
rithm. '

Algorithm 2. Add to the graph I! = (A U B, F) a source
node a and sink 1. Add directed edga from s to all the
vertices in .4. each with capacity l, and directed edges from
each vertex e e B to t, each with capacity C(e). Finally.
direct all the edges from A to B and assign each the capacity
1 (any capacity greater than I will also do).

Consider an integer flow problem with source a and desti-
nation 1 obeying the specified capacities. it is clear that
any such legal flow starts with some edges from s to A with
flow 1. Then, each vertex in A that has an incoming edge
with one unit of flow also has one outgoing edge with one
unit flow to a vertex in B. Finally, all the flow reaching B
continues to 1. Thus we conclude that there is a feasible so-
lution to our problem ifl' the maximum flow between 5 and
t is exactly "(1] — i).

We will use Dinic'a algorithm for finding the max-flow [12].
A careful analysis of the algorithm for our case yields a bet-
ter complexity than more recent max-flow algorithms that
perform better on general graphs. We first give a short
review of Dinic's algorithm. The algorithm has 0(IVI)
phases: at each phase only augmenting paths of length i,
l g i 5 WI, are considered. The invariant maintained at

phase i is that there are no augmenting paths of length less
than i. The complexity ofeacb phase is 0(IEIIVI) in general
graphs and 0(IEI) in 0—1 networks.

We first convert our graph into a 0-l network. Each edge
of capacity c(e) is duplicated into c(e) unity capacity edges
which yields a 0-1 network. Since C(e) _<_ n for every edge e,
the total number of new edges is at most nm and thus the
number of edges remains 0(nm). As mentioned before, the
complexity of Dinic‘a algorithm for 0-1 network is 0(lEIIVI)
which in our case becomes

0([n’ + m][n1 + mn + mnl) = 0(n2 - mn) = 0(mn3)

In fact, the running time can be reduced to 0(mn'). In our
graph, there are no edges between vertices in A and also
none between vertices in B, and there will not be such in

any of the residual graphs. in fact, the residual graph will
always start with s, end with t. have only vertices of A in
the other even numbered layers and only vertica of B in the
other odd-numberedlayers. Moreover, the vertices of A will
always have, in any residual graph, at most one incoming
edge. Let us run the first it — 1 phases of Dinic's algorithm
(where each phase takes time 0(IFI) = 0(nm)). In phase n
there will be at least n layers of A (unless we have already
finished), one of them having at most n(n — l)/n = n — 1
vertices. The incoming edges into this layer of Adeline a cut
separating a from 1 whose capacity is at most ri — 1. Thus'
Dinic's algorithm will terminate after at most additional
11 — 1 phases, which gives the desired time bound.

2.2 Heterogeneous Sources

The situation at hand in this section is similar to that of

the previous subsection except that we no longer assume
homogeneous traffic but rather that each node generates
a different amount of traffic. Translated into our model,
this results in a problem with weighted trees. FormallyI
let the relative traffic intensity associated with node r be
w(r) (assumed to be an integer). This means that the tree
associated with r (where r is the root) has a weight of w(r)
and we seek and of UPS trees (71),“: with load l(c) S e(e)
for all e, where the load l(e) is defined in the natural way,
i.e.,

1(a) = {Z wane e n}r

The Capacitated Problem of the previous subsection is the

special case ol'rour problem with .w(r) = l for all r e V.
While the Capacitated Problem in the homogeneous case
has an eflicient solution, we prove that in the heterogeneous
case this problem is NP-complete (it is clear that the prob-
lem belongs to chase NP). We base our proof on a reduction
from the “knapsack” problem which is known to be NP-
complete [13], defined as folloWs.

2A.4.3
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The Knapsnck Problem: Given are integers z; ...z,. and
5. Are thch 0; E {0.1). l S i S n. such that 20.13; = 5?

The Reduction: Consider a graph whose vertices are

ul....u..,ul_n-_-.t. Connect 1:; to u)- for l 5 is n,j =1,2
and connect u. and u; to I. Let the weight of the sources be

w(v.-) = 1:; for all i. 1001;) = w(u;) = w(t) = 0. Finally, let
the capacities of the cdga be C(llit) = 5, C(11)!) = Z; 2.- -—s,
and infinite (or big enough) for all the rest, It is clear that
each BFS tree from 0;, l 5 i 5 n, contains exactly one of
the edges ml or [£31. Since c(u,t)+c(u;t) = 2'. 1;, there is
a solution ill' there is a subset of the integers x.- that sums
up to 5.

Note that it is possible to eliminate the zero weights (and
have the proof still hold) by assigning w(u)) = 1001;) 2
111(1) = l and also adding 2 to the capacities of the edges
ult and wt.

2.3 Randomized Capacity Bounds

In this section we develop upper bounds on the capacities
that are needed for the edges in the Capacitated Problem
of the homogeneous case (section 2.1) in order to achieve
"good" load balancing. Our reference is a random tree rout-
ing scheme in which every node, whenever it needs to send
a masage. randomly and uniformly chooses a BFS tree in
which it is a root. and routes according to this tree. In-
tuitively, such a routing scheme is likely to achieve a good
balancing.

We start by calculating P: — the probability that an edge e
participates in a randomly and uniformly chosen BPS tree
rooted at r. Let 2-: be. an indicator random variable indi-
cating whether edge :3 belongs to the BFS tree rooted at r.
By our definition

l(e) = Z 2:.rEV

Consider an edge e = (z. y). If both a: and y are in the same
layer (i.e., equidistant from r). then P: = 0. Otherwise.
they belong to adjacent layers (without loss of generality let
I be the vertex that is further away from r). and P: = 31:.

Let l(e) be the expected load of 2. Clearly Elxz] = P: andalso

its) = E [22:] = 21212:] = Z P:rEV rEV rEV

27k) : Z Z P::65 rEVeGE

: ZZi;-d§=2n-i=n{n—l).r rgr ' f

Since Zeeghc) = "(H - l) and also 245(k) = n(n -
l). we cannot expect to find a set of BFS trees in which

1(a) _<_ l(c) for every edge e (7(e) is not necessarily an integer
for instance). However, we can find a set which is almost
as good. We show that there always exists a set of BPS
tres {Tr},gv such that the load on any edge satisfies the
following:

[(e) S 7(e) + 2‘/l(e) log n.
We will prove the claim via the probabilistic method; one
can easily find such a set by applying the algorithm from
section 2.1 as we are guaranteed that a solution exists.

To prove the bound on the load, we show that for each edge
e, the probability that l(e) exceeds the claimed bound is
less than Hence, there is a positive probability that the
claim holds for all edges in the'network. From Chemoff’s
bounds it can be shown that for all A 2 O,

Echl(e)]
Prob[l(e) > (1 +7)l(e)] S m

and it can be shown [14] that there exists a choice of A such

that I
El“ (:)l < c.1’i(e)/2.

¢(l+7)“(¢) _

Assigning 7 = 2 Lifi. results in

Prob[l(c) > 7(a) + 2y/l(c) log n] S 5 <31;
which finally yields

Prob[Ve, [(e) _<_ l(e) + 2 l(e) log n) >:;—
meaning that a solution exists with a high probability.

3 Routing Along Shortest Paths

in this section we consider a different option of routing

namely, routing along paths that do not necessarily form
trees. One of the shortest paths between every pair of nodes
is designated as the path along which thee two node ex-
change messaga. We prove that a set of paths can be chosen
that yields a balanced load.

The proof we present follows the exact same lines of the
proofin section 2.3 and we adopt the sar_n_e notation. Again,
our reference for a good load balancing is the madam path
routing scheme

We first evaluate Pew—the probability that an edge e par-
ticipates in a randomly and uniformly chosen shortest path
connecting vertics u and 0. (We will denote this event by
the indicator variable 22"). To compute this probability.
we must count the shortest paths connecting u and u that
contain edge e. Let M,(u,u) denote the number of paths of
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length [1 between the vertices u and u. The number of short-
est paths between u and u can be computed in polynomial
time by the following recursive formula. Let the vertices
adjacent to u be nip...“ and let p be the length of the
shortst path from u to u, then

I

Mr(u, v) = Z M,_1(a.-, 1)).i=1

We consider a pair of nods u and u and an edge e = (z,y)
(assume without loss of generality that vertex 2 is closer to
u than vertex 1]). Denote by p". the distance between the
vertices u and U, by p" the distance between u to z. and by
p” the distance between 0 and y. Define p’ = p.” —pu; — l-
lfp" > p'. then Pf" = 0; otherwise.

Mr..(U. r) - Mr,.(v- v)P‘” =
‘ M,"(n,u)

Similar to the derivation in section 2.3 the expected load on

an edge e is 7(2) = Evy“, P.“ and thus we cannot expect
to find a set of shortmt paths in which l(e) S 7(e) for every
edge e. llowever, again. we can find a set which is almost
as good. namely, a set of shortest paths such that the load
on any edge satisfies

((C) 5 7(a) + 2"i(e) log n.

An edge whose load does not satisfy the above condition is
called an anew-loaded edge. If there are no overloaded edges,
then the set of paths is called a good set. We will prove that
a good set of paths exists via the probabilistic method and
then show how to find such a set of paths deterministically.

Let every pair of vertices choose its path uniformly in ran-
dom (among the shortest paths between them). We show
that with high probability, the set of paths chosen is good.
The random variable [(c) is a sum of indicator variables
at”. These variables are independent because each pair of
vertices chooses its path independently of the other pairs.
If we show that the probability that edge e is overloaded is
less than then with high probability the claim holds for
all edges in the network. As stated in Section 2.3, it can be
shown that for all A Z 0.

EICAI(¢)]

furthermore, there exists a choice of A [14] such that
. M .

ple < c-v'Kd/Zctl-HWH) ’

Similar to Section 2.3. assigning 7 = 2, ['fi‘dfl, results in

- ~ /.—— l 1
Prob[l(e) > l(e)+2 I(e)logn] S a; < a;

which finally yields

Prob[Ve,l(e) S 7(e) + 2 7(e) log n] > g
as was claimed.

Having established that there exists a good set of paths
we now show how to find this good set deterministically in
polynomial time by the method a] conditional probabilities
[15],[16]. This method was introduced by Spencer [15] with
the intention of converting probabilistic proofs of existence
of combinatorial structures into efficient deterministic algcr
rithms for actually constructing these structures. The idea
is to perform a binary search of the sample space associated
with the random variables so as to find a good set. At each
step of the binary search, the current sample space is split
into two halves and the conditional probability of obtaining
a good set is computed for each half. The search is then re-
stricted to the half having a higher conditional probability.
The search terminates when only one sample point remains
in the subspace, which must belong to a good set.

To apply this method to our case for finding a good set
of paths. we will consider the indicator variable one-by-
one. In a typical step of the algorithm, the value of some
of the indicator variables has already been set, one variable
is currently being wnsidered, and the rest are chosen ill
random. (By choosing in random we mean that‘for the pair
of vertices which is now being considered, the remainder of
the path is chosen uniformly in random.) At each step we
will compute the (conditional) probability of finding a good
set if the variable considered is set to O and if it is set to 1.

We denote by the probability of finding a Lad set of
paths after the variableeonsidered at step j has already
been assigned a value and by P; the probability of obtaining
a had set of paths by asigning the value i, for i = 0,1, to
the variable considered at step 1'. Initially, it follows from
the existence proof that the probability of choosing a good
set of paths is positive; we inductively maintain that < l
for j Z l, and hence, either P19 < l or P} < I.

For the sake of simplicity, assume the following on the order '
in which the variables are considered:

0 For a pair of vertices u and v, for all edges e, the
variables 1:” are considered consecutively.

o For a pair of vertices u and u, the edges are considered
according to their distance from u. (Ties are broken
arbitrarily).

r

For example, suppose that we are considering the variable
1:" where e = (a,b) and assume that vertex a is closer to u
than (7. Notice that by assigning a value to 2:”,

o The probability P,“ may change for edges I for which
2‘," has not been determined yet. (These changes

2A.4.5
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in the probabilities can be computed in polynomial
time.)

o The value of If: for other edges / may also be deter-
mined. e-g.. it I1” = I. then for all edges I adjacent
to a. :7“ = 0.

It major stumbling block in applying the method of condi-
tional probabilities is always the computation of the con-
ditional probabilities. In our case, We do not compute the
exact probability that there exists an overloaded edge (even
initially). but rather only estimate it. Consequently. if the
estimator is not chosen judiciously, it may happen that when
a variable is consideredI according to the estimator. no value
assigned to it can lead to a good solution. To overcome
this difficulty. following Raghavan [16], the notion of a pes-
simistic estimator is introduced. We call P,- a pessimistic
cslinlalm'of the conditional probability if it satisfies the
following conditions:

1. Po <1.

2. For any partial assignment of the first j variables,
P)" S Pr

3. min {Ia-19.1%] S [55.1 where is the estimator oil-’1-i
for i = 0. l.

4. The pessimistic estimators can be computed in poly-
nomial time.

it is not very hard to see that such a pessimistic estima-
tor can equally well be used in the method of conditional
probabilities instead of the exact conditional probabilities
which are hard to compute in general. We now show that
the pessimistic estimator that we will choose indeed satisfies
the above conditions. We have earlier proved that initially.

Prob [set is bad} 5 Z l’robUU) > (1 + 7/)l(f)][GB

menu/)1 << —-———=,—— 1
- leadHnlM'U)

Notice that A, and 7/ depend on the edge I. We define

EkhlullP0 = —————.-—

[GE ¢t|+11)*ll(l)

The estimator at Step j is defined to be

menu-(1)]P: ———.——
’ Zerlmmm/IEE

where. 1,-(f) is a random variable denoting the load on edge
I at the end of Step j. For example, suppose that ((f) =
1:. + 2;; + x; + a." and at the. end of Step j, :1 = 0 and

:4 =1. ThenI 1,-(1') = l + 21+“. (l(f),'" and A, retain
their original values).

Condition (4) holds since the changes in the probabilities at
each step can be computed in polynomial time as mentioned
earlier. (Notice that the random variable I,- is the sum of
independent random variables). Condition (2) holds since

P; s ZPmbII;(I)>u+m7(mlee

flex/mu] .
Z ‘—'——— = [’1' -
m5 cannula) - 0‘

Let us show that condition (3) holds as well. Suppose that
at Step j+l variable 1"” is being considered. By definition,

2 E[e*l'i”)] P,“ . Z E[e‘l'i(n|e‘¢"’ = 1][GE [GE

+ (1 — Pg") - Z E[e“"i(’l|z‘:" = 0]IEE

where the probability of choosing edge e as part of the path
from u to v is Pg” (given the mignments of the previous j
steps). Now,

le+l = ZJar:

z Mel/“Ulla? = 0]C(H‘wmllll

E[e"l'i(’)|z;“’ = l]
C(l+1/ )7(l)*l

‘0
Pm IE5

Hence, ‘ _
Pi = PJ‘”-P}+r +(1- FEW-Pf“

and clearly, min U315“, le+1)'s P1. The value of 2;" is set
to the value for which 15”.“ is minimized, for i: 0,1.

4 Assigning Weights for Con-
trolled Flooding

ln this section we consider a more dynamic approach of

routing—that of controlled flooding. Flooding is a routing
strategy that guarantees fast arrivals with minimal euroute
computation at the expense of excessive bandwidth use. To
limit the extent of flooding we adopt the controlled flooding
scheme first proposed in ConsidEi' a network in which
each link is assigned a weight (sometimes referred to as can!)
for traversing it and every message carries with it a wealth.
A message arriving at an intermediate node will be dupli-
cated and forwarded along all outgoing links (except the one
it came from) whose cost is lower than the masage wealth.
The cost of the link is then deducted from the duplicated-

message wealth. Consider for example the network in figure
1 depicting a message with a wealth of 10 arriving at node 2.
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Figure 1: Example of controlled flooding

The link to node 3 has a cost off) associated with it resulting
in a copy of the message with wealth 4 to be transmitted
along that link. Similarly. a copy of the message with a
wealth of 0 will arrive at node 4. Nodes 5 and 6 will not

receive a copy of the nimage.

Since the controlled flooding scheme is a derivative of a
flooding algorithm. it is impossible to assure that a message
always arrives only at the nodes it is intended to. In partic-
ularl when used for point-to-point routing it is evident. that
more nodes than necessary might receive a message. In the
above example, if the original message had arrived at node
2 with a wealth of 13 node 4 would have received two copies.
Note also that there is no way for node 1 to send a message
to node 4 without node 3 also receiving it. Clearly, different
weight assignmean may change the pattern of flooding.

The problem is to assign the link costs so as to achieve best
performance. To that end a figure of merit is defined which
is proportional to the (average) number of nodes that will

' receive every message. An optimal weight assignment is one
that minimizes the figure of merit. To formalize our discus-
sion let the network be represented by the graph G(l’.E)
with = n and IEI = in, let the length of a path in the
network be defined as the sum of the weights of the edges
of the path. and let. the shortest path between two nodes be
the path with minimal length. Then, it is shown in [9] that
for an mignment to be optimal, the following requirements
(referred to as optimality requirements) must hold for every
vertex (node) 1-:

o For every vertex v e V, the shortest path from r to v
is unique.

0 For any two vertices 11.0 E V. the length of the short-
est path from r to u is different from the length of the

shortest path from r to u.

Assignments that satisfy the above requirements are called
good. An assignment is good with respect to r if all shortat
paths from r satisfy the above requirements. Let us assume
without loss of generality that the weights assigned are all
positive integers. ‘

Let [I . .. R] denote the range of numbers from which weights
are drawn and let 1: denote the number of nodes in the net-

work. If R = 2"", it is easy to find a good assignment
[9]. For example, assigning 2" as the weight of edge e; as-
sures that any two diflerent paths will have different lengths.
However, because the length of the path is carried by every
message it is desirable to reduce R a; much as possible.

We present two methods for constructing good assignments
such that R is polynomial in n. In the first method the com-
munication is restricted to a spanning tree T of the graph.
This is done by assigning infinite weight to edges that are
not in the tree. Denoting the tree edges by e1, . . .e.- . . ., the
algorithm is recursiver defined as follows. Let u, be a leaf
of T. let u; be its neighbor in the tree, and let e, be the edge
connecting n, and w.

1. Compute (recursively) a good assignment for the tree
T — VI.

2. Extend the good assignment from T — w to T.

We assume inductively that a good assignment was com-
puted in Step 1. Step 2 can be implemented by checking all
the values in the range 1 ,. .R and finding one that satisfies
the requirements for a good assignment. Obviously, a good
value for e: exists if R is large enough. The next lemma
bounds the value of R.

Lemma 4.1 If R 2 117, then there exists a good assign-
ment.

Proof: Since a good assignment was computed for T — u,
at Step 1, any value assigned to e; will complete a good
assignment with respect to w. The number ofdiatinct values
that e; cannot assume is at most (1) — l)(n -— 2): for each'
vertex r E T-w. the distance from r to w should be different
from the distance from r to any other vertex. and thus. there
can be at most n — 2 forbidden values (with respect to r),
and the claim follows. 0

The complexity of the weight mignment algorithm is 0(n3)
since each step can be implemented in O(n’) time. For each
vertex v; E V, a table of all its distances to the other vertices
is maintained and for each node all the forbidden values

in the range [1...n’] are marked. One of the unmarked
numbers is chosen arbitrarily for-:1. Then, the tables of all
other nodw are updated.
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The above assiglunent, being tree based. makes no use of
many of the network links. The second assignment, which
we present next. has the property that the whole network
participates in the communication. We present two algo-
rithms; the first is a-randomized one that lends itself to
distributed computation because the weight for each edge
is chosen independently of' the other edges. This algorithm
generates a good assignment with high probability. The sec-
ond algorithm is deterministic, and the weights are chosen
from a smaller range than in the randomized algorithm.

Our main tool in the randomized case is the Isolating Lemma
ofMulmuley. Vazirani and Vuirani [10]. A set system (SI F)
consists ofa finite set S of elements, 3 = (:1. . . . ,2"), and
a family F of subsets of S, F = (SI....,S.}. Let a weight
m.- be assigned to each element of S. The weight of a subset
is defined to be the sum of the weights of its elements.

Lemma 4.2 (Isolating Lemma) Lrt R Z n and let
(S. F) be a set system whose elements are assigned integer
weights rharru uniformly and independently from the range
[I Then, Pi‘ob[There is a unique minimum (maxi-
mum) weight set in F] 2 I —-

(Note: the lemma ill its original form in [10] was proven for
R = 2n but actually holds for all R Z n). CI

We start by proving that the following randomized process
will generate a good assignment with high probability. Let
a weight for each edge be chosen randomly and uniformly
from the range [1 . . . R].

Lemma 4.3 For It, 2 n4 the probability that an assignment
is good is a! least

Proof: Let A.)- bc the event the shortest path between
node: u; and v,- ia not unique. Then A = Uri/lg} is the
event indicating the existence of at least one pair of nodes
with non-unique shortest path between them. For each pair
of nodes u.- aud v,- lct the set system F be the set of all
paths connecting them. From the isolating lemma we have
that the shortest path between them will be unique withn

probability at least 1 - 5k. or, Prob[A.-,') S n. llence,
Prob[.-l) 5 Z...)- l’rob[.~t,-,-} S -

Let Em represent the event that nodes u.-. 11,-. and us form
a bad triplet. namely that the length of the shortest path
between n,- and or. equals that between u, and In. B ——
Um-Buk then represents the existence of at least one bad
triplet in the network. in a way similar to the above we get
Prob[B] 5 -

Finally. A U U is the event indicating that the requirements
are p_ot met. and thus

Prob[goorl assignment] 2 l — Prob[A] — Prob[B]

Z _ 117(11— 1)2R

n’(n — l)(n — 2)
6R

For It 2 n‘. the right handside exceeds D

The last lemma provides us with a randomized distributed
algorithm for constructing a good asignment. The proba-
bility of failure can be made arbitrarily small by increasing
the value of R.

Notice that this method does not ensure that every edge

participates in at least one ahortat path. This can be fixed
by forcing the weight assignment so that the BFS tree re-
sulting from the weight assignment is also a BFS tree in
the underlying graph without weights. To that end assign
weights to the edges according to any of the above described
algorithms and then add the value 11-}? to each weight. Now
every edge takes part in at least one shortest path. '

Next we show how a good assignment can be constructed
deterministically. One way would be to derandomize the
above randomized process. Notice that the proof of Lemma
41 actually implies that every partial assignment that does
not violate the optimality requirements can be completed
to a good assignment. We can thus assign weights to the
edges one-by-one ensuring at every step that pone of the
requirements is violated.

A better way of doing this is by the following algorithm that
constructs a good assignment with R = n8 (compared with
11‘). Initially, every edge e.- ia assigned weight n‘ - 2‘. The
weights of the edges are then changed one-by—one to fit into
the range [1 while maintaining the goodness of the
assignment. At each step' the weight of the heaviest edge is
changed.

Lemma 4.4 l] R 2 as, a good assignment can be con-
structed. ‘

Proof: The invariant which is maintained at the end of
each step is that the assignment remains good. This is true
initially. Let in; be the new weight assigned to edge er at
step i, where e.- connects vertices z and y. We prove that
to; can be fitted into the range (1.. .R] by bounding the
number of forbidden values for w.- and showing that at least

one permitted number exists. Let f... denote the value of
the shortest distance between vertexm. and vertex u when

edge e; is removed from the graph (1... might be infinite).

To maintain goodness we must accommodate both optimal-
ity requirement. We first show how to maintain the unique-
ness of the shortest path between every pair of vertica. Let
r and u be a pair of vertices, and assume without loss of
generality that 1,, < in. (They cannot be equal by the
invariant). If the removal of edge e.~ from the graph leaves
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vertices r and u in different connected components. then any
value can be chosen for w; with respect to r and 0. Assume
this is uot the case. Since edge e.- had the largest weight
in the graph (i.e.I n‘ - 2"). the shortest path from r to 1:
cannot contain edge e.- and l", is the value of the shortest
distance from r to u“ Hence. to maintain the uniqueness of
the shortest path requirement. it is enough that

Irv ¢ lrx + ms" + lyv'

(Notice that the shortest path will remain unique even if it
contains edge e.-. because of the uniqueness of the shortest
paths from r to z and from y to v). This condition generates
at most n - l forbidden values for in; with respect to every
vertex 1' in the graph. or "(n—l) forbidden values altogether.

Let us now show how the second requirement of optimality
is maintained. Let r. u and n be a triplet of vertices. Again.
notice that if the removal of edge e.- from the graph leaves
vertex r in one connected component. and vertices u and
r- in a different connected component. then any value can
be chosen for In; with respect to r. u and v. The same
holds if the removal of e.- leaves y separated from r. u. and
1:. Assume this is not the case. It follows from the above
discussion that the shortst distance from r to u is either

1,... or I” + w. +1”. Similarly. the shortest distance from
r to u is either I”. or I" + w.- + Iv”.

By the invariant.

I... ¢ l," and fr, +11».- + 1y" at I" + w. + l,.,.
Hence. to maintain the second requirement of optimality. it
is enough that

1w $ Ir: + “N + lyu
and

lru # '1': + “H 4' [yu-

These two conditions add at most 2 - (";') forbidden values
for (H; with respect to every vertex 1' in the graph. for a total

of‘Zn - (”;’).

Altogether. the number of forbidden values for ‘w; is "(n —
l)(u + l) < "3. and the lemma followa CI

Note that the initial assignment (e.- = n‘ ~2‘) is chosen to
ensure that every edge is treated exactly once. and when it
is treated it does not participate in any shortest path unless
it is a bridge.

The complexity of the algorithm is 0(n3m) since each step
can be implemented in 001’) time. Every vertex v.- E V
maintains a table with all its shortest distances to the other
vertices; it then marks all the forbidden values in the range
[1 .. . n’]. One of the unmarked numbers is chosen arbitrarily
for c.-. 'f‘hen. the. tables of all other vertices are updated.

The reason why the range can be made smaller in the deter-
ministic case is that it is enough to ensure at each step that

there is one good value. whereas in the randomised case.
one has to ensure success with high probability.

A desirable property of a routing scheme is having the traffic
be evenly distributed among the edges. Unfortunately. this
is the drawback of routing with random weights. The follow-
ing example shows that with high probability this scheme
does not yield a balanced load.

Let the load on an edge be defined as the number of short-
est paths that contain it. and consider a graph made of
two cliques of size k that are interconnected by two edges,
:1 and :2. The weight for each edge is chosen uniformly
and independently from the range [1. . .R]. In each clique.
the distribution of the weights is uniform and thus. if the
weights of c; and e; are not close to one another. most of
the traffic between the two cliques would go through the
edge with smaller weight. Since this event will happen with
high probability. the communication would not be balanced
with high probability.

5 Conclusion

In this paper we examined seVeral routing strategies for fast
modern packet switching networks. The relevant charac—
teristic of these networks is the inability to make elaborate
routing decisions while packets are being switched. At the
switching speeds being considered. looking up a table whose
size is proportional to the number of network nodes is con-
sidered too costly.

These requirements limit the number of applicable routing
strategies. The simplest and most natural strategy is to
use fixed routing schemes in which the route between every
pair of source-destination nodes is fixed in advance. The
problem would then be to find a set of routes so that net.
work resources are utilized as evenly as possible. Two such
strategies are analde in this paper: routing along trees
and routing along paths. For both cases polynomial algo-
rithms are devised. we show that in both cases no network
link remains unused but that routing along paths is likely
to be a better strategy from load balancing standpoint.

Deviating from rthe fixed routing scheme we analyze a con-
trolled flooding scheme in which every message essentially
floods the networks but the extent of its flooding can be
controlled by link weights. We provide a polynomial algo-
rithm to compute thse weights but show that the scheme
cannot guarantee a good balance of load.
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Start Page: 1

Companies: Boeing Co Ticker:BA Duns:00-925-6819 NAICS:336411 NAICS:336413
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Abstract:

IRVINE, Ca/if.--(BUSINESS WIRE)--July 22, 2002--The Boeing Co. and Panthesis Inc., today
announced that they have completed a transaction that gives Boeing an equity stake in Panthesis

and provides Panthesis with an exclusive right to commercialize Boeing’s Small-world Wide Area
Networking (SWAN) technology.

Based in Bellevue, Wash., Panthesis, was established in 2001 to develop and commercialize

innovative software technology. Its co- founders, current Chief Development Officer Dr. Fred Holt

and Chief Technology Officer Virgil Bourassa, are both former employees of The Boeing Co., where

they co-invented SWAN technology while working in the Mathematics and Computing Technology
unit of the Boeing Phantom Works R&D division. '

Full Text:

Copyright Business Wire Jul 22, 2002

IRVINE, Calif-{BUSINESS WIRE)--July 22, 2002--The Boeing Co. and Panthesis Inc., today
announced that they have completed a transaction that gives Boeing an equity stake in Panthesis and

provides Panthesis with an exclusive right to commercialize Boeing's Small-world Wide Area
Networking (SWAN) technology.

SWAN technology was originally developed by Boeing to allow multiple geographically dispersed

people to conduct collaborative meetings and engineering design reviews in real time. ‘4

"SWAN is a revolutionary technology that can be used to enhance numerous computing, networking and
communications functions," said Linda Magnotti, CEO of Panthesis. "The sophisticated mathematics and

software architecture underlying SWAN technology can provide reliable server-less communication for

communities anywhere in the world."

Magnotti added that Panthesis is currently focusing its development efforts on providing the bandwidth
multiplication needed for use in massive multi-player online games, real-time online auctions, content

distribution and other large-scale, unlimited online collaborations.

Based in Bellevue, Wash., Panthesis, was established in 2001 to develop and commercialize innovative

software technology. Its co- founders, current Chief Development Officer Dr. Fred Holt and Chief

Technology Officer Virgil Bourassa, are both former employees of The Boeing Co., where they

co-invented SWAN technology while working in the Mathematics and Computing Technology unit of
the Boeing Phantom Works R&D division.

1327



1328

Document http://proquestumicom/pqdwebTFS:10528...2&Dtp=l&Did=000000|4028253l&Mtd=l&Fm)'

"Because Panthesis clearly has the expertise for adapting SWAN technology to a broad range of potential

applications, we were confident in giving them the exclusive right to commercialize this technology in
the global marketplace," explained Gene Partlow, vice president of Boeing's Intellectual Property
Business.

The potential for this agreement was created through Boeing's Chairman's Innovation Initiative, which

promotes the development of new business ventures based on entrepreneurial ideas from employees.
While some ideas are developed into spin-off companies, others are spun into Boeing business units for

further development or, like SWAN, into the Intellectual Property Business for other types of business
transactions.

Panthesis is currently seeking investment capital to support company expansion and market penetration,

and is engaged in developing relationships with key customers in the online auction and gaming markets.

The Boeing Co., with headquarters in Chicago, is the world's leading aerospace company and the No. 1

US. exporter. It is the largest manufacturer of satellites, commercial jetliners and military aircraft, and it

provides a full range of lifecycle support for these and other products. The company is also a global
market leader in missile defense, human space flight and launch services. Boeing capabilities also

include financial services and advanced information and communications systems.
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Microsoft Boosts Accessibility to Internet Gaming Zone With Latest Release
PR Newswire; New York; Apr 27, 1998;

Start Page: 1

Dateline: Washington

Companies: Microsoft Corp
Abstract:

REDMOND, Wash., April 27 /PRNewswire/ -— Microsoft Corp. (Nasdaq: MSFI') today released its

latest update for the Microsoft(R) Internet Gaming Zone ( http://www.zone.com/ ), featuring
support for Netscape 4.0 and the latest versions of Microsoft Internet Explorer. The new version
makes the Zone accessible to the majority of Internet users. With this new version, the Zone also

introduced the new Zone Rating System, which allows game players to determine how they fare

against other players. Chess and Age of Empires(R) will be the first games with the Zone Rating
System, and new games are scheduled to be added to the system in the coming weeks.

The Zone is a collective place for gamers to play today’s best games against others for free. Players

have a wide variety of games to choose from -- including parlor games like Hearts and Chess, and

action and strategy games like Jedi Knight: Dark Forces II, Age of Empires and the Fighter Ace(TM)

online multiplayer game, the site '5 first premium game designed specifically for massive multiplayer

gaming via the Internet. Furthermore, visitors can navigate through the site before downloading
the Zone software required for game play.

Full Text:

Copyright PR Newswire - NY Apr 27, 1998

Industry: COMPUTER/ELECTRONICS; INTERNET MULTIMEDIA ONLINE

Netscape Support and Player Rating System Featured in Newest Version

Of the Leading Internet Gaming Site

REDMOND, Wash., April 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT) today released its

latest update for the Microsofi(R) Internet Gaming Zone ( http://www.zone.com/ ), featuring support for

Netscape 4.0 and the latest versions of Microsoft Internet Explorer. The new version makes the Zone
accessible to the majority of Internet users. With this new version, the Zone also introduced the new

Zone Rating System, which allows game players to determine how they fare against other players. Chess

and Age of Empires(R) will be the first games with the Zone Rating System, and new games are
scheduled to be added to the system in the coming weeks.

"We believe online gaming is all about social interaction with a large and active community," said Ed

Fries, general manager of the games group at Microsoft. "So we're very pleased that this new version of

the Zone provides access for virtually everyone online." '

Already home to nearly 1.5 million online gamers, the Zone has more than 7,500 simultaneous users at
peak times -- and is gaining new registered members at the rate of one every 20 seconds.

The Zone is a collective place for gamers to play today's best games against others for free. Players have

a wide variety of games to choose from -- including parlor games like Hearts and Chess, and action and

strategy games like Jedi Knight: Dark Forces II, Age of Empires and the Fighter Ace(TM) online

multiplayer game, the site's first premium game designed specifically for massive multiplayer gaming
via the Intemet. Furthermore, visitors can navigate through the site before downloading the Zone

software required for game play.
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In addition to Netscape 4.0 support and the Zone Rating System, the newest version of the Zone also
features a new, streamlined interface, which reduces download times and makes getting into a game

even easier. The Zone further assists its members with improved help and chat features.

Variety and Popularity of Games Drive Growth

The Zone offers a popular variety of classic card and board games such as Spades, Bridge and

Backgammon. In fact, Spades has grown to become the most popular game on the Zone with peak usage
of more than 2,000 players. In the past year, the Zone’s lineup of CD-ROM games with free

matchmaking has expanded rapidly with the addition of such popular Microsoft games as Age of

Empires and Flight Simulator 98, and other top titles such as Jedi Knight: Dark Forces H from LucasArts
Entertainment Co., Quake II from id Software and Scrabble from Hasbro Interactive, a unit of Hasbro

Inc. These additions have brought the total number of games available for play on the Zone to 32. The

Zone also recently announced support for upcoming Tom Clancy titles Rainbow Six and Dominant

Species from Red Storm Entertainment.

The Internet Gaming Zone has served Internet gamers since October 1995. In May 1996, Microsoft

acquired Electric Gravity Inc., the original designer of the Internet Gaming Zone. The Internet Gaming
Zone offers free membership with three components: free classic card and board games, free

matchmaking for retail games, and access to premium games designed exclusively for the Zone

(connect-time charges may apply). Most recently, Microsofi launched Fighter Ace, a World War H aerial

combat premium game designed specifically for the Internet in which more than 100 players can

dogfight in a single flight arena.

Founded in 1975, Microsofi is the worldwide leader in sofiware for personal computers. The company

offers a wide range of products and services for busineSs and personal use, each designed with the

mission of making it easier and more enjoyable for people to take advantage of the full power of

personal computing every day.

For online product information:

Microsoft Web site: http://wwwmicrosoftcom/

Microsofi Internet Gaming Zone Web site: http://www.zone.corn/

NOTE: Microsofi, Age of Empires and Fighter Ace are either registered trademarks or trademarks of

Microsoft Corp. in the United States and/or other countries. Other product and company names herein

may be trademarks of their respective owners. SOURCE Microsoft Corp.
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" Microsoft Announces Launch Date for UltraCorps, Its Second Premium Title For

The Internet Gaming Zone
PR Newswire; New York; May 27, 1998;

Start Page: 1

Dateline: Washington

Companies: Microsoft Corp
Abstract:

REDMOND, Wash., May 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT) today announced plans
to launch UltraCorps, its second premium online-only game for the Microsoft(R) Internet Gaming
Zone ( http://www.zone.com/ ), on June 25. The game is currently in open beta testing. Players
can join the free beta by going to the Zone and proceeding to-the UltraCorps link in the Strategy
Games section. More than 3,500 players have participated in the beta so far. Microsoft also plans to

spotlight two additional premium online-only titles for the Zone, plus the latest Fighter Ace(TM)
online multiplayer game upgrade, at the Electronics Entertainment Expo (E3) trade show, May
28-30 in Atlanta (Booth 4420 in West Hall, Georgia Congress Center).

UltraCorps, developed by VR-1 Inc., is a turn—based strategy game that pits thousands of players
against each other for domination of the universe. Players command one of 14 alien races, develop
new technologies and weapons, dispatch fleets to colonize other planets, and manage resources to
maintain their growing empires. Social interaction is a key component of the game as players form
alliances, draw up treaties or taunt their enemies. As a turn-based game, it is well-suited to
Internet play because it can challenge thousands of players without latency issues.

"UltraCorps is a galactic game of chess that forces gamers to outthink their opponents each day
when they go online, " said Adam Waalkes, product unit manager for the Zone team at Microsoft.
"The Zone is the perfect platform to deliver UltraCorps to gamers because the size and scope of the
game is a great match for our large community of players. " '

Full Text: _

Copyright PR Newswire - NY May 27, 1998

Industry: COMPUTER/ELECTRONICS; INTERNET MULTIMEDIA ONLINE

'Oblivion,’ Asheron's Call and Fighter Ace Upgrade Among Other Premium Titles

To Be Showcased at 1998 Electronics Entertainment Expo

REDMOND, Wash., May 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT) today announced plans

to launch UltraCorps, its second premium online-only game for the Microsofi(R) Internet Gaming Zone (
http://www.zone.com/ ), on June 25. The game is currently in open beta testing. Players can join the free
beta by going to the Zone and proceeding to the UltraCorps link in the Strategy Games section. More
than 3,500 players have participated in the beta so far. Microsoft also plans to spotlight two additional
premium online—only titles for the Zone, plus the latest Fighter Ace(TM) online multiplayer game
upgrade, at the Electronics Entertainment Expo (E3) trade show, May 28-30 in Atlanta (Booth 4420 in
West Hall, Georgia Congress Center).

UltraCorps, developed by VR-l Inc., is a tum-based strategy game that pits thousands of players against
each other for domination of the universe. Players command one of 14 alien races, develop new

technologies and weapons, dispatch fleets to colonize other planets, and manage resources to maintain
their growing empires. Social interaction is a key component of the game as players form alliances, draw
up treaties or taunt their enemies. As a tum-based game, it is well-suited to Internet play because it can
challenge thousands of players without latency issues.
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"UltraCorps is a galactic game of chess that forces gamers to outthink their opponents each day when

they go online," said Adam Waalkes, product unit manager for the Zone team at Microsoft. "The Zone is

the perfect platform to deliver UltraCorps to gamers because the size and scope of the game is a great

match for our large community of players."

The arrival of Microsoft's second premium game on the Zone will cap its latest string of 1998

milestones, including the recent addition of support for Netscape Communicator 4.0, surpassing 1.5

million registered members, and its recent mark of more than 8,600 simultaneous users.

"Oblivion" Will Let Gamers Blow Opponents to Smithereens on the Zone

"Oblivion," current code name for a space-action premium game that is scheduled to arrive on the Zone

late in 1998, combines detailed 3-D accelerated graphics, fluid motion and rich sound with the

intellectual challenge of a strategy game. Players can engage hundreds of others online in territorial team

wars, amid endless permutations of roles, missions and challenges. "Oblivion" is being developed by
Microsofi Research.

More than 30 unique user-controlled spacecraft and space stations are modeled with lifelike textured

exteriors and articulated parts. A panorama of cosmic phenomena includes planets, stars, black holes and

wormholes rendered in graphic detail, accompanied by unearthly stereo sounds ranging from the din of

asteroid impacts to the scream of failing force fields.

Asheron's Call: An Epic Online Adventure

Asheron‘s Call(TM) online multiplayer game, which is scheduled to arrive on the Zone in early 1999,

draws together thousands of players within a dynamic, 3-D online world. Players can create truly unique

characters, with varied combinations of visual appearance, attributes and skill sets. The setting for the

game is a 24-by-24-mile island with all types of terrain, including mountain glaciers, desert wastelands,

swamps and subterranean dungeons. The game immerses players in an intense fantasy role-playing

environment where they must choose to compete against or cooperate with thousands of other real

players. An extensive system of allegiance and influence greatly enhances social interaction. The story
line in Asheron's Call evolves dynamically over time based on the decisions and actions of the Asheron's

Call community. The game is being developed by Turbine Entertainment Software.

Fighter Ace Upgrade Set to Take Flight

Fighter Ace, a premium World War II aerial combat game that allows hundreds of players to dogfight

simultaneously in a single arena, is scheduled to get new features later this summer. These include new

terrain with greater geographic diversity; a new layout featuring airfields grouped farther apart so gamers

can group and coordinate attacks; heavy bombers for flying missions against enemy installations;

military, industrial and civilian ground targets; support for force-feedback joysticks; and improved

anti-aircraft weapons.

Free Classic Games, Retail Matchmaking Continue

The Zone also offers free software and matchmaking for a variety of popular classic card and board

games such as Spades, Bridge and Backgammon. In fact, Spades has grown to become the most popular

game on the Zone, with concurrent usage at peak times of more than 2,100 players. In the past year, the

Zone's lineup of CD-ROM games with free matchmaking has expanded rapidly with the addition of new
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' Microsofi games such as Outwars(TM) and Monster Truck Madness(R) 2 racing simulation, and other
new titles such as Star Wars(R) Rebellion from LucasArts Entertainment Co., Quake II from id Software

and SORRY! from Hasbro Interactive, a unit of Hasbro Inc. The lineup will continue to expand as

Microsofi has recently announced relationships with Red Storm Entertainment and MicroProse Inc. to

bring some of their new titles to the Zone“

Evolution of the Zone Continues

The Internet Gaming Zone has served Internet gamers since October 1995. In May 1996, Microsoft

acquired Electric Gravity Inc, the original designer of the Internet Gaming Zone. The Internet Gaming
Zone offers free membership with three components: free classic card and board games, free

matchmaking for retail games, and access to premium games designed exclusively for the Zone

(connect-time charges may apply).

Founded in 1975, Microsoft is the worldwide leader in software for personal computers. The company

offers a wide range of products and services for business and personal use, each designed with the

mission of making it easier and more enjoyable for people to take advantage of the full power of

personal computing every day.

NOTE: Microsoft, Fighter Ace, Asheron's Call and Monster Truck Madness are either registered

trademarks or trademarks of Microsoft Corp. in the United States and/or other countries. Star Wars is a

registered trademark of Lucasfilm Ltd. Outwars is a trademark of Singletrac Studio, a GT Interactive

Company. Other product and company names herein may be trademarks of their respective owners.

For online product information:

Microsofi Games Web site: http://www.microsoft.corr1/games/ SOURCE Microsoft Corp.

 

Reproduced with permission of the copyright owner. Further reproduction or distribution is prohibited without permission.
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DISTRIBUTED ALGORITHMS FOR SHORTEST-PATH, DEADLOCK-FREE
ROUTING AND BROADCASTING IN ARBITRARILY FAULTY HYPERCUBES

Michael Peercy Prithviraj Banerjee

Center for Reliable and lfigh-Pcrformame Computing
Coordinated Science Laboratory

University of Illinois at Urbana-Chmnpaign

ABSTRACT

We presmt a distributed table-filling algorithm for point to
point routing in a degraded hypercube system. This algorithm
finds the shonut lmgth existing path from each source to each
destination in the faulty hypercube and fills the routing tabls so
that sausages are routed along these paths. We continue with a
distributed algorithm to fill tables used for broadcasting in a
faulty hypercube. A novel scheme for broadcast routing with
tables is proposed. and the algorithm required to fill the hoadcast
tables given the point to point routing tables is presented. In
addition. We give the modifications necessary to make these algo-
rithms ensure deadlock-free routing. We conclude with a quanti—
tative and qualitative comparison of previously proposed reroute
strategies with table routing. where the tables are filled with our
algorithm.

1. INTRODUCTION

Message—passing multiprocessor: such as hypercubes [l]
consist of many processing nodes that interact by sending mes-
sages over communication charmels between the nodes. How-
ever. the existence of a large number of components in such sys-
tems maka them vulnerableto failures. It is therefore extraner
important to have schanes for message passing in such systems
that can route messages efficiently in the presume of failures in
nodes and links. This papa deals with message routing in hyper-
cube networks.

Hyperwbu today generally route messages using the e-
cube routing algorithm [1]. This algorithm raolves the bit differ-
ences between the source 5 and the destination d from the lowest

dimension to the highest and ermtres the minimum length path.
Numa'ous poposals and investigations have been made regard-
ing routing and broadcasting in faulty hypercubs (23.4.5.6.7].
Also. routing schemes which are designed to avoid network
congstion can provide fault tolerant raouting [8].

Previous sdremes for routing in hypercubes have the fol-
lowing drawbadrs. First. many of them are mnoptimal algo-
rithms. i.e.. they route massages through nonshortest paths. or fail
to more messages even What paths exist. Also. algorithm that
are close to optimal require vay complicated algorithms whose
hardware requirements are much greater than the e-cube routing
hardware; really complicated algorithms might require micropro-
gramrned control. Besides. the cost of the routing algorithm

1hisreaearehwumpportedinpartbytbSDIOImovalive
SdmcedeechnologyOfficeandmnugedbytheOffieeofNaval
ResearehmderCmmaNMu-ss-meinpanbytheloint
Servirxa Elewoniea Program underCmtna NMll-N-I-ITIO.

CH 2877-9/9W/0218’501flo —1990|EEE 2”

appears every time a message is routed.
In this papa we investigate reroute strategies based on

reading tables [9, 10]. It should be noted that while routing tables
have been proposed for loosely coupled distributed systems. they
have not conventionally been used for hypercubes. Dre Firnary
reason is that flat fault-free hypacubes. the routing algorithrm are
so simple that oranges can be routed optimally using minimal
hardware. Howeva. in the presence of faults. the routing algo-
rithms become complex. and thus it is appropriate to reconsider
table routing.

In distributed table routing. each node's communication
coprocessor contains is own routing table. Let T, be the routing
table locatedatnodep. 7', consists ofN locationswhereN is
the number of processors (N =2“ in an n-dimataional hyper-
cube). Location d of T,. represented a T,[d]. contains the
dimensionl foramessagebeing routedtod totakefiomp. In
this way amissagemovs from its source: to its destinationd
along a path (s d) derived frommuting tables ineaeh intarnedi-
ate node. Ideally the path (5 d) a message takes should succeed
if at all possible and should be of minimum feas‘ble length.

Nate that n is the dimension of the hypacube of size
N=2‘. We are not suggesting table routing for massively parallel
Foyamming. so the N by logN size of the table should cause no
concern. Forinstance. inathoutmdpocessorhypercube.the
required RAMis 1Kby12(usingonebittoindicatemmtreach-
able or faulty node). Fast RAMs of this size are vay inexpensive
relative to the other hardware or microcode options provided by
altanative fault-tolerant routing schanes. Also note that the time
required for routing with tables is small and constant: the time to
compute the outgoing link is the time of one memory read. Some
serialization is possible among the input ports as they try to
access the RAM. but. again. the RAM is fastcornpuedtoother
outsniissiondelaycomponents. lfthissequentialaccextothe
RAM is of concern. multiple copies of the routing table. or inter-
leaving a singlepopy. are possible modifications. '

The routing tables must be filled by some algorithm.
Ideally. this algorithm would be designed to find the optimal pos-
sible paths in creating the routing tables. This algorithm needs to
benmonlywhentheconfigmtion Pofthesystanhsehmged.
Researchers [11.12.13. 14] have prsmted algofithms which
inaurtentally modify the routing tables in general networks what
achange in the topology is recognizcdby the
change. Reeuitly. Kim and Reed [15] investigated routing with
tablesprodueedbyacenu'almdeusinginformationdelivaed
ficmlocalnodes. Inthispapes.weconeenu'ateonglobally
designed distributed algorithms. specifically taking advantage of
the hypercube topology. which attirely refill the tables afta a
fault or repair. Subsequently. the routing tables work
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independently. routing messages along the shortest pails until the
configuration changes again and the system needs to run the
table-filling algorithm once more.

In this paper we propose a distributed table-filling algo-
rithm (I'FA) whichdeutrmines therouting table foreachnodes
at node .r itself. This was developed from a centralized TFA in
which the system host finds shortest paths using Dijkstra's algo-
rithm [16]. In our distributed algorithm each node gathers infor-
mation about the hypercube configta'ation F exclusively through
communication with its nearest neighbors. After presenting the
distributed table-filling algorithm we popose a broadcasting
technique which utilizes tables. In this scherrg'fa lxoadcast mes-
sagewouldcarryinitshaderthefactthatitisalnoadcastand
the original source of tlte broadcast Each node 5 along the
broadcast paths would then Iooktrp in a broadcast routing table on
which links the hoadcast should be routed from s. We give
another distributed algorithm which fills the lxoadcast routing
tables from the original routing tables. Next we provide a
method to msure that the paths found by our table-filling algo-
rithms are deadlock-free. By splitting links in dependency cycles
into twovirtuallinks.wecanrouteuponthelinkssothatno
cycles exist in the new configuration. and thus avoid deadlock.
We present an algorithm to modify the tables produced by the
distributed table-filling algorithm so that the routes are free of the
possibility of deadlock.

2. DISTRIBUTED TABLE-MG ALGORITHM

2.1. Distributed Algorithm

The key to a distributed table-filling algorithm (TFA) is
that the shortestpathfi'omanodes toanoded istheextension
of the shortest patlt found by one of the neighbors ofs. In our
TFA. each node cycles through its n neighbor's. exchanging ten-
tative routing tables. until these tables cease to change. "Die dis-
tributed 'I'FA D is given below.

moarrHMDoumpmnelonmnodess)

Let thecmrentdimertsionl be n-l
Repeat until table modified in a consecutive dimensions

Exchange touting tabla with neighbor along dimension 1
For each destination in own table

If path through neighbor shorter than presently recorded path
Or dimension I lower than dimension of presently

recorded path
Place new path. idattified as dirnatsion I and length. in table

Endif
Endfor
Decrernent (mod rt) dimension I

Enduntil
For next It dimensions

Inform neighbor along dimension I that own table is done
Dccrement (mod n) dimension I

Endfor

To facilitate the proof of the operation of this algorithm.
we define a sweep. as one set of comemtive iterations from
dimension n—l through dimension 0. That is. a sweep consists of
one iteration in each dimmsion.

nit-zomu: Algorithm D terminus with the shortestpaths.

PROOF of shortest paths: By

ZIQ

BASE CASE: All paths of latgth 1 (all paths to nearest neighbors)
are shortest paths and are discovered in the first sweep.

ASSUME: After i sweep every node 5 has all shortest paths of
length k that it sources.

m: Because every subpth of a shortest path is itself a shor-
testpatlaatlnrtestpathoflength k+l fromanodes tosorne
destination d includs a shortest path of length I: from a neighbor
of: to destination :1. In sweep k+l everynode s receivs the
length It path information from each of its neighbors. Therefore.
every shortest path of length k+l sourced by each node 3 is
determined by appending the appropriate dimension onto the
shortest path of length k sourced by a neighboring node. After
k+l sweeps evay node 5 has all shortest paths of length k+l thatit sources.

PROOF of tarnination: To see that algorithm D does not ter-
minawmfilaflslwnstpathsuefmmiconsiderthepath
som'cedbynodes that wottldbethe lastdiscoveredbyalgorithm
D;saythatthispa.thP isoflengthL. P nectssarilycontainsL
difiaanpuhswdifiaaudesthiafionaallsourdngatanfaa.
thaeisexactlyortepathofeadtlengthfi'omltoLwhichisa
(shortest)subpathofthe(shortest)pathl’. By the induction step
above. itisclearthateachsweq) advance themaximum length
ofthediscoveredshortestpathsbyl. Theeforeineachsweepa
new shortest path. which happens to be a subpth of P. is
discovercdbys.andalgorithmD doesnottertninatetmtilthe
lastme is found The termination condition given in algo—
rithmD follows when we recognizethatthe phase oftheswecp
doesnotmaner.

Algoride canfindmorethanonelinkofapathineach
sweep. Thus the number of sweeps actually required to find all
the shortest path: is a configuration-dependent value between 1
and N-l. The former value is for a fault-free cube and the latter
value is an upper bound for a worst-case completely connected
cube whae the maximum length ahortat path isN—l links long.
Thus the algoritlu'n has a time complexity of 0(N’iogN ). How-
ever. the possibility of so poor a performance is minimal. and
‘most faulty configurations will give a time complexity much
closer to thatin aperfectcube: 0(NlogN).

D is constructed to use local information only. and builds
itspathsondtenearend. Byaddinglinksoflowestpossible
dimensionto thesourceertdofitsctarentpaths.D ensurese-
cube-like routing in a fault-free hypucube. In algorithm D we
start with the highest dimension (rt—l) and move down through
the dimensions; aha dimension 0 we move to dimension n—l
again. 'I‘hereasonwedeaematttla'oughdimensionsinD as
opposedtoanyothaordaoftakingdimensimsisthatinn itera-
tions. thatis. n exchanges of informal); all nodes in a fault-free
hypacttbefillthéirroutingtableswiththee-cubepaths. Itisan
'terestingresttltthatwithortlyonetableexchangeineach
dimension. evay node in a fault-free cube fills its routing table
perfectly. This makes the cost of implementing tablerouting
vay small as far as filling tables irt pa‘fect cubes. However. in
gena'al faulty hypercube configurations. the tables are filled in
few more itaations. ‘

thttrelshowsacubewithafaihneinnodeS.mdFigme
2showsthelastdofthe6stepsrcquiredtofilltheroutingtables
withtheoptimurnpaths. Afterthefirstthreesteps.everypath
whichisane-cubepathhasbeutidmtified;thissetofe-eube
pathsisshowninfigurefia). Wenownotetwopointsinfigure
2: how the shorts] path is selected and how the increasing-in-
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Figure 1. 3-cube with Fault in Node 5

dimension path is selected. By the third iteration. we have not
yet filled T417] (row 4. oolurnn7inthe routing matrix). Initern-
tionfour,'l'FAD placesaZintlntlocafiorL Thepathfromnode
4mnode'lwhichdxemshixnfieritaafionfomdiamesisMOl
37].|length4poth. BmwecmseeinFigmelthntllengch
pathexists: mmely[467]. Wisconectedinitaan'onfive.”
wenwapdongdimmsionlmdnode4lemisfromnode60fa
shortapethtonodel 'l‘heotherpoimtonoteisexanplifiedhy
lel. the fintsteponldistameil path. Aftertltree iterations.
thislocetionismfilled. lnudisubsequmtitenfionelowafirsl
dimension ofthepnhisfound. Thus nlgorithmD finds thepath
withthelowest firstdimension outof the set of shortestpelhs.

2.2. Extension to Partial Fullures

The shove desa'iption of Algmitlun D handles link
failures and total node failures. However. in the case of partial
node failures. i.e.. loss of the main processor but continuing
operation of the widowed cormmmication coprocessor. the TFA
D so for does not operate ideally. In fat. I: given above. D
would be unable to use the routing table in a functioning. but
widowed. coprocessor. and would view such 1 node as totally
faulty when muting paths. Minor modifications to algorithm D
correct this deficimcy.

If n coprocasor'r table is indwendently receivable from
neighboring nodes. then another node can run Algorithm D for a
widowed coprocessor. We modify Algorithm D to allow the
claiming of n widowed coprocessor w by an native processor v .
lfthacisavioblepnhfmmv tow,mdw isasyetunclaimed.
thenv cllimsw. SinceD forcesryncluoniufionbyits very
muwmfimew inapproodiedonlyononedimensitm.
sotheuniquenmofv iressurcd. Afiav claimswm thenexe-
cutsD u thoughit waebeirlgexccutcdonw (callthisD(w)).
starting with the ltch dimension in the iterations of me algorithm.
Of course. since v must nlso execute it: own vasion ofD. the
time it takes for v to Moan each step is doubled. 11w claiming
of widowed coprocessor: can be recursive, i.e.. v may need to
cluirnn’ whidiliesontheother rideofw fromv. That. inexe-
cutingD(u/).v mustcorntmmicatethrnughw.

'l‘hereasonstherouting table mustbcwritable fromother
mdamtwofold. First. messageswhichuesautonclnimcdw
muttbefooledimogoingtov. Enamelme mustwrite
npuh to itselfinto thelocaticnw inT.[w]. Second. when the
algoritluniscompletemdllltoufingnbles Irer must
writeintoT. dieroutirtgubleitdeterminednmningD(w).

220

 
2(d): Complete routing table (after dim. 0)

Figure 2. Algorithm D on 3-cube with Fault in Node 5

3/ ._~x.
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3. BROADCASTING WITH TABLES

We now propose table routing methods [or one-to—all
broadcast. To irnplanent broadcast. our routing table requires an
additional n+1 bits of information per word. Let us dscribe
these additional bits per word as a separate table 0,. with loca-
tionb representedby U,[b]. “rebroadcastdgorithrnmmethis
tableis as follows: a l in bit! of U,[b] means thzt. if: receives
a txoadcast message which originates at b. it should copy that
mmage and send it along dimension I . 1herefore. an adequate
heada for a lxoadcast message would be an indicator that it is a
broadcast and the eddress of the original source of the broadcast.
AnalgorithrnisrequiredtofillthetableU ineachnode. This
algorithm executes after D and detamincs broadcaslpuhs Emrn
the optimal length paths found by D. We call this txoadcsst
table-filling algorithm (BTFA) D' . Before giving the algorithm.
we ina-oduce the concept of the link putition.

For anodes. given snoriginal broadcastsourceb ands
list of desn'nation nodes M, [b ]. we define the link partition of the
set of destinations M,[b). M,[b] is the union ofthc disjoint sets
Ml[b100 Malblt- ' ' ' - Malblu-ir Malbla. When
M.[b].=(d:deM,[b]ANDT,[d]d ). M,[b]; is that set of
destinations in M.[b] for which the first dimenstcn of the paths
from: tothosedestinstionsisl. M,[b]. contsmsthesingleele-
merit .r. the arr-rent node. The partition M.[bl; is determined
from the routing table T,. Infect. M,[sL is the inverse ofT,[d];
theionnermapsl tod.andthelattermapsd tot.

For example. given as row 3 in Figure 2(d). we have the
routing table fornode3ina3-cube withafaultynodes:
TF{01030.02]. where3=n signifiesthecurentnodemdthe
period siytifies an unreachable node. Using this routing table.
Msl313=l3L Msl3h=l7l- Msl3lx={1). IMMsBJFlOlAfil-

M.[b] ineachnodcs is the setofdestinations to whichs
is expected to forward a broadcast message from b. and the link
partitiongives thesetofdestinatimts eachneighbor of: is
expected to forward. The table U,[b] willhavea l in every bill
for which M.(b]: is nonempty. Node 5 would then forward a
broadcast by (1) recognizing the original source of the lroadmt
b. and (2) forwarding it along each and evay link I for which
U,[b]l = l.

ALGORITHM D' (s) (for evay node 5)

M.[s]4— allviabledestinations
ls—[rl
DeterminelirtkpartitionofM,[.r)=

Mil-'10: Mal-‘11: ' ' '- Mable-l: Mal-’1-Is-O
Whileltr-Zortlmareviableaomcea: hasnotheardfrom

Send(i.M,[i]4). foralliel mdMAiIMQ. along link!
Foralliel andM.[i]1¢0

U,[t')u—1
M-[ilt-Mnlil-MJilt
ifM.[i]==M,[i]. then U,[i].(—l:l(—I-U)

Endfor .
Receive (i.M.[j]). for alljeJ (forsomesetl). alonglinkl
ForalljeJ

DeterrninelinkpanitionofM,[j]=
Mlijhhulijll- ' ' 'sMJUJI-l-

Il'M,[i]==M,[j]. thenU.[jl.(—-l; .It—J—(j)Endfor
Io—IUJ

III

[(—1 4-“. l
Endwhile

Witt-14 3.1: The tables filled by algorithm 0‘ will broadcast
thing shortest paths.

PROOF: Broadcast paths are exactly those shortest paths found by
algorithm D.

For simplicity of prtsattation. our BTFA 0' shows the
broadcast table bits U,[bl, modified with each iteration I. We
could write all of U,[b] once the partition of M,[b] is done.
U,[bl.=l if and only if MANIM. We use the n“ partition set
and the n‘ bit of the broadcast table as a ccnveniatce to imply
that arty broadest mange forwarded by node 3 should be
received and absorbed by node .7 as well. Note also that. in sub-
sequent steps of the algorithm. the determination of the linkparti-
tion of newly received sets can be computed for each I from the
initial linkpartition asM.[j]t =M,[j] nM.[s],.

BTFA D'(s) is very efficient. The mount of work
involved in the send. receive. and partition steps is proportional
to the length of the lists. The algorithm's complexity is
0(NzlogN).buLas with algorithm D. thisorderisreachcd only
at degenerate worst cases. On a perfect wbe the algorithm runs
in time0(NlogN). only executing one iteration foreach dimen-non.

Figure 3 shows an example of the operation of this algo-
rithm on node 0 of a fault-free 3-cube. Eadt brimntal blodt in
Figure 3(a) is one iteration of BTFA D‘. The first block is the ,
initial state. with all destinations reachable from .node 0 parti-
tionedlrythefirstlinksintheirrespoctivepaths. Ineachimtion
k.node05at¢salonglinkl=kmodnthelistsofalldestinsfimts
thepathatowhichnodeOroutesonlinkl. Thmtheeun-uttpar-
titionsaremodifiedtoshowtheranonlofthejust—smtlistsand
newly received lists are partitioned and included as current.
Whenthelistofnodesinaamentpartitionb includesonlynode
0.signifyingthatallothermdeshavebeentakmcareof.thenthe
partitionisremovedfromhtrtherconsiduation.

We also give an example of D‘ escorting on a faulty
wbe. Recall the single-fault hypa'cube of Figure l; in this 3—
cube.node5isfaulty. Row3ofPigure2(d)isT3.thetableused
incompitingtheinitiallinkpartition. thttre4showstl'teoperu-
tiononD' fromtheviewpointofnodeBandtheh'oadcasting
tablestnodeSwhichresults. Toillustntethebasicntlebehind
the operation ofD'.wedesa'ibewhathappenswhen node?)
receives (6. (1.3)). This information tells D’ that node 6
expectsitsbroadc'aststoreachnodeslandiltlvoughmdel
Node3thendetermineshowitreschesmdslmd3. ltsa'tdsto
mdel.accordingtotherwtingtable.usingdimmsionl. Thus
thealgorithmwaitstmtildimauicnlisdianedbyexectnion.
andsends(6.l1’).lellingtheneighboralongdimatsionlthst
mdeéexpcctstocomrnunicatewithnodclthroughtlmmigb
bor. Node6expectstocommmicatealsowithnodc3 through
mde3.butthatpathistrivialandnofurthercomputa.tionis
necessary. .

Executing In all-to-all broadcast. in which each node
sends the same message to evay other node. could be wooin-
plished in one of two ways. The messages could be hoadcast
independently and asynclmnously. mutually contending for lim-ited link resources. or the messages could be hoadcast syndro-
nously. Specifically for the syncla'omus case. when an all4o~all
broadcast is required. the nodes could executes variant of algo-
rithm 0‘. Every node would thus communicate along the same
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30:): Broadcast routing table for node 0

Figure 3. Example of Algorithm 0' on Fault-Free 3-cube

dimension at the same time a composite message of individual
broadcasts. Since in fact algorithm D‘ is an all-to-all broadcast
of dynamic messages (the destination lists). a synchronous all-
to-all txoadcast would take exactly as many steps as D'. The
txoadcast routing tables filled by 0‘ would serve either the syn-
chronous or asynchronous all-to-all broade

4. DEADLOCK AVOIDANCE

The standard routing algorithm e-cube is the primary algo-
rithm for routing messages in hyperwbes today. Three principal
reasons explain this preference for e-cnbe: (1) it is easy to imple-
meru. (2) it spreads messages evenly throughout the network. and
(3) it prevents deadlock. 1h: prevention of deadlock can be
assured if and only if there are no cycles in the channel depart.
dency graph [17]. The reason that no cycles exist in the e-cube
algorithm is that every charmel is depmdent only on channels of
higher dimension. No dqoendency can go backwards in dimen-
sion. Thus deadlock is impossible in e-cube.

However. in a hypercube containing faulty links (chan-
nels). extra precautions must be taken to ensure deadlock-free
routing. We adapt the method given in [17] to avoid deadlock.
Essa'uially this method consists of dining virtual channels
along the physical links. Each virtual channel is distinguished
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4(a): Operation ofD‘ at node 3 in 3-cube with faulty node 5

 
 

 
bro-danroutingtahlellflb],

[-3 [=2 (=1 (:0    

QouowN—OB‘
40>): Broadcast routing table for node 3

Figure 4. Example of Algorithm 0' on Single-Fault 3-cube

from the others on one link by a unique addrtss and its own
queue. The virtual channels can be time multiplexed on the pity
sical links with the use of these queues. By maintaining a strict
ordering of these virtual channels. we can show that the new
channel dependency graph is free of cycles. and thus the network
is free of deadlock.

As an example of the configuring of virtual channels to
avoid deadlock. we show Ftng 5 and 6. Figure 5 gives a
configuration of a hypautbe with directed links (one each way
between procasors) which has a possible deadlock configuration.
The links which may cause deadlock are extracted from Figure 4
and given with explicit unidirectionalin in Figure 6(a). We call
suchasetot'linksinahypercubealoop. Aloopoontainstwo
cycles, one in each direction on the loop.

We represent the possibility of deadlock with the channel
dependency graph of Figure 6(b). The vertices of this graph are
the links from Figure 6(a); the edges represent the (nontransitive)
dependencies. The vatioes are labeled with a unique link label.
Eachlinkisidentifiedbyanorderedpair(s.l). where: isthe
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Figure 5. Faulty Configuration of 3-wbe Inducing Cycles

nodesomcingthelinkandlisthedirnensionofthelink. For
example. the link from node 0 to node 2 is rqrrcsatted in the
right cycle of Figure 6(b) by the vertex (0.1).

To prevent deadlock. we split each of the links in a cycle
into two virtual links which share the same physical communica-
tion line but have different queua (Figure 6(c)). That we
address the virtual links in the cycle with labels of the form xyz.
whaexe(0.l). y increasas around the cycle, and z is unique
cycle identifier. “1115 we can break the cycle by permitting
de ‘esonlyinincreasingorderofmevh'mallink
addresses (Figure 6(d)). To force the deperxiemies to be acyclic.
we give each processor node in each cycle the label yr . wbae the
node sources virtual linls 0y: and lyr . and enforce the following
message routing rule at each source or intermediate node: if the
current node label is less than the destination node label. route
along the higher addressed link; if the current node label is
greater than the datination node label. route along the lower
addressed link. Note that. in our example. links 15a and 15b are
not used.

In genaal. after running a TFA we have routing tables for
which the dependency graph contains cycles. 1he problem fac-
ing us is that these routing tables are distributed among the nodes.
and it would be vu'y inefficient to detect cycles from the local
tables. However. we can globally broadcast all the routing tables
so that each processor has the complete routing matrix. This
could be a large amount of communication. but the following
t‘heoran and corollary allows us to reduce it.

W41: For any path found by'l'FA D for configuration F.
all subpaths of that path are themselves paths found by TFA D.
PROOF: Follows fiom the way paths are determined during rout-
ing.

1111201151442: The dependence graph for a routing matrix found
by TFA D can be conscnrcted with information on paths of
length 2 only.

PROOF: Since every path (Le... eva'y string of channel dependm-
cies) is composed of paths of length 2. the paths of length 2 cap-
ture all the consecutive depmdencies. The transitive dqamdm-
cies cart be iytored in finding cycles.

Weonlyneodtocommrmicatethepatluoflengch
throughout the network to provide full channel dependency infor-
mation. Paths of length 2 can be derived from an abridged rout-
ingmatrix whidtoontainssotn'ce-destinationpairsnornoreman
distartcerromeachother. ‘l‘l’tuseadtnodenoedonlycormnmi-
care its table for distance 1 and distance 2 destinations. There are
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6(d): Dcpendmcy graph of virtual links

figure 6. Example of Breaking ches in Faulty 3-cube
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Cf+C10f these in each node. where Cr datetes the number of
ways to choose k items from n items.

Once each node has complete information of the total
routing matrix. it can construct the channel dqxndency graph
and find all cycles. An algorithm such as that given in [16] is
used to find the cycles. Every node has the same information
and. if end: runs the same algorithm. each finds the same cycls.
That. by splitting each cycle into a spiral of virtual channels. the

modify their routing tables so thaL given a desttnatiort. they indi-
cate the correct virtual link to reach that destination without the
possibility of deadlock.

We have not yet considered the impact of our cycle remo-
val schemes on paths which deviate from the cycles. For exam-
ple.inFigure5 node2rcutestonode5 along two linksofthe
counterclockwise cycle included inthe path [2 0 l 5]. We need
to correctly identify which link (higher or lower) we should take
toreacheachdestination. 'l'hecorrcctlinkwillbedependmton
the Ian intermediate node in the cycle that the path routes
through to reach its datination. From information of paths of
length 2. we cannot construct each longer path. we cannot deter-
minethelastnodefcreachpadtintheintersecuonofpathand
cycle. and we therefore cart not tell front paths of length 2
whethertorouteeadtpath alongthehighaorthelowervirutal
link in a cycle. We cart correct this Fabian by passing complete
routing tables along cycles. so that every source knows exactly
how far along the cycle eve-y path gees. The cycle addrss of the
last node in the pethcycle intasection deta'mines whetha' the
higher or lower link is taken along the cycle.

Below is Algorithm DEADLDCKJ-‘REE. which modifies
the routing tables found by D to ensure the avoidance of
deadlock in path selecu'on. The hardware and encoding in the
routing architecture at each node : must be altered to permit the
addressing of multiple virtual links per physical link. In the
presemation of DEADLOCK_FREE below. we simply show the
routing table getting the virtual link address. i.e.. T,[d]t-n.
(We suppress the y from our notationxyz because the y impli-
citly refers to the currmt node 3 .)

ALGORITHM DEADLOCK_FREE (in each node .r )

Run algorithm D
Run algorithm 0‘
Do all-to-all broadcast of routing table contents for distance

1 and 2
Construct channel depenaznq' graph
Find all cycles using cycle deteaion algorithm
For eadt cycle 1 found which includm an outgoing link of .1-

Create two virtual channels 0: and 11 to replace instance of
link in z

Allocate and address one queue for each outgoing virtual channel
Exchange complete routing tables around each cycle to determine

complete paths along each cycle
For each destination d with path (1' d )

lfT.[d] is insomecyeles
Choose a cycle 2 which inmects (.r 4) along the greatest

letp' bethelaslnodcintheintersectionofthepathandz
lfthelabelofp incyclet islesthanthatofs

(denoted y in text)
T, [:1 14—01

Else
224

T. [d lt—lz
Endil'

Endif
Endfor

Two questions which arise are the following. Do we need
to alter the broadcast routing tables? Will any part of algorithm
DEADLOCKJ‘REE induce deadlock before the avoidance tech-
niques are in place? The answer to both these questions is found
in the single staternatt: deadlock cannot involve a single-link
path. Deadlock involves a path acquiring one link and holding it
while it awaits amther. In single~link paths. once the first link is
acouired. no waiting need be done: the path is complete, the

operate syncin'ornusly on single—link paths. BroadcasL also, gen-
erally occurs in single-link paths. If we wished to allow broad-
casts to operate on tnulfiple-latgth paths. we could simply ram
0‘ afta' DEADIDCILFREE. this time the destina-
tions, and the broadcast table. among the virtual links; the rest of
the algorithm 0' is unchanged.

5. PERFORMANCE OF TABLE ROUTING
We now compare 'the performance of table-routing under

TFA D with another proposed reroute scheme. the adaptive
scheme of Oren artd Shin [2]. Their moute method. which we
willhererefatoasadaptive,findsapathfromsourcetodestina-
titrn by starting ant-cube path. then altering it as necessary what
itisblockedby afault. Atag isusedtornarkblockedandexua
dimensions to prevent oscillation.

We compare these with two measures of performance
applicable to reconfigured networks [18]. The reconfiguration
strategy we use is that of process adoption [19]: an adjacent pro-
cessor adopts the task running on a processor after it fails. The

 
O l 2 3 0 " l 2 3

Links (grottpcdbydimeasim) Links (gtoupedbydimensim)

7(a): Dilation 7(1)): Congation

Figure 7. Comparison of Dilation and congestion
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first measure. called dilation. gives length in links of the logical
replacdnent of a previously physical link. That is. a path
between two adjacatt processes in a fault-free cube may be
mapped to a multiple-link path due to fault and subsequent
reconfiguration. The second measure is called congestion This
measure: the number of logical links which use each fault-free
physical link in the faulty configuration.

Our example configuration F is one with four family nodes:
node 0. node 5. node 6. and node 15. The process from node 0 is
mappedtonode4.p'ocess$ismappedtonode13.process6to
node 3. and process 15 to node 10. The results are shown in Fig-ure 7. .

Both the dilation and congestion measurements are a con-
stant 1 across all links in a fault-free hypercube; every logical
link is on exactly one physical link and every physical link car-
ries exactly one logical link. However. in our faulty hypacube
example. with node 4 very far from other nodes in the network.
the dilation and congestion measuremmts are quite high. The
areas of the dilation and congstion histograms are equal; this
area is essentially the number of physical links all the logical
links me. The area for this four~fault hypaatbe is 104 with the
routes determined by algorithm D and 112 with the adaptive
routing scheme. demonstrating the reduced system communica-
tion load due to the shorter paths of table muting.

6. CONCLUSIONS

We have introduced table routing in faulty hypercubcs.
demonstrating the power and ease of such a routing method Our
distributed algorithms have shown table routing to be not only
possible. but preferable in faulty hypercubes. Our distributed
table-filling algorithm D executes in 0 (N3logN) time in the very
rare worst case. Generally. performance of D is of the order of
NHogN . We have also proposed the use of tabla for lxoadcast
in faulty hypa'cubes. The broadcast table-filling algorithm runs
in 0 (N’loyV) worsx case time. with a gena'al paformance
around N logN .

We have shown the superior dilation and congestion meas-
ures of the shortest paths generated by D in faulty hypercubes
and the minimal extra hardware and conuntmication delay of
table routing. Also we have presented a deadlock prevention
schane applied to distributed routing tabla. To our knowledge.
this is the first routing scheme that has been yoposed for faulty
hypemubes that is shortest-path and deadlock-free.
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A DISTRIBUTED RESTORATION ALGORITHM FOR MULTIPLE-LINK AND
NODE FAILURES 0F TRANSPORT NETWORKS
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1015 Karnikodanaka, Nakahara-ku, Kawasaki, 211, Japan

Abstract ‘

Broadband opticalfiber networks will requirefast restoration

from multiple-link and node failures as well as single-link
failures. This paper describes a new distributed restoration
algorithm based on message flooding. The algorithm is an
extension of our previously proposed algorithm for single-link
failure. It restores the network from multiple-link and node
failures, using mum-destination flooding and path route
monitoring. We evaluated the algorithm by computer simulation,
and verified that it canfind alternate paths within 05s whenever
the message processing delay at a node is 5m.

1. Introduction

There is an increasing dependency on today's communication
networks to implement strategic corporate functions. User
demands for high-speed and economical communications
services lead to the rapid deployment of high-capacity optical
fibers in the transport networks. At the same time, the demands
for high-reliability services raise a network survivability
problem. For example, if the network is disabled for one hour, up
to $6,000,000 loss of revenue can occur in the trading and

investment banking industries [1]. As the capacity of the
transmission link grows. a link cut results in more loss of services.
Therefore. rapid restoration from failures is becoming more
critical for network operations and management.

There have been many algorithms developed to restore
networks, including centralized control [1] and distribured
algorithms [2-4]. In centralized control. the network is controlled
and managed from a central office. In distributed control. the
processing load is distributed among the nodes and restoration is
thus faster. However, more computation capability and high
speed control data channels are required. Recently it has been
possible to provide high perfomtance microprocessors fordigital
cross—connect system CDCS). High capacity optical fibers enable
high speed data transmission for 0AM through overhead bytes,
which is under study by CCITT.
The distributed algorithms proposed so far [2-4] are based on

simple flooding [5]. When a node detects failure. it broadcasts a
restoration message to adjacent nodes to find an alternate route.
In the algorithm [2]. a restoration message requests a spare DS-
3 or STS-l path and is sent through the path overhead of each
spare path. To avoid congestion of the messages in this algorithm,
a message in both the algonthms [3,4] requests a bundle of spare

paths and is sent through the section overhead of each link.
Algorithm [3] finds the maximum capacity along an alternate
route, and our algorithm [4] finds the shortest alternate route. As
described in [4]. our algorithm was faster. However these
algorithms are designed to handle single-link failures, they
cannot handle multiple-link or node failures. '

In this paper. we first discuss the major issues that must be
addressed in order to handle multiple-link and node failures in
Section 2. Based on these consideration, we propose a new
restoration algorithm using multi-destination flooding and path
route monitoring. These are described in Section 3. For a node
failure, the node which detected the failure sends a restoration

message to the last N-consecutive nodes each logicalpath passed
through. An alternate path is made between the message sender
node and one of the multiple nodes specified in the message. Each
node collects the identifier of these nodes. using a path route
monitoring technique. The algorithm was evaluated by computer
simulation for multiple-link failure as well as for node failure.
The results will be described in Section 4.

2. Limitations of simple flooding
In this section, we review simple flooding and discuss its

limitations to handle multiple-link and node failures. In principle,
the distributed algorithms [2-4] basedon simple flooding work as
follows. When a link fails, the two nodes connected to the link

detect the failure and try to restore the path. One node becomes
the sender and the other becomes the chooser (Fig. l). The sender
broadcasts restoration messages to all links with spare capacity.
Every node except the sender and the chooser respond by re-
broadcasting the message. When the restoration message reaches
the chooser, the chooser returns an acknowledgement to the
sender. ln this way, alternate paths are found. Message conges~
tion caused by routing messages far away is avoided by limiting
the number of hops.

These algorithms based on simple flooding [2-4] usually as-
sume a single-link failure, but in reality. some links which go
different nodes may be in the same conduit. Therefore. if the
conduit is cut, many links fail at the same time [3]. This is thecase
of multiple-link failure. Fire or earthquakes can also damage a
large number of nodes. so the restoration algorithm must be able
to handle these situations.

Simple flooding can not handle multiple-link or node failures
because of following problems.

40&4J
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Acknowledgment message

 
Fig. 1 Distributed restoration based on simple flooding

- Contentian ofspare capacity
In case of multiple-link failure, restoration messages coming

from different nodes might contend for spare capacity on the
same link. For example. if capacity is assigned to arriving
messages in turn. the first message reserves the capacity.
Whether or not the reserved capacity is later used for an
alternate path. the reserved capacity is not released and
therefore can not be assigned to another restoration message.
Thus. the restoration ratio decreases.

- Fault location

Because the algorithms assume link failure. one of the two
nodes connected to the failed link becomes the sender and the
Other becomes the chooser. However, for a node failure. there

is a chooser and sender for each affected path. They are
neighbors of the failed node and depend on the route of the
paths. Each node detects failure by the loss of the signal on the
link, and cannot distinguish between link or node failure.

The first problem could be alleviated by simple message
cancelling. Spare capacity is assigned to restoration messages on
a first-come. first-served basis. Assignment is cancelled when the'
message can not go forward due to hop limits or lack ofcapacity.
During message flooding, cancel messages are sent to inform a
node that a restoration message. which reserves spare capacity on
a specific link, did not reach its destination and the served
capacity of this link can be released for other restoration
messages. Restoration messages are canceled immediately after
reception if they are identical to messages already received. if the
hop limit is reached. or if there is no more capacity at the node.
in these cases, the unused capacity can be assigned to another
restoration message.

Solving the second problem requires more sophisticated
techniques and we propose a new distributed restoration
algorithm in the following section.

3. Multi-destination flooding
To solve the fault location problem described above. we propose

a new multi-destination flooding technique. We also propose
path route monitoring which is essential to achieve multi-
dcstination flooding.

3.1 Principle of mum-destination flooding
Simple flooding methods assume just one chooser. We

extended this to allow multiple choosers as message destinations.
When a node detects the loss of a signal from a link. the node can
not tell whether the link or the node at the other end has failed. It

sends a restoration message directed to the node which is the
chooser in a link failure as well those that are choosers in a node

failure. In Fig.2. for example. the link between nodes B and C
fails. node B is the chooser for all affected paths. and nodes A and
D are possible choosers for paths P1 and P2. lfnode 8 fails. nodes
A and D become choosers for paths Pl and P2. The restoration
message contains all choosers and the required capacity for each
sender-chooser pair. The node which received the restoration

message checks the destination field of the message. and if it is a
chooser candidate. it returns an acknowledgment to the sender.

Thus. by extending simple flooding into muld-destination
flooding, link or node failures do not have to be distinguished
because there is always at least one chooser. Different messages
are sent to the chooser candidates, but the same restoration
message listing all candidates is sent towards all candidates. The

number of restoration messages decreases and congestion isreduced.

Restoration processing consists of a broadcast phase. an
acknowledgment phase. and a confirmation phase. To handle
multiple failures. cancel processing is performed during the
broadcast and acknowledgment phases.
The node states are sender. chooser. reserved tandem. and fixed

tandem. The sender is the node which detected the failure. The

chooser is the destination node of a restoration message. Chooser
candidates set by the sender become choosers when they receive

Restoration message
Sena! Chooser Barflwidm

p2 ID cmdidamslnm A) D)

email

 

Restoration
message

Fig. 2 Multi-destination flooding
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a restoration message. The reserved tandem is a candidate node
for alternate paths reserved by the restoration message. A
received confirmation message of the sender turns a reserved
tandem node into a fixed tandem node.

a) Broadcast phase

In the broadcast phase, the sender broadcasts restoration
messages which reserve spare capacity in the network toward
chooser candidates. A failure occurring on a link or node is
detected by the next node on the path below the failure. This node
becomes the sender. The sender looks up the chooser candidates
and their capacities for the failed paths which were determined
before by the path route monitoring described in the following
section. The restoration message is then broadcast.
The restoration message contains the following information.

1) Message type : restoration, acknowledgment, confirma-
tion. cancel

2) Message index
3) Sender ID

4) Chooser IDs (Multiple destination)
5) Required capacity of each sender-chooser pair
6) Reserved capacity
7) Hop count

The message index is set by the sender. it represents the number
of flooding waves broadcast. The combination of the message
index. the sender ID and chooser IDs is the Message ID. The

required capacity is the capacity required between the sender and
the various choosers. The reserved capacity is the capacity of the
route taken by the restoration message.
The sender broadcasts the restoration message to all connected

links except failed links and then waits for an acknowledgment
from one of the choosers. Each node in the network except the
sender and chooser receives a restoration message, and examines
the hop count and the Message ID. If the hop count reaches the
limit set by the sender, or a message with the same ID has arrived
before. the node returns a cancel message to the link originating

5 Reserved tandem
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Cancel
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Failure
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Fig. 3 Broadcast phase

the restoration message. Otherwise, the state of the node is set to
reserved tandem. if spare capacity is available. a restoration

message is broadcast. If the spare capacity ofa link is insufficient.
the reserved capacity is set to the spare capacity of the link. A
node that finds its own node [1) among the chooser [Us in the
restoration message becomes the chooser. Figure 3 shows the

broadcast phase when a failure has occurred at node B.

b) Acknowledgment phase
In the acknowledgment phase. the chooser sends an

acknowledgment message to the sender. By the entries in the
acknowledgment message. the sender is informed which chooser
the acknowledgement message is from. If another restoration
message with the same message ID arrives at the chooser, it is
canceled.

A reserved tandem node which receives an acknowledgment

message passes it back to the source of the corresponding
restoration message. All other reserved spare capacity of this
restoration message is canceled. Message flow during an
acknowledgment phase is shown in Fig. 4.

'5 Reserved tandem

 
 

 

 

Restoration
message

_, Cancelmessage

_. Acknowledgmentmessage

Fig. 4 Acknowledgment phase

c) Confirmation phase
When the acknowledgment message reaches the sender, a

confirmation message is sent to the chooser. The reserved spares
are switched over to alternate paths. If the sender received
acknowledgment or canceled messages from all links it sent
restoration messages to. and if the restoration of the failure is not
completed, the sender increments the message index and
attempts restoration from the broadcast phase again.

The reserved tandem node which received a confirmation

message changes its stems to fixed tandem and connects the
reserved spares. in Fig. 5, node F has become fixed tandem, and
the failed path between node Dand node C is rerouted through the
nodes D, F, and C. The other path which failed between node A
and node C are also rerouted.
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Fig. 5 Confirmation phase

3.2 Path route monitoring
For multi-destination flooding. each node must have route

information on the paths passing through the node. One approach
is to have the central office distribute such route information to all

nodes. However. the routes are changing dynamically under
customer control and nodes might receive inconsistent route

information because updating mute data takes time. We propose
a path route monitoring method in which each node collects route
information in real time.

The route information required at every node an: the ID's of the
last two consecutive nodes in every path before the node. This
information is collected as follows. Node [D’s are sent through
assigned space in the path overhead. For every path going through
a node. the data in the ID area is shifted and the lD of the node it

is going through is written in. In this way, every node receives
continuous and real-time route information.

4. Simulation

4.] Simulation tool and conditions

We evaluated the ability of the algorithm to restore multiple-
link and node failures using an event-driven network simulator
[4.6] which works on the SUN 3 workstation. We used the mesh
network model shown in Fig. 6. This network consists of25 nodes
and 40 links. Each link length was generated at random. and the

average link length is 184 km. Every link has 35 working paths.
We assumed a transmission speed of64 kb/s. Messages were 16

bytes long. and the hop limit was 9. In a SONET frame structure.
64 kb/s for transmission speed means that one byte of overhead
is used for message communications between nodes. The
processing delay time from the arrival of a message to the end of
the processing depends on the architecture of the DCS hardware.
We assumed a 5 ms delay. This simulation does not include
failure detection or crossconnection times.

4.2 Simulation results

Figure 7 shows a cumulative restoration ratio of node failure.
The restoration ratio of the network is the ratio of restored to losr
paths. For node failure. paths terminating at the failed node are
not counted as lost paths because it is impossible to restore them.

 

  
 

We also simulated the algorithm for single~link failure. The result
is shown in Fig. 7.

Figure 8 shows the cumulative restoration ratio in a multiple~
link failure. There are many link combinations. but only one is
shown. Failures between node N8 and N13. and one of the other
links, occured simultaneously on two links. The results indicate

 
Fig. 6 Network model
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Fig. 7 Simulation results on single-link and
node failure
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Fig. 8 Simulation result on multiple-link failure
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that the proposed algorithm can handle multiple-link and node
failure as well as single-link failure. All restorations are
completed within 0.55 with message processing delay at the
nodes being Sms.

5. Conclusion

We pointed out problems associated with adapting _a restoration
algorithm based on flooding to recover from multiple-link and
node failures. The main problem is to position the chooser nodes
correctly. We proposed mum—destination flooding and path route
monitoring. We simulated the algorithm with a mesh network and
verified that the algorithm can handle multiple-link and node
failures as well as single-link failures.
The message delay within a node depends on the architecture of

the DCS and the processing load. The next step will be to analyze
these delays and to include restoration time.
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On Four-Connecting a Triconnected Graphl
(Extended Abstract)
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tshsu@cs.utezas.edu

Abstract

We consider the problem offinding a smallest set
of edges whose addition four-connects a triconnected
graph. This is a fundamental graph-theoretic problem
that has applications in designing reliable networks.

We present an 0(na(m, n) + in) time sequential
algorithm for four-connecting an undirected graph G
that is triconnected by adding the smallest number of
edges, where n and m are the number of uertices and
edges in C, respectively, and a(m,n) is the inverse
Ackermann’s function.

In deriving our algorithm, we present a new lower
bound for the number of edges needed to four-connect
a triconnected graph. The form of this lower bound is
difl'erent from the form of the lower bound known for
biconnectiuity augmentation and triconnectivitp aug-
mentation. Our new lower bound applies for arbitrary
k, and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a
(I: - l)-connected graph. For k = 4, we show that this
lower bound is tight by giving an eflicient algorithm
for finding a set of edges with the required size whose
addition four-connects a triconnected graph.

1 Introduction

The problem of augmenting a graph to reach a cer-
tain connectivity requirement by adding edges has im-
portant applications in network reliability [6, 14, 28]
and fault-tolerant computing. One version of the aug-
mentation problem is to augment the input graph to
reach a given connectivity requirement by adding a
smallest set of edges. We refer to this problem as the

lThis work was supported in part by NSF Grant COR-90-23059.

“1552900252 33.1!) 0 1992 MB

smallest augmentation problem.

Vertex-Connectivity Augmentations
The following results are known for solving the small-
est augmentation problem on an undirected graph to
satisfy a vertex-connectivity requirement.

For finding a smallest biconnectivity augmentation,
anaran be Tarjan [3] gave a lower bound on the small-
est number of edges for biconnectivity augmentation
and proved that the lower bound can be achieved.
Rosenthal 8e Goldner [26] developed a linear time ae
quential algorithm for finding a smallest augmenta-
tion to biconnect a graph; however, the algorithm in

[26] contains an error. Han be Ramachandran [11]
gave a corrected linear time sequential algorithm. An
0(log2 nj time parallel algorithm on an BREW PRAM

' using a linear number of processors for finding a small-

70

est augmentation to biconnect an undirected graph
was also given in Hsu be Ramachandran [11], where
n is the number of vertices in the input graph. (For
more on the PRAM model and PRAM algorithms, see
(211-)

For finding a smallest triconnectivity augmenta-
tion, Watanabe & Nakamura [33. 35] gave an 0(n(n+
m)') time sequential algorithm for a graph with n ver-
tices and m edges. Hau & Ramachandran [10, 12]
developed a linear time algorithm and an 0(log2 n)
time BREW parallel algorithm using a linear num-
ber of processors for this problem. We have been in-
formed that independently, Jordan [15] gave a linear
time algorithm for optimally triconnecting a bicon‘
nected graph.

For finding a smallest lc-connectivity augmentation,
for an arbitrary 1:, there is no polynomial time algo-
rithm known for finding a smallest augmentation to
b-conneet a graph, {or k > 3. There is also no effi-
cient parallel algorithm known for finding a smallest
augmentation to k-connect any nontrivial graph, for
l.- > 3.
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The above results are for augmenting undirected

graphs. For augmenting directed graphs. Masuzawa,
Hagihara & Tokura [23] gave an optimal-time sequen-
tial algorithm for finding a smallest augmentation to
k-connect a rooted directed tree. for an arbitrary k.
We are unaware of any results for finding a small-
est augmentation to k-connect any nontrivial directed
graph other than a rooted directed tree, for k > 1.

Other related results on finding smallest vertex-

connectivity augrnentationa are stated in [4, 19].

Edge-Connectivity Augmentation
For the problem of finding a smallest augmentation for
a graph to reach a given edge connectivity property,
several polynomial time algorithms and efficient paral-
lel algorithms are known. These results can be found
in[1,3,4,5,8,9,13.16.19,24,27,30.31,34,37]

Augmenting a Weighted Graph
Another version of the problem is to augment a graph,
with a weight assigned to each edge, to meet a connec-
tivity requirement using a set of edges with a minimum
total cost. Several related problems have been proved
to be NP-complete. These results can be found in
[3, 5, 7, 20. 22. 32, 33. 36].
Our Result

In this paper, we describe a sequential algorithm for
optimally four-connecting a triconnected graph. We
first present a lower bound for the number of edges
that must he added in order to reach four-connectivity.
Note that lower bounds different from the one we give
here are known for the number of edges needed to bi-
connect a connected graph [3] and to triconnect a bi-
connected graph [10]. It turns out that in both these
cases, we can always augment the graph using ex-
actly the number of edges specified in this above lower
bound [3, 10]. However, an extension of this type of
lower bound for four-connecting a triconnected graph
does not always give us the exact number of edges

' needed [15, 17]. (For details and examples, see Sec-
tion 3.)

We present a new type of lower bound that equals
the exact number of edges needed to four-connect a tri-
connected graph. By using our new lower bound, we
derive an 0(na(m, n) + m) time sequential algorithm
for finding a smallest set of edges whose addition four-
connects a triconnected graph with n vertices and m

edges, where a(m. n) is the inverse Ackermann's func-
tion. Our new lower bound applies for arbitrary k,

and gives a tighter lower bound than the one known
earlier {or the number of edges needed to k-connect a

(k — 1)-connected graph. The new lower bound and
the algorithm described here may lead to a better un-

7|

derstanding of the problem of optimally k-connecting
a (k — l)—connected graph, for an arbitrary k.

2 Definitions

We give definitions used in this paper.

Vertex-Connectivity

A graph’ G with at least k+ l verticm is k-connected,
k 2 2, if and only if G is a complete graph with b+ 1
vertices or the removal of any set of vertices of cardi-
nality less than k does not disconnect G. The vertex-
connectivity of G is I: if G is Ir-connected, but not
(k + l)-connected. Let U be a minimal set of ver-
tices such that the resulting graph obtained from G
by removing U is not connected. The set of vertices
ll is a separating k-set. If IUI = 3, it is a “painting
triplet. The degree of a separating k-set 5, (1(8). in a
b-connected graph G is the number of connected com-
ponents in the graph obtained from G by removing 5.
Note that the degree of any separating k-set is Z 2.

Wheel and Flourer

A set of separating triplets with one common vertex c
is called a wheel in [18]. A wheel can be represented
by the set of vertices {c} U {so,s1,...,s._1} which
satisfies the following conditions: (i) q > 2; (ii) Vi ;t
j, (c, any} is a separating triplet except in the case
that j = ((i + 1) mod q) and (s;,s,-) is an edge in G;
(iii) c is adjacent to a vertex in each of the connected
components created by removing any of the separating
triplets in the wheel; (iv) Vj at (i+1) mod q, {c,‘si, 55]
is a degree-2 separating triplet. The vertex c is the
center of the wheel [18]. For more details, see [18].

The degree ofawheel W = {c}U {30, 51, . . . ,s,-1},
d(W), is the number of connected components in
G — {c.so. . . . , 1,-3} plus the number of degree3 ver-
tices in (50,31, . . .,s,_;} that are adjacent to c. The
degree of a wheel must be at least 3. Note that
the number of degree-3 vertices in {30.51, ...,s,_;}
that are adjacent to c is equal to the number of sep-
arating triplets in {(c,si.s(.-+3) mod ,) I 0 5 r' <
q, such that 50-“) mod 1 is degree 3 in G}. An ex-
ample is shown in Figure l.

A separating triplet with degree > 2. or not in a
wheel is called a flower in [18]. Note that it is possible
that two flowers of degree-2 f1 = {am- | 1 5 i 5 3}
and f: = {on | l S r' S 3} have the property that W,
l 5 r‘ 5 3, either all,- = a” or (am, am) is an edge
in G. We denote f1 12f; if f, and f; satisfy the above

‘Graphs refer to undirected graphs throughout this paper
unless specified otherwise. ‘
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Figure l: Illustrating a wheel {7} U {l,2,3,4,5.8}.
The degree of this wheel is 5, Le. the number of com-
ponents we got after removing the wheel is 4 and there
is one vertex (vertex 5) in the wheel with degree 3.

condition. For each flower f, the flower cluster 7:, for
f is the set of flowers (13,. . .,f.} (including f) such
that f'Rfi, Vi, l S i 5 2.

Each of the separating triplets in a triconnected
graph G is either represented by a flower or is in a
wheel. We can construct an O(n)—space representation
for all separating triplets (i.e. flowers and wheels) in
a triconnected graph with n vertices and m edges in
0(na(m. n) + m) time [18].
K-Block

Let G = (V, E) be a graph with vertex-connectivity
k - l. A bblack in G is either (i) a minimal set of
vertices Bin a separating (k — l)-set with exactly k -l
neighbors in V\B (these are special k-blocbs) or (ii) a
maximal set of vertices B such that there are at least

k vertex-disjoint paths in G between any two vertices
in 8 (these are non-special koblocks). Note that a set
consisting of a single vertex of degree k- l in G is a #-
bloclr. A k-black leafin G is a k-block B; with exactly
k - 1 neighbors in V\B,. Note also that every special
k-block is a b-block leaf. If there is any special 4-block
in a separating triplet S, d(S) 5 3. Given a non-
special k-bloclr 8 leaf, the vertices in B that are not
in the flower cluster that separates B are demanding
verticcs. We let every vertex in a special 4-block leaf
be a demanding vertex.

Claim 1 Every non-special k-black leaf contains at
least one demanding vertex. , 0

Using procedures in [18], we can find all of the 4-block
leaves in a trieonnected graph with n vertices and m
edges in 0(na(m, n) + m) time.
Four-Block ’Il-ee

From [18] we know that we can decompose vertices in
a trioonnected graph into the following 3 types: (1')
4-blocks; (ii) wheels; (iii) separating triplets that are
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Figure 2: Illustrating a triconnected graph and its 4-
blk(G). We use rectangles, circles and two concen-
tric circles to represent R-vertioa, F—vertices and W-
vertices, respectively. The vertex-numbers baide each
vertex in 4-blk(G) represent the set of vertices corre-
sponding to this vertex.

not in a wheel. We modify the decomposition tree

in [18] to derive the four-block tree 4-bll:(G) for a
triconnected graph G as follows. We create an R,-
vertex for each 4-block that is not special (i.e. not
in a separating set or in the center of a wheel), an
F-vertex for each separating triplet that is not in a
wheel, and a W-vertex for each wheel. For each wheel
W = {c} U {so,sl,...,s,_1}, we also create the fol-
lowing vertices. An F-vertex is created for each sep-
arating triplet of the form {c.sthH) M q} in W.
An R-vertex is created for every degree-3 vertex 3 in

{so,u, . . ., s,-1} that is adjacent to c and an F-vertex
is created for the three vertices that are adiacent to
c. There is an edge between in: Fovertex f and an R-
vertex r if each vertex in the separating triplet corre-
sponding to f is either in the 4-block H.- correspond-
ing to r or adjacent to a vertex in H... There is an
edge between an F-vertex f and a W-vertex w it the
the wheel corresponding to :0 contains the separat-
ing triplet corresponding to f. A dummy R-vertez is
created and adjacent to each pair of flowers f1 and
f; with the properties that f1 and f; are not already
connected and either 13 e 7],, f; 6 fl, (i.e. their
flower clusters contain each other) or their correspond—
ing separating triplets are overlapped. An example of
a 4-block tree is shown in Figure 2.

Note that a degree-1 R—vertex in 4-blk(G) corre-
sponds to a 4-blocl: leaf, but the reverse is not nec-
essarily true, since we do not represent some special
4—block leavm and all degree-3 vertices that are cen-
ters of wheels in 4-blk(G). A special 4-block leaf {v},
where u is a vertex, is represented by an R-vertex in
4—blk(G) if v is not the center of a wheel to and it is in
one of separating triplets of w. The degree of a flower
F in G is the degree of its corresponding vertex in
4—blk(G). Note also that the degree of a wheel W in

1352



1353

G is equal to the number of components in 4-blk(G)
by rem0ving its corresponding W-vertax w and all F-
vertices that are adjacent to w. A wheel W in G is
a star wheel if d(W) equals the number of leaves in
4—blk(G) and every special 4-block leaf in W is either
adjacent to or equal to the center. A star wheel W
with the center c has the property that every 4-block
leaf in G (not including {c} if it is a 4-block leaf) can
be separated from G by aseparating triplet containing
the center c. If G contains a star wheel W, then W
is the only wheel in G. Note also that the degree of a
wheel is less than or equal to the degree of its center
in G.

K-connectivity Augmentation Number
The k-connectim’tg augmentation number for a graph
G is the smallest number of edges that must be added
to G in order to k-connect G.

3 A Lower Bound for the Four-

Connectivity Augmentation Num-
ber

In this section, we first give a simple lower bound
for the four-connectivity augmentation number that
is similar to the ones for biconnectivity augmentation

[3] and triconnectivity augmentation [10]. We show
that this above lower bound is not always equal to
the four-connectivity augmentation number [15, 17].
We then give a modified lower bound. This new lower
bound turns out to be the exact number of edges that
we must add to reach four-connectivity (see proofs in

Section 4). Finally, we show relations between the two
lower bounds.

3.1 A Simple Lower Bound

Given a graph G with vertex-connectivity b - 1, it
is well known that max{f%l,d - 1} is a lower bound
for the k-connectivity augmentation number where I.
is the number of k-block leave in G and d is the maxi-

mum degree among all separating (k —1)-sets in G
It is also well known that for k = 2 and 3, this lower
bound equals the h-connectivity augmentation num-
ber [3, 10]. For k = 4, however, several researchers
[15, 17] have observed that this value is not always
equal to the four-connectivity augmentation number.
Examples are given in Figure 3. Figure 3.(1) is from
[15] and Figure 3.(2) is from Note that if we ap-
ply the above lower bound in each of the three graphs
in Figure 3. the values we obtain for Figures 3.(1),
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m a) (ll

Figure 3: Illustrating three graphs where in eadi
case the value derived by applying a simple lower
bound does not equal its four-connectivity augmen-
tation number.

3.(2) and 3.(3) are 3, 3 and 2, respectively, while we
need one more edge in each graph to four-connect it.

3.2 A Better Lower Bound

Notice that in the previous lower bound, for every

separating triplet S in the triconnected graph G =
(V, E}, we must add at least d(S) —- l edges between
vertices in V \S to four-connect G, where d(S) is the
degree of S (i.e. the number of connected components
in G — 8); otherwise, 8 remains a separating triplet.
Let the set of edges added be Al‘s. We also notice
that we must add at least one edge into every 4-block
leaf 8 to four-connect G; otherwise, B remains a 4-
block leaf. Since it is possible that 3 contains some
4-block leaves, we need to know the minimum number
of edges needed to eliminate all 4-block leaves inside
.5. Let the set of edge added be Aglg. We know that

.41; n A3,; = 0. The previous lower bound giva a
bound on the cardinality of A15, but not that of A35.
in the following paragraph, we define a quantity to
measure the cardinality of 112,5.

Let Q; be the set of special 4-block leaves that are
in the separating triplet S of a triconnected graph G.
Two 4-block leave B; and B; are adjacent if there is

an edge in G between every demanding vertex in B;
and every demanding vertex in 81. We create an aug-
menting graph [or 8, 9(8), as follows. For each special
4-block leaf in Q3, we create a vertex in 9(5). There

is an edge between two vertices u; and v: in ms! if
their corresponding 4-blocks are adjacent. Let 9(5)
be the complement graph of G(S). The seven types of
augmenting graphs and their complement graphs are
illustrated in Figure 4.

Definition 1 The augmenting number 11(5) for a
separating triplets in a tricounected graph is the num-
ber of edges in a maximum matching M ofm plus
the number of vertices that have no edges in M inci-
dent on them.

1353



1354

W . o o o——O o 0such 0

WM 0 H C . VV“

morth i I 3 3aunt.

(‘l a 9) “)

:am'v \. ° V ’V'

m
w

Who 2 2 3hurt.
(s) (I) m

Figure 4: Illustrating the seven types of augment-
ing graphs, their complement graphs and augmenting
numbers that one can get for a separating triplet in s
triconnected graph.

The augmenting numbers for the seven typa of aug-
menting graphs are shown in Figure 4. Note that in a
triconnected graph, each special 4-block leaf must re
ceive at least one new incoming edge in order to four-
connect the input graph. The augmenting number
0(8) is exactly the minimum number of edges needed
in the separating triplet S in order to four-connect the
input graph. The augmenting number of a separating
set that does not contain any special 4-block leaf is 0.
Note also that we can define the augmenting number

a(C) for a set C that consists of the center of a wheel
using a similar approach. Note that a(C) S 1.

We need the following definition.

Definition 2 Let G be a triconneeted graph with I 4-

block leaves. The leaf constraint ofG, lc(G), a m.
The degree constraint of a separating triplet S in
G', dc($), is d(S) - 1+ 0(8), where (1(5) is the de-
gree ofS and a(S) is the augmenting number of S.
The degree constraint of G, dc(G'), is the maximum
degree constraint among all separating triplets in G.
The wheel constraint of a star wheel W with center

c in G, wc(W), is [ii-#1] +a({c}), when d(W) is the
degree of W and a({c}) is the augmenting number of
{c}. The wheel constraint ofG, wc(G), is 0 if then is
no star wheel in G; otherwise it is the wheel constraint
of the star wheel in G.
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We now give a better lower bound on the 4-
connectivity augmentation number for a triconnected
graph.

Lemma 1 We need at least max(lc(G), dc(G),

wc(G)} edges to four-connect a triconnected graph G.

Lrggfl Let A be a set of edges such that G’ = GUA is
four-connected. For each 4-block leaf B in G, we need

one new incoming edge to a vertex in B; otherwise
B is still a 4-block leaf in G'. This gives the first
component of the lower bound.

For each separating triplet S in G, G — 5 contains
d(S) connected components. We need to add at least
d(S) — 1 edges between vertices in G — 8, otherwise 5
is still a separating triplet in G’. In addition to that,
we need to add at least a(S) edges such that at least
one of the two end points of each new edge is in 5;
otherwise S contains a special 4-block leaf. This gives
the second term of the lower bound.

Given the star wheel W with the center c, 4-bllc(G)
contains exactly d(W) degree-1 R-vertica. Thus we

need to add at least [fig-1] edges between vertices in
G —{c}; otherwise, G’ contains some 4-block leaves. In
addition to that, we need to add a({c}) non-self-loop
edges such that at least one of the two end points of
each new edge is in {c}; otherwise {c} is still a special
4-block leaf. This gives the third term of the lower
bound. 0

3.8 A Comparison of the Two Lower
Bounds

We first observe the following relation between the
wheel constraint and the leaf constraint. Note that if

there exists a star wheel W with degree d(W), there
are exactly d(W) lit-block leaves in G if the center is
not degree-3. If the center of the star wheel is degree-
3, then there are exactly d(W) + l 4-block leaves in
G. Thus the wheel constraint is greater than the leaf
constraint if and only if the star wheel has a degree-3
center. We know that the degree of any wheel is less
than or equal to the degree of its center. Thus the
value of the above lower bound equals 3.

We state the following claims for the relations be
tween the degree constraint of a separating triplet and
the leaf constraint.

Claim 2 Let S be a separating triplet with degree d(S)
and h special l-bloch leaves. Then there are at least
h + d(S) J-block leaves in G. D

Claim 3 Let {ahahaa} be a separating triplet in a
triconnected graph G. Then a.-, 1 s i 5 3, is in-
cident on a vertex in every connected component in
G-{01,02,as}- . a
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Corollary 1 The degree of a separating triplet S is
no more than the largest degree among all vertices in
S. D

From Corollary 1, we know that it is not possible that
a triconnected graph has type (6) or type (7) of the
augmenting graphs as shown in Figure 4, since the
degree of their underling separating triplet is 1. We
also know that the degree of a separating triplet with
a special 4-block leaf is at most 3 and at least 2. Thus
dc($) is greater than d(S) — 1 if dc(S) equals either 3
or 4. Thus we have the following lemma.

Lemma 2 Let low1(G) be the lower bound given in
Section 3.1 for a triconnected graph G and let low2(G)
be the lower bound given in Lemma 1 in Section 3.2.

(i) low1(G) = low2(G) if (0102(0) ¢ {3,4}. (ii)
low-AG) - low1(G) E {0.1}. D

Thus the simple lower bound extended from biconnec—
tivity and triconnectivity is in fact a good approxima—
tion for the tour-connectivity augmentation number.

4 Finding a Smallest Four-
Connectivity Augmentation for a
’I‘riconnected Graph

We first explore properties of the 4-block tree that
we will use in this section to develop an algorithm for
finding a smallest 4-connectivity augmentation. Then
we describe our algorithm. Graphs discussed in this
section are triconnected unless specified otherwise.

4.1 Properties of the Four-Block Tree

Massive Vertex, Critical Vertex and Balanced
Graph
A separating triplet S in a graph G is massive if
dc(S) > lc(G). A separating triplet S in a graph G
is critical if dc(S) = lc(G). A graph G is balanced if
there is no massive separating triplet in G. If G is bal-
anced, then its 4-bll:(G) is also balanced. The following
lemma and corollary state the number of massive and
critical vertices in 4-blk(G').

Lemma 3 Let 5;, S; and 53 be any three separating
triplets in G such that there is no special l-blocl: in

&n&,lsi<j53.2;”M&)3L+Lanl
is the number of 4-block leaves in G.
Proof: G is triconnected. We can modify 4-bll:(G)
in the following way such that the number of leaves in
the resulting tree equals l and the degree of an F-node
f equals its degree constraint plus 1 if f corresponds
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to 5;, l 5 i 5 3. For each W-vertex w with a degree-3
center c, we create an R-vertex r‘ for c. an F-vertex f‘
for the three vertices that are adjacent to c in G. We
add edges (mic) and (fnrc). Thus r: is a leaf. For
each F-vertex whose corraponding separating triplet
S contains h special 4-block leaves, we attach 41(8)
subtrees with a total number of It leaves with the con~

straint that any special 4-block that is in more than
one separating triplet will be added only once (to the
F-node corresponding to 5;, l s i s 3, if possible).
From Figure 4’we know that the number of special
4-block leaves in any separating triplet is greater than
or equal to its augmenting number. Thus the above
addition of subtrees can be done. Let 4-bllr(G)’ be
the resulting graph. Thus the number of leaves in 4-

bllc(G)’ is I. Let f be an F-node in 4-bllc(G)’ whose
corresponding separating triplet is S. We know that
the degree off equals dc(S)+1 ifS e{S,~|15i5 3}.
It is easy to verify that the sum of degrees of any three
internal vertices in a tree is less than or equal to 4 plus
the number of leaves in a tree. 0

Corollary 2 Let G be a graph with more than two
nan-special 4-blocl: leaves. (i) Then: is at most one
massive F-vertez in 4-blk(G). (ii) If there is a mas-
sive F-vertez, there is no critical F—vertez. (iii) There
are at most two critical Fvvertices in [-blle(G). 0

Updating the Four-Block 'lh-ee
Let U; be a demanding vertex or a vertex in a special
4-block leaf, i E {1, 2}. Let B; be the 4-block leaf that
contains vi, ie {1,2}. Let be. i 6 {1,2}, be the vertex
in 4-bll:(G) such that if v; is a demanding vertex, then
b; is an R-vertex whose corresponding 4-block contains
12;; if v.~ is in a special 4-block leaf in a flower, then b,
is the F-vertex whose corresponding separating triplet
contains 11,-; if v,- is the center of a wheel w, b; is the F'-

vertex that is closet to 60- mod 2)“ and is adjacent to
w. The vertex b.- is the implied vertex for 8;, i 6 {1, 2}.-
The implied path P between B, and B; is the path in 4-
blh(G) between in and b3. Given 4-blk(G) and an edge
(01,02) not in G, we can obtain 4-bll:(GU {(v1,v3)})
by perforating local updating operations on P. For
details, see [18].

In summary, all 4-blocks corresponding to R-
vertices in P are collapsed into a single 4-block. Edges
in P are deleted. F-vertices in P are connected to the

new R—vertex created. We crack wheels in a way that
is similar to the cracking of a polygon for updating
3-block graphs (see [2, 10] for details). We say that
P is non-adjacent on a wheel W, if the cracking of
W creates two new wheels. Note that it is possible
that a separating triplet S in the original graph is no
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longer a separating triplet in the resulting graph by
adding an edge. Thus some special leaves in the orig-
inal graph are no longer special, in which case they
must be added to 4-blk(G).

Reducing the Degree Constraint of a Separat-
ing Triplet
We know that the degree constraint of a separating
triplet can be reduced by at most 1 by adding a new
edge. From results in [18], we know that we can re-
duce the degree constraint of a separating triplet S
by adding an edge between two non-special 4-block
leaves 81 and B: such that the path in 4-blk(G) be-
tween the two vertices corresponding to B, and 82

passes through the vertex corresponding to S. We
also notice the following corollary from the definitions
of 4-blk(G) and the degree constraint.
Corollary 3 Let .5 be a separating triplet that con-
tains a special 4-block leaf. We can reduce dc(S) by
1 by adding an edge between two special l-block leaves
8; and B; in S such that 31 and B; are not adjacent.

(ii) If we add an edge between a special 4-block leaf
in S and a 4-block leafB not in S, the degree con-
straint of every separating triplet corresponding to an
internal vertex in the path of4-blk(G) between vertices
corresponding to S and B is reduced by I. 0

Reducing the Number of Four-Block Leaves
We now consider the conditions under which the

adding of an edge reduces the leaf constraint lc(G)
by 1. Let real degree of an F-node in 4-blk(G) be 1
plus the degree constraint of its corresponding sepa—
rating triplet. The real degree of a W-node with a
degree3 center in G is 1 plus its degree in 4-blk(G).
The real degree of any other node is equal to its degree
in 4-blk(G).

Definition 3 (The Leaf-Connecting Condition)
Let B; and 83 be two non-adjacent 4-blocl: leaves in
G. Let P be the implied path between B; and B: in 4-
blIc(G). Two 4-bloclc leaves 81 and B; satisfy the leaf-
connecting condition ifat least one of the following
conditions is true. There are at least two vertices
of real degree at least 3 in P. (ii) There is at least
one R-vertez of degree at least 4 in P. (iii) The path
P is non-adjacent on a W—vertez in P. (iv) There is
an internal vertex of real degree at least 3 in P and at
least one of the 4-block leaves in {E}, 82} is special.
(U) B; and B; are both special and they do not share
the same set of neighbors.
Lemma 4 Let B; and B; be two 4-bloek leaves in
G that satisfy the leaf-connecting condition. We can
find vertices v.- in 8;, i 6 {1,2}, such that lc(GU
{(111, 03)}) = lc(G) — l, iflc(G) 2 2. D
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4.2 The Algorithm

We now describe an algorithm for finding a smallest
augmentation to four-connect a triconnected graph.
Let 6 = dc(G) — lc(G). The algorithm first adds 26
edges to the graph such that the resulting graph is
balanced and the lower bound is reduced by 26. If

lc(G) s6 2 or wc(G) at 3, there is no star wheel with
a degree-3 center. We add an edge such that the de-
gree constraint dc(G) is reduced by 1 and the number
of 4-bloclr leaves is reduced by 2. Since there is no
star wheel with a degree-3 center, wc(G) is also re-
duced by 1 if wc(G) = lc(G). The resulting graph
stays balanced each time we add an edge and the
lower bound given in Lemma 1 is reduced by 1. If
lc(G) = 2 and wc(G) = 3, then there exists a star
wheel with a degree-3 center. We reduce wc(G) by 1
by adding an edge between the degree-3 center and a
demanding vertex of a 4-bloclr leaf. Since lc(G) : 2
and wc(G) = 3. dc(G) is at most 2. Thus the lower
bound can be reduced by 1 by adding an edge. We
keep adding an edge at a time such that the lower
bound given in Lemma 1 is reduced by 1. Thus we
can find a smallest augmentation to four-connect a
triconnected graph. We now describe our algorithm.

The Input Graph is not Balanced
We use an approach that is similar to the one used
in biconnectivity and triconnectivity augmentations to
balance the input graph [10, 11' 26]. Given a tree T
and a vertex v in T, a v-chain [26] is a component
in T - {v} without any vertex of degree more than
2. The leaf ofT in each v-chain is a v-chain leaf[26].
Let 6 = (lc(G) - lc(G) for a unbalanced graph G and
let 4-blk(G)’ be the modified 4-block tree given in the
proof of Lemma 3. Let f be a massive F-vertex. We
can show that either there are at least 26 + 2 f—chains
in 4-blk(G)’ (i.e. f is the only massive F-vertex) or
we can eliminate all massive F-vertica by adding an
edge. Let A.- be a demanding vertu in the ith f—chain
leaf. We add the set ofeclges {OM-Jud) | 1 S i S 26}.
It is also easy to show that the lower bound given in
Lemma 1 is reduced by 26 and the graph is balanced.

The Input Graph is Balanced
We first describe the algorithm. Then we give its proof
of correctness. In the description, we need the follow-

ing definition. Let B be a 4-bloclr leaf whose implied
vertex in 4-blk(G) is b and let 8' be a 4-block leaf
whose implied vertex in 4-blh(G) is b’. B’ is s nearest
4-block leaf of B if there is no other 4-block leaf whose

implied vertex has a distance to b that is shorter than
the distance between b and b’.
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Is 0 is triconnected with Z 5 vertices; the algorithm finds
a smallest four-connectivity augmentation. O}
graph function aug3to4(graph G);
{t The algorithmic notation used is from Tarjan [29]. t}

T := Lblk(G); root T at an arbitrary vertex;
let l he the number of degree-1 R—vertices in T;
do 3 a 4—hlock leaf in G -.

if 3 a degree-3 center c --
1. iflc(G) = 2 and wc(G) = 3 —o

{. Vertex c is the center of the star wheel in. o)
u; := the 4-block leaf {c};
let u; be a a non-special 4—block leaf

I 3 another degree-3 center c' non-adjacent to c -o
let u; be the 4—block leaf {c'}

I 3 a special 4-bloclr leaf b non-adjacent to in 4
let u; := b

I A (degree—3 center or special 4-block leaf)
non-adjacent to u; -.

let u; be a a 4-block leaf such that El an internal

vertex with real degree 2 3 in their implies path
ii

I lc(G') ¢ 2 or wc(G) gt 3 —~
it'l > 2 and a 2 critical F-vertices f, and f2 —.

2. find two non-special 4-bloclt leaves u; and us such
that the implied path between them passes through
f1 and I;

| l> 2 and 3 only one critical F-vertex I] —-o
if 3 two non-adjacent special 4-block leaves in the
separating triplet 51 corresponding to I; —v

.9. let u. and u; be two non-adjacent 4-block leaves
in S]

I fl two non-adjacent special 4-bloclr leaves in the
separating triplet 5; corresponding to I; —;

4. let u be a vertex with the largest real degree
among all vertices in T besides f1;
if real degree of v in T Z 3 —o

find two non-special 4-block leaves u; and u:
such that the implied path between them
passes through f1 and 0

fl

{0 The case when the degree of v in T < 3 will
be handled in step 8. t}

it

I 3 two vertices v; and v; with real degree 2 3 -
5. find two non-special 4-block leaves u. and u: such

that the implied path between them passes
through v; and v:

I 3 an R-vertex v of degree 2 4 —o
6. find two nonospecial 4-bloclr leaves in and on such

that the implied path between them passes
through 0

I 3 a W-vertex v of degree 2 4 —~
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7. let u; and u; be two non-special 4-block leaves such
that the implied path between them is
non-adjacent on v

I 3 only one vertex v in T with real degree 2 3 —~
{e T is a star with the center v. a}

8. find a nearest vertex in of u that contains a 4-blodr

leaf in;

let w' be a nearest vertex of w containing a 4-block
leaf non—adjacent to in;
find two 4—bloclr leaves u; and u; whose implied
path passes through to. w' and v '
{o The above step can always be done, since T is a
star. t}

{a Note that T is path for all the cases below. 0}
I 3 two non-adjacent special 4-block leaves in one
separating triplet S -o

9. let u; and u; be two non-adjacent special 4—block
leaves in S

| 3 a special 4~bloclr leaf u; —t
10. find a nearest non-adjacent 4-block leaf is;

I l = 2 —~
let u) and u: be the‘two 4-block leaves

corresponding to the two degree! R-vertices in T
R

fl;

let ya. i E {1, 2}, be a demanding vertex in u.- such that
(yhya) is not an edge in the current G;

G == GU (91.92)}:
update T, l, (C(G). wc(G) and dc(G)

0d; ' I
return 0

end aug3tot;

Before we show the correctness of algorithm
aug3to4, we need the following claim and corollaries.

Claim 4 [26] If 4-blk(G) contains two critical ver-
tiees f1 and h, then every leafis either in an fl-chain _
or in an fg-chain and the degree of any other vertez
in 4-bllc(G) is at most 2. 0

Corollary 4 [fl-blk(G) contains two critical vertices
f1 and f2 and the corresponding sepamting triplet 8;,
i 6 {1.2}, of f; contains a special 4-block leaf, then
its augmenting number equals the number of special
4-block leaves in it. 0

Corollary 5 Let f; and f; be two criticalF-vertices
in l-bll‘(G). If the number of degree-1 R-vertices in
4-blk(G) > 2 and the corresponding separating triplet
off}, i 6 {1,2}, contains a 4-bloclc leafBi, we can add
an edge between a vertex in B] and a vertex in 82 to
reduce the lower bound given in Lemma 1 by 1. D
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Theoreml Algorithm aug8tol adds the smallest
number of edges to four-connect a triconnected graph.0

We now describe an efficient way of implementing

algorithm aug3to4. The 4-block tree can be computed
in O(na(m, n) + m) time for a graph with n vertices
and m edges [18]. We know that the leaf constraint.
the degree constraint of any separating triplet and the
wheel constraint of any wheel in G can only be do
creased by adding an edge. We also know that lc(G),
the sum of degree constraints of all separating triplets
and the sum of wheel constraints of all wheels are all

0(n). Thus we can use the technique in [26] to main-
tain the current leaf constraint, the degree constraint

for any separating triplet and the wheel constraint for
any wheel in O(n) time for the entire execution of the
algorithm. We also visit each vertex and each edge
in the 4-block tree a constant number of times before

deciding to collapse them. There are 0(n) 4-block
leaves and 0(n) vertices and edges in 4-blh(G). In
each vertex. we need to use a set-union-find algorithm
to maintain the identities of vertices after collapsing.
Hence the overall time for updating the 4-block tree

is 0(na(n, We have the following claim.
Claim 5 Algorithm aug3t04 can be implemented in
O(na(m,n)+m) time when: n and m are the number
of uertices and edges in the input graph, respectively
and a(m, n) is the inverse Ackermann's function. 0

5 Conclusion

We have given a sequential algorithm {or find-
ing a smallest set of edges whose addition four-
connects a trieonnected graph. The algorithm runs

in 0(na(m, n) + m) time using 0(n + m) space. The
following approach was used in developing our algo-
rithm. We first gave a 4-bloclt tree data structure for
a triconnected graph that is similar to the one given in
[18]. We then described a lower bound on the small-
est number of edges that must be added based on the
4-block tree of the input graph. We further showed
that it is possible to decrease this lowar bound by 1
by adding an appropriate edge.

The lower bound that we gave here is different from
the ones that we have for biconnecting a connected

graph [3] and for triconnecting a biconnected graph
[10]. We also showed relations between thee two
lower bounds. This new lower bound applies for arbi-
trary Ir, and gives a tighter lower bound than the one
known earlier for the number of edges needed to k-
connect a (k - 1)-connected graph. It is likely that
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techniques presented in this paper may be used in
finding the h-connectivity augmentation number of a
(k - l)-connected graph, for an arbitrary k.
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A Flexible Architecture for Multi-Hop Optical Networks

A. Jaekel, S. Bandyopadhyay

School of Computer Science.

University of Windsor,

Windsor, Ontario N9B 3P4, CANADA

Abstract

It is desirable to have loiv diameter logical topologies
for multihop lightwave networks. Researchers have
investigated regular topologies for such networks. Only a
few of these (e.g.. GEMNET [8]) are scalable to allow the
addition of new node: to an existing network. Adding new
nodes to such networks requires a major change in routing
scheme. For example, in a ntttltistar implementation, a large
number of retuning of transmitters and receivers and/or
renumbering nodes are needed for [8]. In this paper, we
present a scalable logical topology which is not regular but
it has a low diameter. This topology is interesting since it
allows the network to be expanded indefinitely and new
nodes can be added with a relatively small change to the
network. In this paper we have presented the new topology,
an algorithm to add nodes to the network and two routing
schemes.

Keywords: Optical networks. multihop networks. scalable
logical topology. low diameter networks.

1. Introduction

Optical networks [1] are interconnections of high-speed
broadband fibers using lightpaths. Each lightpath provides
traverses one _or more fibers and uses one wavelength

division multiplexed (WDM) channel per fiber. In a
multihop network. each node has a small number of
lightpaths to a few other nodes in the network. The physical
topology of the network determines how the lightpaths get
defined. For a multistar implementation of the physical

topology, a lightpath u -> v is established when node u
broadcasts to a passive optical coupler-at a particular
wavelength and the node v picks up the optical signal by
tuning its receiver to the same wavelength. For a wavelength
routed network, a lightpath u -) v might be established
through one or several fibers interconnected by router
nodes. The lightpath definition between the nodes in an
optical network is usually represented by a directed graph

(or digraph) G = (V, E) (where V is the set of nodes and E
is the set of the edges) with each node of G representing a

0-8186-9014-3/98 $10.00 0 1998 IEEE

and A. Sengupta
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node of the network and each edge (denoted by u —) v )
representing a lightpath from u to v. G is usually called the

logical topology of the network. When the lightpath u —-) v
does not exist. the communication from a node n to a node v

occurs by using a (graph-theoretic) path (denoted by

u-—)xl -—)x2—) —)xk_l—)v) in G using k hops

through the intermediate nodes x1, x2, ..., xk_ l . The
information is buffered at intermediate nodes and. to reduce

the communication delay. the number of hops should be
small. If a shortest graph-theoretic path is used to establish a
communication from u to v, the maximum hop distance is
the diameter of G. Clearly, the lightpaths need to be defined
such that G has a small diameter and low average hop
distance. The indegree and outdegrec of each node should be
low to reduce the network cost. However, a reduction of the

degree usually implies an increase in the diameter of the
digraph. that is, larger communication delays. The design of
the logical topology of a network turns out to be a difficult
problem in view of these contradictory requirements.
Several different logical topologies have been proposed in
the literature. An excellent review of multihop networks is

presented in [l].
Both regular and irregular structures have been studied

for multihop structures [2]. [3], [4], [S], [6], [7]. All the
proposed regular topologies(e.g., shuffle nets, dc Bruijn

graphs. torus.“hypercgbes) enjoy the property of simple
routing algorithms. thereby avoiding the need of «complex
routing tables. Since the diameter of a digraph with n nodes
and maximum outdegrec d is of 0(logd It), most of the

topologies attempt to reduce the diameter to 0(logdn). One

common property of these network topologies is the number
of nodes in the network must be given by some well-defined
formula involving network parameters. This makes the
topology non-scalable. in short. addition of a node to an
existing network is virtually impossible. In [8]. the principle
of shuffle interconnection between nodes in a shufflenct [4]

is generalized (the generalized version can have any number
of nodes in each column) to obtain a scalable network

topology called GEMNET. A similar idea of generalizing
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the Kautz graph has been studied in [9] showing a better
diameter and network throughput than GEMNET. Both
these scalable topologies are given by regular digraphs.

One topology that has been studied for optical networks
is the bidirectional ring network. in such networks. each
node has two incoming lightpaths and two outgoing
lightpaths. In terms of the graph model. each node has one
outgoing edge to and one incoming edge from the preceding
and the foll0wing node in the network. Adding a new node
to such a ring network involves redefining a fixed number of
edges and can be repeated indefinitely.

Our motivation was to develop a topology which has
the advantages of a ring network with respect to scalability
and the advantages ofa regulartopology with respect to low
diameter. In other words. our topology has to satisfy the
following characteristics:

0 The diameter should be small

- The routing strategy should be simple
- It should be possible to add new nodes to the net-
work indefinitely with the least possible perturbation of
the network.

° Each node in the network should have a predefined
upper limit on the number of incoming and outgoing
edges.
in this paper we introduce a new scalable topology for

multihop networks where the graph is not. in general.
regular. Given integers rr and d. our proposed topology can
be defined for n nodes with a fixed number of incoming and

outgoing edges in the network 'Dre major advantage of our
scheme is that. as a new node is added to the network. most

of the existing edges ofthe logical topology are not changed.
implying that the routing schemes between the existing
nodes need little modification. nae edges to and from the
new added node can be implemented by defining new
lightpaths which is small in number. namely. 0(d). For
multistar implementation. for example, this can be
accomplished by retuning 0(d) transmitters and receivers.

The paper is organized as follows. In section 2. we
describe the proposed topology and derive its pertinent
properties. Section 3 presents two routing schemes for the
proposed topology and establishes that the diameter is
0(Iagd rt). Our experiments in section 4 show that. for a
network with n nodes and having an indegree of at most d+l .
an outdegree of d and the average hop distance is
approximately Iogd n. We have concluded with a critical

summary in section 4.

2. Scalable topology for multihop networks

2.1 Proposed interconnection topology

Given two integers n and d. dSn. we define the
interconnection topology of the network as a digraph G in
the following. As mentioned earlier. the digraph is not
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regular - tlte indegree and outdegree of a node varies from I
to d+l. We will assume that there is no k. such that

n = dk ; if n = dk for some k, our proposed topology is
the same as given by [2]. Let k be the integer such that

d" < n <dk+l . Let Zk be the set of all (k+l)digit strings

choosing digits from Z = [Q l, 2. ....d— l} and let any

string of 2k be denoted by xoxl...“ . We divide 2*

into k+2 sets 50. SI. S“! such that all strings in Zk

having X]. as the left most occurrence OM is included in S].

OSjSk and all strings with no occurrence of 0 (i.e.

x.¢0. OSjSk )isincludedinSkH.WenotethatI

lsk+|| = (d.—r)**‘ and |s = (d..r)’d*".A

0 S j S k . We define an ordering relation between every

pair ofstrings in Zk .Each stringin Si is smaller thaneach

suing in SI. ifi < j. For two strings 61.0265].

OSjsk+l. if 0': xoxl...xk and 62:)‘oyl...yk

andris the largest integersuch that xley, then ol<crZ

if .r,<y, .

Definition: For any string 0" = xoxl...x.-...xi...xk . the

string 62 = xoxl...x xi...x obtained by interchangingj... k

the digits in the ilh and the j"’ position in o" . will be called

the i-j—image of 0‘l ;

Clearly. if 62 is the i-j-image of a. then 0l is the i-j-

image of 62 and if x.- = x. . o" and 02 represent the1

same node.

We will represent each node of the interconnection

topology by a distinct string ran...“ of 2‘. As

dk<n<dkH. all strings of 2" will not be used to
represent the nodes in G. We will use It smallest strings from

Zk to represent the nodes of G. Suppose the largest string

representing a node is in SM. We will use a node and its

string representation interchangeably. We will use the term

used string to denote a string of Zk which has been already

used to represent some node in C. All other strings of Zk
will be called unused strings.

Property 1: all strings of S0 are uSed strings.

Property 2: if a e S]. is an used string. then all suings
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of 50, SI, Sj_l are also used strings.

Property 3: If cl = 0x,...xk. 02 is the O-l-image of

o. and x, #0 .then ole 5,.

Propertyttzlf cl = 0x1...“ , x1 :0 and 02.1he0-

l-image of ol . is an unused string, then all strings of the

form xlxz...xkj. 0 S j _<_ d — l are unused strings.

The proofs for Properties 1 - 4 are trivial and are
omitted.

We now define the edge set of the digraph G. Let any

node u in G be represented by xoxl...xk . The outgoing

edges from node u are defined as follows:

- There is an edge xoxlxz...xk -—> xlxz...xkj When«

ever xlxz....rkj is an used string, for some je Z .

- There is an edge Oxlxz...xk ——> x!0x2....tk

whenever the following conditions hold:

a) xix}...xkj is an unused string for at least one

jeZand

b) .r-IO....rk , the 0- l-image of u, is an used string ‘

- There is an edge Oxlxz...xk —~) 0x2...xkj for all

j e 2 whenever the following conditions hold:

a) xi #0 and

b) x10.r2....rk, the 0-l-image of u, is an unused

string

We note that if u e 5!. . j > 0. node v = xlxz...xkj

always exists (from property 2. since ve Sl>_l ). As an

example. we show a network with 5 nodes for d = 2. k = 2 in
figure I. We have used a solid line for an edge of the type

xoxlxz...xk axl.r._,...xkj. a line ofdots for and a line of
dashes and dots for an of the type

Oxlxz...xk —> 0x2...xkj. We note that the edge from 010 to

edge

l00 satisfies the condition for both an edge of the type

xox 12...xk->.rlx2...xkj and an edge of the typeI

0x.x2...xk ——> x|0.r2...xk.
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Figure 1: Interconnection tepology with d: 2. k:

2 for n = 5 nodes.

2.2 Limits on Nodal Degree

In this section. we derive the upper limits for the

indegree and the outdegree of each node in the network. We
will show that, by not enforcing the regularity. we can easily
achieve scalability. As we add new nodes to the network.
minor modifications of the edges in the logical topology
suffice, in contrast to large number of changes in the edge-

set as required by other proposed methods.
Theorem 1: In the proposed topology. each node has an

outdegree of up to d.

Proof: Let u be a node in the netw0rk given by

.roxl ...xk e Sj . We consider the following three cases:

i) 0 <jSk: For every v given by xlxz...xkt for all t.

OStSd-l is an used string since ve Sj_l. There-

fore the edge u —) v exists in the network. If u e 5].]
> 0, these are the only edges from u. Hence. it has out-
degree d.

ii) j = 0: According to our topology defined above. u

will have an edge to xlxz...xkj whenever .rlxz...,rkj

is an used string for some je Z. We have three sub-
cases to consider:

- If xlxz...xkj is an used string forallj. 0 Sj<d

then it has outdegree d.

° Otherwise. ifp of the strings xlxz...x,‘j are used

strings, for some j, 0 S j < d and the O-l-image of u

is also an used string. then u has edges to all the p

nodes with used strings of the form xlxz...xkj and

to the O-l-image of u. Hence 14 has outdegree p + I.
Here u has an outdegree of at least I and at most d.

- Otherwise. if the 0- l -image of u is an unused string,

then all strings of the form xlxz...xkj are unused
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strings (Property 4) and u has d outgoing edges to

nodes of the form 0x2x3...xkj. 05 j < d. Hence it

has outdegree (1.

iii) 1' = k + I: If p of the strings xlxz...xkj are used

strings. for some j. 0 S j < d. then u has outdcgree of p.

We note that xl.r2...xk0 e Sk is an used string. There-

fore l S p Sci. and it has an outdegree of at least I and
at most d.

Theorem 2: In the propOSed topology. each node has an
indegree of up to d+l.

Proof: Let us consider the indegrec of any node v given

by yoyI myk e 51-. As described in 2.1. there may be three
type of edges to node v as follows:

- An edge l)'0)'|...yk_ l —-) yoyl ...yk whenever

tyoy, ...)-k_, is an used string. for some (6 Z .

There may be at most d edges of this type to v.

' if M = 0, yoan there may be an edge

Oyoyz...yk -) yo)" ..._\'k

' if yo = Oand (yoyl...yk_ I is an unused string for

some is Z .there is an edge

Oryl...yk_ I —)y0yl...yk. There may be at mostd

edges of this type to v.

We have to consider 3 cases,j = 0.j = i andj >1. lfj >1.

the only edges are of the type tyoyl...yk_ I —) yoyl...”

and there can be up to d such edges. lfj = l. in addition to

the edges are of the type ryoyl...y,‘_I —>yoyl...yk , there

can be only. one edge of the type Oyoyz...yk —) yoyl ...yk.

Thus the total number of edges cannot exceed d + l, in this

case Ifj = 0. an edge ofthe type 01yl ...yk_ I -—) yoyl ...yk

exists if and only if the corresponding edge of type

tyoyl ...yk_ l —> yoy‘...yk does not exist in the network.

Therefore. there are always exactly d incoming edges to v in
this case.

2.3 Node Addition to an Existing Network

In this section we consider the changes in the logical
topology that should occur when a new node is added to the
network. We show that at mOst 0(d) edge changes in 0
would suffice when a new node is added to the network.

When a multistar implementation is considered, this means
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0(d) retuning of transmitters and receivers, whereas for a
wavelength routed network. this means redefinition of 0(d)
lightpaths. In contrast. for other proposed topologies [8]. [9]
the number of edge modifications needed was 0(nd). As
discussed in the previous section. the nodes are assigned the
smallest strings defined earlier. Addition of a new node it
implies that we will assign the smallest unused string to the

newly added node. Let the string be xoxl...xk E S]. . We
consider the following three cases: ‘

i) l<jsk : For every v given by xlxz....tkr,

OSISd-l. ve Sj_|. Thereforev is an used string
and we have to add a new edge u —) v to the net-

work. 'lhe node given by w(J = 0x0x| ....rk_l is guar-

anteed to be an used string, since woe S0 and we

have to add a new edge We —-> u to the network. if

xk = d ‘ l, we have to delete the edge from W0 to its
0-l-image at this time. For every w given by

weS. and is an
txoxl...xk_l. IStSd-l. I”.
unused string. Therefore wo is the only predecessor of
u.

ii) j = [(+1 :If v = xlxz...xkr. OSlSp-l is an

used string. we add a new edge u —) v to the net-

work. We note that x‘xz...xk0 e 5k is an used string.

Therefore, there is at least one v such that u —> v

exists. Similarly. if w = txoxl...xk_ I. 05 IS p— l is

an used string, we add a new edge w —> u to the net-

work, We note that w0 = 0.\'0.rl.,..rk_I e 50 is an

used string. Therefore. there is at least one w such that

w —-> u exists. If xk = d — l. we delete the edge from

wo to its 0- l-image at this time.

iii) j = l : Let wt. = 0x0x2...xk be the 0-l-image

of u. Before insening u. the node Oxoxz...xk was

connected to all nodes v = 0x2...xkl. OSlSd-l

(case iii in our topology given in 2.1).We have to

- delete the edge w‘. -) v for each node

v = 0x2...ku in the network.

- add an edge u-—)v foreach node v = 0x2...ku
in the network.

to the- addanewedc w =0xx...x _ -Dug 0 or kl
network
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- If wcatwo .add an edge wc-m tothe network.

- If It = d— l .and w0:0x0000...0 delete the

edge from we to its 0- l-image.

 
Figure 2: Expanding a topology with d: 2. k: 2

from (a) n = 5 to (b) n :6 nodes.

Figure 2(a) shows again the network with 5 nodes given
in Figure I. We choose the smallest unused string

u = 101 to represent the new node being insened. The

node u will have outgoing edges (shown by solid lines) to all
nodes ofthe form Olj. to nodes 010 and DI l. The 0-! image
ofu is node 0] l. Hence all edges from 0| 1 to nodes 010 and
Oil are deleted an a new edge from 10] to 011 is insened
(shown by a dashed line). Also a new edge is insened from
node 0l0 to ml. The final network is shown in Figure 2(b)

3. Routing strategy

In this section. we present two routing schemes in the

proposed topology from any source node S to any
destination node D. Let S be given by the string

xoxl....rkeSj and D be given by the string

yoyl...yke S, .

3.1 Routing scheme

bet I be the length of the longest suffix of the suing

xoxl...“ that is also a prefix of yoyl...“ and let
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o(S.D) denote the string xoxl...xkyly,+lyln...“ of

length 2(k+l)-l. Since 0(S. D) is oflength 2(k+l)- l. ithas
(k+l)-I+l substrings. each of length (k+l). Two of these
subSIrings represent S and D. Since S and D are nodes in the
network. these two substn‘ngs are used suings. If all the

remaining k-l substrings of o‘(S, D) having length k+l are
also used strings. then a routing path from S to D of length
k+l-I exists as given by the sequence of nodes given in (1)
below.

5= xoxl...xk -) xlxz...xky,-’ x2...x2k_ lxkylyfi I —9

...—)xkyl...yk_2yk_l-)y0yl...yk =0 (l)

In other words. if all the k - 1+ 2 substrings of o‘($. D)

are used strings. we can use 6(5. D) to represent the path
from S (CD in (1).

Property 5: If all the k - l + 2 substrings of 0‘(S. D) are

used strings. 6(5. D) represents the shortest path from S to
D.

However. ifsome of the substrings of 6(5. D) are not
used strings. then some of the corresponding nodes do not
currently appear in the network and hence this path does not

exist. We note that any two consecutive strings in 0(5, D)

is given by GB, where a = xixi+l...xky,y,+I...yl+i.

OSiSk—I— Land

i5: "1+lxi+l"'xkylyl+l"'yl+iyl+i+ll' L“ 3‘” “"3

first unused string in (l). According to our topology. either

oteSo or (165k+l .

Property 6: If a 6 S0 and

y = xi+l0.ri+l...xky,y,+ I...y,+i,theO-l-image of at is
an used string, then

- 0(5. (1) represents a path fronts to a oflcngth i.

- there exists a path

“*Y"5 = 0Xi+2---‘k)’t>'t+t---Yt+iyt+i+t

- 0(5, D) is a string of length k+2-l-i

Property 7: If a e 50 and

y = x”,10xl-+2...xkylyl+ I...y,+i the O-l-image of a is

an unused string. then

- 6(5. a) represents a path from S to a of length i.
- there exists a path
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a") 5 = o‘i+2-~“’t~-“r."t+t---)'r+i>’r+r+r

' 0(5, D) is a string of length k+2-1-i

Properties 6 and 7‘ follow directly from our topology

defined in 2.1.

Property 8: If a network contains all nodes in 50. SI. . 5*

then

- there exists an edge 5 —-> y = xix: ...xk0 and

' 0(7. D) represents a path from (1 toD of length
that cannOt exceed k+l.

Proof of Property 8: Since the network contains all

nodes in $0, 5,. . Sk. ye Si for some j. j.<./< and must
exist. Our topology (section 2.l) ensures that the edge

S —> 7 exists. The path given below consists only strings

belonging to groups Si, OSiSk and hence are used

strings:

y—-> .rz....rk0)'o —-> x]...xk0_i'o -«> —) yoyl ...)’k. The

number of edges in the path is k+ 1. hence the proof.

Theorem 3:The diameter of a network using the

proposed topology cannot exceed 2(k+ I ).
Proof: We consider any source-destination pair (S, D).

[fall the k - l + 2 substrings of o(S. D) are used strings.

o(S, D) represents the shortest path from S to D and

cannot exceed k+l. If B is the first unused string in (l). and

at is the preceding string then we have to consider two
cases:

Case I] as S0 : In this situation we can apply

property 6 if 0~l-image of a is an used string.
Otherwise we can use propeny 7. If we can use

propeny 6. it means we need two edges to insert the

digit Alternatively, if we can use«yl+i+l '

property 7. it means we need one edge to insert the

digit yi+i+l '

Case 2) or e S"+l : In this situation we discard the

panial path from S to a. he first edge in our new

path 'will be S=xoxl...xk—>xlx2...xk0.

Property 8 guarantees that once we have this
situation, we can always start all over again

yth 0'1:

encountering an unused suing and requires a

inserting digits without ever
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maximum of k+l edges.This repreSents the worst
case since there may exist a shorter path by finding

the longest suffixof xlxz...xk0 that matches the

corresponding prefix of D. In this case the path
cannot exceed k + 2.

Case I can appear repeatedly. The worst situation is
when we have to apply it to insert every digit of D. In other

words. the path in this case can be as long'as 2(k+l).

3.2 Example of routing

Let us consider the network of Figure 2(b). Suppose. S
= OH and D = OOl. Since the only outgoing edge from OH
is to its O-I-imagc lOl. the first edge in the path is

0] l —> ID] .From 101. we shiftin the successive digits of

the destination. So. the final path is given by
S = Oll—-)l01—>0l0—ilOO—iOOl = D. In this

particular example. there are no nodes belonging to group
k+ I. So. case 2 is not used.

4. Experiments to determine the average hop
distance A

We carried out some experiments to determine the

average hop distance h . In each of these experiments. we
have started with a given value of d, the minimum indegree
(or outdegree) and a specified value of an integer k. The

network with dk nodes is identical to that given in [8]. We

have calculated the average hop distance it of this network

from the hop distances of every source/destinations pairs
using the routing scheme described in the previous seetion.

Then we have added a node to the network and calculated it

for the new network in the same way. We continued the

process of adding nodes until the network contained dk + I
nodes. The results of the experiments are shown in Table l
and reveal the following:

- The average hop distance is approximately k+l.
' The average hop distance starts at approximately k

and increases to approximately k+l as we start add-
ing nodes to the network.

We interpret these results as follows. Even though the
diameter is 2(k+l). the number of lightpaths through paths
involving O-l images. which increase the number of hops. is
relatively small. Our network is identical to that in [2] when

. , . + l
the number of nodes in the network IS dk or, d‘ and. for
these values. it is known that the network has a diameter of
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k and k+l respectively.

Table 1: Variation of average hop distance with number of
nodes

 
5. Conclusions

  
In this paper we have introduced a new graph as a

logical network for multihop networks. We have shown that
our network has an attractive average hop distance
compared to existing networks. The main advantage of our

478

approach is the fact that we can very easily add new nodes

to the network. This means that the perturbation of the
network in terms of redefining edges in the network is very
small in our architecture. The routing scheme in our network
is very simple and avoids the use of routing tables.
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interest as shown by the records of the United States Patent and Trademark Office.

 

 

Authorized Signature Date

Typed or printed name Registration No.

This collection of information is required by 37 CFR 1.311. The information is rerLuired to obtain or retain a benefit b the public which is to file (and by the USPTO to process)an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. T 15 collection is estimated to take I mInutes to complete, including gathennghpreparrng, and
submitting the completed application form to the USPTO. Time will vary de endin upon the individual case. Any comments on the amount of time you requrre to com letethis form and/or su gestions for reducing this burden, should be sent to t e C ref In onnatron Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, .0.
Box 1450, Alexan na, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1450,
Alexandria, Virginia 22313-1450.
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number. 

PTOL‘SS (Rev. 08/04) Approved for use through 04/30/2007. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box I450
Alexandria. Virginia 22313-1450
www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO CONFIRMATION N0.

 
09/629,570 07/31/2000 Fred B. Holt 030048002US 541 l

PERKINS COIE LLP EDELMAN, BRADLEYE
PATENT-SEA

nomxm
SEATTLE, WA 9811l—1247 2153

DATE MAILED: 08/26/2004

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 719 day(s). If the issue fee is paid on the date that is three months after the

"mailing": date ofthis notice and thepatent issues'oni*the*Tuesday before thedaterrrthat is 2877weeks~rr(sixiand;a half r: 7
months) after the mailing date of this notice, the Patent Term Adjustment will be 719 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that

determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Infonnation Retrieval

(PAIR) WEB site (http://pair.uspto.g0v).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of

Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be

directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283.

Page 3 of 4

PTOL-SS (Rev. 08/04) Approved for use through 04/30/2007.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 1450

Alexandria, Virginia 223134450www.uspto.guv

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

PERKINS COIE LLP EDELMAN, BRADLEY E
PATENT-SEA

Po. Box 1247
SEATTLE, WA 98111-1247 2153

DATE MAILED: 08/26/2004

Notice of Fee Increase on October 1, 2004

If a reply to a "Notice of Allowance and Fee(s) Due" is filed in the Office on or after October 1, 2004, then the
amount due will be higher than that set forth in the "Notice of Allowance and Fee(s) Due" because an increase in fees
effective on October 1, 2004 is anticipated. 5%; Revision o_f Patent Fees m Fiscal Year 2005; Proposed Rule, 69 Fed.
Reg. 25861, 25863, 25864 (May 10,2004).

The current fee schedule is accessible from WEB site (http://www.uspto.gov/main/howtofees.htm).

111f the fee 'paid'istheamount shown orrthe:"Notice ofAllowancerandiFe,e(s) DueTEbutnotithecorrect amount in. view 7 W
of the fee increase, a "Notice of Pay Balance of Issue Fee" will be mailed to applicant. In order to avoid processing
delays associated with mailing of a "Notice of Pay Balance of Issue Fee," if the response to the Notice of Allowance
is to be filed on or after October 1, 2004 (or mailed with a certificate of mailing on or after October 1, 2004), the
issue fee paid should be the fee that is required at the time the fee is paid. SQ Manual 91‘ Patent Examining Procedure
(MPEP ), Section 1306 (Eighth Edition, Rev. 2, May 2004). If the issue fee was previously paid, and the response to
the "Notice of Allowance and Fee(s) Due" includes a request to apply a previously-paid issue fee to the issue fee
now due, then the difference between the issue fee amount at the time the response is filed and the previously-paid
issue fee should be paid. SE MPEP Section 1308.01.

Effective October 1, 2004, 37 CFR 1.18 is proposed to be amended by revising paragraphs (a) through (c) to read as
set forth below. As stated above, the final fee may be a different amount, and applicant should check the WEB site

given above when paying the fee.

Section 1.18 Patent post allowance (including issue) fees.

(a) Issue fee for issuing each original or reissue patent,
except a design or plant patent:

By a small entity (Sec. l.27(a)) .................... .. $670.00
By other than a small entity....................... .. $1,340.00

(b) Issue fee for issuing a design patent:
By a small entity (Sec. l.27(a)) .................... .. $245.00
By other than a small entity.......................... .. $490.00

(0) Issue fee for issuing a plant patent:

By a small entity (Sec. l.27(a)) .................... .. $325.00
By other than a small entity.......................... .. $650.00

Questions relating to issue and publication fee payments should be directed to the Customer Service Center of the
Office of Patent Publication at (703) 305—8283.

Page 4 of 4

PTOL-85 (Rev. 03/04) Approved for use through 04/30/2007.
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Application No. Applicant(s) \

09/629,570 HOLT ET AL.
Examiner Art Unit

Bradley Edelman 2153

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--

All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative

of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

  
 

Notice ofAllowability

 
  
  
  

   
  

  
 

 
 
 

 
 

 

  

1. IX This communication is responsive to the amendment filed on May 10, 2004.

2. E The allowed claim(s) is/are 1-17.

3. IXI The drawings filed on 31'July 2000 are accepted by the Examiner. 
4. E] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

a) I] All b) I] Some" c) [I None of the:

1. El Certified copies of the priority documents have been received.

2. I] Certified copies of the priority documents have been received in Application No.

3. El Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received: ___ 

" "Applicant has’TFIREEFMONTHSFROMTH E’FMKILINC 'DATETofThisECTmrfiunicatiothdfile’afiply’coffiplyingrwiththe requirements "
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD Is NOT EXTENDABLE.

5. I] A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER‘S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

6. [:I CORRECTED DRAWINGS (as “replacement sheets") must be submitted.

(a) E] including changes required by the Notice of Drafisperson's Patent Drawing Review ( PTO-948) attached

1) [:1 hereto or 2) [I to Paper No./Mail Date

(b) El including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

7. I: DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

 
 

 
 

 
 

 

Attachment(s)
1. E] Notice of References Cited (PTO—892) 5. I] Notice of Informal Patent Application (PTO-152)

2. E] Notice of Draftperson's Patent Drawing Review (PTO-948) 6. E Interview Summary (PTO-413),
Paper No./Mail Date .

3. C] Information Disclosure Statements (PTO-1449 or PTO/SB/08), 7. IE Examiner’s Amendment/Comment
Paper No./Mail Date

4. CI Examiner‘s Comment Regarding Requirement for Deposit 8. IXI Examiner's Statement of Reasons - c

of Biological Material 9. I] Other . 
 

  
  

' V . B'G

PERVISORV PATENT XAMINER

TECHNOLOGY CENTER 2100
US. Patent and Trademark Office

pTOL-37 (Rev_ 1-04) Notice of Allowability Part of Paper No./Mail Date 2004081
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Application/Control Number: 09/629,570 Page 2

Art Unit: 2153

EXAMINER’S AMENDMENT

An examiner’s amendment to the record appears below. Should the changes

and/or additions be unacceptable to applicant, an amendment may be filed as provided

by 37 CF R 1.312. To ensure consideration of such an amendment, it MUST be

submitted no later than the payment of the issue fee.

Authorization for the claim cancellation and re-writing of the abstract in this

examiner’s amendment was given in a telephone interview with Chun Ng on August 13,

2004.

The application'has been amended as follows:

IN THE CLAIMS:

a. Cancel claims 32-40.

IN THE SPECIFICATION:

a. In the “Cross—Reference to Related Applications” section of the Amendment filed

on May 10, 2004, delete all parenthetical references to Attorney Docket Numbers.

b. In the “Cross-Reference to Related Applications” section of the Amendment filed

on May 10, 2004, on line 12. after the phrase “No. 09/629,043, entitled ‘AN

INFORMATION DELIVERY SERVICE,’ filed on July 31, 2000.” insert the phrase --, now

U.S. Patent NO. 6,714,966--.

N THE ABSTRACT:

Replace the abstract with the abstract that appears on the following page:
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Application/Control Number: 09/629,570

Art Unit: 2153

Page 3

Abstract:

A technique for adding a participant to a network is provided. This technique

allows for the simultaneous sharing of information among many participants in a

network without the placement of a high overhead on the underlying communication

network. To connect to the broadcast channel, a seeking computer first locates a

computerthat is fully connected to the broadcast channel. The seeking computer then

establishes a connection with a number of the computers that are already connected to

the broadcast channel. The technique for adding a participant to a network includes

identifying a pair of participants that are connected to the network, disc'sh’héétihg’thé‘":g 77

participants of the identified pair from each other, and connecting each participant of the

identified pair of participants to the added participant.
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Application/Control Number: 09/629,570 Page 4

Art Unit: 2153

Allowable Subject Matter

Claims 1-17 are allowed.

The following is an examiner’s statement of reasons for allowance: the claims are

allowed for the reasons set forth by Applicant in Applicant’s response filed on May 10,

2004.

Any comments considered necessary by applicant must be submitted no later

than the payment of the issue fee and, to avoid processing delays, should preferably

accompany the issue fee. Such submissions should be clearly labeled “Comments on

Statement of Reasons for Allowance."

Conclusion

The prior art made of record and not relied upon is considered pertinent to

applicant's disclosure.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Bradley Edelman whose telephone number is 703-306-

3041. The examiner can normally be reached from 9 am. to 5 pm.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, Glen Burgess can be reached on 703-305-4792. The fax phone number for

the organization where this application or proceeding is assigned is 703-872—9306.
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7. BE"

Application/Control Number: 09/629,570 Page 5

Art Unit: 2153

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free).

13, 2004August

 " CHER; ffll‘l B. URGF‘,‘
SijP’rfEi’i'ifificli‘! PATENT EXAMINER

TECHNGLOGY CENTER 2100
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Application No. Applicant(s)

_ 09/629,570 HOLT ET AL.

Interwew summary Examiner Art Unit

Bradley Edelman 2153 

All participants (applicant, applicant‘s representative, PTO personnel):

(1) Bradley Edelman. (3)__-

(2) Chun Ng. (4) .

Date of Interview: 13 August 2004.

Type: mg Telephonic b)[j Video Conference
c)l:l Personal [copy given to: 1)|:| applicant 2)I:l applicant’srepresentative]

Exhibit shown or demonstration conducted: d)E] Yes e)IXI No.
If Yes, brief description:

Claim(s) discussed: 32-40.

Identification of prior art discussed:

"Agreementwith respect to the claims 0E! was reached. g)l:l was not reached. h)El NlA.

Substance of Interview including description of the general nature of what was agreed to if an agreement was

reached, or any other comments: Examiner explained that because of the amendment to claim 32, claims 32-40
would be restrictable by original presentation as a combination sub-combination. Examiner proposed that Applicant
cancel those claims to place the remainder of the application in condition for allowance. Applicant's representative
agreed to cancel the claims.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available. must be attached. Also, where no copy of the amendments that would render the claims

allowable is available. a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already been filed, APPLICANT IS
GIVEN ONE MONTH FROM THIS INTERVIEW DATE, OR THE MAILING DATE OF THIS INTERVIEW SUMMARY

FORM, WHICHEVER IS LATER, TO FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See

Summary of Record of Interview requirements on reverse side or on attached sheet.

 Examiner Note: You must sign this form unless it is an
Attachment to a signed Office action.  s signature, if re 

US. Patent and Trademark Office

PTOL-41 3 (Rev. 04-03) Interview Summary Paper No. 20040813

 ——————————————__J.3.8§_
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Application No. Prepared by

Examiner-GAU 1 A . Date

No. of queries

a. Serial No. l. Foreign Priority k. Print Claim(s)

b. Applicant(s) 9. Disclaimer I. Print Fig. q. PTOL—85b

. Continuing Data h. Microfiche Appendix m. Searched Column r. Abstract

. PCT i. Title n. PTO-270/328 s.Sheets/Figs

. Domestic Priority j. Claims Allowed 0. PTO-892 t. Other
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NON PATENT LITERATURE DOCUMENTS
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AZAR et al., "Routing Strategies for Fast Networks," May 1992. INFOCOM '92 Eleventh
Annual Joint Conference of the IEEE Com uter Communications Societies vol. 1, 170-179###  
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\i'!" 11-24011

\ P . PART B - FEE(S) TRANSMITTAL .
pge and sentiihis form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Express Mail Na; V488421372US game'ng f" Pate”

» 7 Alexandria, Virginia 22313-1450

or m (703) 746-4000s

(3: should be. used 'for transmitting the ISSUE FEE and PUBLICATION FEE (if required . Blocks 1 through 5 should be completed where
ap _ro Q s espondence including the Patent, advance orders and notification of maintenance fees wrll e mailed to the current corres ondence address as

_ . ..‘1|-l|'a below or directed otherWise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate " EE ADDRESS" formaintenance . ications.
CURRENT CORRESPONDENCE ADDRESS (Note: Use Block I for any change ofaddress)

  
 
 
 

  

  
 

   
 

Note: A certificate of_mailin can only be used for domestic mailings of the
Fee(s) Transmittal. This certi icate cannot be used for any other accompanying

papers. Each additional paper, such as an assignment or formal drawrng, must25096 7590 08/26/2004 vc its own certificate of mailing or transmissron.

PERKINS COTE LLP th Certificate of Mailing or Transmission_ I hereb ceni at this Fee 5 Transmittal is bein deposited with the UnitedPATENT SEA States ostal ervice _with sui‘licient postage for fir§t class mail in an envelope
P.O. BOX 1247 addressed to the Mail Sto ISSUE FEE address above, or bein facsimile

transmitted to the USPTO ( 03) 746-4000, on the date indicated be ow.

Melod J. Ahe ber g (Depositor's name)' \

' '"NE

mm
APPLICATION NO, FILING DATE ' FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

TITLE OF INVENTION: JOINING A BROADCAST CHANNEL

SEATTLE, WA 98111-1247

 
  

 

 

 

  

 APPLN. TYPE SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE

NO $0 5 K30W\37o 1 1/26/2004
1370nonprovisional

EXAMINER ART UNIT CLASS-SUBCLASS

EDELMAN, BRADLEY E 2153 709-221000

   

 

 
 
 

1. Chan e of correspondence address or indication of "Fee Address" (37
CFR 1. 63).

D Chan e ofcorres ondence address (or Change of Correspondence
Address orm PTO/ B/122) attached.

3 "Fee Address" indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Number is required.

2. For printing on the patent front page, list

(1) the names of up to 3 registered patent attorneys l Perklns C016 LLP
or agents OR, alternatively,

(2) the name of a single firm (having as a member a 2
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no name is 3
listed, no name will be printed.

 

 

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assi ee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CF 3.1 1. Completion of this form is NOT a substitute for filing an aSSignment.

, (A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE 0R couri'iiii'i/EOM “BIZUNEE 00000093 09629570
‘ The Boeing Company Seattle, Washirtg‘ito'itflSOI 1370.00 up

02 rcwoor 5.00 0p

Please check the appropriate assignee category or categories (will not be printed on the patent) 2 D Individual ECorporation or other private group entity D GovernmentM

4a. The following fee(s) are enclosed: 4b. Payment of Fee(s):
IE Issue Fee E A check in the amount of the fee(s) is enclosed.

D Publication Fee (No small entity discimnt permitted) D Payment by credit card. Form PTO-2038 is attached. 6‘ MI “ML”m1
Advance Order- # of Copies 18 The Director is hereby aigliorized b charge mirequiraifeds), or credit any ove ayment, toDeposit Account Number ' QUE (enclose an extra copy of this form . 

5. Change in Entity Status (from status indicated above)

D a. Applicant claims SMALL ENTITY status. See 37 CFR 1.27. D b. Applicant is no longer claiming SMALL ENTITY status. See 37 CFR 1.27(g)(2).

The Director of the USPTO is requested to apply the Issue Fee and Publication Fee (if any) or to re-a ply any previoust paid issue fee to the application identified above. _NOTE: The Issue Fee and Publication Fee (i required) will not be accepted from anyone other than t e applicant; a registered attorney or agent; or the asSignee or other party "'1
interest as shown by the records of the United States Patent and Trademark Office.

  
  

Authorized Signature

un M. Ng
Typed or printed name Registration No.  

_—_____________—_____——.—_—————————-——

This collection of information is required by 37 CFR 1.31 I. The information is relqpired to obtain or retain a benefit bé the public which is to file (and by the USPTO to processan application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. _is collection is estimated to take 1 minutes to complete, including gathenng,.prepanng, an
submitting the completed application form to the USPTO. Time will vary de endin upon the individual case. Any comments on the amount of time you require to com Ietethis form and/or su gestions for reducing this burden, should be sent to t e ief In ormation Officer, U.S. Patent and Trademark Office, U.S. Department of Commerce, .0.
Box 1450, Alexan a, Vir inia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box 1450,
Alexandria, Virginia 2231 -l450.
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PTOL-85 (Rev. 08/04) Approved for use through 04/30/2007. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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I hereby certify that this correspondence is being deposited with the US. Postal
Service as Express Mail. Airbill No. EV488421372US, in an envelope addressed
to: Commissioner for Patents, Po. Box 1450, Alexandria. VA 22313-1450, on

4, e date shown below

I ZIMignature:! I: w W7(Melod Alm erg)

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

  Docket No.: 030048002US

Client Ref No. 99-481A

(PATENT)

In re Patent Application of:

Holt et al. Allowed: August 26, 2004

Application No.: 09/629,570 Confirmation No.: 5411

Filed: July 31, 2000 Art Unit: 2153

For: JOINING A BROADCAST CHANNEL Examiner: B. E. Edelman

COMMENTS ON STATEMENT OF REASONS

FOR ALLOWANCE UNDER 37 CFR §1.104(EI

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

Sir:

Applicant has received the Examiner’s Statement of Reasons for Allowance with the

August 26, 2004 Notices of Allowance and Allowability regarding the above-identified

application. Entry of the Statement into the record should not be construed as any

agreement with or acquiescence in the reasoning stated by the Examiner. Each of the

claims stands on its own merits and is patentable because of the combination it recites and

not because of the presence or absence of any one particular element.

The Examiner’s Statement was not prepared by Applicant and only contains the

Examiner’s possible positions in one or more reasons for allowability. Thus, any

interpretation with respect to the Examiner’s Statement of Reasons for Allowance should

not be imputed to the Applicant.
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1

Application No.: 09/629,570 Docket No.: 030048002US

Applicant believes no fee is due with this response. However, if a fee is due, please

charge our Deposit Account No. 50-0665, under Order No. 030048002US from which the

undersigned is authorized to draw.

Dated: V Z2 fl Respectfully submitted,

BY‘Q
Chun M. Ng

Registration No.: 36,878
PERKINS COIE LLP

PO. Box 1247

Seattle, Washington 98111-1247

(206) 359-8000

(206) 359-7198 (Fax)

Attorneys for Applicant
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I hereby certify that this correspondence is being deposited with the US. Postal
Service as Express Mail, Airbill No. EV488421372US, in an envelope addressed
to: MS PGPUB Drawings. Commissioner for Patents. PO. Box 1450, Alexandria,
VA 22313-1450, on the date shown below.

Dated: Signature.
(Melody Alm erg)

Docket No.: 030048002US

Client Ref No. 99—481A

flag
\ {71

3 S“ a (PATENT)“a c:

§W IN THE UNITED STATES PATENT AND TRADEMARK OFFICE#1

\me&fié>Q'/In re Patent Application of:
Holt et aI.

Application No.: 09/629,570 Confirmation Number: 5411

Filed: July 31, 2000 Art Unit: 2153

For: JOINING A BROADCAST CHANNEL Examiner: B. E. Edelman
 

SUBMISSION OF FORMAL DRAWINGS

MS Issue Fee

Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313—1450

Sir:

Submitted herewith is one set (thirty-nine sheets, thirty-four figures) of formal

drawings for filing in the above-identified patent application. Kindly substitute the enclosed

formal drawings for the informal drawings submitted with the originally filed application.

Applicant believes no fee is due with this response. However, if a fee is due, please

charge our Deposit Account No. 50-0665, under Order No. 030048002US from which the

undersigned is authorized to draw.

Dated: Hz 7’ z; 0 y Respectfully submitted,

BVQ
Chun M. Ng

Registration No.: 36,878
PERKINS COIE LLP

PO. Box 1247

Seattle, Washington 98111-1247

(206) 359-8000

(206) 359-7198 (Fax)

Attorney for Applicant

1
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria. Virginia 223134450www.uspl0.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION N0.

 
09/629,570 07/31/2000 Fred B. Holt 030048002US 541 l

PERKINS COIE LLP EDELMAN, BRADLEY E
PATENT-SEA

P.0.BOX1247
SEATTLE, WA 98111-1247 2153

DATE MAILED: 03/03/2005

Please find below and/or attached an Office communication concerning this application or proceeding. '

PTO-90C (Rev. 10/03)
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UNITED STATES DEPARTNIENT OF COMIVIERCE

US. Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450

Alexandria. Virgin 22313-1450

APPLICATION NO] FILING DATE FIRST NAMED INVENTORI ATTORNEY DOCKET NO.
CONTROL NO. PATENT IN REEXAMINATION

 

ART UNIT PAPER

20050301

DATE MAILED:

Please find below and/or attached an Office communication concerning this application or

proceeding.

Commissioner for Patents

Attached is the Information Disclosure Statement submitted by Applicant on August 9, 2004. Examiner has reviewed the references,
and has appropriately signed the IDS forms.

44: 2(53

PTO-90C (Rev.04-03)
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
AddIESSI COMLHSSIOIVER FOR PATENTSPO Box I450

Alexandria, Vilgim'z 22313-1450www.uspto.gov

APPLICATION NUMBER PATENT NUMBER GROUP ART UNIT FILE WRAPPER LOCATION

09/629,570 6910069 2153 9200

 

Correspondence Address / Fee Address Change

The following fields have been set to Customer Number 64066 on 07/26/2006

- Correspondence Address

The address of record for Customer Number 64066 is:

PERKINS COIE, LLP
PO. BOX 1247

PATENT - SEA

SEATT;E,WA 98111-1247
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Case 1:15-cv—00282—UNA Document 3 Filed 03/30/15 Page 1 of 1 PagelD #: 499

REPORT ON THE
FILING OR DETERMINATION OF AN

ACTION REGARDING A PATENT OR
TRADEMARK

Mail Stop 8
Director of the US. Patent and Trademark Office

P.O. Box 1450

Alexandria, VA 22313—1450 
In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the US. District Court DELAWARE

[:1 Trademarks or [Zl’atents ( [:I the—patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
3/30/2015 DELAWARE

PLAINTIFF DEFENDANT

ACCELERATION BAY LLC ELECTRONIC ARTS INC.

on the following 

   
   

 
 

 
 

  
  

 
 

PATENT OR DATE OF PATENT

TRADEMARK N0- OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

In the above—~entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY

E] Amendment I] Answer [I Cross Bill [I Other Pleading
PATENT OR DATE OF PATENT

l 6. US 6,920,497 B1 7/19/2005 ACCELERATION BAY LLC

2

——
__
-—

  
  

 

 

 
 
 

  
In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

 
CLERK

JOHN A. CERINO

(BY) DEPUTY CLERK DATE

Copy 3—Upon termination of action, mail this copy to Director
Copy 4—Case file copy

Copy l—Upon initiation of action, mail this copy to Director
Copy 2—Upon filing document adding patent(s), mail this copy to Director
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Case 1:15-cv—00311—RGA Document 3 Filed 04/13/15 Page 1 of 1 PagelD #: 446

REPORT ON THE

FILING OR DETERMINATION OF AN

ACTION REGARDING A PATENT OR
TRADEMARK

Mail Stop 8
Director of the U.S. Patent and Trademark Office

P.O. Box 1450
Alexandria, VA 22313-1450 

In Compliance with 35 U.S.C. § 290 and/or 15 UIS.C. § 1116 you are hereby advised that a court action has been
filed in the U.S. District Court DELAWARE

[:I Trademarks or BPalents. ( [I the patent action involves 35 U.S.C. § 292.):

DOCKET NO. DATE FILED U.S. DISTRICT COURT
4/13/2015 DELAWARE

PLAINTIFF DEFENDANT

ACCELERATION BAY LLC TAKE—TWO INTERACTIVE SOFTWARE, |NC.,
ROCKSTAR GAMES, INC. AND 2K SPORTS, INC.

HOLDER OF PATENT OR TRADEMARK

ACCELERATION BAY LLC

on the following 

 
   

   
 

 
 
 

  
  

 TRADEMARK NO. OR TRADEMARK

4 US 6,829,634 B1 12/7/2004 ACCELERATION BAY LLC

5 US 6,910,069 B1 6/21/2005 ACCELERATION BAY LLC

In the above—entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY
El Amendment

  
  ACCELERATION BAY LLC 
  

  

ACCELERATION BAY LLC

   

 

  
 

 

 
 

D Answer 1:] Cross Bill C] Other Pleading

PATENT OR DATE OF PATENT
TRADEMARK N0. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

 
 

7/19/2005 ACCELERATION BAY LLC1 6. US 6,920,497 B1

In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

 
   
CLERK

JOHN A. CERINO

(BY) DEPUTY CLERK

Copy 3—Upon termination of action, mail this copy to Director
Copy 4—Case file copy

 
Copy l———Upon initiation of action, mail this copy to Director
Copy 2—Up0n filing document adding patcnt(s), mail this copy to Director
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