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EXPRESS MATL NO. EL404935398US

JOINING A BROADCAST CHANNEL

CROSS-REFERENCE TO RELATED APPLICATIONS

This application is related to U.S. Patent Application No. ,

entitled “BROADCASTING NETWORK,” filed on July 31, 2000 (Attorney Docket
5 No. 030048001 US); U.S. Patent Application No. , entitled “JOINING A

BROADCAST CHANNEL,”filed on July 31, 2000 (Attorney Docket No. 030048002 US);
US. Patent Application No. ,LEAVING A BROADCAST CHANNEL,”

filed on July 31, 2000 (Attorney Docket No. 030048003 US); U.S. Patent Application
No. entitled “BROADCASTING ON A BROADCAST CHANNEL,”filed

on July 31, 2000 (Attorney Docket No. 030048004 US); U.S. Patent Application
No. entitled “CONTACTING A BROADCAST CHANNEL,” filed on

July 31,2000 (Attorney Docket No. 030048005 US); U.S. Patent Application
No. , entitled “DISTRIBUTED AUCTION SYSTEM,” filed on

July 31,2000 (Attorney Docket No. 030048006 US); U.S. Patent Application
No. , entitled “AN INFORMATION DELIVERY SERVICE,” filed on

July 31,2000 (Attorney Docket No. 030048007 US); U.S. Patent Application
No. , entitled “DISTRIBUTED CONFERENCING SYSTEM,” filed on

July 31,2000 (Attorney Docket No. 030048008 US); and U.S. Patent Application
No. entitled “DISTRIBUTED GAME ENVIRONMENT,” filed on

20 July 31, 2000 (Attorney Docket No. 030048009 US), the disclosures of which are
incorporated herein by reference.

 

 

 
 

TECHNICAL FIELD

The described technology relates generally to a computer network and more

particularly, to a broadcast channel for a subset of a computers of an underlying network.

25 BACKGROUND

There are a wide variety of computer network communications techniques such
as point-to-point network protocols, client/server middleware, multicasting network
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protocols, and peer-to-peer middleware. Each of these communications techniques have

their advantages and disadvantages, but none is particularly well suited to the simultaneous

sharing of information among computers that are widely distributed. For example,

collaborative processing applications, such as a network meeting programs, have a need to

5 distribute information in a timely mannerto all participants who may be geographically
distributed.

The point-to-point network protocols, such as UNIX pipes, TCP/IP, and UDP,

allow processes on different computers to communicate via point-to-point connections. The

interconnection of all participants using point-to-point connections, while theoretically

10 possible, does not scale well as a number of participants grows. For example, each

participating process would need to manage its direct connectionsto all other participating

processes. Programmers, however, find it very difficult to manage single connections, and

management of multiple connections is much more complex. In addition, participating

processes may be limited to the number of direct connections that they can support. This

limits the numberofpossible participants in the sharing of information.

The client/server middleware systems provide a server that coordinates the

communications between the various clients who are sharing the information. The server

functions as a central authority for controlling access to shared resources. Examples of

client/server middleware systems include remote procedurecalls (“RPC”), database servers,

and the common object request broker architecture (“CORBA”). Client/server middleware

systems are not particularly well suited to sharing of information among manyparticipants.

 
In particular, when a client stores information to be shared at the server, each other client

would need to poll the server to determine that new information is being shared. Such

polling places a very high overhead on the communications network. Alternatively, each
25 client may register a callback with the server, which the server then invokes when new

information is available to be shared. Such a callback technique presents a performance
bottleneck because a single server needs to call back to each client whenever new

information is to be shared. In addition, the reliability of the entire sharing of information

depends uponthereliability of the single server. Thus, a failure at a single computer(i.e.,

30 the server) would prevent communications between any of the clients.

The multicasting network protocols allow the sending of broadcast messagesto

multiple recipients of a network. The current implementations of such multicasting network
[03004-8002/SL003733.099] -2- 7/31/00
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protocols tend to place an unacceptable overhead on the underlying network. For example,

UDP multicasting would swampthe Internet whentrying to locate all possible participants.

IP multicasting has other problems that include needing special-purpose infrastructure(e.g.,

routers) to support the sharing of informationefficiently.

5 The peer-to-peer middleware communications systems rely on a multicasting

network protocol or a graph of point-to-point network protocols. Such peer-to-peer

middleware is provided by the T.120 Internet standard, which is used in such products as

Data Connection’s D.C.-share and Microsoft’s NetMeeting. These peer-to-peer middleware

systems rely upon a user to assemble a point-to-point graph of the connections used for

10 sharing the information. Thus, it is neither suitable nor desirable to use peer-to-peer

middleware systems when more than a small number ofparticipants is desired. In addition,

the underlying architecture of the T.120 Internet standard is a tree structure, which relies on

the root node ofthe tree forreliability of the entire network. That is, each message must pass

through the root node in order to be received by all participants.

It would be desirable to have a reliable communications network that is 
suitable for the simultaneous sharing of information among a large numberof the processes

= that are widely distributed.

=: BRIEF DESCRIPTION OF THE DRAWINGS

 Figure | illustrates a graph that is 4-regular and 4-connected which represents a

= 20 broadcast channel.

Figure 2 illustrates a graph representing 20 computers connected to a broadcast

channel.

Figures 3A and 3B illustrate the process of connecting a new computerZ to the

broadcast channel.

25 Figure 4A illustrates the broadcast channel of Figure 1 with an added

computer.

Figure 4B illustrates the broadcast channel of Figure 4A with an added

computer.

Figure 4C also illustrates the broadcast channel of Figure 4A with an added

30 computer.
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Figure 5A illustrates the disconnecting of a computer from the broadcast

channel in a planned manner.

Figure 5B illustrates the disconnecting of a computer from the broadcast

channel in an unplanned manner.

5 Figure 5C illustrates the neighbors with empty ports condition.

Figure 5D illustrates two computers that are not neighbors who now have

empty ports.

Figure 5E illustrates the neighbors with empty ports condition in the small
regime.

10 Figure 5F illustrates the situation of Figure SE whenin the large regime.

Figure 6 is a block diagram illustrating components of a computer that is
connected to a broadcast channel.

Figure 7 is a block diagram illustrating the sub-components of the broadcaster
component in one embodiment.

Figure 8 is a flow diagram illustrating the processing of the connect routine in
one embodiment.

Figure 9 is a flow diagram illustrating the processing of the seek portal
computer routine in one embodiment.

 
Figure 10 is a flow diagram illustrating the processing of the contact process

== 20 routine in one embodiment.

= Figure 11 is a flow diagram illustrating the processing of the connect request
routine in one embodiment.

Figure 12 is a flow diagram of the processing of the check for external call
routine in one embodiment.

25 Figure 13 is a flow diagram of the processing of the achieve comnection routine
in one embodiment.

Figure 14 is a flow diagram illustrating the processing of the external
dispatcher routine in one embodiment.

Figure 15 is a flow diagram illustrating the processing of the handle seeking
30 connection call routine in one embodiment.

Figure 16 is a flow diagram illustrating processing of the handle connection
requestcall routine in one embodiment.
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Figure 17 is a flow diagram illustrating the processing of the add neighbor

routine in one embodiment.

Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment.

5 Figure 19 is a flow diagram illustrating the processing of the handle edge

proposalcall routine.

Figure 20 is a flow diagram illustrating the processing of the handle port
connection call routine in one embodiment.

Figure 21 is a flow diagram illustrating the processing ofthefill hole routine in

10 one embodiment.

Figure 22 is a flow diagram illustrating the processing ofthe internal dispatcher
routine in one embodiment.

Figure 23 is a flow diagram illustrating the processing of the handle broadcast

message routine in one embodiment.

Figure 24 is a flow diagram illustrating the processing of the distribute

broadcast message routine in one embodiment.

Figure 26 is a flow diagram illustrating the processing of the handle connection

port search statement routine in one embodiment.

Figure 27 is a flow diagram illustrating the processing of the court neighbor
routine in one embodiment.

 
Figure 28 is a flow diagram illustrating the processing of the handle connection

edge search call routine in one embodiment.

Figure 29 is a flow diagram illustrating the processing of the handle connection

edge search response routine in one embodiment.

25 Figure 30 is a flow diagram illustrating the processing of the broadcast routine
in one embodiment.

Figure 31 is a flow diagram illustrating the processing of the acquire message
routine in one embodiment.

Figure 32 is a flow diagram illustrating processing of the handle condition

30 check message in one embodiment.

Figure 33 is a flow diagram illustrating processing of the handle condition

repair statement routine in one embodiment.
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Figure 34 is a flow diagram illustrating the processing of the handle condition

double check routine.

DETAILED DESCRIPTION

A broadcast technique in which a broadcast channel overlays a point-to-point

5 communications network is provided. The broadcasting of a message over the broadcast

channel is effectively a multicast to those computers of the network that are currently

connected to the broadcast channel. In one embodiment, the broadcast technique provides a

logical broadcast channel to which host computers through their executing processes can be

connected. Each computer that is connected to the broadcast channel can broadcast

10 messages onto and receive messages off of the broadcast channel. Each computer that is

connected to the broadcast channel receives all messages that are broadcast while it is

connected. The logical broadcast channel is implemented using an underlying network

system (e.g., the Internet) that allows each computer connected to the underlying network

system to send messages to each other connected computer using each computer’s address.

Thus, the broadcast technique effectively provides a broadcast channel using an underlying 
Ls network system that sends messages on a point-to-pointbasis.

The broadcast technique overlays the underlying network system with a graph

of point-to-point connections (i.e., edges) between host computers (i.e., nodes) through 
= which the broadcast channel is implemented. In one embodiment, each computer is

= 20 connected to four other computers, referred to as neighbors. (Actually, a process executing

on a computer is connected to four other processes executing on this or four other

computers.) To broadcast a message, the originating computer sends the message to each of

its neighbors using its point-to-point connections. Each computerthat receives the message

then sends the message to its three other neighbors using the point-to-point connections. In

25 this way, the message is propagated to each computer using the underlying network to effect

the broadcasting of the message to each computer over a logical broadcast channel. A graph

in which each node is connected to four other nodesis referred to as a 4-regular graph. The

use of a 4-regular graph means that a computer would become disconnected from the

broadcast channel only if all four of the connections to its neighbors fail. The graph used by

30 the broadcast technique also hasthe property that it would take a failure of four computersto

[03004-8002/8L003733.099] ~6- 7/31/00
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divide the graph into disjoint sub-graphs, that is two separate broadcast channels. This

property is referred to as being 4-connected. Thus, the graph is both 4-regular and 4-

connected.

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents

5 the broadcast channel. Each of the nine nodes A-I represents a computerthat is connected to

the broadcast channel, and each of the edges represents an “edge” connection between two

computers of the broadcast channel. The time it takes to broadcast a message to each

computer on the broadcast channel depends on the speed of the connections between the

computers and the number of connections between the originating computer and each other

10 computer on the broadcast channel. The minimum number of connections that a message

would need to traverse between each pair of computers is the “distance” between the

computers (i.¢., the shortest path between the two nodes of the graph). For example, the

distance between computers A and F is one because computer A is directly connected to

computer F. The distance between computers A and B is two because there is no direct

connection between computers A and B, but computerFis directly connected to computerB.

Thus, a message originating at computer A would be sent directly to computer F, and then

sent from computer F to computer B. The maximum ofthe distances between the computers

is the “diameter” of broadcast channel. The diameter of the broadcast channel represented
 

by Figure 1 is two. That is, a message sent by any computer would traverse no more than

== 20 two connections to reach every other computer. Figure 2 illustrates a graph representing 20

= computers connected to a broadcast channel. The diameter of this broadcast channel is 4. In

particular, the shortest path between computers 1 and 3 contains four connections (1-12, 12-

15, 15-18, and 18-3).

The broadcast technique includes (1) the connecting of computers to the

25 broadcast channel (i.e., composing the graph), (2) the broadcasting of messages over the

broadcast channel (i.¢., broadcasting through the graph), and (3) the disconnecting of

computers from the broadcast channel(i.e., decomposing the graph) composing the graph.

Composing the Graph

To connect to the broadcast channel, the computer seeking the connectionfirst

30 locates a computer that is currently fully connected to the broadcast channel and then

[03004-8002/SL003733.099] -7- 7/31/00
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establishes a connection with four of the computers that are already connected to the

broadcast channel. (This assumesthat there are at least four computers already connected to

the broadcast channel. When there are fewer than five computers connected, the broadcast

channel cannot be a 4-regular graph. In such a case, the broadcast channel is considered to

5 be ina “small regime.” The broadcast technique for the small regime is described below in

detail. When five or more computers are connected, the broadcast channel is considered to

be in the “large regime.” This description assumesthat the broadcast channelis in the large

regime, unless specified otherwise.) Thus, the process of connecting to the broadcast

channel includes locating the broadcast channel, identifying the neighbors for the connecting

10 computer, and then connecting to each identified neighbor. Each computer is aware of one

or more “portal computers” through which that computer may locate the broadcast channel.

A seeking computerlocates the broadcast channel by contacting the portal computers until it

finds one that is currently fully connected to the broadcast channel. The found portal

computer then directs the identifying of four computers (i.e., to be the seeking computer’s

neighbors) to which the seeking computer is to connect. Each ofthese four computers then

cooperates with the seeking computer to effect the connecting of the seeking computerto the

broadcast channel. A computerthat has started the process of locating a portal computer, but

does not yet have a neighbor, is in the “seeking connection state.” A computer that is

connected to at least one neighbor, but not yet four neighbors, is in the “partially connected

state.” A computer that is currently, or has been, previously connected to four neighbors is

 
5 in the “fully connected state.”

Since the broadcast channel is a 4-regular graph, each of the identified

computers is already connected to four computers. Thus, some connections between

computers need to be brokenso that the seeking computer can connect to four computers. In

25 one embodiment, the broadcast technique identifies two pairs of computers that are currently

connected to each other. Each of these pairs of computers breaks the connection between

them, and then each of the four computers (two from each pair) connects to the seeking

computer. Figures 3A and 3B illustrate the process of a new computer Z connecting to the

broadcast channel. Figure 3A illustrates the broadcast channel before computer Z is

30 connected. The pairs of computers B and E and computers C andDare the twopairs that are

identified as the neighbors for the new computer Z. The connections between eachofthese

pairs is broken, and a connection between computer Z and each of computers B, C, D, and E
(03004-8002/SL003733.099] ~8- 7/31/00
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is established as indicated by Figure 3B. The process of breaking the connection between

two neighbors and reconnecting each of the former neighbors to another computer is referred

to as “edge pinning” as the edge between two nodes may be considered to be stretched and

pinned to a new node.

5 Each computer connected to the broadcast channel allocates five

communications ports for communicating with other computers. Four of the ports are

referred to as “internal” ports because they are the ports through which the messagesofthe

broadcast channels are sent. The connections between internal ports of neighbors are

referred to as “internal” connections. Thus, the internal connections of the broadcast channel

10 form the 4-regular and 4-connected graph. The fifth port is referred to as an “external” port

because it is used for sending non-broadcast messages between two computers. Neighbors

can send non-broadcast messages either through their internal ports of their connection or

through their external ports. A seeking computer uses external ports when locating a portal 
computer.

In one embodiment, the broadcast technique establishes the computer

connections using the TCP/IP communications protocol, which is a point-to-point protocol,

as the underlying network. The TCP/IP protocol provides for reliable and ordered delivery

of messages between computers. The TCP/IP protocol provides each computer with a “port

space”that is shared amongall the processes that may execute on that computer. The ports

are identified by numbers from 0 to 65,535. The first 2056 ports are reserved for specific
 

applications(e.g., port 80 for HTTP messages). The remainder of the ports are user ports

that are available to any process. In one embodiment, a set of port numbers can be reserved

for use by the computer connected to the broadcast channel. In an alternative embodiment,

the port numbers used are dynamically identified by each computer. Each computer

25 dynamically identifies an available port to be used asits call-in port. This call-in port is used

to establish connections with the external port and the internal ports. Each computerthat is

connected to the broadcast channel can receive non-broadcast messages through its external

port. A seeking computertries “dialing” the port numbers of the portal computers until a

portal computer “answers,” a call on its call-in port. A portal computer answers whenit is

30 connected to or attempting to connect to the broadcast channel andits call-in port is dialed.

(In this description, a telephone metaphor is used to describe the connections.) When a

computer receives a call on its call-in port, it transfers the call to another port. Thus, the

[03004-8002/SL003733.099] -9- 7/31/00
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seeking computer actually communicates through that transfer-to port, which is the external

port. Thecall is transferred so that other computers can place calls to that computer via the
call-in port. The seeking computer then communicates via that external port to request the
portal computer to assist in connecting the seeking computer to the broadcast channel. The

5 seeking computer could identify the call-in port numberofa portal computer by successively

dialing each port in port number order. As discussed below in detail, the broadcast technique
uses a hashing algorithm to select the port number order, which may result in improved
performance.

A seeking computer could connect to the broadcast channel by connecting to

10 computers either directly connected to the found portal computer or directly connected to one

of its neighbors. A possible problem with such a scheme for identifying the neighbors for
the seeking computer is that the diameter of the broadcast channel may increase when each
seeking computer uses the same found portal computer and establishes a connectionto the

broadcast channel directly through that found portal computer. Conceptually, the graph
becomes elongated in the direction of where the new nodes are added. Figures 4A-4C
illustrate that possible problem. Figure 4A illustrates the broadcast channel of Figure | with
an added computer. Computer J was connected to the broadcast channel by edge pinning
edges C-D and E-H to computer J. The diameter of this broadcast channelis still two.

Figure 4B illustrates the broadcast channel of Figure 4A with an added computer. 
Computer K was connected to the broadcast channel by edge pinning edges E-J and B-C to

i computer K. The diameter of this broadcast channelis three, because the shortest path from
computer G to computer K is through edges G-A, A-E, and E-K. Figure 4C also illustrates

the broadcast channelof Figure 4A with an added computer. Computer K was connected to

the broadcast channel by edge pinning edges D-G and E-J to computer K. The diameter of

25 this broadcast channel is, however, still two. Thus, the selection of neighbors impacts the
diameter of the broadcast channel. To help minimize the diameter, the broadcast technique
uses a random selection technique to identify the four neighbors of a computerin the seeking
connection state. The random selection technique tends to distribute the connections to new

seeking computers throughout the computers of the broadcast channel which may result in
30 smaller overall diameters.

[03004-8002/SL003733.099] ~10- 7/31/00
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Broadcasting Through the Graph

As described above, each computerthat is connected to the broadcast channel

can broadcast messages onto the broadcast channel and does receive all messages that are

broadcast on the broadcast channel. The computer that originates a message to be broadcast

5 sends that message to each of its four neighbors using the internal connections. When a

computer receives a broadcast message from a neighbor, it sends the message to its three

other neighbors. Each computer on the broadcast channel, except the originating computer,

will thus receive a copy of each broadcast message from each of its four neighbors. Each

computer, however, only sends thefirst copy of the messagethat it receives to its neighbors

10 and disregards subsequently received copies. Thus, the total number of copies of a message

that is sent between the computers is 3N+1, where N is the number of computers connected

to the broadcast channel. Each computer sends three copies of the message, except for the

originating computer, which sends four copies of the message.

The redundancy of the message sending helps to ensure the overall reliability
of the broadcast channel. Since each computer has four connections to the broadcast

channel, if one computer fails during the broadcast of a message, its neighbors have three

other connections through which they will receive copies of the broadcast message. Also, if

the internal connection between two computers is slow, each computer has three other

connections through whichit may receive a copy of each message sooner.

Each computer that originates a message numbers its own messages

 
Fi sequentially. Because of the dynamic nature of the broadcast channel and becausethere are

many possible connection paths between computers, the messages may be received out of

order. For example, the distance between an originating computer and a certain receiving
computer may be four. After sending the first message, the originating computer and

25 receiving computer may become neighbors and thus the distance between them changes to

one. Thefirst message may have to travel a distance of four to reach the receiving computer.
The second messageonly hasto travel a distance of one. Thus,it is possible for the second

message to reach the receiving computerbeforethe first message.

Whenthe broadcast channelis in a steady state (i.e., no computers connecting

30 or disconnecting from the broadcast channel), out-of-order messages are not a problem

because each computer will eventually receive both messages and can queue messagesuntil
all earlier ordered messages are received. If, however, the broadcast channel is not in a
[03004-8002/SL003733.099] -l1- 7/31/00
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steady state, then problems can occur. In particular, a computer may connect to the

broadcast channel after the second messagehas already been received and forwarded on by
its new neighbors. When a new neighbor eventually receives thefirst message, it sends the
message to the newly connected computer. Thus, the newly connected computerwill receive

5 the first message, but will not receive the second message. If the newly connected computer
needsto process the messagesin order, it would wait indefinitely for the second message.

One solution to this problem is to have each computer queueall the messages
that it receives until it can send them in their proper order to its neighbors. This solution,

however, may tend to slow down the propagation of messages through the computers of the

10 broadcast channel. Another solution that may have less impact on the propagation speed is
to queue messages only at computers whoare neighbors of the newly connected computers.
Each already connected neighbor would forward messages as it receives them to its other

neighbors who are not newly connected, but not to the newly connected neighbor. The
already connected neighbor would only forward messages from each originating computerto
the newly connected computer when it can ensure that no gaps in the messages from that
originating computer will occur. In one embodiment, the already connected neighbor may
track the highest sequence number ofthe messages already received and forwarded on from

each originating computer. The already connected computer will send only higher numbered
messages from the originating computers to the newly connected computer. Onceall lower

numbered messages have been received from all originating computers, then the already
 

connected computer can treat the newly connected computer as its other neighbors and

simply forward each message asit is received. In another embodiment, each computer may
queue messages and only forwards to the newly connected computer those messages as the
gaps are filled in. For example, a computer might receive messages 4 and 5 and thenreceive

25 message 3. In such a case,the already connected computer would forward queue messages 4
and 5. When message 3 is finally received, the already connected computer will send
messages 3, 4, and 5 to the newly connected computer. If messages 4 and 5 weresentto the

newly connected computer before message 3, then the newly connected computer would
process messages 4 and 5 and disregard message 3. Becausethe already connected computer

30 queues messages 4 and 5, the newly connected computer will be able to process message 3.

It is possible that a newly connected computer will receive a set of messages from an
originating computer through one neighbor and then receive anotherset of message from the
[03004-8002/SL003733.099] -12- 7/31/00
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same originating computer through anotherneighbor. If the second set of messages contains

a message that is ordered earlier than the messagesof the first set received, then the newly

connected computer may ignore that earlier ordered message if the computer already
processed those later ordered messages.

5 Decomposing the Graph

A connected computer disconnects from the broadcast channel either in a

planned or unplanned manner. When a computer disconnects in a planned manner,it sends a

disconnect messageto eachofits four neighbors. The disconnect message includesa list that

identifies the four neighbors of the disconnecting computer. When a neighborreceives the
10 disconnect message, it tries to connect to one of the computers on the list. In one

embodiment, the first computer in the list will try to connect to the second computer in the
list, and the third computerin the list will try to connect to the fourth computerin thelist. If

a computer cannot connect(¢.g., the first and second computers are already connected), then
the computers may try connecting in various other combinations. If connections cannot be

established, each computer broadcasts a messagethat it needs to establish a connection with

another computer. When a computer with an available internal port receives the message, it
can then establish a connection with the computer that broadcast the message. Figures 5A-
5D illustrate the disconnecting of a computer from the broadcast channel. Figure 5A
illustrates the disconnecting of a computer from the broadcast channel in a planned manner.
When computer H decides to disconnect, it sendsits list of neighbors to each ofits neighbors
(computers A, E, F and I) and then disconnects from each ofits neighbors. When

 
computers A and I receive the message they establish a connection between them as

indicated by the dashed line, and similarly for computers E and F.

When a computer disconnects in an unplanned manner, such asresulting from
25 a power failure, the neighbors connected to the disconnected computer recognize the

disconnection when each attempts to send its next message to the now disconnected

computer. Each formerneighbor of the disconnected computer recognizesthatit is short one

connection(i.¢., it has a hole or empty port). When a connected computerdetects that one of

its neighbors is now disconnected, it broadcasts a port connection request on the broadcast

30 channel, which indicates that it has one internal port that needs a connection. The port
connection request identifies the call-in port of the requesting computer. When a connected
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computer that is also short a connection receives the connection request, it communicates

with the requesting computer through its external port to establish a connection between the

two computers. Figure 5B illustrates the disconnecting of a computer from the broadcast

channel in an unplanned manner. In this illustration, computer H has disconnected in an

5 unplanned manner. When eachof its neighbors, computers A, E, F, and I, recognizes the

disconnection, each neighbor broadcasts a port connection request indicating that it needs to

fill an empty port. As shown by the dashed lines, computers F and I and computers A and E
respond to each other’s requests and establish a connection.

It is possible that a planned or unplanned disconnection may result in two

10 neighbors each having an empty internal port. In such a case, since they are neighbors, they
are already connected and cannotfill their empty ports by connecting to each other. Such a

condition is referred to as the “neighbors with empty ports” condition. Each neighbor
broadcasts a port connection request whenit detects that it has an empty port as described

above. When a neighborreceives the port connection request from the other neighbor,it will

recognize the condition that its neighbor also has an empty port. Such a condition may also

occur when the broadcast channel is in the small regime. The condition can only be

corrected when in the large regime. When in the small regime, each computerwill have less

than four neighbors. To detect this condition in the large regime, which would be a problem
if not repaired, the first neighbor to receive the port connection request recognizes the
condition and sends a condition check messageto the other neighbor. The condition check

 
message includes a list of the neighbors of the sending computer. When the receiving
computer receives the list, it compares the list to its own list of neighbors. If the lists are

different, then this condition has occurredin the large regimeandrepair is needed. To repair
this condition, the receiving computer will send a condition repair request to one of the

25 neighbors of the sending computer which is not already a neighbor of the receiving
computer. When the computer receives the condition repair request, it disconnects from one

of its neighbors (other than the neighborthat is involved with the condition) and connects to

the computer that sent the condition repair request. Thus, one of the original neighbors
involved in the condition will have hada port filled. However, two computers are still in

30 need of a connection, the other original neighbor and the computer that is now disconnected

from the computerthat received the condition repair request. Those two computers send out
port connection requests. If those two computersare not neighbors, then they will connect to
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each other when they receive the requests. If, however, the two computers are neighbors,
then they repeat the condition repair process until two non-neighbors are in need of
connections.

It is possible that the two original neighbors with the condition may have the

5 same set of neighbors. When the neighbor that receives the condition check message
determinesthat the sets of neighborsare the same, it sends a condition double check message
to one of its neighbors other than the neighbor who also has the condition. When the

computer receives the condition double check message, it determines whether it has the same

set of neighborsas the sending computer. If so, the broadcast channelis in the small regime
10 and the condition is not a problem. If the set of neighbors are different, then the computer

that received the condition double check message sends a condition check message to the
original neighbors with the condition. The computer that receives that condition check

message directs one of it neighbors to connect to one ofthe original neighbors with the

condition by sending a condition repair message. Thus, one ofthe original neighbors with
the condition will have its port filled.

Figure 5C illustrates the neighbors with empty ports condition. In this

illustration, computer H disconnected in an unplanned manner, but computers F and I
responded to the port connection request of the other and are now connected together. The
other former neighbors of computer H, computers A and E, are already neighbors, which
givesrise to the neighbors with empty ports condition. In this example, computer E received

 
the port connection request from computer A, recognized the possible condition, and sent

(since they are neighborsvia the internal connection) a condition check message withalist
of its neighbors to computer A. When computer A received thelist, it recognized that
computer E has a different set of neighbor(i.e., the broadcast channelis in the large regime).

25 Computer A selected computer D, which is a neighbor of computer E and sentit a condition

repair request. When computer D received the condition repair request, it disconnected from

one of its neighbors (other than computer E), which is computer G in this example.
Computer D then connected to computer A. Figure 5D illustrates two computers that are not
neighbors who now have empty ports. Computers E and G now have empty ports and are

30 not currently neighbors. Therefore, computers E and G can connectto each other.

Figures 5E and SF furtherillustrate the neighbors with empty ports condition.
Figure 5E illustrates the neighbors with empty ports condition in the small regime. In this
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example, if computer E disconnected in an unplanned manner, then each computer

broadcasts a port connection request when it detects the disconnect. When computer A

receives the port connection request form computerB, it detects the neighbors with empty

ports condition and sends a condition check message to computer B. Computer B recognizes

5 that it has the sameset of neighbors (computer C and D) as computer A and then sends a

condition double check message to computer C. Computer C recognizesthat the broadcast

channelis in the small regime becauseis also has the same set of neighbors as computers A

and B, computer C may then broadcast a messageindicating that the broadcast channelis in

the small regime.

10 Figure 5Fillustrates the situation of Figure 5E when in the large regime. As

discussed above, computer C receives the condition double check message from computerB.

In this case, computer C recognizes that the broadcast channelis in the large regime because

it has a set of neighbors that is different from computer B. The edges extending up from

computer C and D indicate connections to other computers. Computer C then sends a

condition check message to computer B. When computer B receives the condition check

message, it sends a condition repair message to one of the neighbors of computer C. The

computer that receives the condition repair message disconnects from oneofits neighbors,

other than computer C, and tries to connect to computer B and the neighbor from which it

disconnected tries to connect to computer A.

Port Selection

 
= As described above, the TCP/IP protocol designates ports above number 2056

as user ports. The broadcast technique uses five user port numbers on each computer: one

external port and four internal ports. Generally, user ports cannotbestatically allocated to

an application program because other applications programs executing on the same computer

25 may use conflicting port numbers. Asa result, in one embodiment, the computers connected

to the broadcast channel dynamically allocate their port numbers. Each computer could

simply try to locate the lowest number unused port on that computer anduse that port as the

call-in port. A seeking computer, however, does not know in advance the call-in port

number of the portal computers when the port numbers are dynamically allocated. Thus, a

30 seeking computer needs to dial ports of a portal computer starting with the lowest port

number when locating the call-in port of a portal computer. If the portal computer is
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connected to (or attempting to connectto) the broadcast channel, then the seeking computer

would eventually find the call-in port. If the portal computer is not connected, then the

seeking computer would eventually dial every user port. In addition, if each application

program on a computer tried to allocate low-ordered port numbers, then a portal computer

5 may end up with a high-numberedport for its call-in port because many of the low-ordered

port numbers would be used by other application programs. Sincethe dialing of a port is a

relatively slow process, it would take the seeking computer a long timeto locate the call-in

port of a portal computer. To minimize this time, the broadcast technique uses a port

ordering algorithm to identify the port number order that a portal computer should use when

10 finding an available port for its call-in port. In one embodiment, the broadcast technique

uses a hashing algorithm to identify the port order. The algorithm preferably distributes the

ordering of the port numbers randomly through out the user port number space and only

selects each port number once. In addition, every time the algorithm is executed on any

computer for a given channel type and channelinstance, it generates the same port ordering.

As described below, it is possible for a computer to be connected to multiple broadcast

channels that are uniquely identified by channel type and channelinstance. The algorithm 
may be “seeded” with channel type and channel instance in order to generate a unique

ordering of port numbers for each broadcast channel. Thus, a seeking computer will dial the

ports of a portal computer in the same order as the portal computer used whenallocatingits
call-in port. 

= If many computers are at the same time seeking connection to a broadcast

channel through a single portal computer, then the ports of the portal computer may be busy

whencalled by seeking computers. The seeking computers would typically need to keep on

redialing a busy port. The process of locating a call-in port may be significantly slowed by
25 such redialing. In one embodiment, each seeking computer may each reorder thefirst few

port numbers generated by the hashing algorithm. For example, each seeking computer

could randomly reorderthe first eight port numbers generated by the hashing algorithm. The

random ordering could also be weighted where the first port number generated by the

hashing algorithm would have a 50% chanceof being first in the reordering, the secondport

30 number would have a 25% chanceofbeing first in the reordering, and so on. Because the

seeking computers would use different orderings, the likelihood of finding a busy port is

reduced. For example, if the first eight port numbers are randomly selected, then it is
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possible that eight seeking computers could be simultaneously dialing ports in different

sequences which would reduce the chancesof dialing a busy port.

Locating a Portal Computer

Each computer that can connect to the broadcast channel has a list of one or

5 more portal computers through which it can connect to the broadcast channel. In one

embodiment, each computer has the same set of portal computers. A seeking computer

locates a portal computer that is connected to the broadcast channel by successively dialing
the ports of each portal computer in the order specified by an algorithm. A seeking computer

could select the first portal computer and then dial all its ports until a call-in port of a

10 computer that is fully connected to the broadcast channel is found. If nocall-in port is

found, then the seeking computer would select the next portal computer and repeat the
process until a portal computer with such a call-in port is found. A problem with such a

seeking technique is that all user ports of each portal computer are dialed until a portal
computer fully connected to the broadcast channel is found. In an alternate embodiment, the

seeking computerselects a port numberaccordingto the algorithm and then dials each portal
computer at that port number. If no acceptable call-in port to the broadcast channelis found,

 
a then the seeking computer selects the next port number andrepeats the process. Since the
- call-in ports are likely allocated at lower-ordered port numbers, the seeking computer first

dials the port numbersthat are most likely to be call-in ports of the broadcast channel. The

seeking computers may have a maximum search depth, that is the numberofports thatit will 
= dial when seeking a portal computer that is fully connected. If the seeking computer

exhausts its search depth, then either the broadcast channel has not yet been establishedor,if
the seeking computer is also a portal computer, it can then establish the broadcast channel

with itself as the first fully connected computer.

25 When a seeking computer locates a portal computer that is itself not fully
connected, the two computers do not connect whentheyfirst locate each other because the

broadcast channel may already be established and accessible through a higher-ordered port
number on another portal computer. If the two seeking computers were to connect to each

other, then two disjoint broadcast channels would be formed. Each seeking computer can
30 share its experience in trying to locate a portal computer with the other seeking computer. In

particular, if one seeking computer has searchedall the portal computers to a depth of eight,
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then the one seeking computer can share that it has searched to a depth of eight with another

seeking computer. If that other seeking computer has searched to a depth of, for example,

only four, it can skip searching through depths five through eight and that other seeking

computer can advanceits searching to a depth ofnine.

5 In one embodiment, each computer may have a different set of portal

computers and a different maximum search depth. In such a situation, it may be possible that

two disjoint broadcast channels are formed because a seeking computer cannot locate a fully

connected port computer at a higher depth. Similarly, if the set of portal computers are

disjoint, then two separate broadcast channels would be formed.

10 Identifying Neighbors for a Seeking Computer

As described above, the neighbors of a newly connecting computer are

preferably selected randomly from theset of currently connected computers. One advantage

of the broadcast channel, however, is that no computer has global knowledge of the

broadcast channel. Rather, each computer has local knowledgeofitself and its neighbors.

This limited local knowledge has the advantage that all the connected computers are peers

(as far as the broadcasting is concerned) and the failure of any one computer(actually any
 

three computers when in the 4-regular and 4-connect form) will not cause the broadcast

& channel to fail. This local knowledge makesit difficult for a portal computer to randomly

select four neighbors for a seeking computer. To select the four computers, a portal computer sends an edge connection

request message through one of its internal connections that is randomly selected. The

receiving computer again sends the edge connection request message through one ofits

internal connections that is randomly selected. This sending of the message correspondsto a

random walk through the graph that represents the broadcast channel. Eventually, a

25 receiving computer will decide that the message has traveled far enough to represent a

randomly selected computer. That receiving computer will offer the internal connection

upon which it received the edge connection request message to the seeking computer for

edge pinning. Of course, if either of the computers at the end of the offered internal

connection are already neighbors ofthe seeking computer, then the seeking computer cannot

30 connect through that internal connection. The computer that decided that the message has
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traveled far enough will detect this condition of already being a neighbor and send the

message to a randomly selected neighbor.

In one embodiment, the distance that the edge connection request message

travels is established by the portal computer to be approximately twice the estimated

5 diameter of the broadcast channel. The message includes an indication ofthe distancethat it

is to travel. Each receiving computer decrements that distance to travel before sending the

message on. The computer that receives a message with a distance to travel that is zero is

considered to be the randomly selected computer. If that randomly selected computer cannot

connect to the seeking computer (e.g., because it is already connected to it), then that

10 randomly selected computer forwards the edge connection request to one of its neighbors

with a new distance to travel. In one embodiment, the forwarding computer toggles the new

distance to travel between zero and one to help prevent two computers from sending the

message back and forth between each other.

Because of the local nature of the information maintained by each computer

connected to the broadcast channel, the computers need not generally be aware of the

diameter of the broadcast channel. In one embodiment, each message sent through the

broadcast channel has a distance traveled field. Each computer that forwards a message

increments the distance traveled field. Each computer also maintains an estimated diameter

of the broadcast channel. When a computer receives a message that has traveled a distance

that indicates that the estimated diameter is too small, it updates its estimated diameter and

 
broadcasts an estimated diameter message. When a computerreceives an estimated diameter

message that indicates a diameter that is larger than its own estimated diameter, it updatesits

own estimated diameter. This estimated diameter is used to establish the distance that an

edge connection request message should travel.

25 External Data Representation

The computers connected to the broadcast channel may internally store their

data in different formats. For example, one computer may use 32-bit integers, and another

computer may use 64-bit integers. As another example, one computer may use ASCII to

represent text and another computer may use Unicode. To allow communications between

30 heterogeneous computers, the messages sent over the broadcast channel may use the XDR

(“eXternal Data Representation”) format.
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The underlying peer-to-peer communications protocol may send multiple

messagesin a single message stream. Thetraditional technique for retrieving messages from

a stream has been to repeatedly invoke an operating system routine to retrieve the next

message in the stream. The retrieval of each message may require twocalls to the operating

5 system: oneto retrieve the size of the next message and the otherto retrieve the number of

bytes indicated by the retrieved size. Such calls to the operating system can, however, be

very slow in comparison to the invocationsoflocal routines. To overcomethe inefficiencies

of such repeated calls, the broadcast technique in one embodiment, uses XDR toidentify the

message boundaries in a stream of messages. The broadcast technique may request the

10 operating system to provide the next, for example, 1,024 bytes from the stream. The

broadcast technique can then repeatedly invoke the XDRroutines to retrieve the messages

and use the success orfailure of each invocation to determine whether another block of 1,024

bytes needs to be retrieved from the operating system. The invocation of XDR routines do

not involve system calls and are thus more efficient than repeated system calls.

M-Regular

In the embodiment described above, each fully connected computer has four

internal connections. The broadcast technique can be used with other numbers of internal

connections. For example, each computer could have 6, 8, or any even numberofinternal

connections. As the numberofinternal connections increase, the diameter of the broadcast

channel tends to decrease, and thus propagation time for a message tends to decrease. The

 
8 time that it takes to connect a seeking computer to the broadcast channel may, however,

increase as the number of internal connections increases. When the number of internal

connectors is even, then the broadcast channel can be maintained as m-regular and

m-connected (in the steady state). If the number of internal connections is odd, then when

25 the broadcast channel has an odd number of computers connected, one of the computerswill

have less than that odd numberofinternal connections. In such a situation, the broadcast

network is neither m-regular nor m-connected. When the next computer connects to the

broadcast channel, it can again become m-regular and m-connected. Thus, with an odd

number of internal connections, the broadcast channel toggles between being and not being
30 m-regular and m-connected.
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Components

Figure 6 is a block diagram illustrating components of a computer that is

connected to a broadcast channel. The above description generally assumed that there was

only one broadcast channel and that each computer had only one connection to that broadcast

5 channel. More generally, a network of computers may have multiple broadcast channels,

each computer may be connected to more than one broadcast channel, and each computer

can have multiple connections to the same broadcast channel. The broadcast channel is well

suited for computer processes(e.g., application programs) that execute collaboratively, such

as network meeting programs. Each computer process can connect to one or more broadcast

10 channels. The broadcast channels can be identified by channel type (e.g., application

program name) and channel instance that represents separate broadcast channels for that

channel type. When a process attempts to connect to a broadcast channel, it seeks a process

currently connected to that broadcast channel that is executing on a portal computer. The

seeking processidentifies the broadcast channel by channel type and channel instance.

Computer 600 includes multiple application programs 601 executing as

separate processes. Each application program interfaces with a broadcaster component 602

for each broadcast channel to which it is connected. The broadcaster component may be

implement as an object that is instantiated within the process space of the application

program. Alternatively, the broadcaster component may execute as a separate process or

thread from the application program. In one embodiment, the broadcaster component

 
provides functions(e.g., methods of class) that can be invoked by the application programs.

The primary functions provided may include a connect function that an application program

invokes passing an indication of the broadcast channel to which the application program

wants to connect. The application program may provide a callback routine that the

25 broadcaster component invokes to notify the application program that the connection has

been completed, that is the process enters the fully connected state. The broadcaster

component may also provide an acquire message function that the application program can

invoketo retrieve the next message that is broadcast on the broadcast channel. Alternatively,

the application program may provide a callback routine (which may be a virtual function

30 provided by the application program) that the broadcaster component invokes to notify the

application program that a broadcast message has been received. Each broadcaster

componentallocates a call-in port using the hashing algorithm. When calls are answered at
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the call-in port, they are transferred to other ports that serve as the external and internal

ports.

The computers connecting to the broadcast channel may include a central

processing unit, memory, input devices (e.g., keyboard and pointing device), output devices

5 (e.g., display devices), and storage devices (e.g., disk drives). The memory and storage

devices are computer-readable medium that may contain computer instructions that

implement the broadcaster component. In addition, the data structures and message

structures may be stored or transmitted via a signal transmitted on a computer-readable

media, such as a communications link.

10 Figure 7 is a block diagram illustrating the sub-components of the broadcaster

component in one embodiment. The broadcaster component includes a connect component

701, an external dispatcher 702, an internal dispatcher 703 for each internal connection, an

acquire message component 704 and a broadcast component 712. The application program

may provide a connect callback component 710 and a receive response component 711 that

are invoked by the broadcaster component. The application program invokes the connect

component to establish a connection to a designated broadcast channel. The connect

component identifies the external port and installs the external dispatcher for handling

messages that are received on the external port. The connect component invokes the seek

portal computer component 705 to identify a portal computer that is connected to the
 

broadcast channel and invokes the connect request component 706 to ask the portal computer

(if fully connected) to select neighbor processes for the newly connecting process. The

external dispatcher receives external messages, identifies the type of message, and invokes

the appropriate handling routine 707. The internal dispatcher receives the internal messages,

identifies the type of message, and invokes the appropriate handling routine 708. The

25 received broadcast messages are stored in the broadcast message queue 709. The acquire

message component is invoked to retrieve messages from the broadcast queue. The

broadcast component is invoked by the application program to broadcast messages in the

broadcast channel.

The following tables list messages sent by the broadcaster components.
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EXTERNAL MESSAGES

seekingconnectioncall|Indicates that a seeking process would like to know whetherthe
receiving process is fully connected to the broadcast channel 

connection_request_call|Indicates that the sending process would like the receiving
processto initiate a connection of the sending processto the
broadcast channel

edgeproposalcall Indicates that the sending processis proposing an edge through
which the receiving process can connect to the broadcast
channel(i.e., edge pinning)

port_connection_call Indicates that the sending process is proposing a port through
which the receiving process can connect to the broadcast
channel

connectedstmt Indicates that the sending process is connected to the broadcast
channel

condition_repair_stmt Indicates that the receiving process should disconnect from one
of its neighbors and connectto one of the processes involved in
the neighbors with empty port condition

  
   
  
  

INTERNAL MESSAGES

Message Type Description

ah broadcast_stmt Indicates a message that is being broadcast through the
= broadcast channel for the application programs

 
connection_port_searchstmt|Indicates that the designated processis looking for a port

through which it can connect to the broadcast channel

connectionedgesearchcall|Indicates that the requesting process is looking for an edge
through which it can connect to the broadcast channel

connection_edge_search_resp|Indicates whether the edge betweenthis process and the
sending neighbor has been accepted by the requesting  party

diameter_estimate_stmt Indicates an estimated diameter of the broadcast channel

diameter_reset_stmt Indicates to reset the estimated diameter to indicated
diameter

disconnect_stmt Indicates that the sending neighboris disconnecting from
the broadcast channel

conditioncheckstmt Indicates that neighbors with empty port condition have
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 Teenati
conditiondoublecheckstmt|Indicates that the neighbors with empty ports have the

sameset of neighbors

Indicates that the broadcast channelis being shutdown

Flow Diagrams

Figures 8-34 are flow diagrams illustrating the processing of the broadcaster

 

  

 

component in one embodiment. Figure 8 is a flow diagram illustrating the processing of the

5 connect routine in one embodiment. This routine is passed a channel type (e.g., application

name) and channel instance(e.g., session identifier), that identifies the broadcast channel to

which this process wants to connect. The routine is also passed auxiliary information that

includes the list of portal computers and a connection callback routine. When the connection

is established, the connection callback routine is invoked to notify the application program.

Whenthis process invokesthis routine, it is in the seeking connection state. When a portal

computer is located that is connected and this routine connects to at least one neighbor, this

process enters the partially connected state, and when the process eventually connects to four

neighbors, it enters the fully connected state. When in the small regime, a fully connected

process may have less than four neighbors. In block 801, the routine opensthecall-in port

through whichthe process is to communicate with other processes whenestablishing external

and internal connections. The port is selected as the first available port using the hashing

 
algorithm described above. In block 802, the routine sets the connect time to the current

time. The connect time is used to identify the instance of the process that is connected

through this external port. One process may connect to a broadcast channel of a certain

20 channel type and channel instance using onecall-in port and then disconnects, and another

process may then connect to that same broadcast channel using the samecall-in port. Before

the other process becomesfully connected, another process may try to communicate with it

thinkingit is the fully connected old process. In such a case, the connect time can be used to

identify this situation. In block 803, the routine invokes the seek portal computer routine

25 passing the channel type and channel instance. The seek portal computer routine attempts to

locate a portal computer through which this process can connect to the broadcast channel for

the passed type and instance. In decision block 804, if the seek portal computer routine is
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successful in locating a fully connected process on that portal computer, then the routine

continues at block 805, else the routine returns an unsuccessful indication. In decision block

805, if no portal computer other than the portal computer on which the process is executing

was located, then this is the first process to fully connect to broadcast channel and the

5 routine continues at block 806, else the routine continues at block 808. In block 806, the

routine invokes the achieve connection routine to change the state of this process to fully

connected. In block 807, the routine installs the external dispatcher for processing messages

received through this process’ external port for the passed channel type and channel instance.

When a message is received through that external port, the external dispatcher is invoked.

10 The routine then returns. In block 808, the routine installs an external dispatcher. In block

809, the routine invokes the connect request routine to initiate the process of identifying

neighbors for the seeking computer. The routine then returns.

Figure 9 is a flow diagram illustrating the processing of the seek portal

computer routine in one embodiment. This routine is passed the channel type and channel

instance of the broadcast channel to which this process wishes to connect. This routine, for 
each search depth (e.g., port number), checks the portal computers at that search depth. Ifa

a portal computer is located at that search depth with a process that is fully connected to the

= broadcast channel, then the routine returns an indication of success. In blocks 902-911, the

routine loops selecting each search depth until a process is located. In block 902, the routine

= 20_selects the next search depth using a port numberordering algorithm. In decision block 903,
= if all the search depths have already been selected during this execution of the loop, that is

for the currently selected depth, then the routine returns a failure indication, else the routine

continues at block 904. In blocks 904-911, the routine loops selecting each portal computer

and determining whether a process of that portal computer is connected to (or attempting to

25 connect to) the broadcast channel with the passed channel type and channel instance. In

block 904, the routine selects the next portal computer. In decision block 905, if all the

portal computers have already been selected, then the routine loops to block 902 to select the

next search depth, else the routine continues at block 906. In block 906, the routine dials the

selected portal computer through the port represented by the search depth. In decision block

30 907, if the dialing was successful, then the routine continues at block 908, else the routine

loops to block 904 to select the next portal computer. The dialing will be successful if the

dialed port is the call-in port of the broadcast channel of the passed channel type and channel
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instance of a process executing on that portal computer. In block 908, the routine invokes a

contact process routine, which contacts the answering process of the portal computer through

the dialed port and determines whether that process is fully connected to the broadcast

channel. In block 909, the routine hangs up on the selected portal computer. In decision

5 block 910, if the answering process is fully connected to the broadcast channel, then the

routine returns a success indicator, else the routine continues at block 911. In block 911, the

routine invokes the check for external call routine to determine whether an external call has

been made to this process as a portal computer and processes that call. The routine then

loops to block 904 to select the next portal computer.

10 Figure 10 is a flow diagram illustrating the processing of the contact process

routine in one embodiment. This routine determines whether the process of the selected

portal computer that answered the call-in to the selected port is fully connected to the

broadcast channel. In block 1001, the routine sends an external message (ie.,

seekingconnectioncall) to the answering process indicating that a seeking process wants to

know whether the answering process is fully connected to the broadcast channel. In block

1002, the routine receives the external response message from the answering process. In 
- decision block 1003, if the external response message is successfully received (ie.,

seekingconnection_resp), then the routine continues at block 1004, else the routine returns.

Wherever the broadcast component requests to receive an external message,it sets a time out

period. If the external messageis not received within that time out period, the broadcaster 
 

component checks its own call-in port to see if another processis calling it. In particular, thecy

dialed process may be calling the dialing process, which mayresult in a deadlock situation.

The broadcaster component may repeat the receive request several times. If the expected

message is not received, then the broadcaster component handles the error as appropriate. In

25 decision block 1004,if the answering process indicates in its response messagethatit is fully

connected to the broadcast channel, then the routine continues at block 1005, else the routine

continues at block 1006. In block 1005, the routine adds the selected portal computer to a

list of connected portal computers and then returns. In block 1006, the routine adds the

answering processto a list of fellow seeking processes and then returns.

30 Figure 11 is a flow diagram illustrating the processing of the connect request

routine in one embodiment. This routine requests a process of a portal computer that was

identified as being fully connected to the broadcast channel to initiate the connection of this
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process to the broadcast channel. In decision block 1101, if at least one process of a portal

computer was located that is fully connected to the broadcast channel, then the routine

continues at block 1103, else the routine continues at block 1102. A process of the portal

computer may no longerbein thelist if it recently disconnected from the broadcast channel.

5 In one embodiment, a seeking computer may always search its entire search depth and find

multiple portal computers through which it can connect to the broadcast channel. In block

1102, the routine restarts the process of connecting to the broadcast channel and returns. In

block 1103, the routine dials the process of one of the found portal computers through the

call-in port. In decision block 1104, if the dialing is successful, then the routine continuesat

10 block 1105, else the routine continues at block 1113. The dialing may be unsuccessful if, for

example, the dialed process recently disconnected from the broadcast channel. In block

1105, the routine sends an external message to the dialed process requesting a connection to

the broadcast channel (i.e., connection_request_call). In block 1106, the routine receives the

response message (i.e., connection_request_resp). In decision block 1107, if the response

message is successfully received, then the routine continues at block 1108, else the routine

continues at block 1113. In block 1108, the routine sets the expected numberofholes (e., 
empty internal connections) for this process based on the received response. When in the

= large regime, the expected numberof holes is zero. Whenin the small regime, the expected
number of holes varies from one to three. In block 1109, the routine sets the estimated

diameter of the broadcast channel based on the received response. In decision block 1111,if 
the dialed process is ready to connect to this process as indicated by the response message,

then the routine continues at block 1112, else the routine continues at block 1113. In block

1112, the routine invokes the add neighbor routine to add the answering process as a

neighbor to this process. This adding of the answering process typically occurs when the

25 broadcast channel is in the small regime. Whenin the large regime, the random walk search

for a neighbor is performed. In block 1113, the routine hangs up the external connection

with the answering process computer and then returns.

Figure 12 is a flow diagram of the processing of the check for external call

routine in one embodiment. This routine is invoked to identify whether a fellow seeking

30 process is attempting to establish a connection to the broadcast channel through this process.

In block 1201, the routine attempts to answer a call on the call-in port. In decision block

1202, if the answer is successful, then the routine continues at block 1203, else the routine
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returns. In block 1203, the routine receives the external message from the external port. In

decision block 1204, if the type of the message indicates that a seeking process is calling

(i.e., seekingconnectioncall), then the routine continues at block 1205, else the routine

returns. In block 1205, the routine sends an external message(i.e., seeking_connection_resp)

5 to the other seeking process indicating that this process is also is seeking a connection. In

decision block 1206, if the sending of the external message is successful, then the routine

continues at block 1207, else the routine returns. In block 1207, the routine adds the other

seeking processtoalist of fellow seeking processes and then returns. This list may be used

if this process can find no processthat is fully connected to the broadcast channel. In which

10 case, this process may check to see if any fellow seeking process were successful in

connecting to the broadcast channel. For example, a fellow seeking process may becomethe

first process fully connected to the broadcast channel.

Figure 13 is a flow diagram of the processing of the achieve connection routine

in one embodiment. This routine sets the state of this process to fully connected to the

broadcast channel and invokes a callback routine to notify the application program that the

process is now fully connected to the requested broadcast channel. In block 1301, the

routine sets the connection state of this process to fully connected. In block 1302, the

 
= routine notifies fellow seeking processes that it is fully connected by sending a connected

external message to them (i.e., connectedstmt). In block 1303, the routine invokes the 
= 20 connect callback routineto notify the application program andthen returns.

eS Figure 14 is a flow diagram illustrating the processing of the external

dispatcher routine in one embodiment. This routine is invoked when the external port

receives a message. This routine retrieves the message, identifies the external message type,

and invokes the appropriate routine to handle that message. This routine loops processing

25 each message until all the received messages have been handled. In block 1401, the routine

answers (e.g., picks up) the external port and retrieves an external message. In decision

block 1402, if a message was retrieved, then the routine continues at block 1403, else the

routine hangs up on the external port in block 1415 and returns. In decision block 1403, if

the message type is for a process seeking a connection (i.e., seekingconnection_call), then

30 the routine invokes the handle seeking connectioncall routine in block 1404, else the routine

continues at block 1405. In decision block 1405, if the message type is for a connection

request call (.e., connection_request_call), then the routine invokes the handle connection
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request call routine in block 1406, else the routine continues at block 1407. In decision

block 1407, if the message type is edge proposal call (ie., edge_proposal_call), then the

routine invokes the handle edge proposal call routine in block 1408, else the routine

continues at block 1409. In decision block 1409, if the message type is port connect call

5 (i.e., portconnectcall), then the routine invokes the handle port connection call routine in

block 1410, else the routine continues at block 1411. In decision block 1411, if the message

type is a connected statement (i.¢., connected_stmt), the routine invokes the handle

connected statement in block 1112, else the routine continues at block 1212. In decision

block 1412, if the message type is a condition repair statement (i.e., condition_repair_stmt),

10 then the routine invokes the handle condition repair routine in block 1413, else the routine

loops to block 1414 to process the next message. After each handling routine is invoked, the

routine loops to block 1414. In block 1414, the routine hangs up on the external port and

continues at block 1401 to receive the next message.

Figure 15 is a flow diagram illustrating the processing of the handle seeking

connection call routine in one embodiment. This routine is invoked when a seeking process

is calling to identify a portal computer through which it can connect to the broadcast channel.

In decision block 1501, if this process is currently fully connected to the broadcast channel

 
identified in the message, then the routine continues at block 1502,else the routine continues

at block 1503. In block 1502, the routine sets a message to indicate that this process is fully
 

connected to the broadcast channel and continues at block 1505. In block 1503, the routine 
= sets a message to indicate that this process is not fully connected. In block 1504, the routine

adds the identification of the seeking processto a list of fellow seeking processes. If this

processis not fully connected, then it is attempting to connect to the broadcast channel. In

block 1505, the routine sends the external message response(i.e., seeking_connection_resp)

25 to the seeking process and then returns.

Figure 16 is a flow diagram illustrating processing of the handle connection

request call routine in one embodiment. This routine is invoked whenthe calling process

wants this process to initiate the connection of the process to the broadcast channel. This

routine either allows the calling process to establish an internal connection with this process

30 (e.g., if in the small regime) orstarts the process of identifying a process to which thecalling

process can connect. In decision block 1601, if this process is currently fully connected to

the broadcast channel, then the routine continues at block 1603, else the routine hangs up on
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the external port in block 1602 and returns. In block 1603, the routine sets the number of

holes that the calling process should expect in the response message. In block 1604, the

routine sets the estimated diameter in the response message. In block 1605, the routine

indicates whether this process is ready to connect to the calling process. This process is

5 ready to connect when the numberofits holes is greater than zero andthe calling processis

not a neighbor of this process. In block 1606, the routine sends to the calling process an

external message that is responsive to the connection request call (ie,

connectionrequestresp). In block 1607, the routine notes the number of holes that the

calling process needsto fill as indicated in the request message. In decision block 1608, if

10 this process is ready to connect to the calling process, then the routine continues at block

1609, else the routine continues at block 1611. In block 1609, the routine invokes the add

neighbor routine to add the calling process as a neighbor. In block 1610, the routine

decrements the numberof holes that the calling process needs to fill and continues at block

1611. In block 1611, the routine hangs up on the external port. In decision block 1612, if

this process has no holes or the estimated diameter is greater than one (i.¢., in the large 
regime), then the routine continues at block 1613, else the routine continues at block 1616.

me In blocks 1613-1615, the routine loops forwarding a request for an edge through which to

connect to the calling process to the broadcast channel. One request is forwarded for each

pair of holes of the calling process that needs to be filled. In decision block 1613, if the

numberof holes of the calling process to be filled is greater than or equal to two, then the 
routine continues at block 1614, else the routine continues at block 1616. In block 1614, the

routine invokes the forward connection edge search routine. The invoked routine is passed

to an indication of the calling process and the random walk distance. In one embodiment, the

distance is twice in the estimated diameter of the broadcast channel. In block 1614, the

25 routine decrements the holesleft to fill by two and loops to block 1613. In decision block

1616,if there is still a hole to fill, then the routine continues at block 1617, else the routine

retums. In block 1617, the routine invokesthe fill hole routine passing the identification of

the calling process. The fill hole routine broadcasts a connection port search statement (i.e.,

connectionportsearchstmt) for a hole of a connected process through which the calling

30 process can connectto the broadcast channel. The routine then returns.

Figure 17 is a flow diagram illustrating the processing of the add neighbor

routine in one embodiment. This routine adds the process calling on the external port as a
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neighbor to this process. In block 1701, the routine identifies the calling process on the

external port. In block 1702, the routine sets a flag to indicate that the neighbor has not yet

received the broadcast messages from this process. This flag is used to ensure that there are

no gaps in the messages initially sent to the new neighbor. The external port becomes the

5 internal port for this connection. In decision block 1703, if this process is in the seeking

connection state, then this process is connecting to its first neighbor and the routine

continues at block 1704, else the routine continues at block 1705. In block 1704, the routine

sets the connection state of this process to partially connected. In block 1705, the routine

adds the calling process to the list of neighbors of this process. In block 1706, the routine

10 installs an internal dispatcher for the new neighbor. The internal dispatcher is invoked when

a message is received from that new neighbor through the internal port of that new neighbor.

In decision block 1707, if this process buffered up messages while not fully connected, then

the routine continues at block 1708, else the routine continues at block 1709. In one

embodiment, a process that is partially connected may buffer the messages that it receives

through an internal connection so that it can send these messages as it connects to new

neighbors. In block 1708, the routine sends the buffered messages to the new neighbor

= through the internal port. In decision block 1709, if the number of holes of this process

- equals the expected number of holes, then this process is fully connected and the routine
continues at block 1710, else the routine continues at block 1711. In block 1710, the routine

 
invokes the achieve connected routine to indicate that this process is fully connected. In 
decision block 1711, if the number of holes for this process is zero, then the routine

continues at block 1712, else the routine returns. In block 1712, the routine deletes any

pending edges and then returns. A pending edge is an edge that has been proposed tothis

process for edge pinning, which in this case is no longer needed.

25 Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment. This routine is responsible for passing

along a request to connect a requesting process to a randomly selected neighbor of this

process through the internal port of the selected neighbor, that is part of the random walk. In

decision block 1801, if the forwarding distance remaining is greater than zero, then the

30 routine continues at block 1804, else the routine continues at block 1802. In decision block

1802, if the number of neighbors of this process is greater than one, then the routine

continues at block 1804, else this broadcast channel is in the small regime and the routine
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continues at block 1803. In decision block 1803, if the requesting process is a neighbor of

this process, then the routine returns, else the routine continues at block 1804. In blocks

1804-1807, the routine loops attempting to send a connection edge search call internal

message (i.¢., connection_edgesearchcall) to a randomly selected neighbor. In block 1804,

5 the routine randomly selects a neighbor of this process. In decision block 1805, if all the

neighbors of this process have already been selected, then the routine cannot forward the

message andthe routine returns, else the routine continues at block 1806. In block 1806, the

routine sends a connection edge search call internal message to the selected neighbor. In

decision block 1807, if the sending of the message is successful, then the routine continuesat

10 block 1808, else the routine loops to block 1804 to select the next neighbor. When the

sending of an internal message is unsuccessful, then the neighbor may have disconnected

from the broadcast channel in an unplanned manner. Wheneversucha situation is detected

by the broadcaster component, it attempts to find another neighbor by invokingthefill holes

routineto fill a single hole or the forward connecting edge search routine to fill two holes. In

block 1808, the routine notes that the recently sent connection edge search call has not yet 
been acknowledged and indicates that the edge to this neighbor is reserved if the remaining

ae forwarding distance is less than or equal to one. It is reserved because the selected neighbor

ns mayoffer this edge to the requesting process for edge pinning. The routine then returns.
Figure 19 is a flow diagram illustrating the processing of the handle edge

proposal call routine. This routine is invoked when a message is received from a proposing process that proposes to connect an edge between the proposing process and one ofits

neighbors to this process for edge pinning. In decision block 1901, if the number of holes of

this process minus the number of pending edges is greater than or equal to one, then this

processstill has holes to be filled and the routine continues at block 1902, else the routine

25 continues at block 1911. In decision block 1902, if the proposing process or its neighboris a

neighborof this process, then the routine continues at block 1911, else the routine continues

at block 1903. In block 1903, the routine indicates that the edge is pending between this

process and the proposing process. In decision block 1904,if a proposed neighboris already

pending as a proposed neighbor, then the routine continues at block 1911, else the routine

30 continues at block 1907. In block 1907, the routine sends an edge proposal response as an

external message to the proposing process (i.e., edgeproposalresp) indicating that the

proposed edge is accepted. In decision block 1908, if the sending of the message was
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successful, then the routine continues at block 1909, else the routine returns. In block 1909,

the routine adds the edge as a pending edge. In block 1910, the routine invokes the add

neighbor routine to add the proposing process on the external port as a neighbor. The routine

then returns. In block 1911, the routine sends an external message (i.e., edge_proposal_resp)

5 indicating that this proposed edge is not accepted. In decision block 1912, if the number of

holes is odd, then the routine continues at block 1913, else the routine returns. In block

1913, the routine invokesthe fill hole routine and then returns.

Figure 20 is a flow diagram illustrating the processing of the handle port

connection call routine in one embodiment. This routine is invoked when an external

10 message is received then indicates that the sending process wants to connect to one hole of

this process. In decision block 2001,if the number of holes of this process is greater than

zero, then the routine continues at block 2002, else the routine continues at block 2003. In

decision block 2002, if the sending process is not a neighbor, then the routine continues at

block 2004, else the routine continues to block 2003. In block 2003, the routine sendsa port

connection response external message(i.e., port_connection_resp) to the sending processthat 
indicates that it is not okay to connect to this process. The routine then returns. In block

De 2004, the routine sends a port connection response external message to the sending process

: that indicates that is okay to connect this process. In decision block 2005,if the sending of
the message was successful, then the routine continues at block 2006, else the routine

continues at block 2007. In block 2006, the routine invokes the add neighbor routine to add 
si the sending process as a neighborof this process and then returns. In block 2007,the routine

hangs up the external connection. In block 2008, the routine invokes the connect request

routine to request that a process connectto one of the holes of this process. The routine then

returns.

25 Figure 21 is a flow diagram illustrating the processing of the fill hole routine in

one embodiment. This routine is passed an indication of the requesting process. If this

process is requesting to fill a hole, then this routine sends an internal message to other

processes. If another process is requesting to fill a hole, then this routine invokes the routine

to handle a connection port search request. In block 2101, the routine initializes a

30 connection port search statement internal message (i.e., connection_port_search_stmt). In

decision block 2102, if this process is the requesting process, then the routine continues at

block 2103, else the routine continues at block 2104. In block 2103, the routine distributes
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the message to the neighbors of this process through the internal ports and then returns. In

block 2104, the routine invokes the handle connection port search routine and then returns.

Figure 22 is a flow diagram illustrating the processing of the internal dispatcher

routine in one embodiment. This routine is passed an indication of the neighbor whosent the

5 internal message. In block 2201, the routine receives the internal message. This routine

identifies the message type and invokes the appropriate routine to handle the message. In

block 2202, the routine assesses whether to change the estimated diameter of the broadcast

channel based on the information in the received message. In decision block 2203, if this

process is the originating process of the message or the message has already been received

10 (i.e., a duplicate), then the routine ignores the message and continues at block 2208, else the

routine continues at block 2203A. In decision block 2203A, if the process is partially

connected, then the routine continues at block 2203B, else the routine continues at block

2204. In block 2203B, the routine adds the message to the pending connection buffer and

continues at block 2204. In decision blocks 2204-2207, the routine decodes the message

type and invokes the appropriate routine to handle the message. For example, in decision 
block 2204, if the type of the message is broadcast statement(i.e., broadcast_stmt), then the

= routine invokes the handle broadcast message routine in block 2205. After invoking the

z appropriate handling routine, the routine continues at block 2208. In decision block 2208, if

the partially connected buffer is full, then the routine continues at block 2209, else the

routine continues at block 2210. The broadcaster component collects all its internal 
messages in a buffer while partially connected so that it can forward the messages as it

connects to new neighbors. If, however, that buffer becomes full, then the process assumes

that it is now fully connected and that the expected number of connections was too high,

because the broadcast channel is now in the small regime. In block 2209, the routine invokes

25 the achieve connection routine and then continues in block 2210. In decision block 2210,if

the application program message queue is empty, then the routine returns, else the routine

continues at block 2212. In block 2212, the routine invokes the receive response routine

passing the acquired message and then returns. The received responseroutine is a callback

routine of the application program.

30 Figure 23 is a flow diagram illustrating the processing of the handle broadcast

message routine in one embodiment. This routine is passed an indication of the originating

process, an indication of the neighbor who sent the broadcast message, and the broadcast
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message itself. In block 2301, the routine performs the out of order processing for this

message. The broadcaster component queues messages from each originating process until it

can send them in sequence numberorder to the application program. In block 2302, the

routine invokes the distribute broadcast message routine to forward the message to the

5 neighbors of this process. In decision block 2303, if a newly connected neighbor is waiting

to receive messages, then the routine continues at block 2304, else the routine returns. In

block 2304, the routine sends the messages in the correct order if possible for each

originating process and then returns.

Figure 24 is a flow diagram illustrating the processing of the distribute

10 broadcast message routine in one embodiment. This routine sends the broadcast message to

each of the neighbors of this process, except for the neighbor who sent the message to this

process. In block 2401, the routine selects the next neighbor other than the neighbor who

sent the message. In decision block 2402, if all such neighbors have already been selected,

then the routine returns. In block 2403, the routine sends the message to the selected

neighbor and then loops to block 2401 to select the next neighbor.

Figure 26 is a flow diagram illustrating the processing of the handle connection

port search statement routine in one embodiment. This routine is passed an indication of the

neighborthat sent the message and the messageitself. In block 2601, the routine invokes the

distribute internal message which sends the message to each of its neighbors other than the

sending neighbor. In decision block 2602, if the number of holes of this process is greater

 
= than zero, then the routine continues at block 2603, else the routine returns. In decision

block 2603, if the requesting process is a neighbor, then the routine continues at block 2605,

else the routine continues at block 2604. In block 2604, the routine invokes the court

neighbor routine and then returns. The court neighbor routine connects this process to the

25 requesting processif possible. In block 2605,if this process has one hole, then the neighbors

with empty ports condition exists and the routine continues at block 2606, else the routine

returns. In block 2606, the routine generates a condition check message (ie.,

condition_check) that includesa list of this process’ neighbors. In block 2607, the routine

sends the message to the requesting neighbor.

30 Figure 27 is a flow diagram illustrating the processing of the court neighbor

routine in one embodiment. This routine is passed an indication of the prospective neighbor

for this process. If this process can connect to the prospective neighbor, then it sends a port
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connection call external message to the prospective neighbor and adds the prospective

neighbor as a neighbor. In decision block 2701, if the prospective neighbor is already a

neighbor, then the routine returns, else the routine continues at block 2702. In block 2702,

the routine dials the prospective neighbor. In decision block 2703, if the numberof holes of

5 this process is greater than zero, then the routine continues at block 2704, else the routine

continues at block 2706. In block 2704, the routine sends a port connection call external

message (i.e., port_connectioncall) to the prospective neighbor and receives its response

(i.e., port_connection_resp). Assuming the responseis successfully received, in block 2705,

the routine adds the prospective neighbor as a neighbor of this process by invoking the add

10 neighbor routine. In block 2706, the routine hangs up with the prospect and then returns.

Figure 28 is a flow diagram illustrating the processing of the handle connection

edge search call routine in one embodiment. This routine is passed a indication of the

neighbor who sent the message and the message itself. This routine either forwards the

message to a neighbor or proposes the edge between this process and the sending neighbor to

the requesting process for edge pinning. In decision block 2801, if this process is not the

requesting process or the number of holes of the requesting process is still greater than or
 

im equal to two, then the routine continues at block 2802, else the routine continues at block

+ 2813. In decision block 2802, if the forwarding distance is greater than zero, then the
random walk is not complete and the routine continues at block 2803, else the routine

20 continues at block 2804. In block 2803, the routine invokes the forward connection edgePes
search routine passing the identification of the requesting process and the decremented

forwarding distance. The routine then continues at block 2815. In decision block 2804, if

the requesting process is a neighbor or the edge between this process and the sending

neighbor is reserved because it has already been offered to a process, then the routine

25 continues at block 2805, else the routine continues at block 2806. In block 2805, the routine

invokes the forward connection edge search routine passing an indication of the requesting

party and a toggle indicator that alternatively indicates to continue the random walk for one

or two more computers. The routine then continues at block 2815. In block 2806, the

routine dials the requesting process via the call-in port. In block 2807, the routine sends an

30 edge proposal call external message(i.e., edgeproposalcall) and receives the response(i.e.,

edgeproposalresp). Assuming that the response is successfully received, the routine

continues at block 2808. In decision block 2808, if the response indicates that the edge is
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acceptable to the requesting process, then the routine continues at block 2809, else the

routine continues at block 2812. In block 2809, the routine reserves the edge between this

process and the sending neighbor. In block 2810, the routine adds the requesting process as

a neighbor by invoking the add neighbor routine. In block 2811, the routine removes the

5 sending neighbor as a neighbor. In block 2812, the routine hangs up the external port and

continues at block 2815. In decision block 2813, if this process is the requesting process and

the numberof holes of this process equals one, then the routine continues at block 2814, else

the routine continues at block 2815. In block 2814, the routine invokesthe fill hole routine.

In block 2815, the routine sends an connection edge search response message (i.e.,

10 connectionedgesearchresponse) to the sending neighbor indicating acknowledgement and

then returns. The graphs are sensitive to parity. That is, all possible paths starting from a

node and ending at that node will have an even length unless the graph has a cycle whose

length is odd. The broadcaster componentuses a toggle indicator to vary the random walk

distance between even and odd distances.

Figure 29 is a flow diagram illustrating the processing of the handle connection 
edge search response routine in one embodiment. This routine is passed as indication of the

a requesting process, the sending neighbor, and the message. In block 2901, the routine notes

= that the connection edge search response (i.e., connection_edgesearchresp) has been
 received and if the forwarding distance is less than or equal to one unreserves the edge

 between this process and the sending neighbor. In decision block 2902, if the requesting

= process indicates that the edge is acceptable as indicated in the message, then the routine

continuesat block 2903, else the routine returns. In block 2903, the routine reserves the edge

between this process and the sending neighbor. In block 2904, the routine removes the

sending neighbor as a neighbor. In block 2905, the routine invokes the court neighbor

25 routine to connect to the requesting process. In decision block 2906, if the invoked routine

was unsuccessful, then the routine continues at block 2907, else the routine returns. In

decision block 2907, if the number of holes of this process is greater than zero, then the

routine continues at block 2908, else the routine returns. In block 2908, the routine invokes

the fill hole routine and then returns.

30 Figure 30 is a flow diagram illustrating the processing of the broadcast routine

in one embodiment. This routine is invoked by the application program to broadcast a

message on the broadcast channel. This routine is passed the message to be broadcast. In
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decision block 3001, if this process has at least one neighbor, then the routine continues at

block 3002, else the routine returns since it is the only process connected to be broadcast

channel. In block 3002, the routine generates an internal message of the broadcast statement

type (i.e., broadcast stmt). In block 3003, the routine sets the sequence number of the

5 message. In block 3004, the routine invokes the distribute internal message routine to

broadcast the message on the broadcast channel. The routine returns.

Figure 31 is a flow diagram illustrating the processing of the acquire message

routine in one embodiment. The acquire message routine may be invokedby the application

program or by a callback routine provided by the application program. This routine returns a

10 message. In block 3101, the routine pops the message from the message queue of the

broadcast channel. In decision block 3102, if a message was retrieved, then the routine

returmms an indication of success, else the routine returns indication of failure.

Figures 32-34 are flow diagrams illustrating the processing of messages

associated with the neighbors with empty ports condition. Figure 32 is a flow diagram

illustrating processing of the handle condition check message in one embodiment. This 
message is sent by a neighborprocessthat has one hole and has received a request to connect

= to a hole of this process. In decision block 3201, if the number of holes of this process is

= equal to one, then the routine continues at block 3202, else the neighbors with empty ports
“ condition does not exist any more and the routine returns. In decision block 3202, if the

sending neighbor and this process have the same set of neighbors, the routine continues at

block 3203, else the routine continues at block 3205. In block 3203, the routineinitializes a

condition double check message(i.e., condition_double_check) with the list of neighbors of

 

this process. In block 3204, the routine sends the messageinternally to a neighbor other than

sending neighbor. The routine then returns. In block 3205, the routine selects a neighbor of

25 the sending process that is not also a neighbor of this process. In block 3206, the routine

sends a condition repair message (i.e., conditionrepairstmt) externally to the selected

process. In block 3207, the routine invokes the add neighbor routine to add the selected

neighboras a neighborofthis process and then returns.

Figure 33 is a flow diagram illustrating processing of the handle condition

30 repair statement routine in one embodiment. This routine removes an existing neighbor and

connects to the process that sent the message. In decision block 3301, if this process has no

holes, then the routine continues at block 3302, else the routine continues at block 3304. In
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block 3302, the routine selects a neighbor that is not involved in the neighbors with empty

ports condition. In block 3303, the routine removes the selected neighbor as a neighbor of

this process. Thus, this process that is executing the routine now hasat least one hole. In

block 3304, the routine invokes the add neighbor routine to add the process that sent the

5 message as a neighborof this process. The routine then returns.

Figure 34 is a flow diagram illustrating the processing of the handle condition

double check routine. This routine determines whether the neighbors with empty ports

condition really is a problem or whether the broadcast channel is in the small regime. In

decision block 3401, if this process has one hole, then the routine continues at block 3402,

10 else the routine continues at block 3403. If this process does not have onehole, then the set

of neighbors of this processis not the sameas the set of neighbors of the sending process. In

decision block 3402, if this process and the sending process have the sameset of neighbors,

then the broadcast channel is not in the small regime andthe routine continues at block 3403,

else the routine continues at block 3406. In decision block 3403, if this process has no holes,

then the routine returns, else the routine continues at block 3404. In block 3404, the routine

sets the estimated diameter for this process to one. In block 3405, the routine broadcasts a 
diameterreset internal message(i.e., diameter_reset) indicating that the estimated diameteris

one and then returns. In block 3406, the routine creates a list of neighbors of this process. In

block 3407, the routine sends the condition check message(i.e., conditioncheckstmt) with

the list of neighbors to the neighbor who sent the condition double check message and then
= returns.

 
From the above description, it will be appreciated that although specific

embodiments of the technology have been described, various modifications may be made

without deviating from the spirit and scope of the invention. For example, the

25 communications on the broadcast channel may be encrypted. Also, the channel instance or

session identifier may be a very large number(e.g., 128 bits) to help prevent an unauthorized

user to maliciously tap into a broadcast channel. The portal computer may also enforce

security and not allow an unauthorized user to connect to the broadcast channel.

Accordingly, the inventionis not limited except by the claims.
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CLAIMS

1 1. A computer-based method for adding a participant to a network of

2 participants, each participant being connected to three or more other participants, the method

3. comprising:

4 identifying pair of participants of the network that are connected;

5 disconnecting the participants of the identified pair from each other; and

6 connecting each participant of the identified pair of participants to the

7 addedparticipant.

2. The method of claim 1 wherein each participant is connected to 4

participants. 
3. The method of claim 1 wherein the identifying of a pair includes

= 2 randomly selecting a pair of participants that are connected.

1 4, The method of claim 3 wherein the randomlyselecting of a pair includes 2 sending a message through the network on a randomly selected path.

1 5. The method of claim 4 wherein whena participant receives the message,

2_the participant sends the message to a randomly selected participant to whichit is connected.

1 6. The method of claim 4 wherein the randomly selected path is

2 approximately proportional to the diameter of the network.

1 7, The method of claim 1 wherein the participant to be added requests a

2 portal computerto initiate the identifying of the pair ofparticipants.
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1 8. The method of claim 7 wherein the initiating of the identifying of the

2 pair of participants includes the portal computer sending a message to a connected

3 participant requesting an edge connection.

1 9. The method of claim 8 wherein the portal computer indicates that the

2 message is to travel a certain distance and wherein the participant that receives the message

3 after the message hastraveled that certain distance is one of the participants of the identified

4 pair of participants.

1 10. The method of claim 9 wherein the certain distance is approximately

2 twice the diameter of the network.

1 11. The method of claim 1 wherein the participants are connected via the

2 Internet. 
= 1 12. The method of claim 1 wherein the participants are connected via

=: 2 TCP/IP connections.

 1 13. The method of claim 1 wherein the participants are computer processes.

1 14. A computer-based method for adding nodesto a graph that is m-regular

2 and m-connected to maintain the graph as m-regular, where m is four or greater, the method

3 comprising:

4 identifying p pairs of nodes of the graph that are connected, wherep is

5 one half of m;

6 disconnecting the nodes of each identified pair from each other; and

7 connecting each nodeofthe identified pairs of nodes to the added node.

1 15. The method of claim 14 wherein identifying of the p pairs of nodes

2 includes randomly selecting a pair of connected nodes.
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1 16. The method of claim 14 wherein the nodes are computers and the

2 connections are point-to-point communications connections.

1 17. The method of claim 14 wherein m is even.

1 18. A method of initiating adding of a participant to a network, the method

2 comprising:

3 receiving a connection message from the participant to be added; and

4 sending a connection edge search message to a neighbor participant of

5 the participant that received the message wherein the connection edge search message is

6 forwarded to neighbor participants until a participant that receives the connection edge

7 search message decides to connectto the participant to be added.

1 19. The method of claim 18 wherein the sent connection edge search

2 message includes an indication of the numberofparticipants to which the connection edge 
ii

Ww search message should be forwarded.

1 20. The method of claim 19 wherein the numberof participants is based on

2 the diameter of the network. 
1 21. The method of claim 19 wherein the number of participants 1s

2 approximately twice the diameter.

1 22. The method of claim 18 wherein when a participant decides to connect

2 to the participant to be added, the neighbor participant that sent the connection edge search

3. message to the participant that decided to connect also decides to connect to the participant

4 to be added.

1 23. The method of claim 18 wherein participants that receive the connection

2 edge search message forward the connection edge search message to a randomly selected

3 neighbor.
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1 24. A method in a computer system for connecting to a new participant of a

2 network, the method comprising:

3 receiving at a participant a connection edge search message;

4 identifying a neighbor participant of the participant that received the

5 connection edge search message;

6 notifying the neighborparticipant to connect to the new participant,

7 disconnecting the participant from the identified neighbor participant;

8 and

9 connecting the participant to the new participant.

1 25. The methodofclaim 24 including determining whetherthe participantis

- 2 the last participant in a path of participants through which the connection edge search

3 message wassent.

1 26. The method of claim 25 wherein whenthe participant is not the last 
= 2 participant in the path, sending the connection edge search message to a neighbor of the

= 3 participant.

1 27. The method of claim 26 including randomly selecting the neighbor 
2 participant to which the connection edge search message is to be sent.

1 28. The method of claim 24 wherein the received connection edge search

2 message includes an indication of the number of participants through which the connection

3 edge search messageisto be sent.

1 29. The method of claim 24 including when the participant is already a

2 neighbor of the new participant, sending the connection edge search message to a neighbor

3 participant of the participant.

1 30. The method of claim 24 wherein the participants are computer

2 ‘processes.
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1 31. The method of claim 24 wherein the connections are point-to-point

2 connections.

1 32. A computer-readable medium containing instructions for controlling a

2 computer system to connect a participant to a network of participants, each participant being

3 connected to three or more other participants, the network representing a broadcast channel

4 wherein each participant forwards broadcast messages that it receives to its neighbor

5 participants, by a method comprising:

6 identifying a pair of participants of the network that are connected;

7 disconnecting the participants of the identified pair from each other; and

8 connecting each participant of the identified pair of participants to the

added participant.

33. The computer-readable medium of claim 32 wherein each participantis 
connected to 4 participants.

1 34. The computer-readable medium of claim 32 wherein the identifying of a

2 pair includes randomlyselecting a pair of participants that are connected. 
1 35. The computer-readable medium of claim 34 wherein the randomly

2 selecting of a pair includes sending a message through the network on a randomly selected

3. path.

1 36. The computer-readable medium of claim 35 wherein whenaparticipant

2 receives the message, the participant sends the message to a randomly selected participantto

3. which it is connected.

1 37. The computer-readable medium of claim 35 wherein the randomly

2 selected path is approximately twice a diameter of the network.
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1 38. The computer-readable medium of claim 32 wherein the participant to

2 be added requests a portal computerto initiate the identifying of the pair of participants.

1 39. The computer-readable medium of claim 38 wherein the initiating of the

2 identifying of the pair of participants includes the portal computer sending a message to a

3 connected participant requesting an edge connection.

1 40. The computer-readable medium of claim 38 wherein the portal

2 computer indicates that the messageis to travel a certain distance and wherein the participant

3 that receives the message after the message has traveled that certain distance is one of the

4 identified pair of participants.

1 41. A method in a computer system for connecting to a participant of a

2 network, the method comprising:

3 receiving at a participant a connection port search message sent by a 
= 4 requesting participant; and

= 5 when the participant has a port that is available through which it can

6 connect to the requesting participant,

7 sending a port connection message to the requesting

8 participant proposing that the requesting participant connect to the available port of the

9 participant; and

 
10 when the participant receives a port proposal response

11 message that indicates the requesting participant accepts to connect to the available port,

12 connecting the participant to the requesting participant.

1 42. The method of claim 41 including:

2 whenthe participant does not have a port that is available through which

3 it can connectto the requesting participant, sending the connection port search message to a

4 neighborparticipant.
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1 43. The method of claim 41 wherein a port is available when the requesting

2 participant is not already connected to the participant and the participant has an empty port.

1 44. A method in a computer system of detecting neighbors with empty ports

2 condition in a network, the method comprising:

3 receiving at a first participant a connection port search message

4 indicating that a second participant has an empty port; and

5 whenthe first participant is already connected to the second participant

6 andthe first participant has an empty port, sending a condition check message from thefirst

7 participant to the second participant wherein the condition check message identifies

8 neighbors ofthe first participant.

45. The method of claim 44 including:

whenthe second participant receives the condition check message, 
when the second participant does not have the same

= 4 neighbors as the first participant, sending a condition repair message to third participant that

= § isa neighborof the first participant but is not a neighbor of the second participant. 

 =o 46. The method of claim 45 including:
= 2 whenthethird participant receives the condition repair message,

3 disconnecting from a neighbor of the third participant

4 other than the first participant; and

5 connecting to the secondparticipant.

1 47. The methodof claim 44 including:

2 whenthe second participant receives the condition check message,

3 whenthe secondparticipant has the same neighborsas the

4 first participant, sending a condition double check message to a third participant that is a

5 neighbor of the second participant.

1 48. The method of claim 47 including:

[03004-8002/SL003733.099] ~47- 713.1100
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whenthe third participant receives the condition double check message,

when the third participant does not have the same

neighbors as the first participant, sending a condition check message to a fourth participant

that is not the first participant or the second participant.

49. The method of claim 48 including:

when the fourth participant receives the condition check message,

sending a condition repair message to a fifth participant

directing the fifth participant to connect to the first participant or the second participant.
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EXPRESS MAIL NO. EL404935398US

@ 6
JOINING A BROADCAST CHANNEL

CROSS-REFERENCE TO RELATED APPLICATIONS

This application is related to U.S. Patent Application No. ,

entitled “BROADCASTING NETWORK,” filed on July 31, 2000 (Attorney Docket

No. 030048001 US); U.S. Patent Application No. , entitled “JOINING A

BROADCAST CHANNEL,”filed on July 31, 2000 (Attorney Docket No. 030048002 US);

U.S. Patent Application No. “LEAVING A BROADCAST CHANNEL,”

filed on July 31, 2000 (Attorney Docket No. 030048003 US); U.S. Patent Application

No. , entitled “BROADCASTING ON A BROADCAST CHANNEL,”filed

on July 31, 2000 (Attorney Docket No. 030048004 US); U.S. Patent Application

 

 No. entitled “CONTACTING A BROADCAST CHANNEL,” filed on

July 31,2000 (Attorney Docket No. 030048005 US); U.S. Patent Application

No. , entitled “DISTRIBUTED AUCTION SYSTEM,” filed on

July 31,2000 (Attorney Docket No. 030048006 US); U.S. Patent Application

No. __ , entitled “AN INFORMATION DELIVERY SERVICE,” filed on

July 31,2000 (Attorney Docket No. 030048007 US); U.S. Patent Application

No. , entitled “DISTRIBUTED CONFERENCING SYSTEM,” filed on

July 31,2000 (Attorney Docket No. 030048008 US); and U.S. Patent Application

No. , entitled “DISTRIBUTED GAME ENVIRONMENT,” filed on

July 31, 2000 (Attorney Docket No. 030048009 US), the disclosures of which are

incorporated herein by reference.

TECHNICAL FIELD

The described technology relates generally to a computer network and more

particularly, to a broadcast channel for a subset of a computers of an underlying network.

BACKGROUND

There are a wide variety of computer network communications techniques such

as point-to-point network protocols, client/server middleware, multicasting network
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protocols, and peer-to-M™ middleware. Each of these Dcsication techniques have
their advantages and disadvantages, but noneis particularly well suited to the simultaneous

sharing of information among computers that are widely distributed. For example,

collaborative processing applications, such as a network meeting programs, have a need to

distribute information in a timely mannerto all participants who may be geographically

distributed.

The point-to-point network protocols, such as UNIX pipes, TCP/IP, and UDP,

allow processes on different computers to communicate via point-to-point connections. The

interconnection of all participants using point-to-point connections, while theoretically

possible, does not scale well as a number of participants grows. For example, each

participating process would need to manageits direct connectionsto all other participating

processes. Programmers, however, find it very difficult to manage single connections, and

management of multiple connections is much more complex. In addition, participating

processes may be limited to the numberof direct connections that they can support. This

limits the numberofpossible participants in the sharing of information.

The client/server middleware systems provide a server that coordinates the

communications between the various clients who are sharing the information. The server

functions as a central authority for controlling access to shared resources. Examples of

client/server middleware systems include remote procedure calls (“RPC”), database servers,

and the common object request broker architecture (“CORBA”). Client/server middleware

systems are not particularly well suited to sharing of information among manyparticipants.

In particular, when a client stores information to be shared at the server, each other client

would need to poll the server to determine that new information is being shared. Such

polling places a very high overhead on the communications network. Alternatively, each

client may register a callback with the server, which the server then invokes when new

information is available to be shared. Such a callback technique presents a performance

bottleneck because a single server needs to call back to each client whenever new

information is to be shared. In addition, the reliability of the entire sharing of information

depends upon the reliability of the single server. Thus, a failure at a single computer(i.e.,

the server) would prevent communications betweenanyofthe clients.

The multicasting network protocols allow the sending of broadcast messagesto

multiple recipients of a network. The current implementations of such multicasting network

[03004-8002/SL003733.099] -2- 7/31/00
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protocols tend to place Diaracceptavic overhead on the inDine network. For example,
UDP multicasting would swampthe Internet when trying to locate all possible participants.

IP multicasting has other problemsthat include needing special-purpose infrastructure(e.g.,

routers) to support the sharing of informationefficiently.

The peer-to-peer middleware communications systems rely on a multicasting
network protocol or a graph of point-to-poimt network protocols. Such peer-to-peer

middleware is provided by the T.120 Internet standard, which is used in such products as

Data Connection’s D.C.-share and Microsoft’s NetMeeting. These peer-to-peer middleware

systems rely upon a user to assemble a point-to-point graph of the connections used for

sharing the information. Thus, it is neither suitable nor desirable to use peer-to-peer

middleware systems when more than a small numberofparticipants is desired. In addition,

the underlying architecture of the T.120 Internet standard is a tree structure, which relies on

the root nodeofthe tree forreliability of the entire network. That is, each message mustpass

through the root nodein order to be receivedbyall participants.

It would be desirable to have a reliable communications network that is

suitable for the simultaneous sharing of information among a large numberof the processes

that are widely distributed.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents a
broadcast channel.

Figure 2 illustrates a graph representing 20 computers connected to a broadcast

channel.

Figures 3A and 3Billustrate the process of connecting a new computerZ to the
broadcast channel.

Figure 4A illustrates the broadcast channel of Figure 1 with an added

computer.

Figure 4B illustrates the broadcast channel of Figure 4A with an added

computer.

Figure 4C also illustrates the broadcast channel of Figure 4A with an added

computer.
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Figure sADstrates the disconnecting of. from the broadcast
channel in a planned manner.

Figure 5B illustrates the disconnecting of a computer from the broadcast

channel in an unplanned manner. |
Figure SC illustrates the neighbors with empty ports condition.

Figure 5D illustrates two computers that are not neighbors who now have

empty ports.

Figure SE illustrates the neighbors with empty ports condition in the small

regime.

Figure 5F illustrates the situation of Figure 5E whenin the large regime.

Figure 6 is a block diagram illustrating components of a computer that is

connected to a broadcast channel.

Figure 7 is a block diagram illustrating the sub-components of the broadcaster

componentin one embodiment.

Figure 8 is a flow diagram illustrating the processing of the connect routine in

one embodiment.

Figure 9 is a flow diagram illustrating the processing of the seek portal

computer routine in one embodiment.

Figure 10 is a flow diagram illustrating the processing of the contact process
routine in one embodiment. |

Figure 11 is a flow diagram illustrating the processing of the connect request
routine in one embodiment.

Figure 12 is a flow diagram of the processing of the check for external call
routine in one embodiment.

Figure 13 is a flow diagram of the processing of the achieve connection routine

in one embodiment.

Figure 14 is a flow diagram illustrating the processing of the external

dispatcher routine in one embodiment.

Figure 15 is a flow diagram illustrating the processing of the handle seeking
connection call routine in one embodiment.

Figure 16 is a flow diagram illustrating processing of the handle connection

request call routine in one embodiment.
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Figure @, flow diagram illustrating the Bessie of the add neighbor
routine in one embodiment.

Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment.

Figure 19 is a flow diagram illustrating the processing of the handle edge

proposalcall routine.

Figure 20 is a flow diagram illustrating the processing of the handle port

connection call routine in one embodiment.

Figure 21 is a flow diagram illustrating the processing of the fill hole routine in

one embodiment.

Figure 22 is a flow diagram illustrating the processing ofthe internal dispatcher

routine in one embodiment.

Figure 23 is a flow diagram illustrating the processing of the handle broadcast

message routine in one embodiment.

Figure 24 is a flow diagram illustrating the processing of the distribute

broadcast messageroutine in one embodiment.

Figure 26 is a flow diagram illustrating the processing of the handle connection

port search statement routine in one embodiment.

Figure 27 is a flow diagram illustrating the processing of the court neighbor
routine in one embodiment.

Figure 28 is a flow diagram illustrating the processing of the handle connection

edge search call routine in one embodiment.

Figure 29 is a flow diagram illustrating the processing of the handle connection

edge search responseroutine in one embodiment.

Figure 30 is a flow diagram illustrating the processing of the broadcast routine
in one embodiment.

Figure 31 is a flow diagram illustrating the processing of the acquire message

routine in one embodiment. .

Figure 32 is a flow diagram illustrating processing of the handle condition

check message in one embodiment.

Figure 33 is a flow diagram illustrating processing of the handle condition

repair statement routine in one embodiment.
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Figure @flow diagram illustrating the proW#%ing of the handle condition
double check routine.

DETAILED DESCRIPTION

A broadcast technique in which a broadcast channel overlays a point-to-point

communications network is provided. The broadcasting of a message over the broadcast

channel is effectively a multicast to those computers of the network that are currently

connected to the broadcast channel. In one embodiment, the broadcast technique provides a

logical broadcast channel to which host computers through their executing processes can be

connected. Each computer that is connected to the broadcast channel can broadcast

messages onto and receive messages off of the broadcast channel. Each computer that is

connected to the broadcast channel receives all messages that are broadcast while it is

connected. The logical broadcast channel is implemented using an underlying network
system (e.g., the Internet) that allows each computer connected to the underlying network

system to send messages to each other connected computer using each computer’s address.

Thus, the broadcast technique effectively provides a broadcast channel using an underlying

network system that sends messages on a point-to-point basis.

The broadcast technique overlays the underlying network system with a graph

of point-to-point connections (i.e., edges) between host computers (i.e., nodes) through

which the broadcast channel is implemented. In one embodiment, each computer is

connected to four other computers, referred to as neighbors. (Actually, a process executing

on a computer is connected to four other processes executing on this or four other

computers.) To broadcast a message, the originating computer sends the message to each of

its neighbors using its point-to-point connections. Each computerthat receives the message

then sends the messageto its three other neighbors using the point-to-point connections. In

this way, the message is propagated to each computerusing the underlying networkto effect

the broadcasting of the message to each computer over a logical broadcast channel. A graph

in which each node is connected to four other nodes is referred to as a 4-regular graph. The

use of a 4-regular graph means that a computer would become disconnected from the

broadcast channel only if all four of the connectionsto its neighbors fail. The graph used by

the broadcast techniquealso has the property that it would take a failure of four computersto
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divide the graph into @... sub-graphs, that is two sep broadcast channels. This
property is referred to as being 4-connected. Thus, the graph is both 4-regular and 4-

connected.

Figure 1 illustrates a graph that is 4-regular and 4-connected which represents

the broadcast channel. Each of the nine nodes A-I represents a computerthat is connected to

the broadcast channel, and each of the edges represents an “edge” connection between two

computers of the broadcast channel. The time it takes to broadcast a message to each

computer on the broadcast channel depends on the speed of the connections between the

computers and the number of connections between the originating computer and each other

computer on the broadcast channel. The minimum numberof connections that a message

would need to traverse between each pair of computers is the “distance” between the

computers (i.e., the shortest path between the two nodes of the graph). For example, the

distance between computers A and F is one because computer A is directly connected to
computer F. The distance between computers A and B is two becausethere is no direct

connection between computers A and B, but computerF is directly connected to computer B.

Thus, a message originating at computer A would be sent directly to computer F, and then

sent from computer F to computer B. The maximum ofthe distances between the computers

is the “diameter” of broadcast channel. The diameter of the broadcast channel represented

by Figure 1 is two. That is, a message sent by any computer would traverse no more than

two connections to reach every other computer. Figure 2 illustrates a graph representing 20

computers connected to a broadcast channel. The diameter of this broadcast channel is 4. In

particular, the shortest path between computers 1 and 3 contains four connections (1-12, 12-

15, 15-18, and 18-3).

The broadcast technique includes (1) the connecting of computers to the

broadcast channel (i.e., composing the graph), (2) the broadcasting of messages over the

broadcast channel (i.e., broadcasting through the graph), and (3) the disconnecting of

computers from the broadcast channel(i.e., decomposing the graph) composing the graph.

Composing the Graph

To connect to the broadcast channel, the computer seeking the connection first

locates a computer that is currently fully connected to the broadcast channel and then

[03004-8002/SL003733.099] -7- 7/31/00
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establishes a connectiMapith four of the computers na already connected to the
broadcast channel. (This assumesthat there are at least four computers already connected to

the broadcast channel. When there are fewer than five computers connected, the broadcast

channel cannot be a 4-regular graph. In such a case, the broadcast channel is considered to

be in a “small regime.” The broadcast technique for the small regime is described below in

detail. When five or more computers are connected, the broadcast channel is considered to

be in the “large regime.” This description assumesthat the broadcast channelis in the large

regime, unless specified otherwise.) Thus, the process of connecting to the broadcast

channel includes locating the broadcast channel, identifying the neighbors for the connecting

computer, and then connecting to each identified neighbor. Each computer is aware of one

or more “portal computers” through which that computer may locate the broadcast channel.
A seeking computer locates the broadcast channel by contacting the portal computersuntil it

finds one that is currently fully connected to the broadcast channel. The found portal

computer then directs the identifying of four computers(i.e., to be the seeking computer’s

neighbors) to which the seeking computer is to connect. Each of these four computers then

cooperates with the seeking computerto effect the connecting of the seeking computerto the

broadcast channel. A computer that has started the process of locating a portal computer, but

does not yet have a neighbor, is in the “seeking connection state.” A computer that is

connected to at least one neighbor, but not yet four neighbors, is in the “partially connected

state.” A computerthat is currently, or has been, previously connected to four neighbors is

in the “fully connected state.”

Since the broadcast channel is a 4-regular graph, each of the identified

computers is already connected to four computers. Thus, some connections between

computers need to be broken so that the seeking computer can connect to four computers. In

one embodiment, the broadcast techniqueidentifies two pairs of computers that are currently

connected to each other. Each of these pairs of computers breaks the connection between

them, and then each of the four computers (two from each pair) connects to the seeking

computer. Figures 3A and 3Billustrate the process of a new computer Z connecting to the

broadcast channel. Figure 3A illustrates the broadcast channel before computer Z is
connected. The pairs of computers B and E and computers C andDarethe twopairs that are

identified as the neighbors for the new computer Z. The connections between each ofthese

pairs is broken, and a connection between computer Z and each of computers B, C, D, and E
[03004-8002/SL003733.099} -8- 7/31/00
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is established as indicaDy Figure 3B. The process of ©... the connection between
two neighbors and reconnecting each of the former neighbors to another computeris referred

to as “edge pinning” as the edge between two nodes may be consideredto be stretched and

pinnedto a new node.

5 Each computer connected to the broadcast channel allocates five

communications ports for communicating with other computers. Four of the ports are

referred to as “internal” ports because they are the ports through which the messages of the

broadcast channels are sent. The connections between internal ports of neighbors are

referred to as “internal” connections. Thus, the internal connections of the broadcast channel

10 form the 4-regular and 4-connected graph. The fifth port is referred to as an “external” port

because it is used for sending non-broadcast messages between two computers. Neighbors

can send non-broadcast messages either through their internal ports of their connection or

through their external ports. A seeking computer uses external ports when locating a portal computer.

15 In one embodiment, the broadcast technique establishes the computer

connections using the TCP/IP communications protocol, which is a point-to-point protocol,

as the underlying network. The TCP/IP protocol provides for reliable and ordered delivery

of messages between computers. The TCP/IP protocol provides each computer with a “port

aft

space”that is shared amongall the processes that may execute on that computer. Theports

20 are identified by numbers from 0 to 65,535. The first 2056 ports are reserved for specificPOR
applications (e.g., port 80 for HTTP messages). The remainder of the ports are user ports

that are available to any process. In one embodiment, a set of port numbers can be reserved

for use by the computer connected to the broadcast channel. In an alternative embodiment,

the port numbers used are dynamically identified by each computer. Each computer

25 dynamically identifies an available port to be usedasits call-in port. This call-in port is used

to establish connections with the external port and the internal ports. Each computerthat is

connected to the broadcast channel can receive non-broadcast messages through its external

port. A seeking computer tries “dialing” the port numbers of the portal computers until a

portal computer “answers,” a call on its call-in port. A portal computer answers whenitis

30 connected to or attempting to connect to the broadcast channelandits call-in port is dialed.

(In this description, a telephone metaphor is used to describe the connections.) When a

computer receives a call on its call-in port, it transfers the call to another port. Thus, the

[03004-8002/SL003733.099] -9- 7/31/00
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seeking computer actudMBommunicates through that transi port, which is the external
port. Thecall is transferred so that other computers can place calls to that computer via the

call-in port. The seeking computer then communicates via that external port to request the

portal computer to assist in connecting the seeking computer to the broadcast channel. The

seeking computer could identify the call-in port numberof a portal computer by successively

dialing each port in port numberorder. Asdiscussed belowin detail, the broadcast technique

uses a hashing algorithm to select the port number order, which may result in improved

performance.

A seeking computer could connect to the broadcast channel by connecting to

computers either directly connected to the found portal computeror directly connected to one

of its neighbors. A possible problem with such a schemefor identifying the neighbors for

the seeking computer is that the diameter of the broadcast channel may increase when each

seeking computer uses the same found portal computer and establishes a connection to the

broadcast channel directly through that found portal computer. Conceptually, the graph

becomes elongated in the direction of where the new nodes are added. Figures 4A-4C

illustrate that possible problem. Figure 4A illustrates the broadcast channel of Figure 1 with

an added computer. Computer J was connected to the broadcast channel by edge pinning

edges C-D and E-H to computer J. The diameter of this broadcast channel is still two.

Figure 4B illustrates the broadcast channel of Figure4A with an added computer.

Computer K was connected to the broadcast channel by edge pinning edges E-J and B-C to

computer K. The diameter of this broadcast channelis three, because the shortest path from

computer G to computer K is through edges G-A, A-E, and E-K. Figure 4C also illustrates

the broadcast channel of Figure 4A with an added computer. Computer K was connected to

the broadcast channel by edge pinning edges D-G and E-J to computer K. The diameter of

this broadcast channel is, however, still two. Thus, the selection of neighbors impacts the

diameter of the broadcast channel. To help minimize the diameter, the broadcast technique

uses a random selection technique to identify the four neighbors of a computerin the seeking

connection state. The random selection technique tends to distribute the connections to new

seeking computers throughout the computers of the broadcast channel which mayresult in
smaller overall diameters.

[03004-8002/SL003733.099] -10- 7/31/00
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Broadcasting Through _
As described above, each computer that is connected to the broadcast channel

can broadcast messages onto the broadcast channel and doesreceive all messages that are

broadcast on the broadcast channel. The computerthat originates a message to be broadcast

5 sends that message to each of its four neighbors using the internal connections. When a

computer receives a broadcast message from a neighbor, it sends the message to its three

other neighbors. Each computer on the broadcast channel, except the originating computer,

will thus receive a copy of each broadcast message from each of its four neighbors. Each

computer, however, only sendsthe first copy of the message that it receives to its neighbors

10 and disregards subsequently received copies. Thus, the total number of copies of a message

that is sent between the computers is 3N+1, where N is the number of computers connected

to the broadcast channel. Each computer sends three copies of the message, except for the

originating computer, which sends four copies of the message.

The redundancy of the message sending helps to ensure the overall reliability

of the broadcast channel. Since each computer has four connections to the broadcast

channel, if one computer fails during the broadcast of a message, its neighbors have three

other connections through which they will receive copies of the broadcast message. Also, if

the internal connection between two computers’ is slow, each computer has three other
 

connections through whichit may receive a copy of each message sooner.

20 Each computer that originates a message numbers its own messages

sequentially. Because of the dynamic nature of the broadcast channel and becausethere are

many possible connection paths between computers, the messages may be received out of

order. For example, the distance between an originating computer and a certain receiving

computer may be four. After sending the first message, the originating computer and

25 receiving computer may becomeneighbors and thus the distance between them changesto

one. Thefirst message may haveto travel a distance of four to reach the receiving computer.

The second message only hasto travel a distance of one. Thus, it is possible for the second

message to reach the receiving computer before thefirst message.

When the broadcast channelis in a steady state (i.e., no computers connecting

30 or disconnecting from the broadcast channel), out-of-order messages are not a problem

because each computer will eventually receive both messages and can queue messagesuntil

all earlier ordered messages are received. If, however, the broadcast channel is not in a

[03004-8002/SL003733.099] -l1- 7/31/00
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steady state, then rol can occur. In particular, a once: may connect to the
broadcast channel after the second message has already been received and forwarded on by

its new neighbors. When a new neighboreventually receivesthe first message, it sends the

message to the newly connected computer. Thus, the newly connected computer will receive

5 the first message, but will not receive the second message. If the newly connected computer

needs to process the messagesin order, it would wait indefinitely for the second message.

Onesolution to this problem is to have each computer queue all the messages

that it receives until it can send them in their proper order to its neighbors. This solution,

however, may tend to slow down the propagation of messages through the computers of the

10 broadcast channel. Another solution that may have less impact on the propagation speed is

to queue messages only at computers who are neighbors of the newly connected computers.

Each already connected neighbor would forward messages as it receives them to its other

neighbors who are not newly connected, but not to the newly connected neighbor. The

already connected neighbor would only forward messages from each originating computerto

the newly connected computer when it can ensure that no gaps in the messages from that

originating computer will occur. In one embodiment, the already connected neighbor may

track the highest sequence numberof the messages already received and forwarded on from

each originating computer. The already connected computer will send only higher numbered
 

messages from the originating computers to the newly connected computer. Onceall lower

20 numbered messages have been received from all originating computers, then the already

connected computer can treat the newly connected computer as its other neighbors and

simply forward each messageas it is received. In another embodiment, each computer may

queue messages and only forwards to the newly connected computer those messages as the
gaps are filled in. For example, a computer might receive messages 4 and 5 and then receive

25 message 3. In sucha case, the already connected computer would forward queue messages 4

and 5. When message 3 is finally received, the already connected computer will send

messages3, 4, and 5 to the newly connected computer. If messages 4 and 5 weresentto the

newly connected computer before message 3, then the newly connected computer would

process messages 4 and 5 and disregard message 3. Because the already connected computer

30 queues messages 4 and 5, the newly connected computer will be able to process message 3.

It is possible that a newly connected computer will receive a set of messages from an

originating computer through one neighbor and then receive another set of message from the

[03004-8002/SL003733.099] -12- 7/31/00
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sameoriginating compABiroush another neighbor. If the @. set of messages contains
a message that is ordered earlier than the messages of the first set received, then the newly

connected computer may ignore that earlier ordered message if the computer already

processed those later ordered messages.

5 Decomposing the Graph

A connected computer disconnects from the broadcast channel either in a

planned or unplanned manner. When a computer disconnects in a planned manner,it sends a

disconnect messageto each of its four neighbors. The disconnect messageincludesa list that

identifies the four neighbors of the disconnecting computer. When a neighborreceives the

10 disconnect message, it tries to connect to one of the computers on the list. In one

embodiment, the first computer in the list will try to connect to the second computerin the

list, and the third computerin the list will try to connect to the fourth computerin thelist. If

a computer cannot connect(e.g., the first and second computers are already connected), then

the computers may try connecting in various other combinations. If connections cannot be

established, each computer broadcasts a messagethat it needs to establish a connection with

another computer. When a computer with an available internal port receives the message,it

can then establish a connection with the computer that broadcast the message. Figures 5A-

SD illustrate the disconnecting of a computer from the broadcast channel. Figure 5A
 

illustrates the disconnecting of a computer from the broadcast channel in a planned manner.

20 When computer H decides to disconnect, it sendsits list of neighbors to each of its neighborsEG

a 3= (computers A, E, F and I) and then disconnects from each of its neighbors. When

computers A and I receive the message they establish a connection between them as

indicated by the dashedline, and similarly for computers E andF.

When a computer disconnects in an unplanned manner, such as resulting from

25 a power failure, the neighbors connected to the disconnected computer recognize the

disconnection when each attempts to send its next message to the now disconnected

computer. Each former neighborof the disconnected computer recognizes that it is short one

connection (i.é., it has a hole or empty port). When a connected computerdetects that one of

its neighbors is now disconnected, it broadcasts a port connection request on the broadcast

30 channel, which indicates that it has one internal port that needs a connection. The port

connection request identifies the call-in port of the requesting computer. When a connected
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computer that is also @ a connection receives the conne@™®n request, it communicates
with the requesting computer through its external port to establish a connection between the

two computers. Figure 5B illustrates the disconnecting of a computer from the broadcast

channel in an unplanned manner. In thisillustration, computer H has disconnected in an

5 unplanned manner. Wheneach ofits neighbors, computers A, E, F, and I, recognizes the

disconnection, each neighbor broadcasts a port connection request indicating that it needs to

fill an empty port. As shown by the dashed lines, computers F and I and computers A and E

respond to each other’s requests and establish a connection.

It is possible that a planned or unplanned disconnection may result in two

10 neighbors each having an empty internal port. In such a case, since they are neighbors, they
are already connected and cannotfill their empty ports by connecting to each other. Such a

condition is referred to as the “neighbors with empty ports” condition. Each neighbor

broadcasts a port connection request when it detects that it has an empty port as described

above. Whena neighborreceives the port connection request from the other neighbor,it will 
15 recognize the condition that its neighbor also has an empty port. Such a condition may also

occur when the broadcast channel is in the small regime. The condition can only be

corrected when in the large regime. Whenin the small regime, each computerwill have less

than four neighbors. To detect this condition in the large regime, which would be a problem

isi
wi

if not repaired, the first neighbor to receive the port connection request recognizes the

20 condition and sends a condition check message to the other neighbor. The condition check

message includes a list of the neighbors of the sending computer. When the receivingeei
computer receives the list, it compares the list to its own list of neighbors. If the lists are

different, then this condition has occurred in the large regime andrepair is needed. Torepair

this condition, the receiving computer will send a condition repair request to one of the

25 neighbors of the sending computer which is not already a neighbor of the receiving

computer. When the computerreceives the condition repair request, it disconnects from one

of its neighbors (other than the neighborthat is involved with the condition) and connects to

the computer that sent the condition repair request. Thus, one of the original neighbors

involved in the condition will have had a port filled. However, two computersarestill in

30 need of a connection, the other original neighbor and the computer that is now disconnected

from the computerthat received the condition repair request. Those two computers send out

port connection requests. If those two computersare not neighbors,then they will connectto
[03004-8002/SL003733.099} -14- 7/31/00
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each other when they @.. the requests. If, however, theo computers are neighbors,
then they repeat the condition repair process until two non-neighbors are in need of

connections.

It is possible that the two original neighbors with the condition may have the

same set of neighbors. When the neighbor that receives the condition check message

determinesthat the sets of neighbors are the same, it sends a condition double check message

to one of its neighbors other than the neighbor who also has the condition. When the

computer receives the condition double check message, it determines whetherit has the same

set of neighbors as the sending computer. If so, the broadcast channelis in the small regime

and the condition is not a problem. If the set of neighbors are different, then the computer

that received the condition double check message sends a condition check message to the

original neighbors with the condition. The computer that receives that condition check

message directs one of it neighbors to connect to one of the original neighbors with the

condition by sending a condition repair message. Thus, one of the original neighbors with

the condition will have its port filled.

Figure 5C illustrates the neighbors with empty ports condition. In this

illustration, computer H disconnected in an unplanned manner, but computers F and I

responded to the port connection request of the other and are now connected together. The

other former neighbors of computer H, computers A and E, are already neighbors, which

givesrise to the neighbors with empty ports condition. In this example, computer E received

the port connection request from computer A, recognized the possible condition, and sent

(since they are neighbors via the internal connection) a condition check message withalist

of its neighbors to computer A. When computer A received the list, it recognized that

computer E hasa different set of neighbor(i.e., the broadcast channelis in the large regime).

Computer A selected computer D, which is a neighbor of computer E andsentit a condition

repair request. When computerD received the condition repair request, it disconnected from

one of its neighbors (other than computer E), which is computer G in this example.

Computer D then connected to computer A. Figure 5D illustrates two computersthatarenot

neighbors who now have empty ports. Computers E and G now have empty ports and are

not currently neighbors. Therefore, computers E and G can connect to each other.

Figures 5E and SF further illustrate the neighbors with empty ports condition.

Figure SE illustrates the neighbors with empty ports condition in the small regime. In this
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example, if computer @isconnectes in an unplanned @.... then each computer
broadcasts a port connection request when it detects the disconnect. When computer A

receives the port connection request form computer B, it detects the neighbors with empty

ports condition and sends a condition check message to computer B. Computer B recognizes

5 that it has the same set of neighbors (computer C and D) as computer A and then sends a

condition double check message to computer C. Computer C recognizes that the broadcast

channel is in the small regime becauseis also has the same set of neighbors as computers A

and B, computer C may then broadcast a message indicating that the broadcast channelis in

the small regime.

10 Figure 5F illustrates the situation of Figure 5E when in the large regime. As

discussed above, computer C receives the condition double check message from computer B.

In this case, computer C recognizes that the broadcast channelis in the large regime because

it has a set of neighbors that is different from computer B. The edges extending up from

computer C and D indicate connections to other computers. Computer C then sends a

15 condition check message to computer B. When computer B receives the condition check 
message, it sends a condition repair message to one of the neighbors of computer C. The

computer that receives the condition repair message disconnects from one ofits neighbors,

other than computer C, and tries to connect to computer B and the neighbor from whichit
TDatSyaellESPa

disconnected tries to connect to computer A.

20 Port SelectionCete
As described above, the TCP/IP protocol designates ports above number 2056

as user ports. The broadcast technique uses five user port numbers on each computer: one

external port and four internal ports. Generally, user ports cannot bestatically allocated to

an application program because other applications programs executing on the same computer

25 may use conflicting port numbers. Asa result, in one embodiment, the computers connected

to the broadcast channel dynamically allocate their port numbers. Each computer could

simply try to locate the lowest number unusedport on that computer and use that port as the

call-in port. A seeking computer, however, does not know in advance the call-in port

number of the portal computers when the port numbers are dynamically allocated. Thus, a

30 seeking computer needs to dial ports of a portal computer starting with the lowest port

number whenlocating the call-in port of a portal computer. If the portal computer is
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connected to (or attemyfl to connect to) the broadcast char¥a@7, then the seeking computer
would eventually find the call-in port. If the portal computer is not connected, then the

seeking computer would eventually dial every user port. In addition, if each application

program on a computertried to allocate low-ordered port numbers, then a portal computer

may end up with a high-numberedport forits call-in port because many of the low-ordered

port numbers would be used by other application programs. Since the dialing of a port is a

relatively slow process, it would take the seeking computer a long timeto locate the call-in

port of a portal computer. To minimize this time, the broadcast technique uses a port

ordering algorithm to identify the port numberorder that a portal computer should use when

finding an available port for its call-in port. In one embodiment, the broadcast technique

uses a hashing algorithm to identify the port order. The algorithm preferably distributes the

ordering of the port numbers randomly through out the user port number space and only

selects each port number once. In addition, every time the algorithm is executed on any

computer for a given channel type and channelinstance, it generates the same port ordering.

As described below, it is possible for a computer to be connected to multiple broadcast

channels that are uniquely identified by channel type and channel instance. The algorithm

may be “seeded” with channel type and channel instance in order to generate a unique

ordering of port numbers for each broadcast channel. Thus, a seeking computerwill dial the

ports of a portal computer in the same order as the portal computer used whenallocatingits

call-in port.

If many computers are at the same time seeking connection to a broadcast

channel through a single portal computer, then the ports of the portal computer may be busy

whencalled by seeking computers. The seeking computers would typically need to keep on

redialing a busy port. The processof locating a call-in port may besignificantly slowed by

such redialing. In one embodiment, each seeking computer may each reorder the first few

port numbers generated by the hashing algorithm. For example, each seeking computer

could randomly reorder the first eight port numbers generated by the hashing algorithm. The

random ordering could also be weighted where the first port number generated by the

hashing algorithm would have a 50/ chance of beingfirst in the reordering, the secondport

number would have a 25Y chanceofbeing first in the reordering, and so on. Becausethe

seeking computers would use different orderings, the likelihood of finding a busy port is

reduced. For example, if the first eight port numbers are randomly selected, then it is
[03004-8002/SL003733.099] -17- 7/31/00
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possible that eight | computers could be simultane dialing ports in different
sequences which would reducethe chancesofdialing a busyport.

Locating a Portal Computer 

Each computer that can connect to the broadcast channel hasa list of one or

more portal computers through which it can connect to the broadcast channel. In one

embodiment, each computer has the same set of portal computers. A seeking computer

locates a portal computer that is connected to the broadcast channel by successively dialing

the ports of each portal computer in the order specified by an algorithm. A seeking computer

could select the first portal computer and then dial all its ports until a call-in port of a

computer that is fully connected to the broadcast channel is found. If no call-in port is

found, then the seeking computer would select the next portal computer and repeat the

process until a portal computer with such a call-in port is found. A problem with such a

seeking technique is that all user ports of each portal computer are dialed until a portal

computer fully connected to the broadcast channel is found. In an alternate embodiment, the

seeking computer selects a port numberaccording to the algorithm and then dials each portal

computerat that port number. If no acceptable call-in port to the broadcast channel is found,

then the seeking computer selects the next port number and repeats the process. Since the

call-in ports are likely allocated at lower-ordered port numbers, the seeking computerfirst

dials the port numbers that are most likely to be call-in ports of the broadcast channel. The

seeking computers may have a maximum search depth, that is the numberofports that it will

dial when seeking a portal computer that is fully connected. If the seeking computer

exhausts its search depth, then either the broadcast channel has not yet been establishedor, if

the seeking computer is also a portal computer, it can then establish the broadcast channel

with itself as the first fully connected computer.

When a seeking computer locates a portal computer that is itself not fully

connected, the two computers do not connect when they first locate each other because the

broadcast channel may already be established and accessible through a higher-ordered port

number on another portal computer. If the two seeking computers were to connect to each

other, then two disjoint broadcast channels would be formed. Each seeking computer can

share its experiencein trying to locate a portal computer with the other seeking computer. In

particular, if one seeking computerhas searchedall the portal computers to a depth of eight,
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then the one seeking co__ter can sharethatit has searched AM depth of eight with another
seeking computer. If that other seeking computer has searched to a depth of, for example,

only four, it can skip searching through depths five through eight and that other seeking

computer can advanceits searching to a depth of nine.

In one embodiment, each computer may have a different set of portal

computers and a different maximum search depth. In such a situation, it may be possible that

two disjoint broadcast channels are formed because a seeking computer cannotlocate a fully

connected port computer at a higher depth. Similarly, if the set of portal computers are

disjoint, then two separate broadcast channels would be formed.

Identifying Neighbors for a Seeking Computer

As described above, the neighbors of a newly connecting computer are

preferably selected randomly from theset of currently connected computers. One advantage

of the broadcast channel, however, is that no computer has global knowledge of the

broadcast channel. Rather, each computer has local knowledge of itself and its neighbors.

This limited local knowledge has the advantage that all the connected computers are peers

(as far as the broadcasting is concerned) and the failure of any one computer(actually any

three computers when in the 4-regular and 4-connect form) will not cause the broadcast

channelto fail. This local knowledge makesit difficult for a portal computer to randomly

select four neighbors for a seeking computer.

To select the four computers, a portal computer sends an edge connection

request message through one ofits internal connections that is randomly selected. The

receiving computer again sends the edge connection request message through one ofits

internal connections that is randomly selected. This sending of the message correspondsto a

random walk through the graph that represents the broadcast channel. Eventually, a

receiving computer will decide that the message has traveled far enough to represent a

randomly selected computer. That receiving computer will offer the internal connection

upon which it received the edge connection request message to the seeking computer for

edge pinning. Of course, if either of the computers at the end of the offered internal

connection are already neighbors of the seeking computer, then the seeking computer cannot

connect through that internal connection. The computer that decided that the message has
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traveled far enough mctect this condition of already 2. a neighbor and send the
message to a randomly selected neighbor.

In one embodiment, the distance that the edge connection request message

travels is established by the portal computer to be approximately twice the estimated

diameter of the broadcast channel. The message includes an indication of the distance that it

is to travel. Each receiving computer decrements that distance to travel before sending the

message on. The computer that receives a message with a distance to travel that is zero is

considered to be the randomly selected computer. If that randomly selected computer cannot

connect to the seeking computer (e.g., because it is already connected to it), then that

randomly selected computer forwards the edge connection request to one of its neighbors

with a new distance to travel. In one embodiment, the forwarding computer toggles the new

distance to travel between zero and one to help prevent two computers from sending the

message back and forth between each other.

Because of the local nature of the information maintained by each computer

connected to the broadcast channel, the computers need not generally be aware of the

diameter of the broadcast channel. In one embodiment, each message sent through the

broadcast channel has a distance traveled field. Each computer that forwards a message

increments the distance traveled field. Each computer also maintains an estimated diameter

of the broadcast channel. When a computer receives a message that has traveled a distance

that indicates that the estimated diameter is too small, it updates its estimated diameter and

broadcasts an estimated diameter message. When a computerreceives an estimated diameter

messagethat indicates a diameterthat is larger than its own estimated diameter, it updates its

own estimated diameter. This estimated diameter is used to establish the distance that an

edge connection request message shouldtravel.

External Data Representation

The computers connected to the broadcast channel mayinternally store their

data in different formats. For example, one computer may use 32-bit integers, and another

computer may use 64-bit integers. As another example, one computer may use ASCII to

represent text and another computer may use Unicode. To allow communications between

heterogeneous computers, the messages sent over the broadcast channel may use the XDR

(“eXternal Data Representation”) format.
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The unaMe peer-to-peer communicationMRotocol may send multiple
messages in a single message stream. Thetraditional technique for retrieving messages from

a stream has been to repeatedly invoke an operating system routine to retrieve the next

message in the stream. Theretrieval of each message may require twocalls to the operating

system: one to retrieve the size of the next message and the other to retrieve the number of

bytes indicated by the retrieved size. Such calls to the operating system can, however, be

very slow in comparison to the invocations of local routines. To overcomethe inefficiencies

of such repeated calls, the broadcast technique in one embodiment, uses XDRto identify the

message boundaries in a stream of messages. The broadcast technique may request the

operating system to provide the next, for example, 1,024 bytes from the stream. The

broadcast technique can then repeatedly invoke the XDR routinesto retrieve the messages

and use the successor failure of each invocation to determine whether another block of 1,024

bytes needs to be retrieved from the operating system. The invocation of XDR routines do

not involve system calls and are thus moreefficient than repeated system calls.

M-Regular |

In the embodiment described above, each fully connected computer has four

internal connections. The broadcast technique can be used with other numbersofinternal

connections. For example, each computer could have 6, 8, or any even numberofinternal

connections. As the numberof internal connections increase, the diameter of the broadcast

channel tends to decrease, and thus propagation time for a message tends to decrease. The

time that it takes to connect a seeking computer to the broadcast channel may, however,

increase as the number of internal connections increases. When the number of internal

connectors 1s even, then the broadcast channel can be maintained as m-regular and

m-connected (in the steady state). If the number of internal connections is odd, then when

the broadcast channel has an odd number of computers connected, one of the computerswill

have less than that odd numberof internal connections. In such a situation, the broadcast

network is neither m-regular nor m-connected. When the next computer connects to the

broadcast channel, it can again become m-regular and m-connected. Thus, with an odd

numberofinternal connections, the broadcast channel toggles between being and not being

m-regular and m-connected.
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Components

Figure 6 is a block diagram illustrating components of a computer that is

connected to a broadcast channel. The above description generally assumed that there was

only one broadcast channel and that each computer had only one connectionto that broadcast

channel. More generally, a network of computers may have multiple broadcast channels,

each computer may be connected to more than one broadcast channel, and each computer

can have multiple connections to the same broadcast channel. The broadcast channel is well

suited for computer processes(e.g., application programs) that execute collaboratively, such

as network meeting programs. Each computer process can connect to one or more broadcast

channels. The broadcast channels can be identified by channel type (e.g., application

program name) and channel instance that represents separate broadcast channels for that

channel type. When a process attempts to connect to a broadcast channel, it seeks a process

currently connected to that broadcast channel that is executing on a portal computer. The

seeking processidentifies the broadcast channel by channel type and channel instance.

Computer 600 includes multiple application programs 601 executing as

separate processes. Each application program interfaces with a broadcaster component 602

for each broadcast channel to which it is connected. The broadcaster component may be

implement as an object that is instantiated within the process space of the application

program. Alternatively, the broadcaster component may execute as a separate process or

thread from the application program. In one embodiment, the broadcaster component

provides functions (e.g., methods of class) that can be invoked by the application programs.

The primary functions provided may include a connect function that an application program

invokes passing an indication of the broadcast channel to which the application program

wants to connect. The application program may provide a callback routine that the

broadcaster component invokes to notify the application program that the connection has

been completed, that is the process enters the fully connected state. The broadcaster

component may also provide an acquire message function that the application program can

invoke to retrieve the next message that is broadcast on the broadcast channel. Altematively,

the application program may provide a callback routine (which maybe a virtual function

provided by the application program) that the broadcaster component invokesto notify the

application program that a broadcast message has been received. Each broadcaster

componentallocatesa call-in port using the hashing algorithm. Whencalls are answered at
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the call-in port, they Dressicrea to other ports that ,@.. the external and internal
ports.

The computers connecting to the broadcast channel may include a central

processing unit, memory, input devices (e.g., keyboard and pointing device), output devices

(e.g., display devices), and storage devices (e.g., disk drives). The memory and storage

devices are computer-readable medium that may contain computer instructions that

implement the broadcaster component. In addition, the data structures and message

structures may be stored or transmitted via a signal transmitted on a computer-readable

media, such as a communicationslink. |

Figure 7 is a block diagram illustrating the sub-components of the broadcaster

component in one embodiment. The broadcaster component includes a connect component

701, an external dispatcher 702, an internal dispatcher 703 for each internal connection, an

acquire message component 704 and a broadcast component 712. The application program

may provide a connect callback component 710 and a receive response component 711 that

are invoked by the broadcaster component. The application program invokes the connect

component to establish a connection to a designated broadcast channel. The connect

component identifies the external port and installs the external dispatcher for handling

messages that are received on the external port. The connect component invokes the seek

portal computer component 705 to identify a portal computer that is connected to the

broadcast channel and invokes the connect request component 706to ask the portal computer

(if fully connected) to select neighbor processes for the newly connecting process. The

external dispatcher receives external messages, identifies the type of message, and invokes

the appropriate handling routine 707. The internal dispatcher receives the internal messages,

identifies the type of message, and invokes the appropriate handling routine 708. The

received broadcast messages are stored in the broadcast message queue 709. The acquire

message component is invoked to retrieve messages from the broadcast queue. The

broadcast component is invoked by the application program to broadcast messages in the
broadcast channel.

The followingtables list messages sent by the broadcaster components.
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EXTERNAL MESSAGES

seekingconnection_call|Indicates that a seeking process would like to know whetherthe
receiving processis fully connected to the broadcast channel

connection_request_call|Indicates that the sending process wouldlike the receiving
processto initiate a connection of the sending processto the
broadcast channel

  
  
 
   

   Indicates that the sending process is proposing an edge through
which the receiving process can connect to the broadcast
channel(i.e., edge pinning)

edgeproposalcall

  
 

 
 

  port_connectioncall Indicates that the sending process is proposing a port through
which the receiving process can connectto the broadcast
channel

connected_stmt Indicates that the sending process is connected to the broadcast
channel

condition_repair_stmt Indicates that the receiving process should disconnect from one
of its neighbors and connect to one ofthe processes involved in
the neighbors with empty port condition

 

 

  
   
  

INTERNAL MESSAGES

broadcast_stmt Indicates a messagethat is being broadcast through the
broadcast channel for the application programs

comnection_port_search_stmt|Indicates that the designated process is looking fora port
through which it can connect to the broadcast channel

connection_edge_search_call|Indicates that the requesting process is looking for an edge
through which it can connect to the broadcast channel

connection_edge_search_resp|Indicates whether the edge betweenthis process and the
sending neighbor has been accepted by the requesting
party

diameter_estimate_stmt Indicates an estimated diameter of the broadcast channel

diameter_reset_stmt Indicates to reset the estimated diameterto indicated
diameter

disconnect_stmt Indicates that the sending neighboris disconnecting from
the broadcast channel

Indicates that neighbors with empty port condition have
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condition_double_check_stmt|Indicates that the neighbors with empty ports have the

sameset of neighbors

shutdown_stmt Indicates that the broadcast channel is being shutdown  
Flow Diagrams

Figures 8-34 are flow diagramsillustrating the processing of the broadcaster

component in one embodiment. Figure 8 is a flow diagram illustrating the processing of the

connectroutine in one embodiment. This routine is passed a channel type (e.g., application

name) and channelinstance(e.g., session identifier), that identifies the broadcast channelto

which this process wants to connect. The routine is also passed auxiliary information that

includesthe list of portal computers and a connection callback routine. When the connection

is established, the connection callback routine is invoked to notify the application program.

Whenthis processinvokesthis routine, it is in the seeking connection state. When a portal

computeris located that is connected andthis routine connectsto at least one neighbor,this

processentersthe partially connected state, and when the process eventually connects to four

neighbors, it enters the fully connected state. When in the small regime, a fully connected

process may have less than four neighbors. In block 801, the routine opens the call-in port

through which the process is to communicate with other processes when establishing external

and internal connections. The port is selected as the first available port using the hashing
algorithm described above. In block 802, the routine sets the connect time to the current

time. The connect time is used to identify the instance of the process that is connected

through this external port. One process may connect to a broadcast channel of a certain

channel type and channel instance using onecall-in port and then disconnects, and another

process may then connectto that same broadcast channel using the samecall-in port. Before

the other process becomes fully connected, another process may try to communicate with it

thinkingit is the fully connected old process. In such a case, the connect time can be used to

identify this situation. In block 803, the routine invokes the seek portal computer routine

passing the channel type and channelinstance. The seek portal computer routine attempts to

locate a portal computer through which this process can connect to the broadcast channelfor

the passed type andinstance. In decision block 804, if the seek portal computer routine is
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successful in locating @, connected process on that.then the routine
continues at block 805, else the routine returns an unsuccessful indication. In decision block

805, if no portal computer other than the portal computer on which the process is executing

was located, then this is the first process to fully connect to broadcast channel and the

routine continues at block 806, else the routine continues at block 808. In block 806, the

routine invokes the achieve connection routine to change the state of this process to fully

connected. In block 807, the routine installs the external dispatcher for processing messages

received through this process’ external port for the passed channel type and channelinstance.

When a messageis received through that external port, the external dispatcher is invoked.

The routine then returns. In block 808, the routine installs an external dispatcher. In block

809, the routine invokes the connect request routine to initiate the process of identifying

neighbors for the seeking computer. The routine then returns.

Figure 9 is a flow diagram illustrating the processing of the seek portal

computer routine in one embodiment. This routine is passed the channel type and channel

instance of the broadcast channel to which this process wishes to connect. This routine, for

each search depth (e.g., port number), checks the portal computers at that search depth. Ifa

portal computer is located at that search depth with a process that is fully connected to the

broadcast channel, then the routine returns an indication of success. In blocks 902-911, the

routine loops selecting each search depth until a process is located. In block 902, the routine

selects the next search depth using a port numberordering algorithm. In decision block 903,

if all the search depths have already been selected during this execution of the loop, that is
for the currently selected depth, then the routine returns a failure indication, else the routine

continuesat block 904. In blocks 904-911, the routine loops selecting each portal computer

and determining whether a process of that portal computer is connected to (or attempting to

connect to) the broadcast channel with the passed channel type and channel instance. In

block 904, the routine selects the next portal computer. In decision block 905,if all the

portal computers have already been selected, then the routine loops to block 902 to select the

next search depth, else the routine continues at block 906. In block 906, the routine dials the

selected portal computer through the port represented by the search depth. In decision block

907, if the dialing was successful, then the routine continues at block 908, else the routine

loops to block 904 to select the next portal computer. The dialing will be successful if the

dialed port is the call-in port of the broadcast channel of the passed channel type and channel
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instance of a process Bin: on that portal computer. In D3@%« 908, the routine invokes a
contact process routine, which contacts the answering process of the portal computer through

the dialed port and determines whether that process is fully connected to the broadcast

channel. In block 909, the routine hangs up on the selected portal computer. In decision

5 block 910, if the answering process is fully connected to the broadcast channel, then the

routine returns a success indicator, else the routine continues at block 911. In block 911, the

routine invokes the check for externalcall routine to determine whether an external call has

been made to this process as a portal computer and processesthat call. The routine then

loops to block 904 to select the next portal computer.

10 Figure 10 is a flow diagram illustrating the processing of the contact process

routine in one embodiment. This routine determines whether the process of the selected

portal computer that answered the call-in to the selected port is fully connected to the

broadcast channel. In block 1001, the routine sends an external message (ie.,

seekingconnection_call) to the answering process indicating that a seeking process wants to 
know whether the answering process is fully connected to the broadcast channel. In block

1002, the routine receives the external response message from the answering process. In

decision block 1003, if the external response message is successfully received (ie.,

seeking_connection_resp), then the routine continues at block 1004, else the routine returns.

mG

Wherever the broadcast component requests to receive an external message,it sets a time out

20 period. If the external message is not received within that time out period, the broadcasterCCes
componentchecksits own call-in port to see if another processis calling it. In particular, the

dialed process may be calling the dialing process, which mayresult in a deadlock situation.

The broadcaster component may repeat the receive request several times. If the expected

message is not received, then the broadcaster component handles the error as appropriate. In

25 decision block 1004, if the answering processindicatesin its response messagethatit is fully

connected to the broadcast channel, then the routine continues at block 1005, else the routine

continues at block 1006. In block 1005, the routine adds the selected portal computerto a

list of connected portal computers and then returns. In block 1006, the routine adds the

answering process to a list of fellow seeking processes and then returns.

30 Figure 11 is a flow diagram illustrating the processing of the connect request

routine in one embodiment. This routine requests a process of a portal computer that was

identified as being fully connected to the broadcast channel to initiate the connectionofthis
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process to the broadcadBenne! In decision block 1101, £®.. one process ofa portal
computer was located that is fully connected to the broadcast channel, then the routine

continues at block 1103, else the routine continues at block 1102. A process of the portal

computer may nolongerbe in thelist if it recently disconnected from the broadcast channel.
In one embodiment, a seeking computer may alwayssearch its entire search depth and find

multiple portal computers through which it can connect to the broadcast channel. In block

1102, the routine restarts the process of connecting to the broadcast channel and returns. In

block 1103, the routine dials the process of one of the found portal computers through the

call-in port. In decision block 1104,if the dialing is successful, then the routine continuesat

block 1105, else the routine continues at block 1113. The dialing may be unsuccessfulif, for

example, the dialed process recently disconnected from the broadcast channel. In block

1105, the routine sends an external message to the dialed process requesting a connection to

the broadcast channel (i.e., connection_request_call). In block 1106, the routine receives the

response message(i.e., connection_request_resp). In decision block 1107, if the response

message is successfully received, then the routine continues at block 1108, else the routine

continues at block 1113. In block 1108, the routine sets the expected numberofholes(i.e.,

empty internal connections) for this process based on the received response. Whenin the
large regime, the expected numberof holes is zero. Whenin the small regime, the expected

number of holes varies from one to three. In block 1109, the routine sets the estimated

diameter of the broadcast channel based on the received response. In decision block 1111,if

the dialed process is ready to connect to this process as indicated by the response message,

then the routine continues at block 1112, else the routine continues at block 1113. In block

1112, the routine invokes the add neighbor routine to add the answering process as a

neighbor to this process. This adding of the answering process typically occurs when the

broadcast channel is in the small regime. Whenin the large regime, the random walk search

for a neighbor is performed. In block 1113, the routine hangs up the external connection

with the answering process computer and then returns.

Figure 12 is a flow diagram of the processing of the check for external call

routine in one embodiment. This routine is invoked to identify whether a fellow seeking

process is attempting to establish a connection to the broadcast channel through this process.

In block 1201, the routine attempts to answer a call on the call-in port. In decision block

1202, if the answeris successful, then the routine continues at block 1203, else the routine

[03004-8002/SL003733.099] -28- 7/31/00

0159



0160

ESte

eTITaBSEaESESy
20

25

30

returns. In block 1203routine receives the external ine from the external port. In
decision block 1204, if the type of the message indicates that a seeking processis calling

(i.e., seekingconnection_call), then the routine continues at block 1205, else the routine

returns. In block 1205, the routine sends an external message(i.e., seeking_connection_resp)

to the other seeking process indicating that this process is also is seeking a connection. In

decision block 1206, if the sending of the external message is successful, then the routine

continues at block 1207, else the routine returns. In block 1207, the routine adds the other

seeking processto a list of fellow seeking processes and then returns. This list may be used

if this process can find no processthat is fully connected to the broadcast channel. In which

case, this process may check to see if any fellow seeking process were successful in

connecting to the broadcast channel. For example, a fellow seeking process may become the

first process fully connected to the broadcast channel.

Figure 13 is a flow diagram of the processing of the achieve connection routine
in one embodiment. This routine sets the state of this process to fully connected to the

broadcast channel and invokes a callback routine to notify the application program that the

process is now fully connected to the requested broadcast channel. In block 1301, the

routine sets the connection state of this process to fully connected. In block 1302, the

routine notifies fellow seeking processes that it is fully connected by sending a connected

external message to them (i.e., connectedstmt). In block 1303, the routine invokes the

connect callback routine to notify the application program and thenreturns.

Figure 14 is a flow diagram illustrating the processing of the external

dispatcher routine in one embodiment. This routine is invoked when the external port

receives a message. This routineretrieves the message, identifies the external message type,

and invokes the appropriate routine to handle that message. This routine loops processing

each message until all the received messages have been handled. In block 1401, the routine

answers (e.g., picks up) the external port and retrieves an external message. In decision

block 1402, if a message wasretrieved, then the routine continues at block 1403, else the

routine hangs up on the external port in block 1415 and returns. In decision block 1403, if

the message type is for a process seeking a connection (i.e., seekingconnection_call), then

the routine invokes the handle seeking connection call routine in block 1404, else the routine

continues at block 1405. In decision block 1405, if the message type is for a connection

requestcall (i.e., connection_request_call), then the routine invokes the handle connection
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request call routine in 1406, else the routine contin block 1407. In decision
block 1407, if the message type is edge proposal call (ie., edgeproposalcall), then the

routine invokes the handle edge proposal call routine in block 1408, else the routine

continues at block 1409. In decision block 1409, if the message type is port connect call

(i.e., port_connect_call), then the routine invokes the handle port connection call routine in

block 1410, else the routine continues at block 1411. In decision block 1411, if the message

type is a connected statement (i.e., connectedstmt), the routine invokes the handle

connected statement in block 1112, else the routine continues at block 1212. In decision

block 1412, if the message type is a condition repair statement (i.e., condition_repair_stmt),

then the routine invokes the handle condition repair routine in block 1413, else the routine

loops to block 1414 to process the next message. After each handling routine is invoked, the

routine loops to block 1414. In block 1414, the routine hangs up on the external port and

continues at block 1401 to receive the next message.

Figure 15 is a flow diagram illustrating the processing of the handle seeking

connection call routine in one embodiment. This routine is invoked when a seeking process

is calling to identify a portal computer through which it can connect to the broadcast channel.

In decision block 1501, if this process is currently fully connected to the broadcast channel

identified in the message, then the routine continues at block 1502, else the routine continues

at block 1503. In block 1502, the routine sets a messageto indicate that this process is fully

connected to the broadcast channel and continues at block 1505. In block 1503, the routine

sets a messageto indicate that this processis not fully connected. In block 1504, the routine

adds the identification of the seeking process to a list of fellow seeking processes. If this

processis not fully connected, then it is attempting to connect to the broadcast channel. In

block 1505, the routine sends the external message response(i.¢., seeking_connection_resp)

to the seeking process and thenreturns.

Figure 16 is a flow diagram illustrating processing of the handle connection

request call routine in one embodiment. This routine is invoked whenthe calling process

wants this process to initiate the connection of the process to the broadcast channel. This

routine either allows the calling process to establish an internal connection with this process

(e.g., if in the small regime) or starts the process of identifying a process to which the calling

Process can connect. In decision block 1601, if this process is currently fully connected to
the broadcast channel, then the routine continues at block 1603, else the routine hangs up on
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the external port in bloM™#¥1602 andreturns. In block 1603, routine sets the number of

holes that the calling process should expect in the response message. In block 1604, the

routine sets the estimated diameter in the response message. In block 1605, the routine

indicates whether this process is ready to connect to the calling process. This process is

ready to connect when the numberofits holes is greater than zero and the calling processis

not a neighbor of this process. In block 1606, the routine sends to the calling process an

external message that is responsive to the connection request call (ie,

connection_request_resp). In block 1607, the routine notes the number of holes that the
calling process needsto fill as indicated in the request message. In decision block 1608, if

this process is ready to connect to the calling process, then the routine continues at block

1609, else the routine continues at block 1611. In block 1609, the routine invokes the add

neighbor routine to add the calling process as a neighbor. In block 1610, the routine

decrements the numberofholes that the calling process needsto fill and continues at block

1611. In block 1611, the routine hangs up on the external port. In decision block 1612, if

this process has no holes or the estimated diameter is greater than one (i.e., in the large

regime), then the routine continues at block 1613, else the routine continues at block 1616.

In blocks 1613-1615, the routine loops forwarding a request for an edge through which to

connect to the calling process to the broadcast channel. One request is forwarded for each

pair of holes of the calling process that needs to be filled. In decision block 1613, if the

numberof holes of the calling process to befilled is greater than or equal to two, then the

routine continues at block 1614, else the routine continues at block 1616. In block 1614, the

routine invokes the forward connection edge search routine. The invoked routine is passed

to an indication of the calling process and the random walk distance. In one embodiment, the
distance is twice in the estimated diameter of the broadcast channel. In block 1614, the

routine decrementsthe holesleft to fill by two and loops to block 1613. In decision block

1616, if there is still a hole to fill, then the routine continues at block 1617, else the routine

returns. In block 1617, the routine invokesthe fill hole routine passing the identification of

the calling process. Thefill hole routine broadcasts a connection port search statement(i.e.,

connection_port_search_stmt) for a hole of a connected process through which the calling

process can connect to the broadcast channel. The routine then returns.

Figure 17 is a flow diagram illustrating the processing of the add neighbor

routine in one embodiment. This routine adds the process calling on the external port as a
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neighbor to this oroceDn block 1701, the routine identi the calling process on the
external port. In block 1702, the routine sets a flag to indicate that the neighborhasnot yet

received the broadcast messages from this process. This flag is used to ensure that there are

no gaps in the messagesinitially sent to the new neighbor. The external port becomes the

internal port for this connection. In decision block 1703, if this process is in the seeking

connection state, then this process is connecting to its first neighbor and the routine

continues at block 1704, else the routine continues at block 1705. In block 1704, the routine

sets the connection state of this process to partially connected. In block 1705, the routine

addsthe calling process to the list of neighbors of this process. In block 1706, the routine

installs an internal dispatcher for the new neighbor. The internal dispatcher is invoked when

a messageis received from that new neighbor through the internal port of that new neighbor.

In decision block 1707, if this process buffered up messages while not fully connected, then

the routine continues at block 1708, else the routine continues at block 1709. In one

embodiment, a process that is partially connected may buffer the messages that it receives

through an internal connection so that it can send these messages as it connects to new

neighbors. In block 1708, the routine sends the buffered messages to the new neighbor

through the internal port. In decision block 1709, if the number of holes of this process

equals the expected number of holes, then this process is fully connected and the routine

continues at block 1710, else the routine continues at block 1711. In block 1710, the routine

invokes the achieve connected routine to indicate that this process is fully connected. In

decision block 1711, if the number of holes for this process is zero, then the routine

continues at block 1712, else the routine returns. In block 1712, the routine deletes any

pending edges and then returns. A pending edgeis an edge that has been proposedtothis

process for edge pinning, which in this case is no longer needed.

Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment. This routine is responsible for passing

along a request to connect a requesting process to a randomly selected neighbor of this

process through the internal port of the selected neighbor, that is part of the random walk. In

decision block 1801, if the forwarding distance remaining is greater than zero, then the

routine continues at block 1804, else the routine continues at block 1802. In decision block

1802, if the number of neighbors of this process is greater than one, then the routine

continues at block 1804, else this broadcast channel is in the small regime and the routine
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continues at block 1803@@fn decision block 1803, if the m»process is a neighbor of
this process, then the routine returns, else the routine continues at block 1804. In blocks

1804-1807, the routine loops. attempting to send a connection edge search call internal

message(i.¢e., connection_edge_search_call) to a randomly selected neighbor. In block 1804,

the routine randomly selects a neighbor of this process. In decision block 1805, if all the

neighbors of this process have already been selected, then the routine cannot forward the

message and the routine returns, else the routine continues at block 1806. In block 1806, the

routine sends a connection edge search call internal message to the selected neighbor. In

decision block 1807,if the sending of the messageis successful, then the routine continuesat

block 1808, else the routine loops to block 1804 to select the next neighbor. When the
sending of an internal message is unsuccessful, then the neighbor may have disconnected

from the broadcast channel in an unplanned manner. Wheneversucha situation is detected

by the broadcaster component, it attempts to find another neighbor by invokingthefill holes

routinetofill a single hole or the forward connecting edge searchroutineto fill two holes. In

block 1808,the routine notes that the recently sent connection edge searchcall has not yet

been acknowledged and indicates that the edge to this neighbor is reserved if the remaining

forwarding distance is less than or equal to one. It is reserved becausethe selected neighbor

may offer this edge to the requesting process for edge pinning. The routine then returns.

Figure 19 is a flow diagram illustrating the processing of the handle edge

proposal call routine. This routine is invoked when a message is received from a proposing

process that proposes to connect an edge between the proposing process and oneofits

neighborsto this process for edge pinning. In decision block 1901, if the numberofholes of

this process minus the number of pending edges is greater than or equal to one, then this
processstill has holes to befilled and the routine continues at block 1902, else the routine
continuesat block 1911. In decision block 1902,if the proposing process orits neighboris a

neighbor of this process, then the routine continues at block 1911, else the routine continues

at block 1903. In block 1903, the routine indicates that the edge is pending between this

process and the proposingprocess. In decision block 1904, if a proposed neighboris already

pending as a proposed neighbor, then the routine continues at block 1911, else the routine

continues at block 1907.Inblock 1907, theroutine sendsanedgeproposal response as an

external message to the proposing process (i.e., edge_proposal_resp) indicating that the

proposed edge is accepted. In decision block 1908, if the sending of the message was
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successful, then the olcontinues at block 1909, else the ¥@itine returns. In block 1909,
the routine adds the edge as a pending edge. In block 1910, the routine invokes the add

neighborroutine to add the proposingprocesson the externalport as a neighbor. The routine

then returns. In block 1911, the routine sends an external message(i.e., edge_proposal_resp)

indicating that this proposed edge is not accepted. In decision block 1912, if the number of

holes is odd, then the routine continues at block 1913, else the routine returns. In block

1913, the routine invokesthe fill hole routine and then returns.

Figure 20 is a flow diagram illustrating the processing of the handle port

connection call routine in one embodiment. This routine is invoked when an external

message is received then indicates that the sending process wants to connect to one hole of

this process. In decision block 2001, if the numberof holes of this process is greater than

zero, then the routine continues at block 2002, else the routine continues at block 2003. In

decision block 2002, if the sending process is not a neighbor, then the routine continuesat

block 2004,else the routine continues to block 2003. In block 2003, the routine sends a port

connection response external message(i.e., port_connection_resp) to the sendingprocessthat

indicates that it is not okay to connect to this process. The routine then returns. In block
2004, the routine sends a port connection response external message to the sending process

that indicates that is okay to connect this process. In decision block 2005, if the sending of

the message was successful, then the routine continues at block 2006, else the routine

continues at block 2007. In block 2006, the routine invokes the add neighborroutine to add

the sending processas a neighborofthis process and then returns. In block 2007, the routine

hangs up the external connection. In block 2008, the routine invokes the connect request

routine to request that a process connectto one of the holes of this process. The routine then
retums.

Figure 21 is a flow diagram illustrating the processingofthefill hole routine in

one embodiment. This routine is passed an indication of the requesting process. If this

process is requesting to fill a hole, then this routine sends an internal message to other

processes. If another process is requestingto fill a hole, then this routine invokes the routine

to handle a connection port search request. In block 2101, the routine initializes a

connection port search statement internal message (i.e., connection_port_searchstmt). In

decision block 2102, if this process is the requesting process, then the routine continues at

block 2103, else the routine continues at block 2104. In block 2103, the routine distributes
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the message to the nei: of this process through the in ports and then returns. In
block 2104,the routine invokes the handle connection port search routine and then returns.

Figure 22 is a flow diagram illustrating the processing ofthe internal dispatcher

routine in one embodiment. This routineis passed an indication of the neighbor whosentthe

internal message. In block 2201, the routine receives the internal message. This routine

identifies the message type and invokes the appropriate routine to handle the message. In

block 2202, the routine assesses whether to change the estimated diameter of the broadcast

channel based on the information in the received message. In decision block 2203, if this

processis the originating process of the message or the message has already been received

(7.e., a duplicate), then the routine ignores the message and continuesat block 2208,else the

routine continues at block 2203A. In decision block 2203A, if the process is partially

connected, then the routine continues at block 2203B,else the routine continues at block

2204. In block 2203B, the routine adds the message to the pending connection buffer and

continues at block 2204. In decision blocks 2204-2207, the routine decodes the message

type and invokes the appropriate routine to handle the message. For example, in decision

block 2204, if the type of the message is broadcast statement(i.e., broadcast_stmt), then the

routine invokes the handle broadcast message routine in block 2205. After invoking the

appropriate handling routine, the routine continues at block 2208. In decision block 2208, if

the partially connected buffer is full, then the routine continues at block 2209, else the

routine continues at block 2210. The broadcaster component collects all its internal

messages in a buffer while partially connected so that it can forward the messagesasit

connects to new neighbors. If, however, that buffer becomesfull, then the process assumes

that it is now fully connected and that the expected number of connections was too high,

because the broadcast channel is now in the small regime. In block 2209, the routine invokes

the achieve connection routine and then continues in block 2210. In decision block 2210,if

the application program message queue is empty, then the routine returns, else the routine

continues at block 2212. In block 2212, the routine invokes the receive response routine

passing the acquired message and then returns. The received response routine is a callback

routine of the application program.

Figure 23 is a flow diagram illustrating the processing of the handle broadcast

message routine in one embodiment. This routine is passed an indication of the originating

process, an indication of the neighbor who sent the broadcast message, and the broadcast
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messageitself. In 1230:, the routine performs the | of order processing for this
message. The broadcaster component queues messages from each originating process untilit

can send them in sequence numberorder to the application program. In block 2302, the

routine invokes the distribute broadcast message routine to forward the message to the

neighbors of this process. In decision block 2303, if a newly connected neighboris waiting

to receive messages, then the routine continues at block 2304, else the routine returns. In

block 2304, the routine sends the messages in the correct order if possible for each

originating process and then returns.

Figure 24 is a flow diagram illustrating the processing of the distribute

broadcast message routine in one embodiment. This routine sends the broadcast message to

each of the neighbors of this process, except for the neighbor who sent the message to this

process. In block 2401, the routine selects the next neighbor other than the neighbor who

sent the message. In decision block 2402,if all such neighbors have already been selected,

then the routine returns. In block 2403, the routine sends the message to the selected

neighbor and then loops to block 2401 to select the next neighbor.

Figure 26 is a flow diagram illustrating the processing of the handle connection

port search statementroutine in one embodiment. This routine is passed an indication of the

neighbor that sent the message and the messageitself. In block 2601, the routine invokes the

distribute internal message which sends the message to each of its neighbors other than the

sending neighbor. In decision block 2602, if the number of holes of this process is greater

than zero, then the routine continues at block 2603, else the routine returns. In decision

block 2603, if the requesting process is a neighbor, then the routine continues at block 2605,

else the routine continues at block 2604. In block 2604, the routine invokes the court

neighbor routine and then returns. The court neighbor routine connects this process to the

requesting processif possible. In block 2605, if this process has one hole, then the neighbors

with empty ports condition exists and the routine continues at block 2606, else the routine

returns. In block 2606, the routine generates a condition check message (i.e.,

condition_check) that includes a list of this process’ neighbors. In block 2607, the routine

sends the message to the requesting neighbor.

Figure 27 is a flow diagram illustrating the processing of the court neighbor

routine in one embodiment. This routine is passed an indication of the prospective neighbor

for this process. If this process can connectto the prospective neighbor, then it sends a port
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connection call externMBessace to the prospective neigh and adds the prospective
neighbor as a neighbor. In decision block 2701, if the prospective neighbor is already a

neighbor, then the routine returns, else the routine continues at block 2702. In block 2702,

the routine dials the prospective neighbor. In decision block 2703, if the numberof holes of

this process is greater than zero, then the routine continues at block 2704, else the routine

continues at block 2706. In block 2704, the routine sends a port connection call external

message (i.e., port_connection_call) to the prospective neighbor and receives its response

(i.e., port_connection_resp). Assuming the response is successfully received, in block 2705,

the routine adds the prospective neighbor as a neighbor of this process by invoking the add

neighborroutine. In block 2706, the routine hangs up with the prospect and then returns.

Figure 28 is a flow diagram illustrating the processing of the handle connection

edge search call routine in one embodiment. This routine is passed a indication of the

neighbor who sent the message and the message itself. This routine either forwards the

message to a neighboror proposes the edge between this process and the sending neighborto

the requesting process for edge pinning. In decision block 2801, if this process is not the

requesting process or the numberof holes of the requesting processis still greater than or

equal to two, then the routine continues at block 2802, else the routine continues at block

2813. In decision block 2802, if the forwarding distance is greater than zero, then the

random walk is not complete and the routine continues at block 2803, else the routine

continues at block 2804. In block 2803, the routine invokes the forward connection edge

search routine passing the identification of the requesting process and the decremented

forwarding distance. The routine then continues at block 2815. In decision block 2804, if

the requesting process is a neighbor or the edge between this process and the sending

neighbor is reserved because it has already been offered to a process, then the routine

continues at block 2805, else the routine continues at block 2806. In block 2805, the routine

invokes the forward connection edge search routine passing an indication of the requesting

party and a toggle indicator that alternatively indicates to continue the random walk for one

or two more computers. The routine then continues at block 2815. In block 2806, the

routine dials the requesting process viathe call-in port. In block 2807, the routine sends an

edge proposalcall external message(i.e., edge_proposal_call) and receives the response(i.e.,

edgeproposal_resp). Assuming that the response is successfully received, the routine

continues at block 2808. In decision block 2808, if the response indicates that the edge is
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acceptable to the req@™iming process, then the routine ..: at block 2809, else the
routine continues at block 2812. In block 2809, the routine reserves the edge between this

process and the sending neighbor. In block 2810, the routine adds the requesting process as

a neighbor by invoking the add neighbor routine. In block 2811, the routine removes the

sending neighbor as a neighbor. In block 2812, the routine hangs up the external port and

continues at block 2815. In decision block 2813, if this process is the requesting process and

the number of holes of this process equals one, then the routine continuesat block 2814, else

the routine continues at block 2815. In block 2814, the routine invokesthe fill hole routine.

In block 2815, the routine sends an connection edge search response message (i.e.,

connection_edge_search_response) to the sending neighbor indicating acknowledgement and

then returns. The graphsare sensitive to parity. That is, all possible paths starting from a

node and ending at that node will have an even length unless the graph has a cycle whose

length is odd. The broadcaster component uses a toggle indicator to vary the random walk
distance between even and odd distances.

Figure 29 is a flow diagram illustrating the processing of the handle connection

edge search response routine in one embodiment. This routine is passed as indication of the

requesting process, the sending neighbor, and the message. In block 2901, the routine notes

that the connection edge search response (i.e., connection_edgesearchresp) has been

received and if the forwarding distance is less than or equal to one unreserves the edge

between this process and the sending neighbor. In decision block 2902, if the requesting

process indicates that the edge is acceptable as indicated in the message, then the routine

continues at block 2903, else the routine returns. In block 2903, the routine reserves the edge

between this process and the sending neighbor. In block 2904, the routine removes the

sending neighbor as a neighbor. In block 2905, the routine invokes the court neighbor

routine to connect to the requesting process. In decision block 2906, if the invoked routine

was unsuccessful, then the routine continues at block 2907, else the routine returns. In

decision block 2907, if the number of holes of this process is greater than zero, then the

routine continues at block 2908,else the routine returns. In block 2908, the routine invokes

the fill hole routine and then returns.

Figure 30 is a flow diagram illustrating the processing of the broadcast routine

in one embodiment. This routine is invoked by the application program to broadcast a

message on the broadcast channel. This routine is passed the message to be broadcast. In
[03004-8002/S1.003733.099] -38- 7/31/00
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decision block 3001, x process hasat least one neigh:Men the routine continues at
block 3002, else the routine returns since it is the only process connected to be broadcast

channel. In block 3002, the routine generates an internal message of the broadcast statement

type (ie., broadcast stmt). In block 3003, the routine sets the sequence number of the

message. In block 3004, the routine invokes the distribute internal message routine to

broadcast the message on the broadcast channel. The routine returns.

Figure 31 is a flow diagram illustrating the processing of the acquire message

routine in one embodiment. The acquire message routine may be invoked bythe application
program orby a callback routine provided by the application program. This routine returns a

message. In block 3101, the routine pops the message from the message queue of the

broadcast channel. In decision block 3102, if a message was retrieved, then the routine

returns an indication of success, else the routine returns indication offailure.

Figures 32-34 are flow diagrams illustrating the processing of messages

associated with the neighbors with empty ports condition. Figure 32 is a flow diagram

illustrating processing of the handle condition check message in one embodiment. This

message is sent by a neighborprocessthat has one hole and has received a request to connect

to a hole of this process. In decision block 3201, if the numberof holes of this process is

equal to one, then the routine continues at block 3202, else the neighbors with empty ports

condition does not exist any more and the routine returns. In decision block 3202, if the

sending neighbor and this process have the same set of neighbors, the routine continues at

block 3203, else the routine continues at block 3205. In block 3203, the routineinitializes a

condition double check message(i.e., condition_double_check) with the list of neighbors of

this process. In block 3204, the routine sends the message internally to a neighbor other than

sending neighbor. The routine then returns. In block 3205, the routine selects a neighbor of

the sending process that is not also a neighbor of this process. In block 3206, the routine

sends a condition repair message (i.e., condition_repairstmt) externally to the selected

process. In block 3207, the routine invokes the add neighbor routine to add the selected

neighboras a neighborof this process and then returns.

Figure 33 is a flow diagram illustrating processing of the handle condition

repair statement routine in one embodiment. This routine removes an existing neighbor and

connects to the process that sent the message. In decision block 3301,if this process has no

holes, then the routine continues at block 3302, else the routine continues at block 3304. In

[03004-8002/SL003733.099] -39- 7/31/00
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block 3302, the routin¢k@iects a neighbor that is not involv&gen the neighbors with empty
ports condition. In block 3303, the routine removes the selected neighbor as a neighbor of
this process. Thus, this process that is executing the routine now hasat least one hole. In

block 3304, the routine invokes the add neighbor routine to add the process that sent the

message as a neighborof this process. The routine then returns.

Figure 34 is a flow diagram illustrating the processing of the handle condition

double check routine. This routine determines whether the neighbors with empty ports

condition really is a problem or whether the broadcast channel is in the small regime. In

decision block 3401, if this process has one hole, then the routine continues at block 3402,

else the routine continues at block 3403. If this process does not have one hole, then theset

ofneighbors ofthis process is not the sameasthe set of neighbors of the sending process. In

decision block 3402, if this process and the sending process have the sameset of neighbors,

then the broadcast channelis not in the small regime and the routine continuesat block 3403,

else the routine continues at block 3406. In decision block 3403, if this process has no holes,

then the routine returns, else the routine continues at block 3404. In block 3404, the routine

sets the estimated diameter for this process to one. In block 3405, the routine broadcasts a

diameterreset internal message (i.e., diameter_reset) indicating that the estimated diameteris

one and then returns. In block 3406, the routine createsa list ofneighbors of this process. In

block 3407, the routine sends the condition check message(i.e., condition_check_stmt) with

the list of neighbors to the neighbor whosent the condition double check message and then

returns.

From the above description, it will be appreciated that although specific

embodiments of the technology have been described, various modifications may be made

without deviating from the spirit and scope of the invention. For example, the

communications on the broadcast channel may be encrypted. Also, the channel instance or

session identifier may be a very large number(e.g., 128 bits) to help prevent an unauthorized

user to maliciously tap into a broadcast channel. The portal computer may also enforce

security and not allow an unauthorized user to connect to the broadcast channel.

Accordingly, the inventionis not limited except bythe claims.

[03004-8002/SL003733.099] -40- . 7/31/00
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CLAIMS

 

 
 

identifying pait of participants of the network that are connected;

disconnecting the participants of the identified pair from each other; and

connecting each \participant of the identified pair of participants to the

added participant.

2. The method of claim 1 wherein each participant is connected to 4

participants.

3. The method of claim\|wherein the identifying of a pair includes

randomlyselecting a pair of participants that are connected.

4, The method of claim 3 wherein the randomlyselecting ofa pair includes

5. The method of claim 4 wherein whena participant receives the message,

the participant sends the messageto a randomly selected participant to which it is connected.

6. The method of claim 4 wherein the randomly selected path is

approximately proportional to the diameter of the network’

7. The method of claim 1 wherein the pafticipant to be added requests a

portal computerto initiate the identifying of the pair of participants.

\
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8. The method of claim 7 wherein the initiating of the identifying of the
pair of participants includes ithe portal computer sending a message to a connected

participant requesting an edge connection.

 

 

 

 

9. The method\of claim 8 wherein the portal computer indicates that the

message is to travel a certain distance and wherein the participant that receives the message

after the message hastraveled that certain distance is one of the participants of the identified

pair of participants.

10. The method of claim 9 wherein the certain distance is approximately

twice the diameter of the network.

11. The method of claim 1 wherein the participants are connected via the

Internet.

12. The method of

TCP/IP connections.

aim 1 wherein the participants are connected via

13. The method of claim wherein the participants are computerprocesses.

14. A computer-based method for adding nodesto a graph that is m-regular

and m-connected to maintain the graph as m-regular, where m is four or greater, the method 
 

 

comprising:

identifying p pairs of node§ of the graph that are connected, wherep is

one half of m;

disconnecting the nodes of each identified pair from each other; and

connecting each nodeofthe idéntified pairs of nodes to the added node.

 

 
15. The method of claim 14 wherei

includes randomlyselecting a pair of connected nodes.

identifying of the p pairs of nodes
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1 16. The meth d of claim 14 wherein the nodes are computers and the
2 connections are point-to-point c unications connections.

Oye 17. The method oficlaim 14 wherein m is even.

 
1 18. A methodofinitiating adding of a participant to a network, the method

2 comprising:

3 receiving a connection message from the participant to be added; and

4 sending a connection edge search message to a neighborparticipant of

5 the participant that received the messagé wherein the connection edge search message is

6 forwarded to neighbor participants until\a participant that receives the connection edge

7 search message decides to connectto the participant to be added.eaEY
 1 19. The method of claim 18 wherein the sent connection edge search

2 message includes an indication of the number of participants to which the connection edge

3 search message should be forwarded.
ag

22

Fy

1 20. The methodof claim 19 wherein tha\numberof participants is based on
2 the diameter of the network.a
1 21. The method of claim 19 in the number of participants is

2 approximately twice the diameter.

1 22. The method of claim 18 wherein\ when a participant decides to connect

2 to the participant to be added, the neighborparticipant that sent the connection edge search

3 messageto the participant that decided to connect also ‘decides to connect to the participant

4 to be added.

1 23. The method of claim 18 wherein participants that receive the connection

2 edge search message forward the connection edge search\message to a randomly selected

3 neighbor.

[03004-8002/SL003733.099] -43- \ 7131/00
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24. A method in aomputer system for connecting to a new participant of a

network, the method comprising:

receiving at a participant a connection edge search message;

identifying a neighbor participant of the participant that received the

connection edge search message;  
notifying the neighborparticipant to connectto the new participant;

disconnecting the participant from the identified neighbor participant,

and

connecting the participant to the new participant.

25. The method of claim 24 including determining whetherthe participant is

the last participant in a path of participants through which the connection edge search

message wassent.

 
 

26. The method ofclai

participant in the path, sending the conhection

whergin when the participant is not the last

ge search message to a neighborof the

participant.

27. The method of claim\ 26 including randomly selecting the neighbor

participant to which the connection edge search messageis to be sent.
\

28. The method of claim 24\ wherein the received connection edge search

message includes an indication of the numberof participants through which the connection

edge search messageisto be sent.

29. The method of claim 24 iticluding when the participant is already a
neighbor of the new participant, sending the conrection edge search message to a neighbor

participant of the participant.

30. The method of claim 24 wherein the participants are computer
\

processes. \
[03004-8002/SL003733.099] -44- \ 7/31/00
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1 31. The method of cain4herein the connections are point-to-point
2 connections.

32. A computer-readable medium containing instructions for controlling a

(i Omputer system to connect a participant to a network of participants, each participant being
3/ connected to three or more other participants, the network representing a broadcast channel

4 wherein each participant forwards broadcast messages that it receives to its neighbor

5 participants, by a method comprising:

6 identifying a pair of participants of the network that are connected;

7 disconnecting the participants of the identified pair from each other; and

8 connecting each participant of the identified pair of participants to the

9 addedparticipant.

1 33. The computer-readable medium of claim 32 wherein each participant is

2 connected to 4 participants.

1 34. |The computer-readable medium of claim 32 wherein the identifying of a

2 pair includes randomlyselecting a pair of participants that are connected.

1 35. The computer-readable medium of claim 34 wherein the randomly

2 selecting of a pair includes sending a message through the network on a randomlyselected

3. path.

1 36. The computer-readable medium of claim 35 wherein whena participant

2 receives the message,the participant sends the message to a randomlyselectedparticipant to
3. whichit is connected.

1 37. The computer-readable medium of claim 35 wherein the randomly

2 selected path is approximately twice a diameter of the network.
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1 38. The computer-readable medium of claim 32 wherein the participant to
2 be added requests a portal computerto initiate the identifying ofthe pair of participants.

1 39. The computer-readable medium of claim 38 wherein the initiating ofthe

2 identifying of the pair of participants includes the portal computer sending a message to a

3. connected participant requesting|an edge connection.

1 40. The computer-readable medium of claim 38 wherein the portal

RP computer indicates that the message is to travel a certain distance and wherein theparticipant
3 that receives the message after the message has traveled that certain distance is one of the

4 identified pair of participants.

1 41. A method in4computer system for connecting to a participant of afateS
PearAES 2 network, the method comprising:

  3 receiving at a participant a connection port search message sent by a

4 requesting participant; and

5 whenthe participant has a port that is available through which it can

6 connect to the requesting participant, .
7 sending a port connection message to the requesting

8 participant proposing that the requesting\ participant connect to the available port of the

 

 

9 participant; and

10 when the\ participant receives a port proposal response

11 message that indicates the requesting participant accepts to connect to the available port,

 

 

 

12 connecting the participantto the requesting p \ icipant.

1 42. The methodof clakn 41 i cluding:
2 whenthe participant\lofs hottfave a port that is available through which

3 it can connect to the requesting participant)sending the connection port search messageto a

4 neighborparticipant.

[03004-8002/SL003733.099] -46- 7/31/00

0177



0178

ETaeSEillSHEyA
CCNTSi

@
43. The method \e claim 41 wherein a port is available when the requesting

participantis not already connected to the participant and the participant has an empty port.

 

 

 
 

 
 
 

 

44. A methodin a\computer system of detecting neighbors with empty ports

condition in a network, the method comprising:

receiving at a\ first participant a connection port search message

indicating that a secondparticipant has an empty port; and

whenthe first participant is already connected to the second participant

and the first participant has an empty port, sending a condition check message from thefirst

participant to the second participant wherein the condition check message identifies

neighborsofthe first participant.

45. The methodofclai

whenthe second p the condition check message,

when/the stcond participant does not have the same

neighborsas the first participant, sending|a condition repair message to third participant that

is a neighborofthe first participant but i§ hotAneighbor of the second participant.

46. The methodof claim 45 including:

whenthe third partici

disconne¢ting from a neighbor of the third participant

t receives the condition repair message,

other than the first participant; and

connecting\to the second participant.

47. The methodof claim 44 including:

whenthe secondparticipant keceives the condition check message,

when the second participant has the same neighbors as the

first participant, sending a condition double check\messageto a third participant that is a

neighborof the second participant.  
 

48. The method ofclaim 47 including:

[03004-8002/SL003733.099] -47- 7/31/00
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4

wi third participant receives the ©@., double check message,
when the third participant does not have the same

neighborsas the first participant, sendibg a condition check message to a fourth participant
thatis not the first participant or the second participant.

 
 
 

49. The methodofclai

whenthe fourth p

sending a condition repair message to a fifth participant

48 ing:

cjpant receives the condition check message,

directing the fifth participant to connect to|the first participant or the second participant.
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NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER37 CFR1.53(b)

Filing Date Granted

An application numberandfiling date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHSfrom the date of this Notice within whichtofile all
required items and pay any fees required below to avoid abandonment. Extensionsoftime may be obtained by
filing a petition accompanied by the extension fee underthe provisions of 37 CFR 1.136(a).

e Thestatutory basicfiling fee is missing.
Applicant must submit $ 690 to complete the basic filing fee and/orfile a small entity statement claiming
such status (37 CFR 1.27).

e Total additional claim fee(s) for this application is $816.
a $504 for 28 total claims over 20.

«= $312 for 4 independent claims over3 .

e The oath or declaration is missing.
A properly signed oath or declaration in compliance with 37 CFR 1.63, identifying the application by the
above Application Number andFiling Date, is required.

e To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)
of $130 for a non-small entity, must be submitted with the missing items identified in this letter.

e The balance dueby applicant is $ 1636.

A copy of this notice MUST be returned withthe reply.
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Customer Service Center ;
Initial Patent Examination Division (703) 308-1202
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I hereby certify that on the date specified below, this correspondenceis being deposited
with the United States Postal Service as first-class mail in an envelope addressed to Box
Missing Parts, Commissioner for Patents, Washington, DC,20231.

(9/40 loo  Date

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Applicants : Fred B. Holt and Virgil E. Bourassa

Application No. : 09/629,570

Filed : July 31, 2000

For : JOINING A BROADCAST CHANNEL

Docket No. : 030048002US

Date : October 30, 2000

Box Missing Parts
Commissioner for Patents

Washington, DC 20231

RESPONSE TO NOTICE TO FILE MISSING PARTS OF APPLICATION

Sir:

In response to the Notice to File Missing Parts dated September 25, 2000,

please find enclosed a Declaration, Power of Attorney, Authorization for Extensions of

Time Under 37 CFR § 1.136(a)(3), and a copy of the Notice to File Missing Parts for the

above-identified application.

The fees have been calculated as follows:

Basic Fee $ 710.00

Total Claims (49, 29 extra) 522.00
IndependentClaims(7, 4 extra) 320.00
Missing Parts Surcharge 130.00
Total $ 1682.00
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The Commissioneris hereby authorized to charge the fees of $1,682.00 and

any additional filing fees or to credit any overpayment to Deposit Account No. 50-0665.

A duplicate copy of this responseis enclosed.

Respectfully submitted,

Perkins Coie LLP

Voutone
Maurice J. Pirio

fo Registration No. 33,273
PNeo

MJP:jc

Enclosures:

Postcard

Copy of this Response
Declaration

Power of Attorney
Authorization for Extensions of Time Under 37 CFR § 1.136(a)(3)
Copy of Notice to File Missing Parts 

PERKINS COIE Lip

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 583-8888
FAX:(206) 583-8500
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STENUSWS the below-namedinventors, we declare that:

Our residences, post office addresses, and citizenships are as stated below

under our names.

Webelieve we are the original, first, and joint inventors of the subject
matter claimed and for which a patent is sought on the invention entitled "JOINING A

BROADCAST CHANNEL,"the specification of which was filed in the U.S. Patent and

Trademark Office on July 31, 2000 and assigned application number 09/629,570.

We have reviewed and understand the contents of the above-identified

- specification, including the claims, as amended by any amendmentspecifically referred to

above.

Weacknowledgeour duty to disclose information which is material to the

patentability of this application in accordance with 37 C.F.R. § 1.56(a).

Wefurther declare that all statements made herein of our own knowledge

are true and that all statements made on information and belief are believed to be true;

and further, that these statements were made with the knowledge that the making of

willfully false statements and the like is punishable by fine or imprisonment, or both,

under Section 1001 of Title 18. of the United States Code, and may jeopardize the validity

of any patent issuing from this patent application.

Fred B. Holt

Date o>CetZE@QDd

Residence : City of Seattle

State of Washington

Citizenship : United States of America

P.O. Address : 552031Avenue NE

Seattle, Washington 98105
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Residence : City of Bellevue

State of Washington

Citizenship United States of America

P.O. Address : 16110 SE 24"Street

Bellevue, Washington 98008
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PATENT 
Applicants : Fred B. Holt and Virgil E. Bourassa

Application No. > 09/629,570

Filed : July 31, 2000

For : JOINING A BROADCAST CHANNEL

Art Unit : 2744

Docket No. : 030048002US

Commissioner for Patents

Washington, DC 20231

ELECTION UNDER37 C.F.R.§§3.71 AND 3.73

AND POWER OF ATTORNEY

Sir:

The undersigned, being Assignee of the entire interest in the above-

identified application by virtue of an Assignmentfiled concurrently herewith, a copy of

which is enclosed, hereby elects under 37 C.F.R. § 3.71, to prosecute the application to

the exclusion of the inventors.

Assignee hereby appoints JERRY A. RIEDINGER, Registration No.

30,582; MAURICE J. PIRIO, Registration No. 33,273; JOHN C. STEWART,

Registration No. 40,188; MICHAEL D. BROADDUS, Registration No. 41,637;

BRIAN P. MCQUILLEN, Registration No. 41,989; CATHERINE HONG TRAN,

Registration No. 43,960; ROBERT G. WOOLSTON,Registration No. 37,263; PAULT.

PARKER, Registration No. 38,264; JOHN M. WECHKIN, Registration No. 42,216;

CHRISTOPHER DALEY-WATSON,Registration No. 34,807; STEVEN D. LAWRENZ,

Registration No. 37,376; JAMES A.D. WHITE, Registration No. 43,985; and FRANK

ABRAMONTE,Registration No. 38,066, of the firm of Perkins Coie LLP and ROBERT
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L. GULLETTE, Registration No. 26,899, PAUL C. CULLOM,JR., Registration No.

25,580, ANN K. GALBRAITH, Registration No. 33,530, JAMES P. HAMLEY,

Registration No. 28,081, JOHN C. HAMMAR,Registration No. 29,928, LAWRENCE

W. NELSON,Registration No. 34,684 and ROBERT R. RICHARDSON,Registration

No. 40,143 of The Boeing Company, as the principal attorneys with full power of

substitution, association, and revocation to prosecute said application, to transact all

business in the Patent and Trademark Office connected therewith, and to receive the

letters patent therefor. Please direct all telephone calls to Maurice J. Pirio at (206) 583-

8888 and telecopies to (206) 583-8500.

Please direct all correspondenceto:

Patent-SEA

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
Attn: Maurice J. Pirio

Pursuant to 37 C.F.R. § 3.73, the undersigned duly authorized designee of

Assignee certifies that the evidentiary documents have been reviewed, specifically the

Assignment to The Boeing Companyfiled concurrently herewith for recording, a copy of

which is attached hereto, and certifies that to the best of my knowledge andbelief, title

remainsin the nameof the Assignee.

The Boeing Company

10/27 loo hhoPe, RAvdeo :
Date Nameof Person Signing

Counsel
Tile of Person Signing

MJP:jc

Enclosure:

Copy of Assignment
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ASSIGNMENT

WHEREAS,we, Fred B. Holt and Virgil E. Bourassa ("ASSIGNORS"),

having post office addresses of 5520 31Avenue NE,Seattle, Washington 98105 and

16110 SE 24" Street, Bellevue, Washington 98008, respectively, are the joint inventors

of an invention entitled "JOINING A BROADCAST CHANNEL,” as described and

claimed in the specification for which an application for United States letters patent was

filed on July 31, 2000 and assigned Application No. 09/629,570.

WHEREAS,The Boeing Company ("ASSIGNEE"), a corporation of the State of |

Delaware having its principal place of business at Seattle, Washington, is desirous of

acquiring the entire right, title, and interest in and to the invention and in and to any

patents that may be granted therefor in the United States and in any and all foreign

countries;

NOW, THEREFORE, in exchange for good and valuable consideration, the
receipt and sufficiency of which is hereby acknowledged, ASSIGNORShereby sell,

assign, and transfer unto ASSIGNEE,its legal representatives, successors, and assigns,

the entire right, title and interest in and to the invention as set forth in the above-

mentioned application, including any continuations, continuations-in-part, divisions,

reissues, re-examinations, or extensions thereof, any other inventions described in the |

application, and any and all patents of the United States of America and all foreign

countries that may be issued for the invention, including the right to file foreign

applications directly in the name of ASSIGNEEandto claim priority rights deriving from
the United States application to which foreign applications are entitled by virtue of

international convention, treaty or otherwise, the invention, application and all patents on

the invention to be held and enjoyed by ASSIGNEEandits successors and assigns for

their use and benefit and of their successors and assigns as fully and entirely as the same

would have been held and enjoyed by ASSIGNORShad this assignment, transfer, and

sale not been made.

Q:\Clients\Boeing IP (03004)\8002 (Joining)\Assignment.doc
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UPON THE ABOVE-STATED CONSIDERATIONS, ASSIGNORSagree

to not execute any writing or do any act whatsoever conflicting with this assignment, and

at any time upon request, without further or additional consideration but at the expense of

ASSIGNEE, execute all instruments and documents and do such additional acts as

ASSIGNEE may deem necessary or desirable to perfect ASSIGNEE's enjoymentofthis

grant, and render all necessary assistance required for the making and prosecution of

applications for United States and foreign patents on the invention, for litigation

regarding the patents, or for the purpose of protecting title to the invention or patents

therefor.

ASSIGNORSauthorize and request the Commissioner of Patents and

Trademarks to issue any Patent of the United States that may be issued for the invention

 
to ASSIGNEE. .

Date x, Fred B. Holt

State of LALA)
County of Cy *

I certify that I know or havesatisfactory evidence that Fred B. Holt is the

person who appeared before me, and the person acknowledged that he signed this

instrument and acknowledgedit to be his free and voluntary act for the uses and purposes

mentionedin the instrument.

wry, BOF iA hk “y, .
SNEereiteees“4%$3wnWile, Dated 0-2 62000

 
ST) 7% ;
= vomar : = Signature of

S ae, Pype we5 Notary Public
Z a Oa > 1 . ,“ifme$2 4 Bes Printed Name“ . .

HintAa Myappointmentexpires gy. 2 v7 0 4
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) 2 / 4LSLee

Date

Stateof_4, Lesfaras fers | )
) ss.
)County of__X.. |

I certify that I know or havesatisfactory evidence that Virgil E. Bourassais

 

the person who appeared before me, and the person acknowledged that he signed this

instrument and acknowledgedit to be his free and voluntary act for the uses and purposes

mentioned in the instrument.

Dated 0‘ db BO
Sy wat , o
. — ‘eiet Signature ofeM seomet pal]i vo i = Notary Public i f 7
 
% orty Pup’ Sies Printed Name Ny% oe 9.24) =

“a G2 8 be OS Gak0s”“agg oFASO Myappointment expires a ‘ 04
Maw
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Po. PATENTee

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE 
ants : Fred B. Holt and Virgil E. Bourassa

Application No. : 09/629,570

Filed — : July 31, 2000
For : JOINING A BROADCAST CHANNEL

Art Unit : 2744

Docket No. : 030048002US

Date : October 30, 2000

Commissionerfor Patents

Washington, DC 20231

AUTHORIZATION FOR EXTENSIONS OF TIME UNDER37 C.F.R.§ 1.136(A)(3

Sir:

With respect to the above-identified application, the Commissioner is

authorized to treat any concurrent or future reply requiring a petition for an extension of

time under 37 C.F.R. § 1.136(a)(3) for its timely submission as incorporating a petition

therefor for the appropriate length of time. The Commissioner is also authorized to

charge any fees which may be required, or credit any overpayment, to Deposit Account

No. 50-0665.

Date October 30, Z000 \ re,
Maurice J. Pirio

Registration No. 33,273
PERKINS COIE Lip

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 583-8888
FAX: (206) 583-8500

Q:\Clients\Boeing IP (03004)\8002 (Joining)\Authorization.doc
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ASSISTANT SECRETARY AND COMMISSIONER
OF PATENTS AND TRADEMARKS

Washington, D.C. 20231

UNITED STATES@@BPARTIMENT OF COMIMERCE

Patent and Trademark Office £4}zL 
/ RECEIVED
| CHANGE OF ADDRESS/POWER OF ATTORNEY MAY 3 - 299;

Technology Center 2109

FILE LOCATION 21C1 SERIAL NUMBER 09629570 PATENT NUMBER

THE CORRESPONDENCE ADDRESS HAS BEEN CHANGED TO CUSTOMER # 25096

THE PRACTITIONERS OF RECORD HAVE BEEN CHANGED TO CUSTOMER # 25096
THE FEE ADDRESS HAS BEEN CHANGED TO CUSTOMER # 25096

ON 04/12/01 THE ADDRESS OF RECORD FOR CUSTOMER NUMBER 25096 IS:

PERKINS COIE LLP

1201 3RD AVENUE , SUITE 4800
SEATTLE WA 98101-3099

AND THE PRACTITIONERS OF RECORD FOR CUSTOMER NUMBER 25096 ARE:

30582 33273 33904 34807 37263 37376 38264 40188 41637 41989
42216 43960 43985 46140

PTO INSTRUCTIONS: PLEASE TAKE THE FOLLOWING ACTION WHEN THE
CORRESPONDENCE ADDRESS HAS BEEN CHANGED TO CUSTOMER NUMBER:

RECORD, ON THE NEXT AVAILABLE CONTENTS LINE OF THE FILE JACKET,
‘ADDRESS CHANGE TO CUSTOMER NUMBER’. LINE THROUGH THE OLD
ADDRESS ON THE FILE JACKET LABEL AND ENTER ONLY THE ‘CUSTOMER
NUMBER’ AS THE NEW ADDRESS. FILE THIS LETTER IN THE FILE JACKET.
WHEN ABOVE CHANGES ARE ONLY TO FEE ADDRESS AND/OR PRACTITIONERS
OF RECORD, FILE LETTER IN THE FILE JACKET.
THIS FILE IS ASSIGNED TO GAU 2154.

PTO-FMD
TALBOT-1/97 0195
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PATENT

VIRGIL E. BOURASSA AND FRED B. HOLT

APPLICATION No.: 09/629570 RECEIVED
FILED: JULY 31, 2000

For: JOINING A BROADCAST CHANNEL APR 2 4 2002
Technology Center 2100

Information Disclosure Statement Within Three Months of

Application Filing or Before First Action — 37 CFR 1.97(b)

Commissioner for Patents

Washington, D.C. 20231
Sir:

1. Timing of Submission

This information disclosure is being filed within three monthsof the filing date of this
application or date of entry into the national stage of an international application or
before the mailing date of a first Office action on the merits, whichever occurslast
[37 CFR 1.97(b)]. The references listed on the enclosed Form PTO/SB/O8A

(modified) may be material to the examination of this application, the Examineris
requested to make them of record in the application.

2. Cited Information

X Copiesof the following references are enclosed:

X All cited references

Oo References markedbyasterisks
0 The following:

O Copiesof the following references can be found in parent application Ser. No.

| All cited references
O References markedby asterisks
Oo The following:

oO The following references are not in English. For each such reference, the
undersigned has enclosed(i) a translation of the reference; (ii) a copy of a
communication from a foreign patent office or International Searching
Authority citing the reference,(iii) a copy of a reference which appears to be
an English-language counterpart, or (iv) an English-language abstract for the
reference prepared by a third party. Applicant has not verified that the

[(/IDS-NO O-A - JAN2002.DOC]
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translation, English-language counterpart or third-party abstract is an
accurate representation of the teachings of the non-English reference,
though, and reservestheright to demonstrate otherwise.

Oo All cited references

O References marked by ampersands
O The following:

3. Effect of Information Disclosure Statement (37 CFR 1.97(h))

This Information Disclosure Statement is not to be construed as a representation
that: (i)a search has been made; (ii) additional information material to the
examination of this application does not exist; (iii) the information, protocols, results
and the like reported by third parties are accurate or enabling; or (iv) the cited
information is, or is considered to be, material to patentability. In addition, applicant
does not admit that any enclosed item of information constitutes prior art to the
subject invention and specifically reserves the right to demonstrate that any such
referenceis notpriorart.

4. Fee Payment

No fees are believed due. However, should the Commissioner determine that fees
are due in order for this Information Disclosure Statement to be considered, the

Commissioner is hereby authorized to charge such fees to Deposit Account No. 50-
0665.

5. Patent Term Adjustment (37 CFR 1.704(d))

O The undersignedstates that each item of information submitted herewith was
cited in a communication from a foreign patent office in a counterpart
application and that this communication was not received by any individual
designated in 37 C.F.R. § 1.56(c) more than thirty days prior to the filing of
this statement. 37 C.F.R. § 1.704(d).

Respectfully submitted,
Perkins Coie LLP

Date: j—| v-O7 J
alrice J. Pirio

Registration No. 33,273

 

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
Phone: (206) 583-8888

[NDS-NO O-A - JAN2002.D0C} 2
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This PageIs Inserted by IFW Operations
and is not a part of the Official Record

BEST AVAILABLE IMAGES

Defective images within this documentare accurate representations of
the original documents submitted by the applicant. |

Defects in the images mayinclude (but are notlimited to):

BLACK BORDERS

TEXT CUT OFF AT TOP, BOTTOM ORSIDES

FADED TEXT

ILLEGIBLE TEXT

SKEWED/SLANTED IMAGES

COLORED PHOTOS

BLACK OR VERY BLACK AND WHITE DARK PHOTOS

GRAY SCALE DOCUMENTS

IMAGES ARE BEST AVAILABLE COPY.

As rescanning documents will not correct images,
please do not report the images to the

Image Problem Mailbox.
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This Page Is Inserted by IFW Operations
and is not a part of the Official Record

BEST AVAILABLE IMAGES

Defective images within this document are accurate representations of
the original documents submitted by the applicant.

Defects in the images may include (but are not limited to):

e BLACK BORDERS

¢ TEXT CUT OFF AT TOP, BOTTOM ORSIDES

e FADED TEXT

e ILLEGIBLE TEXT

¢ SKEWED/SLANTED IMAGES

e COLORED PHOTOS

e BLACK OR VERY BLACK AND WHITE DARK PHOTOS

¢ GRAY SCALE DOCUMENTS

IMAGES ARE BEST AVAILABLE COPY.

AS rescanning documentswill not correct images,
please do not report the images to the

Image Problem Mailbox.
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LEAVING A BROADCAST CHANNEL
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TECHNICAL FIELD

The described technology relates generally to a computer network and more

particularly, to a broadcast channel for a subset of a computers of an underlying network.

25 BACKGROUND

There are a wide variety of computer network communications techniques such
as point-to-point network protocols, client/server middleware, multicasting network

Ow?
[03004-8001 (Document 1.268] -l- 7/31/00

0254



0255

20

25

30

protocols, and peer-to-peer middleware. Each of these communications techniques have

their advantages and disadvantages, but none is particularly well suited to the simultaneous

sharing of information among computers that are widely distributed. For example,

collaborative processing applications, such as a network meeting programs, have a need to

distribute information in a timely manner to all participants who may be geographically
distributed.

The point-to-point network protocols, such as UNIX pipes, TCP/IP, and UDP,

allow processes on different computers to communicate via point-to-point connections. The

interconnection of all participants using point-to-point connections, while theoretically

possible, does not scale well as a number of participants grows. For example, each
participating process would need to manageits direct connections to al] other participating

processes. Programmers, however, find it very difficult to manage single connections, and

management of multiple connections is much more complex. In addition, participating ©

processes may be limited to the number of direct connections that they can support. This

limits the numberofpossible participants in the sharing of information.

The client/server middleware systems provide a server that coordinates the

communications between the various clients who are sharing the information. The server

functions as a central authority for controlling access to shared resources. Examples of
client/server middleware systems include remote procedure calls (“RPC”), database servers,

and the common object request broker architecture (“CORBA”). Client/server middleware

systems are not particularly well suited to sharing of information among manyparticipants.

In particular, when a client stores information to be shared at the server, each other client

would need to poll the server to determine that new information is being shared. Such

polling places a very high overhead on the communications network. Alternatively, each
client may register a callback with the server, which the server then invokes when new

information is available to be shared. Such a callback technique presents a performance
bottleneck because a single server needs to call back to each client whenever new

information is to be shared. In addition, the reliability of the entire sharing of information
depends uponthereliability of the single server. Thus, a failure at a single computer (i.e.,
the server) would prevent communications between any oftheclients.

The multicasting networkprotocols allow the sending of broadcast messages to
multiple recipients of a network. The current implementations of such multicasting network
[03004-8001 /Document 1.268] -2- 7/3 1/00
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protocols tend to place an unacceptable overhead on the underlying network. For example,

UDP multicasting would swamp the Internet when trying to locate all possible participants.

IP multicasting has other problems that include needing special-purpose infrastructure(e.g.,
routers) to support the sharing of informationefficiently.

The peer-to-peer middleware communications systems rely on a multicasting

network protocol or a graph of point-to-point network protocols. Such peer-to-peer

middleware is provided by the T.120 Internet standard, whichis used in such products as

Data Connection’s D.C.-share and Microsoft’s NetMeeting. These peer-to-peer middleware

systems rely upon a user to assemble a point-to-point graph of the connections used for

sharing the information. Thus, it is neither suitable nor desirable to use peer-to-peer

middleware systems when more than a small numberofparticipants is desired. In addition,

the underlying architecture of the T.120 Internet standard is a tree structure, which relies on

the root nodeofthe tree for reliability of the entire network. That is, each message must pass

through the root nodein order to be receivedby all participants.
It would be desirable to have a reliable communications network that is

suitable for the simultaneous sharing of information among a large numberofthe processes
that are widely distributed.

BRIEF DESCRIPTION OF THE DRAWINGS

Figure | illustrates a graph that is 4-regular and 4-connected which represents a
broadcast channel.

Figure 2 illustrates a graph representing 20 computers connected to a broadcast
channel.

Figures 3A and 3B illustrate the process of connecting a new computerZ to the
broadcast channel.

Figure 4A illustrates the broadcast channel of Figure] with an added
computer.

Figure 4B illustrates the broadcast channel of Figure 4A with an added
computer.

Figure 4C also illustrates the broadcast channel of Figure 4A with an added
computer.
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Figure 5A illustrates the disconnecting of a computer from the broadcast

channel in a planned manner.

Figure 5B illustrates the disconnecting of a computer from the broadcast
channel in an unplanned manner.

Figure SC illustrates the neighbors with empty ports condition.

Figure 5D illustrates two computers that are not neighbors who now have

empty ports.

Figure SE illustrates the neighbors with empty ports condition in the small

regime.

Figure 5Fillustrates the situation of Figure SE whenin the large regime.

Figure 6 is a block diagram illustrating components of a computer that is
connected to a broadcast channel. .

Figure 7 is a block diagram illustrating the sub-components of the broadcaster

component in one embodiment.

Figure 8 is a flow diagram illustrating the processing of the connect routine in

one embodiment.

Figure 9 is a flow diagram illustrating the processing of the seek portal

computer routine in one embodiment.

Figure 10 is a flow diagram illustrating the processing of the contact process
routine in one embodiment.

Figure 11 is a flow diagram illustrating the processing of the connect request
routine in one embodiment.

Figure 12 is a flow diagram of the processing of the check for external call
routine in one embodiment.

Figure 13 is a flow diagram ofthe processing of the achieve connection routine
in one embodiment.

Figure 14 is a flow diagram illustrating the ‘processing of the external
dispatcher routine in one embodiment.

Figure 15 is a flow diagram illustrating the processing of the handle seeking
connection call routine in one embodiment.

Figure 16 is a flow diagram illustrating processing of the handle connection
requestcall routine in one embodiment.
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Figure 17 is a flow diagram illustrating the processing of the add neighbor

routine in one embodiment.

Figure 18 is a flow diagram illustrating the processing of the forward

connection edge search routine in one embodiment.

Figure 19 is a flow diagram illustrating the processing of the handle edge
proposal call routine. |

Figure 20 is a flow diagram illustrating the processing of the handle port

connection call routine in one embodiment.

Figure 21 is a flow diagram illustrating the processing of the fill hole routine in

one embodiment.

Figure 22 is a flow diagram illustrating the processing ofthe internal dispatcher

routine in one embodiment.

Figure 23 is a flow diagram illustrating the processing of the handle broadcast

message routine in one embodiment.

Figure 24 is a flow diagram illustrating the processing of the distribute

broadcast message routine in one embodiment.

Figure 26 is a flow diagram illustrating the processing of the handle connection

port search statement routine in one embodiment.

Figure 27 is a flow diagram illustrating the processing of the court neighbor
routine in one embodiment.

Figure 28 is a flow diagram illustrating the processing of the handle connection

edge searchcall routine in one embodiment.

Figure 29 is a flow diagram illustrating the processing of the handle connection

edge search responseroutine in one embodiment.

Figure 30 is a flow diagram illustrating the processing of the broadcast routine
in one embodiment.

Figure 31 is a flow diagram illustrating the processing of the acquire message
routine in one embodiment.

Figure 32 is a flow diagram illustrating processing of the handle condition
check message in one embodiment.

Figure 33 is a flow diagram illustrating processing of the handle condition
repair statementroutine in one embodiment.
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Figure 34 is a flow diagram illustrating the processing of the handle condition

double check routine.

DETAILED DESCRIPTION

A broadcast technique in which a broadcast channel overlays a point-to-point

communications network is provided. The broadcasting of a message over the broadcast

channel is effectively a multicast to those computers of the network that are currently

connectedto the broadcast channel. In one embodiment, the broadcast technique provides a

logical broadcast channel to which host computers through their executing processes can be

connected. Each computer that is connected to the broadcast channel can broadcast

messages onto and receive messages off of the broadcast channel. Each computerthatis

connected to the broadcast channel receives all messages that are broadcast while it is

connected. The logical broadcast channel is implemented using an underlying network

system (e.g., the Internet) that allows each computer connected to the underlying network

system to send messages to each other connected computer using each computer’s address.

Thus, the broadcast techniqueeffectively provides a broadcast channel] using an underlying

network system that sends messageson a point-to-point basis.

The broadcast technique overlays the underlying network system with a graph

of point-to-point connections (i.e., edges) between host computers (i.e., nodes) through

which the broadcast channel is implemented. In one embodiment, each computer is

connected to four other computers, referred to as neighbors. (Actually, a process executing
on a computer is connected to four other processes executing on this or four other

computers.) To broadcast a message, the originating computer sends the message to each of

its neighbors usingits point-to-point connections. Each computer that receives the message
then sends the messageto its three other neighbors using the point-to-point connections. In
this way, the message is propagated to each computer using the underlying network to effect

the broadcasting of the message to each computer overa logical broadcast channel. A graph
in which each nodeis connected to four other nodesis referred to as a 4-regular graph. The
use of a 4-regular graph means that a computer would become disconnected from the

broadcast channel only if all four of the connectionsto its neighbors fail. The graph used by
the broadcast technique also hasthe property that it would take a failure of four computers to
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divide the graph into disjoint sub-graphs, that is two separate broadcast channels. This

property is referred to as being 4-connected. Thus, the graph is both 4-regular and 4-

connected.

Figure | illustrates a graph that is 4-regular and 4-connected which represents

the broadcast channel. Each of the nine nodes A-I represents a computer that is connected to

the broadcast channel, and each of the edges represents an “edge” connection between two

computers of the broadcast channel. The time it takes to broadcast a message to each

computer on the broadcast channel depends on the speed of the connections between the

computers and the number of connections between the originating computer and each other

computer on the broadcast channel. The minimum number of connections that a message
would need to traverse between each pair of computers is the “distance” between the

computers (i.e., the shortest path between the two nodes of the graph). For example, the
distance between computers A and F is one because computer A is directly connected to

computer F. The distance between computers A and B is two because there is no direct

connection between computers A and B, but computerFis directly connected to computerB.

Thus, a message originating at computer A would be sent directly to computer F, and then

sent from computer F to computer B. The maximum ofthe distances between the computers

is the “diameter” of broadcast channel. The diameter of the broadcast channel represented

by Figure 1 is two. That is, a message sent by any computer would traverse no more than

two connections to reach every other computer. Figure 2 illustrates a graph representing 20

computers connected to a broadcast channel. The diameterof this broadcast channel is 4. In

particular, the shortest path between computers | and 3 contains four connections (1-12, 12-
15, 15-18, and 18-3). .

The broadcast technique includes (1) the connecting of computers to the

broadcast channel(i.e., composing the graph), (2) the broadcasting of messages over the

broadcast channel (i.e., broadcasting through the graph), and (3) the disconnecting of
computers from the broadcast channel(i.e., decomposing the graph) composingthe graph.

Composing the Graph

To connect to the broadcast channel, the computer seeking the connection first
locates a computer that is currently fully connected to the broadcast channel and then
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establishes a connection with four of the computers that are already connected to the

broadcast channel. (This assumesthat there are at least four computers already connected to

the broadcast channel. When there are fewer than five computers connected, the broadcast

channel cannot be a 4-regular graph. In such a case, the broadcast channel is considered to

be in a “small regime.” The broadcast technique for the small regime is described below in

detail. When five or more computers are connected, the broadcast channel is considered to

be in the “large regime.” This description assumesthat the broadcast channelis in the large

regime, unless specified otherwise.) Thus, the process of connecting to the broadcast

channel includeslocating the broadcast channel, identifying the neighbors for the connecting

computer, and then connecting to each identified neighbor. Each computer is aware of one

or more “portal computers” through which that computer may locate the broadcast channel.

A seeking computer locates the broadcast channel by contacting the portal computers until it

finds one that is currently fully connected to the broadcast channel. The found portal
computer then directs the identifying of four computers(i.¢., to be the seeking computer’s

neighbors) to which the seeking computer is to connect. Each of these four computers then

cooperates with the seeking computer to effect the connecting of the seeking computerto the

broadcast channel. A computerthathasstarted the process of locating a portal computer, but

does not yet have a neighbor, is in the “seeking connection state.” A computerthat is

connectedto at least one neighbor, but not yet four neighbors, is in the “partially connected

state.” A computerthatis currently, or has been, previously connected to four neighbors is

in the “fully connectedstate.”

Since the broadcast channel is a 4-regular graph, each of the identified

computers is already connected to four computers. Thus, some connections between

computers needto be brokensothat the seeking computer can connect to four computers. In

one embodiment, the broadcast technique identifies two pairs of computers that are currently
connected to each other. Each of these pairs of computers breaks the connection between

them, and then each of the four computers (two from each pair) connects to the seeking
computer. Figures 3A and 3Billustrate the process of a new computer Z connecting to the
broadcast channel. Figure 3A illustrates the broadcast channel before computer Z is
connected. The pairs of computers B and E and computers C andD arethe two pairs that are
identified as the neighbors for the new computer Z. The connections between each of these

pairs is broken, and a connection between computer Z and each of computers B. C, D, and E
{03004-8001/Decument!.268] -8- 7/41/00
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is established as indicated by Figure 3B. The process of breaking the connection between
two neighbors and reconnecting eachofthe former neighbors to another computeris referred

to as “edge pinning” as the edge between two nodes maybe considered to be stretched and

pinned to a new node. ~ =

Each computer connected to the broadcast channel allocates five

communications ports for communicating with other computers. Four of the ports are

referred to as “internal” ports because they are the ports through which the messagesofthe

broadcast channels are sent. The connections between internal ports of neighbors are

referred to as “internal” connections. Thus, the internal connections of the broadcast channel

form the 4-regular and 4-connected graph. The fifth port is referred to as an “external” port

because it is used for sending non-broadcast messages between two computers. Neighbors

can send non-broadcast messages either through their internal ports of their connection or

through their external ports. A seeking computer uses external ports when locatingaportal

computer.

In one embodiment, the broadcast technique establishes the computer

connections using the TCP/IP communicationsprotocol, which is a point-to-point protocol,

as the underlying network. The TCP/IP protocolprovides for reliable and ordered delivery

of messages between computers. The TCP/IP protocol provides each computer with a “port
space” that is shared among all the processes that may execute on that computer. The ports

are identified by numbers from 0 to 65,535. The first 2056 ports are reserved for specific

applications (¢.g., port 80 for HTTP messages). The remainder of the ports are user ports
that are available to any process. In one embodiment, a set of port numbers canbe reserved

for use by the computer connected to the broadcast channel. In an alternative embodiment,

the port numbers used are dynamically identified by each computer. Each computer
dynamically identifies an available port to be usedasits call-in port. This call-in port is used
to establish connections with the external port and the internal ports. Each computerthatis
connected to the broadcast channel can receive non-broadcast messages through its external
port. A seeking computer tries “dialing” the port numbersofthe portal computers until a
portal computer “answers,” a call on its call-in port. A portal computer answers whenitis
connected to or attempting to connect to the broadcast channel andits call-in port is dialed.
(In this description, a telephone metaphoris used to describe the connections.) When a
computer receives a call onits call-in port, it transfers the call to another port. Thus, the
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seeking computer actually communicates through that transfer-to port, which is the external

port. The call is transferred so that other computers can place calls to that computervia the

call-in port. The seeking computer then communicates via that external port to request the
portal computer to assist in connecting the seeking computer to the broadcast channel. The

seeking computercouldidentify the call-in port number ofa portal computer by successively

dialing each port in port numberorder. As discussed belowin detail, the broadcast technique

uses a hashing algorithm to select the port number order, which may result in improved

performance.

A seeking computer could connect to the broadcast channel by connectingto

computers either directly connected to the found portal computeror directly connected to one

of its neighbors. A possible problem with such a scheme for identifying the neighbors for

the seeking computer is that the diameter of the broadcast channel may increase when each

seeking computer uses the same found portal computer and establishes a connection to the

broadcast channel directly through that found portal computer. Conceptually, the graph

becomes elongated in the direction of where the new nodes are added. Figures 4A-4C

illustrate that possible problem. Figure 4Aillustrates the broadcast channel of Figure 1 with

an added computer. Computer J was connected to the broadcast channel by edge pinning

edges C-D and E-H to computer J. The diameter of this broadcast channel is still two.

Figure 4B illustrates the broadcast channel of Figure 4A with an added computer.

Computer K was connected to the broadcast channel by edge pinning edges E-J and B-C to

computer K. The diameter of this broadcast channel is three, because the shortest path from

computer G to computerK is through edges G-A, A-E, and E-K. Figure 4C also illustrates
the broadcast channel of Figure 4A with an added computer. Computer K was connected to

the broadcast channel by edge pinning edges D-G and E-J to computer K. The diameter of

this broadcast channel is, however, still two. Thus, the selection of neighbors impacts the
diameter of the broadcast channel. To help minimize the diameter, the broadcast technique
uses a randomselection techniqueto identify the four neighbors of a computerin the seeking
connection state. The random selection techniquetends to distribute the connections to new

seeking computers throughout the computers of the broadcast channel which may result in
smaller overall diameters.
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Broadcasting Through the Graph

As described above, each computer that is connected to the broadcast channe]

can broadcast messages onto the broadcast channel and doesreceive all messages that are

broadcast on the broadcast channel. The computer that originates a message to be broadcast

sends that message to each of its four neighbors using the internal connections. When a

computer receives a broadcast message from a neighbor, it sends the messageto its three

other neighbors. Each computer on the broadcast channel, except the originating computer,

will thus receive a copy of each broadcast message from each ofits four neighbors. Each

computer, however,only sendsthe first copy of the messagethat it receives to its neighbors

and disregards subsequently received copies. Thus, the total number of copies of a message

that is sent between the computers is 3N+1, where N is the number of computers connected

to the broadcast channel. Each computer sends three copies of the message, except for the

originating computer, which sends four copies of the message.

The redundancy of the message sending helpsto ensure the overallreliability
of the broadcast channel. Since each computer has four connections to the broadcast

channel, if one computerfails during the broadcast of a message, its neighbors have three

other connections through whichthey will receive copies of the broadcast message. Also, if
the internal connection between two computers is slow, each computer has three other
connections through whichit may receive a copy of each message sooner.

Each computer that originates a message numbers its own messages
sequentially. Because of the dynamic nature of the broadcast channel and because there are

many possible connection paths between computers, the messages may bereceived out of

order. For example, the distance between an originating computer and a certain receiving
computer may be four. After sending the first message, the originating computer and
receiving computer may becomeneighbors and thus the distance between them changes to
one. Thefirst message may haveto travel a distance of four to reach the receiving computer.
The second messageonly hasto travel a distance of one. Thus,it is possible for the second
messageto reach the receiving computer before the first message.

When the broadcast channelis in a steady state (i.e., no computers connecting
or disconnecting from the broadcast channel), out-of-order messages are not a problem
because each computerwill eventually receive both messages and can queue messages until
all earlier ordered messages are received. If, however, the broadcast channel is not in a
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steady state, then problems can occur. In particular, a computer may connect to the

broadcast channelafter the second message has already been received and forwarded on by

its new neighbors. When a new neighboreventually receives the first message, it sends the

message to the newly connected computer. Thus, the newly connected computerwill receive

the first message, but will not receive the second message. If the newly connected computer

needs to process the messagesin order, it would wait indefinitely for the second message.

Onesolution to this problem is to have each computer queue all the messages

that it receives until it can send them in their proper order to its neighbors. This solution,

however, may tend to slow down the propagation of messages through the computers of the

broadcast channel. Another solution that may have less impact on the propagation speed is

to queue messages only at computers whoare neighbors of the newly connected computers.

Each already connected neighbor would forward messages as it receives them to its other

neighbors who are not newly connected, but not to the newly connected neighbor. The

already connected neighbor would only forward messages from each originating computer to

the newly connected computer whenit can ensure that no gaps in the messages from that

originating computer will occur. In one embodiment, the already connected neighbor may

track the highest sequence numberof the messages already received and forwarded on from

each originating computer. The already connected computerwill send only higher numbered

messages from the originating computers to the newly connected computer. Onceall lower

numbered messages have been received from all originating computers, then the already

connected computer can treat the newly connected computer as its other neighbors and
simply forward each messageasit is received. In another embodiment, each computer may
queue messages and only forwards to the newly connected computer those messagesas the
gaps are filled in. For example, a computer might receive messages 4 and 5 and then receive

message 3. In such a case,the already connected computer would forward queue messages 4
and 5. When message 3 is finally received, the already connected computer will send
messages 3, 4, and 5 to the newly connected computer. If messages 4 and 5 weresent to the

newly connected computer before message 3, then the newly connected computer would
process messages 4 and 5 anddisregard message 3. Becausethe already connected computer
queues messages 4 and 5, the newly connected computerwill be able to process message 3.
It is possible that a newly connected computer will receive a set of messages from an
originating computer through oneneighbor and then receive another set of message from the
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sameoriginating computer through another neighbor. If the second set of messages contains

a messagethat is ordered earlier than the messagesofthe first set received, then the newly

connected computer may ignore that earlier ordered message if the computer already

processed those later ordered messages.

DecomposingtheGraph

A connected computer disconnects from the broadcast channel either in a

planned or unplanned manner. When acomputer disconnects in a planned manner,it sends a

disconnect messageto eachofits four neighbors. The disconnect message includesa list that

identifies the four neighbors of the disconnecting computer. When a neighborreceives the

disconnect message, it tries to connect to one of the computers on the list. In one

embodiment, the first computer in the list will try to connect to the second computer in the

list, and the third computerin the list will try to connect to the fourth computerin thelist. If

a computer cannot connect (e.g., the first and second computers are already connected), then

the computers may try connecting in various other combinations. If connections cannot be

established, each computer broadcasts a message that it needs to establish a connection with

another computer. When a computer with an available internal port receives the message,it

can then establish a connection with the computerthat broadcast the message. Figures 5A-

5D illustrate the disconnecting of a computer from the broadcast channel. Figure 5A
illustrates the disconnecting of a computer from the broadcast channelin a planned manner.

When computer H decides to disconnect, it sendsits list of neighbors to each ofits neighbors

(computers A, E, F and I) and then disconnects from each of its neighbors. When

computers A and | receive the message they establish a connection between them as

indicated by the dashedline, and similarly for computers E andF.

When a computer disconnects in an unplanned manner, such as resulting from
a power failure, the neighbors connected to the disconnected computer recognize the
disconnection when each attempts to send its next message to the now disconnected

computer. Each formerneighborof the disconnected computer recognizesthatit is short one

connection(i.é., it has a hole or empty port). When a connected computer detects that one of
its neighbors is now disconnected, it broadcasts a port connection request on the broadcast
channel, which indicates that it has one internal port that needs a connection. The port
connection request identifies the call-in port of the requesting computer. When a connected
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computer that is also short a connection receives the connection request, it communicates

with the requesting computer through its external port to establish a connection between the

two computers. Figure 5B illustrates the disconnecting of a computer from the broadcast

channel in an unplanned manner. In this illustration, computer H has disconnected in an
unplanned manner. When each ofits neighbors, computers A, E, F, and I, recognizes the

disconnection, each neighbor broadcasts a port connection request indicating that it needs to

fill an empty port. As shown by the dashed lines, computers F and I and computers A and E

respond to each other’s requests and establish a connection.

It is possible that a planned or unplanned disconnection mayresult in two

neighbors each having an empty internal port. In such a case, since they are neighbors, they

are already connected and cannotfill their empty ports by connecting to each other. Such a

condition is referred to as the “neighbors with empty ports” condition. Each neighbor

broadcasts a port connection request when it detects that it has an empty port as described

above. When a neighborreceivesthe port connection request from the other neighbor,it will

recognize the condition that its neighbor also has an empty port. Such a condition mayalso

occur when the broadcast channel is in the small regime. The condition can only be

corrected whenin the large regime. Whenin the small regime, each computerwill have less

than four neighbors. To detect this condition in the large regime, which would be a problem

if not repaired, the first neighbor to receive the port connection request recognizes the

condition and sends a condition check message to the other neighbor. The condition check

message includes a list of the neighbors of the sending computer. When the receiving

computer receives thelist, it compares the list to its own list of neighbors. Ifthe lists are
different, then this condition has occurredin the large regime and repair is needed. To repair

this condition, the receiving computer will send a condition repair request to one of the

neighbors of the sending computer which is not already a neighbor of the receiving
computer. When the computerreceives the condition repair request, it disconnects from one

of its neighbors (other than the neighborthat is involved with the condition) and connects to

the computer that sent the condition repair request. Thus, one of the original neighbors
involved in the condition will have had a port filled. However, two computers are stil] in
need of a connection, the other original neighbor and the computer that is now disconnected

from the computerthat received the condition repair request. Those two computers send out
port connection requests. If those two computersare not neighbors, then they will connectto
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each other when they receive the requests. If, however, the two computers are neighbors,

then they repeat the condition repair process until two non-neighbors are in need of

connections.

It is possible that the two original neighbors with the condition may havethe

same set of neighbors. When the neighbor that receives the condition check message

determinesthatthe sets ofneighbors are the same, it sends a condition double check message

to one of its neighbors other than the neighbor who also has the condition. When the

computerreceives the condition double check message,it determines whether it has the same

set of neighbors as the sending computer. If so, the broadcast channel is in the small regime

and the condition is not a problem. If the set of neighbors are different, then the computer

that received the condition double check message sends a condition check message to the

original neighbors with the condition. The computer that receives that condition check

message directs one of it neighbors to connect to one of the original neighbors with the

condition by sending a condition repair message. Thus, one ofthe original neighbors with

the condition will have its port filled.

Figure 5C illustrates the neighbors with empty ports condition. In this

illustration, computer H disconnected in an unplanned manner, but computers F and I

responded to the port connection request of the other andare now connected together. The

other former neighbors of computer H, computers A and E, are already neighbors, which

givesrise to the neighbors with empty ports condition. In this example, computer E received

the port connection request from computer A, recognized the possible condition, and sent

(since they are neighborsvia the internal connection) a condition check message withalist

of its neighbors to computer A. When computer A received the list, it recognized that

computer E hasa different set of neighbor(i.e., the broadcast channelis in the large regime).
Computer A selected computer D, which is a neighbor of computer E and sentit a condition

repair request. When computer D received the condition repair request, it disconnected from

one of its neighbors (other than computer E), which is computer G in this example.
Computer D then connected to computer A. Figure 5Dillustrates two computers that are not
neighbors who now have empty ports. Computers E and G now have empty ports and are
not currently neighbors. Therefore, computers E and G can connectto each other.

Figures 5E and 5F furtherillustrate the neighbors with empty ports condition.
Figure SE illustrates the neighbors with empty ports condition in the small regime. In this
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example, if computer E disconnected in an unplanned manner, then each computer

broadcasts a port connection request when it detects the disconnect. When computer A

receives the port connection request form computer B, it detects the neighbors with empty
ports condition and sends a condition check message to computer B. Computer B recognizes

that it has the same set of neighbors (computer C and D) as computer A and then sends a

condition double check message to computer C. Computer C recognizes that the broadcast

channelis in the small regime becauseis also has the same set of neighbors as computers A

and B, computer C maythen broadcast a message indicating that the broadcast channelis in

the small regime.

Figure 5F illustrates the situation of Figure 5E when in the large regime. As

discussed above, computer C receives the condition double check message from computer B.

In this case, computer C recognizes that the broadcast channelis in the large regime because

it has a set of neighbors that is different from computer B. The edges extending up from

computer C and D indicate connections to other computers. Computer C then sends a

condition check message to computer B. When computer B receives the condition check

message, it sends a condition repair message to one of the neighbors of computer C. The

computer that receives the condition repair message disconnects from one ofits neighbors,

other than computer C, andtries to connect to computer B andthe neighbor from which it
disconnected tries to connect to computer A.

Port Selection

As described above, the TCP/IP protocol designates ports above number 2056

as user ports. The broadcast technique uses five user port numbers on each computer: one
external port and four internal ports. Generally, user ports cannot bestatically allocated to

an application program because other applications programsexecuting on the same computer
may use conflicting port numbers. Asaresult, in one embodiment, the computers connected

to the broadcast channel dynamically allocate their port numbers. Each computer could

simply try to locate the lowest number unused port on that computeranduse that port as the
call-in port. A seeking computer, however, does not know in advance the call-in port
numberofthe portal computers when the port numbers are dynamically allocated. Thus, a

seeking computer needs to dial ports of a portal computer Starting with the lowest port
number when locating the call-in port of a portal computer. If the portal computer is
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connected to (or attempting to connectto) the broadcast channel, then the seeking computer

would eventually find the call-in port. If the portal computer is not connected, then the

seeking computer would eventually dial every user port. In addition, if each application

program on a computertried to allocate low-ordered port numbers, then a portal computer

may end up with a high-numberedport forits call-in port because many of the low-ordered
port numbers would be used by other application programs. Since the dialing of a port is a

relatively slow process, it would take the seeking computer a long timeto locate the call-in

port of a portal computer. To minimize this time, the broadcast technique uses a port

ordering algorithm to identify the port number order that a portal computer should use when

finding an available port for its call-in port. In one embodiment, the broadcast technique

uses a hashing algorithm to identify the port order. The algorithm preferably distributes the

ordering of the port numbers randomly through out the user port number space and only

selects each port number once. [n addition, every time the algorithm is executed on any

computer for a given channel type and channelinstance, it generates the same port ordering.

As described below, it is possible for a computer to be connected to multiple broadcast

channels that are uniquely identified by channel type and channelinstance. The algorithm

may be “seeded” with channel type and channel instance in order to generate a unique
ordering of port numbers for each broadcast channel. Thus, a seeking computer will dial the

ports of a portal computer in the sameorder as the portal computer used whenallocatingits
call-in port.

If many computers are at the same time seeking connection to a broadcast

channel through a single portal computer, then the ports of the portal computer may be busy —

whencalled by seeking computers. The seeking computers would typically need to keep on

redialing a busy port. The processoflocating a call-in port may be significantly slowed by
such redialing. In one embodiment, each seeking computer may each reorder the first few
port numbers generated by the hashing algorithm. For example, each seeking computer
could randomly reorderthe first eight port numbers generated by the hashing algorithm. The

random ordering could also be weighted where the first port number generated by the
hashing algorithm would have a 50% chanceofbeing first in the reordering, the second port
number would have a 25% chance ofbeingfirst in the reordering, and so on. Becausethe

seeking computers would use different orderings, the likelihood of finding a busy port is
reduced. For example, if the first eight port numbers are randomly selected, then it is
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possible that eight seeking computers could be simultaneously dialing ports in different

sequences which would reduce the chancesofdialing a busyport.

Locating a Portal Computer

Each computer that can connect to the broadcast channel hasa list of one or

more portal computers through which it can connect to the broadcast channel. In one

embodiment, each computer has the same set of portal computers. A seeking computer

locates a portal computer that is connected to the broadcast channel by successively dialing

the ports of each portal computer in the order specified by an algorithm. A seeking computer

could select the first portal computer and then dial all its ports until a call-in port of a

computer that is fully connected to the broadcast channel is found. If no call-in port is

found, then the seeking computer would select the next portal computer and repeat the
process until a portal computer with such a call-in port is found. A problem with such a

seeking technique is that all user ports of each portal computer are dialed until a portal

computer fully connected to the broadcast channel is found. In an alternate embodiment, the

seeking computer selects a port number according to the algorithm and then dials each portal

computerat that port number. If no acceptable call-in port to the broadcast channel is found,

then the seeking computer selects the next port number and repeats the process. Since the

call-in ports are likely allocated at lower-ordered port numbers, the seeking computerfirst

dials the port numbers that are mostlikely to be call-in ports of the broadcast channel. The

seeking computers may have a maximum search depth,that is the numberof portsthatit will

dial when seeking a portal computer that is fully connected. If the seeking computer

exhaustsits search depth, then either the broadcast channel has notyet been established or, if

the seeking computer is also a portal computer, it can then establish the broadcast channel

with itself as the first fully connected computer.

When a seeking computer locates a portal computer that is itself not fully
connected, the two computers do not connect when theyfirst locate each other because the

broadcast channel may already be established and accessible through a higher-ordered port
number on another portal computer. If the two seeking computers were to connect to each

other, then two disjoint broadcast channels would be formed. Each seeking computer can
share its experiencein trying to locate a portal computer with the other seeking computer. In
particular, if one seeking computer has searched all the portal computers to a depth ofeight,
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then the one seeking computer can share that it has searched to a depth of eight with another
seeking computer. If that other seeking computer has searched to a depth of, for example,

only four, it can skip searching through depths five through eight and that other seeking

computer can advanceits searching to a depth ofnine.

In one embodiment, each computer may have a different set of portal

computers and a different maximum search depth. In suchasituation, it may be possible that

two disjoint broadcast channels are formed because a seeking computer cannot locate a fully

connected port computer at a higher depth. Similarly, if the set of portal computers are

disjoint, then two separate broadcast channels would be formed.

Identifying Neighbors for a Seeking Computer |
As described above, the neighbors of a newly connecting computer are

preferably selected randomly from theset of currently connected computers. One advantage

of the broadcast channel, however, is that no computer has global knowledge of the

broadcast channel. Rather, each computer has local knowledgeofitself and its neighbors.

This limited local knowledge has the advantage that all the connected computers are peers

(as far as the broadcasting is concerned)and the failure of any one computer(actually any

three computers when in the 4-regular and 4-connect form) will not cause the broadcast

channelto fail. This local knowledge makesit difficult for a portal computer to randomly
select four neighbors for a seeking computer.

To select the four computers, a portal computer sends an edge connection

request message through one of its internal connections that is randomly selected. The

receiving computer again sends the edge connection request message through one ofits
internal connectionsthat is randomly selected. This sending of the message corresponds to a
random walk through the graph that represents the broadcast channel. Eventually, a
receiving computer will decide that the message has traveled far enough to represent a
randomly selected computer. That receiving computer will offer the internal connection

upon which it received the edge connection request message to the seeking computer for
edge pinning. Of course, if either of the computers at the end of the offered internal

connection are already neighbors of the seeking computer, then the seeking computer cannot
connect through that internal connection. The computer that decided that the message has
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traveled far enough will detect this condition of already being a neighbor and send the

message to a randomlyselected neighbor.

In one embodiment, the distance that the edge connection request message

travels is established by the portal computer to be approximately twice the estimated

diameter of the broadcast channel. The message includes an indication ofthe distancethat it

is to travel. Each receiving computer decrements that distance to travel before sending the

message on. The computer that receives a message with a distance to travel that is zero is

considered to be the randomly selected computer. If that randomly selected computer cannot

connect to the seeking computer (e.g., because it is already connected to it), then that

randomly selected computer forwards the edge connection request to one ofits neighbors

with a new distance to travel. In one embodiment, the forwarding computer toggles the new

distance to travel between zero and one to help prevent two computers from sending the
message back and forth betweeneachother.

Because of the local nature of the information maintained by each computer

connected to the broadcast channel, the computers need not generally be aware of the

diameter of the broadcast channel. In one embodiment, each message sent through the

broadcast channel has a distance traveled field. Each computer that forwards a message
increments the distance traveled field. Each computer also maintains an estimated diameter

of the broadcast channel. When a computerreceives a message that has traveled a distance

that indicates that the estimated diameter is too small, it updates its estimated diameter and

broadcasts an estimated diameter message. When a computerreceives an estimated diameter

messagethat indicates a diameterthat is larger than its own estimated diameter, it updatesits
own estimated diameter. This estimated diameter is used to establish the distance that an

edge connection request message shouldtravel.

External Data Representation

The computers connected to the broadcast channel may internally store their
data in different formats. For example, one computer may use 32-bit integers, and another
computer may use 64-bit integers. As another example, one computer may use ASCII to
represent text and another computer may use Unicode. To allow communications between

heterogeneous computers, the messages sent over the broadcast channel may use the XDR
(“eXternal Data Representation”) format.

{03004-8003 Mocument!.268] -20- 7731/00

0273


