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4. Claims 32-33 are rejected under 35 U.S.C. 103(a) as being unpatentable over

Steele, in view of Choet al. (“A Flood Routing Method for Data Networks,” ICICS ‘97,

hereinafter “Cho”).

In considering claim 32, the claim contains a computer readable medium for

performing the samesteps as claim 1, and additionally requires that each network

participant forwards broadcast messagesthatit receivesto its neighborparticipants.

See the discussion of claim 1 for the description of those steps. Note, however, that

Steele does not disclose that each network participant forwards broadcast messages

that it receives to its neighbor participants. This is because Steele is only concerned

with how nodes are added and/or subtracted to the network and howthataffects

network configuration. The system taught by Steele remains silent regarding the actual

passing of data between nodes. Nonetheless,flood routing (i.e. broadcasting

messagesfrom each node to each neighboring node in a network)is well known, as

_ evidenced by Cho. Ina similar art, Cho discloses that flood routing is well known(p.

1418, Introduction, f] 1) and further describes a network system with multiple

interconnected nodes (see Figs. 1, 3) that uses flood routing to pass information

between nodes(p. 1418-1419, § 2, “Flood Routing Mechanism’). Given the teaching of

Cho, a person having ordinary skill in the art would have readily recognized the

desirability and advantagesof using flood routing to send information between nodesin

the system taught by Steele, because flood routing is a very reliable and robust method

of data transmission (see Cho, p. 1418, Introduction, {] 1). Therefore, it would have

been obvious to use flood routing to pass information in the network taught by Steele.
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In considering claim 33, Steele further discloses that each participantis

connected to 4 participants (See Figs. 5-6, wherein each participant is connectedto at

least 4 participants).

5. Claims 1-5, 7, 8, and 11-17 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Gilbert et al. (U.S. Patent No. 6,490,247, hereinafter “Gilbert”) in view

of Hughesetal. (U.S. Patent No. 6553,020, hereinafter “Hughes’).

In considering claim 1, Gilbert discloses a computer-based method for adding a

participant (“node”) to a network of participants, the method comprising:

Identifying a pair of participants of the network that are connected(col. 6, lines

26-49, wherein the additional node contacts the two participants), disconnecting the

participants of the identified pair from each other(col. 7, lines 7-8, “the two adjacent

nodes drop connection to one another”), and connecting each participant of the

identified pair of participants to the added participant(col. 7, lines 13-19, “the additional

node connects with each of the adjacent nodes’).

However, Gilbert does not disclose that each participant is connected to three or

more otherparticipants. Gilbert discloses instead, a ring-type network, wherein each

node is connected to two other nodes(seecol. 3, lines 25-36). Nonetheless, the use of

other types of networks to connect participants, wherein each participant is connected

to three or more participants, and wherein participants can be added to the network,is

well known, as evidenced by Hughes. !nasimilar art, Hughes discloses a networkfor
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interconnecting nodes for communication across the network, wherein the nodes can be

connected in a hypercube-type topology, or in someothertype of topology such that

each nodeis connected to 4 other nodes, wherein nodes can be added to the network

(col. 14, lines 25-30, 67; col. 15, lines 1-5, 45-52; col. 4, lines 6-9, “additional users can

be added later as demand grows’). Given the teaching of Hughes, a person having

ordinary skill in the art would have readily recognized the desirability and advantages of

using a similar technique as taught by Gilbert (i.e. disconnecting certain node

connections and connecting the newly disconnected links to the added node) to connect

additional participants in the system taught by Hughes, in order to maintain the network

topology for added nodes, thereby maintaining the interconnectivity and reliability

associated with hypercube and 4-connected networks. Therefore, it would have been

obviousto use the technique disclosed by Gilbert for connecting new participants in a

system such as the one taught by Hughes.

In considering claim 2, Hughesfurther discloses that each participant is

connected to 4 participants (col. 14, lines 25-30, “hypercube”; col. 15, lines 45-52,

“nodes 2 are connectedin an arbitrary mannerto up to a fixed numbern of nearest

nodes... where n=4...”; Fig. 9).

In considering claim 3, Gilbert further discloses that the pair of nodes selected for

disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual node thatis

contacted by the additional node does not matter,” and can simply be “the first node on
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the list’). Although Gilbert does not explicitly state that selection is done randomly, the

nodeis effectively being selected randomly, since any node canbefirst on thelist. The

same result would be achieved by selecting a node randomly from somewhereelse on

the list. Thus, the limitation of selecting the node randomly doesnot renderthe claimed

invention patentably distinct over the method taught by Gilbert.

In considering claim 4, Gilbert further discloses that arbitrarily selecting the pair

includes sending a message through the network on an arbitrarily selected path (col. 6,

lines 30-31, 37-40, “an additional node contacts two adjacent nodesin the network,”

wherein “the actual nodethat is contacted by the additional node does not matter,” such

that the path selected will be the path to whichever nodeis arbitrarily and thus randomly

selected).

In considering claim 5, Gilbert further discloses that when a participant (“primary

node”) receives the message,it sends the messageto a selected participant to whichit

is connected (“adjacent node,”col. 6, lines 50-59). However, Gilbert does not disclose

that the messageis sent to a randomly selected participant. Nonetheless, Gilbert

discloses that the actualinitial nodes contacted do not matter(see col. 6, lines 37-40).

It follows then that the selection of the adjacent node also doesn’t matter, so long asit is

adjacent (note that Gilbert does not specify which adjacent node is selected). Selecting

an adjacent node randomly, rather than, say, selecting one particular adjacent node
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overthe other, is thus a matter of preference, and does not renderthe claimed invention

patentably distinct over the method taught by Gilbert.

In considering claim 7, Gilbert further discloses that the participant to be added

requests a portal computerto initiate the identifying of the pair of participants (col. 6,

lines 45-47, “additional node 100 would contact node 10, and node 10 would provide

additional node 100 information regarding node 16”).

In considering claim 8, Gilbert further discloses that the initiating of the identifying

of the pair of participants includes the portal computer sending a message to a

connectedparticipant requesting an edge connection (col. 6, lines 53-57, “primary

node... receives all incoming calls from other nodes wishing to enter the network. The

point of entry in the network for these other nodesis then betweenthe primary node

and an adjacent nodeto the primary node”).

In considering claim 11, Hughes further discloses that the participants are

connected via the Internet(col. 1, line 14, “Internet”; col. 14, lines 55-59, “Internet web-

browsing”). It would have been obviousfor the networkin the participant adding system

taught by Gilbert and Hughesto bethe Internet, so that the participants could

communicate with other users anywhere in the world. Therefore, it would have been

obviousto use the participant adding system taught by Gilbert and Hughes on the

Internet network.
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In considering claim 12, although Hughes doesnotexplicitly teach TCP/IP,

Examinertakes official notice that TCP/IP is a standard well knownprotocol used for

Internet communications. Therefore, it would have been obvious to connect the

participants via TCP/IP for the same reasons as connecting participants via the Internet

— i.e. to allow global communications on the existing Internet network.

In considering claim 13, Gilbert further discloses that the participants are

computer processes(“nodes”).

In considering claim 14, Gilbert discloses a computer-based method for adding

nodes(“nodes”) to a graph that is m-regular and m-connected (see Fig. 1, which is 2-

regular and 2-connected) to maintain the graph as m-regular, the method comprising:

Identifying p pairs of nodesof the graph that are connected wherep is half of m

(p. is 1, see col. 6, lines 30-42, wherein a pair of adjacent nodesis identified);

Disconnecting the nodesof eachidentified pair from each other(col. 7, lines 7-8);

and

Connecting each node ofthe identified pair of nodes to the added node(col. 7,

lines 13-19).

However, Gilbert does not disclose that m is four or greater, and thus that the

graphis at least 4-connected and 4-regular. Nonetheless, the use of 4-connected and

4-regular networks wherein nodes can be added to the networkis well known, as
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evidenced by Hughes. In a similar art, Hughes discloses a networkfor interconnecting

nodes for communication across the network, wherein the nodes can be connected in a

hypercube-type topology, or in someothertype of topology such that each nodeis

connected to 4 other nodes, wherein nodes can be added to the network(col. 14, lines

25-30, 67; col. 15, lines 1-5, 45-52; col. 4, lines 6-9, “additional users can be addedlater

as demand grows’). Given the teaching of Hughes, a person having ordinary skill in the

art would have readily recognized the desirability and advantages of extending the node

addition method taught by Gilbert (i.e. disconnecting p pairs of nodes node connections

and connecting the newly disconnectedlinks to the added node) to more highly

connected (i.e. 4-connected) networks, in order to maintain the network topology for

added nodes, thereby maintaining the interconnectivity and reliability associated with

hypercube and 4-connected networks. Therefore, it would have been obvious to use

the technique disclosed by Gilbert for connecting new participants to the 4-connected

system taught by Hughes.

In considering claim 15, Gilbert further discloses that the pair of nodes selected

for disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual nodethatis

contacted by the additional node does not matter,” and can simply be “the first node on

the list”). Although Gilbert does not explicitly state that selection is done randomly, the

node effectively is being selected randomly, since any node canbefirst on the list. The

sameresult would be achieved by selecting a node randomly from somewhere else on

1212



1213

Application/Control Number: 09/629,570 Page 12
Art Unit: 2153

the list. Thus, the limitation of selecting the node randomly doesnot renderthe claimed

invention patentably distinct over the method taught by Gilbert.

In considering claim 16, Hughesfurther discloses that the nodes are computers

and the connections are point-to-point connections (abstract).

In considering claim 17, both Gilbert and Hughesfurther disclose that m is even

(i.e. 2 or 4).

6. Claims 32-36, 38, and 39 are rejected under 35 U.S.C. 103(a) as being

unpatentable over Gilbert in view of Hughes, and further in view of Choet al. (“A Flood

Routing Method for Data Networks,” ICICS ’97, hereinafter “Cho’).

In considering claim 32, the claim contains a computer readable medium for

performing the same steps asclaim 1, and additionally requires that each network

participant forwards broadcast messagesthat it receives to its neighborparticipants.

See the discussion of claim 1 for the description of those steps. Note, however, that

neither Gilbert nor Hughesdisclose that each network participant forwards broadcast

messagesthatit receivesto its neighbor participants. Nonetheless,flood routing(i.e.

broadcasting messages from each nodeto each neighboring nodein a network) is well

known,as evidenced by Cho. Ina similar art, Cho disclosesthat flood routing is well

known (p. 1418, Introduction, {| 1) and further describes a network system with multiple

interconnected nodes(see Figs. 1, 3) that uses flood routing to pass information
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between nodes(p. 1418-1419, § 2, “Flood Routing Mechanism”). Given the teaching of

Cho, a person having ordinary skill in the art would have readily recognized the

desirability and advantagesofusing flood routing to send information between nodesin

the system taught by Gilbert and Hughes, becauseflood routing is a very reliable and

robust method of data transmission (see Cho, p. 1418, Introduction, f] 1). Therefore,it

would have been obvious to use flood routing to pass information in the network taught

by Gilbert and Hughes.

In considering claim 33, Hughesfurther discloses that each participantis

connected to 4 participants (col. 14, lines 25-30, “hypercube”; col. 15, lines 45-52,

“nodes 2 are connected in an arbitrary mannerto up to a fixed number n of nearest

nodes... where n=4...”; Fig. 9).

In considering claim 34, Gilbert further discloses that the pair of nodes selected

for disconnection is selected arbitrarily (col. 6, lines 37-40, “the actual node thatis

contacted by the additional node does not matter,” and can simply be “the first node on

the list”). Although Gilbert does not explicitly state that selection is done randomly, the

nodeeffectively is being selected randomly, since any node can befirst on the list. The

sameresult would be achieved by selecting a node randomly from somewhereelse on

the list. Thus, the limitation of selecting the node randomly does not render the claimed

invention patentably distinct over the method taught by Gilbert.
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In considering claim 35, Gilbert further discloses that arbitrarily selecting the pair

includes sending a messagethrough the network on an arbitrarily selected path (col. 6,

lines 30-31, 37-40, “an additional node contacts two adjacent nodesin the network,”

wherein “the actual node that is contacted by the additional node does not matter,” such

that the path selected will be the path to whichevernodeis arbitrarily and thus randomly

selected).

In considering claim 36, Gilbert further discloses that when a participant(“primary

node”) receives the message,it sends the messageto a selected participant to whichit

is connected(“adjacent node,”col. 6, lines 50-59). However, Gilbert does not disclose

that the messageis sent to a randomly selected participant. Nonetheless, Gilbert

discloses that the actualinitial nodes contacted do not matter (see col. 6, lines 37-40).

It follows then that the selection of the adjacent node also doesn’t matter, so long asit is

adjacent (note that Gilbert does not specify which adjacent nodeis selected). Selecting

an adjacent node randomly, rather than, say, selecting one particular adjacent node

overthe other, is thus a matter of preference, and does not renderthe claimed invention

patentably distinct over the method taught by Gilbert.

In considering claim 38, Gilbert further discloses that the participant to be added

requests a portal computertoinitiate the identifying of the pair of participants (col. 6,

lines 45-47, “additional node 100 would contact node 10, and node 10 would provide

additional node 100 information regarding node 16’).
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In considering claim 39, Gilbert further discloses that the initiating of the

identifying of the pair of participants includes the portal computer sending a message to

a connectedparticipant requesting an edge connection (col. 6, lines 53-57, “primary

node... receives all incoming calls from other nodes wishing to enter the network. The

point of entry in the network for these other nodesis then betweenthe primary node

and an adjacent node to the primary node’).

Allowable Subject Matter

7. Asallowable subject matter has been indicated, applicant's reply must either

comply with all formal requirements or specifically traverse each requirement not

complied with. See 37 CFR 1.111(b) and MPEP § 707.07(a).

Claims 9 and 40 would beallowableif rewritten to include all of the limitations of

the base claim and anyintervening claims,andif the base claims were rewritten to

overcomethe rejection(s) under 35 U.S.C. 112, second paragraph, setforth in this

Office action.

The following is a statement of reasonsfor the indication of allowable subject

matter: the prior art of record fails to disclose or render obviousall of the limitations of

the claims, including the claimed distance-related selection steps described in claims 9,

and 40.
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Conclusion

The prior art made of record and not relied upon is considered pertinentto

applicant’s disclosure.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Bradley Edelman whose telephone numberis (703) 306-

3041. The examiner can normally be reached on Mondayto Friday from 8:30 AM to

5:00 PM.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Glen Burgess can be reached on (703) 305-4792. The fax phone numbers

for the organization wherethis application or proceeding is assigned are asfollows:

Forall correspondences: (703) 872-9306.

Anyinquiry of a general nature orrelating to the status of this application or

proceeding should be directed to the receptionist whose telephone numberis (703) 305-

3900.

BE

January 6, 2004
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Abstract

In this paper, a new routing algorithm based on a
flooding method is introduced. Flooding
techniques have been used previously, e.g. for
broadcasting the routing table in the ARPAnet[1]
and other special purpose networks {3][4][5).
However, sending data using flooding can often
saturate the network (2] andit is usually regarded
as an inefficient broadcast mechanism. Our

approachis to flood a very short packet to explore
an optimal route without relying on a: pre-

‘established routing table, and an efficient flood
control algorithm to reduce the signalling traffic
overhead. This is an inherently robust mechanism
in the face of a network configuration change,
achieves automatic load sharing across alternative
routes, and has potential to solve many
contemporary routing problems. An_ earlier
version of this mechanism was originally
developed for virtual circuit establishment in the
experimental Caroline ATM LAN [6](7) at

‘Monash University. —

1. Introduction

Flooding is a data broadcast technique which
sends the duplicates of a packet to all neighboring
nodesin a network.It is a very reliable method of
data transmission because many copies of the
original data are generated during the flooding
phase, and the destination user can double check
the correct reception of the original data. It is also
a robust method because no matter how severely
the network is damaged, flooding can guarantee at
least one copy of the data will be transmitted to
the destination, provided a path is available.

While the duplication of packets makes flooding a

0-7803-3676-3/97/$10.00 © 1997 IEEE

James Breen

Monash University
Clayton 3168, Victoria

Australia

jwb@dgs.monash.edu.au

generally inappropriate method for data
transmission, our approachis to take advantage of
the simplicity and robustness of flooding for
routing purposes. Very short packets are sent over
all possible routes to search for the optimal route
of the requested QoS and the data path is
established via the selected route. Since the Flood

Routing algorithm—strictly controls the
unnecessary packet duplication, the traffic
overhead caused from the flooding traffic is
minimal.

Use of flooding for routing purposes has been
suggested before [3][4J(5], and it has been noted
that it can be guaranteed to form a shortest path
route[10]. And an earlier protocol was proposed
and implemented for the experimental local area
ATM network (Caroline [6][7]). However the
earlier protocol had problems with scaling timer
values, and also required complex mechanism to
solve potential race and deadlock problem. Our
proposal greatly simplifies the previous
mechanism and reducesthe earlier problems.

Chapter 2 explains the procedure for route
establishment and the simulation results are

presented in chapter 3. The advantages of the
Flood Routing are reviewed specifically in chapter
4, Chapter 5 concludes this paper with suggesting
some possible application area and the future
study issues.

2. Flood Routing Mechanism

Figure 1, 3, 4 show the stepwise procedure of the
route establishment.

In the Figure 1, the host A ‘is Tequesting a
connectionset up to the target host B. In the initial
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stage, a short connection request packet (CREQ)
is delivered to the first hop router 1 and router 1
Starts the flood of the CREQ packets.

 
Figure 1

 

QS
Figure 2 CREQ Packet Format

 
 
 
 

  

Figure 2 shows the format of the CREQ packet.
The CREQ packet contains a connectiondifficulty
metric (CDM) field, QoS parameters and the
source & destination addresses and connection

number. The metric can be any accumulative
measure representing the route difficulty, such as
hop count, delay, buffer length, etc. The
connection numberis chosen by the source host to
distinguish the different packet floods of the same
source and destination.

When a router receives the CREQ packet, the
router matches the packet information with the
internal Flood Queueto see if the same packet has
been received before. If the CREQ packetis new,
it records the information in the Flood Queue,
increases the CDM value, and forwards the packet
to all output links with adequate capacity to meet
the QoS except the received one. Thus the flood

of CREQ packets propagate through the entirenetwork.

The Flood Queue is a FIFO list which contains the

information relating to the best CREQ packetthe
router has received for each recent flood. As the
flood packet of a new connection arrives and the
information is pushed into the Flood Queue, the
old information gradually moves to the rear and
eventually is removed. The queueing delay from
the insertion to the deletion depends on the queue
size and the call frequency, and provided this
delay is enough to cover the time for network
wide flood propagation and reply, there is no need
for a timer to wait to the completion ofthe flood.

Since the CDM value is increased as the CREQ
packet passes the routers, the metric value
represents the route difficulty that the CREQ
packet has experienced. Because of the repeated
duplication of the packet, a router may receive
another copy of the CREQ packet.In this case, the
router compares the metric values of the two
packets and if the mostrecently arrived packet has
the better metric value, it updates the information
in the Flood Queue and repeats the flood action.
Otherwise the packet is discarded. As a
consequence,all the routers keep the record of the
best partial route and the output link to use for
setting up the virtual circuit.

Figure 3 shows the intermediate routers 2, 7, 8
have chosen the links toward the router 1 as the

best candidate link. If one of them is requested
for the path to the source node A,the router will
usethis link for the virtual circuit set up.

 
Figure 3

When the destination host receives a CREQ
packet, it opens a short time-window to absorb
‘possible further arriving CREQ packets. The
expiration of the timer triggers the sending of the
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connection acceptance (CACC) packet-along the
best links indicated by the CREQ packet with the
lowest CDM. The CACC packet is relayed back
to the source host by the routers which at the same
timeinstall the virtual circuit via the optimal route.
Finally, when the source host receives the CACC
packet, the host mayinitiate data transmission.

 
Figure 4

Note that bandwidth reservation occurs during the
relay of the CACC packet. Itis possible that the
available QoS will have dropped below the
requested level in one or morelinks..In this case,
the source may either accept the lower QoS, or,
close the connection and try again. |

More implementation details of the flooding
protocol can be foundin [9].

3. Simulation Result

One concern of Flood Routing is whetherit will
lead to congestion of the network bythe signalling

traffic. A simulation was carried out using various
network conditions. Figure 5 shows the numberof
flooding packets produced in a connectiontrial in
a normaltraffic condition on a network consisting
of 5 switching nodes, 9 hosts and 16 links. The
simulation tested the event of 2000 seconds.

The graph showsthatthe total number of flooding
packets per connection converges on the lower
bound 18 with some exceptions. This is slightly
higher than the numberof the network links (16).
This shows how the flood control mechanism is

efficient in that the routers usually generate only
one flooding packet per output link and this
duplication process is rarely repeated again. As a
result, the total number of flooding packets per
connection is nearly same as the number of
networklinks.

Considering the small size of the flooding packet,
the bandwidth consumed bythe signalling traffic
is small. Suppose an ATM network using the
Flood Routing generates 1000 calls per seconds,
the bandwidth consumption by the signalling
traffic will only be about 424 Kbps (= 1 K * 53
byte) per link and this does not include any
additional route management traffic such as the
routing table update.

From the simulation, it is observed that the

average number and the maximum numberof the
flooding packets depends on the network topology
and thetraffic condition. If the network is simple
topology such asa tree or a star shape,the average
numberofthe flooding packets is nearly identical
to the numberof the network links. If the network
is a complex topologysuch as a complete mesh
topology, and there is a high traffic load, the
routers tend to generate more packets because of
the racing of the flooding packets.

NumberofFlooding Packets

aBREEB

Figure 5
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The connections established by Flood Routing
successfully avoid busy links and disperse the
communication paths to all possible routes. This
reduced the chance of congestion and utilizes all
network resourcesefficiently.

4. Advantages of the Flood Routing

The distinctive features of the Flood. Routing
method are :

(a) It facilitates the load sharing of available
network resources. If many possible routes exist
between two end points in a network, the Flood
Routing can disperse different connections over
different routes to share the network load. Figure
6 showsthis example.

 
SUBNET-1 SUBNET-2

Figure 6 Example of Multipath Connection

In the sample network, there are more than two
links exist between node A and H, and the node A
used all links for different connections with

balancing the load. More than two exterior routers
are connecting the subnet | and the subnet 2, and
the node H distributed the connections to all
exterior routers. Therefore, all the network

resources are utilized fully in Flood Routing
network. This load sharing capability has been
considered to be a difficult problem in table based
routing algorithms.

(b) It automatically adapts to changes in the
network configuration. For example, if the overall
traffic between two end points has been increased,
the network bandwidth can simply be expanded
by adding more links between routers. The Flood
Routing algorithm can recognize the additional
links and use them for sharing the load in new
connections.

(c) The method is robust. The Flood routing can
achieve a successful connection even when the

network is severely damaged, provided flooding
packets can reachthe destination. Once a flooding

1421

packetreaches the destination, the connection can
be established via the un-damaged part of the
network which was searched by the packet. This is
very useful property in networks which are
vulnerable but which require high reliability, such
as military networks.

(d) The method is simple to manage, as it makes
no use of routing tables. This table-less routing
method does not have the problem like
“Convergence time” of the Distance Vector
routing [8].

(e) It is possible to find the optimal route of the
requested bandwidth or the quality of service.
While the packet flood is progressing, bandwidth
requirement and QoS constraints specified in the
flooding packets are examined by the routers and
the links that does not meet the requirements are
excluded from the routing decision. As a result,
the route constructed with the qualified links can
meet the bandwidth and the QoS requirements,
usually in the first attempt.

(f) It is a loop-free routing algorithm. The only
possible case that the route may consist a loop can
be caused from the corrupted metric information.
Howeverthis can be detected by a check sum.

(g) Since the flooding method is basically a
broadcast mechanism,it can be used for locating
resources in network. Many network applications
are best served by a broadcast facility, such as
distributed data bases, address resolution, or
mobile communications. Implementing broadcast
in point-to-point networks is not straight forward.
The flooding technique provides a means to solve
this problem.In particular, locating a mobile user
by Flood Routing, and establishing a dynamic
route is an interesting issue. Application to a
movable network in which entire network units

including both the mobile users as well as the
switching nodes and the wireless links is another
potential research area.

5. Future Study and Conclusion

In this paper, we introduced a revised Flood
Routing technique. Flood Routing is a novel
approach to network routing which has the
potential to solve many of the routing problemsin
contemporary networks. The basic Flood Routing
presented in this paper has been developed to be
used in an ATM style network, however we
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believe a similar technique can also be applied to
IP routing. Another promising area of
application of this method would be military or
mobile networks which require high mobility and
reliability. Research to extend the point-to-point
Flood Routing to optimal multi-point routing is
now progressing. Further analysis of performance,
and application to large scale networks are the
future issues.
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A DISTRIBUTED RESTORATION ALGORITHM FOR MULTIPLE-LINK AND

NODE FAILURES OF TRANSPORT NETWORKS

Hiroaki Komine, Takafumi Chujo, Takao Ogura,Keiji Miyazaki, and Tetsuo Soejima

Fujitsu Laboratories, Ltd.
1015 Kamikodanaka, Nakahara-ku, Kawasaki, 211, Japan

Abstract

Broadband opticalfiber networks will requirefast restoration
from multiple-link and node failures as well as single-link
failures. This paper describes a new distributed restoration
algorithm based on message flooding. The algorithm is an
extension of our previously proposed algorithm for single-link
failure. It restores the network from multiple-link and node
failures, using multi-destination flooding and path route
monitoring. We evaluated the algorithm by computer simulation,
and verified thatit canfind alternate paths within 0.5s whenever
the message processing delay at a node is Sms.

1. Introduction

Thereis an increasing dependency on today’s communication
networks to implement strategic corporate functions. User
demands for high-speed and economical communications
services lead to the rapid deployment of high-capacity optical
fibers in the transport networks. At the same time, the demands
for high-reliability services raise a network survivability
problem.For example,if the networkis disabled for one hour, up
to $6,000,000 loss of revenue can occur in the trading and
investment banking industries [1]. As the capacity of the
transmissionlink grows,a link cut results in morelossofservices.
Therefore, rapid restoration from failures is becoming more
critical for network operations and management.

There have been many algorithms developed to restore
networks, including centralized control [1] and distributed
algorithms[2-4]. In centralized control, the network is controlled
and managed from a central office. In distributed control, the
processing load is distributed among the nodesandrestoration is
thus faster. However, more computation capability and high
speed control data channels are required. Recently it has been
possible to provide high performance microprocessors for digital
cross-connect system (DCS). High capacity opticalfibers enable
high speed data transmission for OAM through overhead bytes,
whichis under study by CCITT.
The distributed algorithms proposed so far [2-4] are based on

simple flooding [5]. When a node detects failure,it broadcasts a
restoration message to adjacent nodesto find an alternate route.
In the algorithm [2], a restoration message requests a spare DS-
3 or STS-1 path and is sent through the path overhead of each
spare path. To avoid congestionofthe messagesin this algorithm,
a messagein both the algorithms[3,4] requests a bundle of spare

paths and is sent through the section overhead of each link.
Algorithm [3] finds the maximum capacity along an alternate
route, and our algorithm [4] finds the shortest alternate route. As
described in [4], our algorithm was faster. However these
algorithms are designed to handle single-link failures, they
cannot handle multiple-link or nodefailures.

In this paper, we first discuss the major issues that must be
addressed in order to handle multiple-link and node failures in
Section 2, Based on these consideration, we propose a new
restoration algorithm using multi-destination flooding and path
route monitoring. These are described in Section 3. For a node
failure, the node which detected the failure sends a restoration
message to the last N-consecutive nodeseachlogicalpath passed
through. An alternate path is made between the message sender
node and oneof the multiple nodesspecified in the message. Each
node collects the identifier of these nodes, using a path route
monitoring technique. The algorithm was evaluated by computer
simulation for multiple-link failure as well as for node failure.
Theresults will be described in Section 4.

2. Limitations of simple flooding
In this section, we review simple flooding and discussits

limitationsto handle multiple-link and nodefailures.In principle,
the distributed algorithms[2-4] based onsimple flooding work as
follows. When a link fails, the two nodes connected to the link
detect the failure and try to restore the path. One node becomes
the sender and the otherbecomesthe chooser(Fig.1). The sender
broadcasts restoration messagesto all links with spare capacity.
Every node except the sender and the chooser respond by re-
broadcasting the message. Whenthe restoration message reaches
the chooser, the chooser returns an acknowledgementto the
sender.In this way, altemate paths are found. Message conges-
tion caused by routing messages far awayis avoided by limiting
the numberofhops.

These algorithms based on simple flooding (2-4) usually as-
sumea single-link failure, but in reality, some links which go
different nodes may be in the same conduit. Therefore, if the
conduitis cut, many linksfail at the same time [3]. This is the case
of multiple-link failure. Fire or earthquakes can also damage a
large number ofnodes,so the restoration algorithm mustbe able
to handle these situations.

Simple flooding can not handle multiple-link or node failures
because offollowing problems.

403.4.1
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Fig. 1 Distributed restoration based on simple flooding

- Contention ofspare capacity
Incase of multiple-link failure, restoration messages coming

from different nodes might contend for spare capacity on the
same link. For example, if capacity is assigned to arriving
messages in turn, the first message reserves the capacity.
Whether or not the reserved capacity is later used for an
alternate path, the reserved capacity is not released and
therefore can not be assigned to another restoration message.
Thus,the restoration ratio decreases.

- Fautt location

Because the algorithms assumelink failure, one of the two
nodes connected to the failed link becomesthe sender and the
other becomesthe chooser. However,for a node failure, there

is a chooser and sender for each affected path. They are
neighbors of the failed node and depend on the route of the
paths. Each node detects failure by the lossof the signal on the
link, and cannot distinguish betweenlink or node failure.

The first problem could be alleviated by simple message
cancelling. Spare capacity is assigned to restoration messages on
a first-come,first-served basis. Assignmentis cancelled when the
message can notgo forward due to hoplimits or Jack ofcapacity.
During message flooding, cancel messages are sent to inform a
node that arestoration message, which reserves spare capacity on
a specific link, did not reach its destination and the served
capacity of this link can be released for other restoration
messages. Restoration messages are canceled immediately after
reception if they are identical to messages already received, if the
hoplimit is reached, orif there is no more capacity at the node.
In these cases, the unused capacity can be assigned to another
restoration message.

Solving the second problem requires more sophisticated
techniques and we propose a new distributed restoration
algorithm in the following section.

3. Multi-destination flooding
Tosolve the fault location problem described above, we propose

a new multi-destination flooding technique. We also propose
path route monitoring which is essential to achieve multi-
destination flooding.

3.1 Principle of multi-destination Mooding
Simple flooding methods assume just one chooser. We

extended this toallow multiple choosers as messagedestinations.
Whena nodedetects the lossof a signal fromalink, the node can
nottell whetherthe link or the node at the other end hasfailed.It

sends a restoration message directed to the node which is the
chooserin a link failure as well those that are choosersin a node

failure. In Fig.2, for example, the link between nodes B and C
fails, node B is the chooserforall affected paths, and nodes A and
Dare possible choosers for paths P1 and P2. Ifnode B fails, nodes
A and D become choosers for paths P1 and P2. Therestoration
message containsall choosers and the required capacity for each
sender-chooser pair. The node which received the restoration
message checksthe destination field of the message, andif itis a
chooser candidate, it returns an acknowledgmentto the sender.

Thus, by extending simple flooding into multi-destination
flooding, link or node failures do not have to be distinguished
because there is alwaysat least one chooser. Different messages
are sent to the chooser candidates, but the same restoration
messagelisting all candidatesis sent towardsall candidates. The

number of restoration messages decreases and congestion is
reduced,

Restoration processing consists of a broadcast phase, an
acknowledgment phase, and a confirmation phase. To handle
multiple failures, cancel processing is performed during the
broadcast and acknowledgmentphases.
The node states are sender, chooser, reserved tandem,and fixed

tandem. The senderis the node which detected the failure. The

chooseris the destination nodeof a restoration message. Chooser
candidatesset by the sender become choosers whentheyreceive

Restoration message
Sender} Chooser Bandwidth

P2 ID _|eandidates ID] (B) (A) (0;

Roose [c[Bfajol2}41|
 

 
 

Restoration
message  

 

Fig. 2 Multi-destination flooding
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atestoration message. The reserved tandem is a candidate node
for alternate paths reserved by the restoration message. A
received confirmation message of the sender tums a reserved
tandem node intoafixed tandem node.

a) Broadcast phase
In the broadcast phase, the sender broadcasts restoration

messages which reserve spare capacity in the network toward
chooser candidates. A failure occurring on a link or node is
detected by the next nodeonthe path belowthefailure. This node
becomesthe sender. The sender looks up the chooser candidates
and their capacities for the failed paths which were determined
before by the path route monitoring described in the following
section. The restoration message is then broadcast.
The restoration message contains the following information.

1) Message type : restoration, acknowledgment, confirma-
tion, cancel

2) Message index
3) Sender ID
4) Chooser IDs (Multiple destination)
5) Required capacity of each sender-chooser pair
6) Reserved capacity
7) Hop count

The message indexis set by the sender.It represents the number
of flooding waves broadcast. The combination of the message
index, the sender ID and chooser IDsis the Message ID. The
required capacity is the capacity required between the sender and
the various choosers. The reserved capacity is the capacity of the
route taken by the restoration message.
The sender broadcasts the restoration messageto all connected

links exceptfailed links and then waits for an acknowledgment
from oneof the choosers. Each node in the network except the
sender and chooserreceives a restoration message,and examines
the hop count and the MessageID.If the hop count reachesthe
limit set by the sender, or a message with the same ID has arrived
before, the node returns a cancel messageto the link originating

E Reserved tandem

 
 
 
 

 
 

Restoration
message
Cancel
message

Failure

Sender
Chooser

Fig. 3 Broadcast phase

the restoration message. Otherwise,thestate of the nodeis set to
reserved tandem. If spare capacity is available, a restoration
messageis broadcast. If the spare capacity ofa link is insufficient,
the reserved capacity is set to the spare capacity of the link. A
node that finds its own node ID among the chooserIDsin the
restoration message becomesthe chooser. Figure 3 showsthe
broadcast phase whena failure has occurred at node B.

b) Acknowledgment phase
In the acknowledgment phase, the chooser sends an

acknowledgment messageto the sender. By the entries in the
acknowledgment message,the senderis informed which chooser
the acknowledgement messageis from. If another restoration
message with the same message ID arrives at the chooser,it is
canceled.

A reserved tandem node which receives an acknowledgment

message passes it back to the source of the corresponding
restoration message. All other reserved spare capacity of this
restoration message is canceled. Message flow during an
acknowledgment phaseis shownin Fig. 4.

E Reserved tandem

 
 
 

 

 
Restoration
message
Cancel
message
Acknowledgment \j
message

Fig. 4 Acknowledgmentphase

c) Confirmation phase
When the acknowledgment message reaches the sender, a

confirmation messageis sentto the chooser. The reserved spares
are switched over to alternate paths. If the sender received
acknowledgment or canceled messages from alllinks it sent
restoration messagesto,andif the restorationofthe failure is not
completed, the sender increments the message index and
attempts restoration from the broadcast phase again.

The reserved tandem node which received a confirmation

message changesits status to fixed tandem and connects the
reserved spares.In Fig. 5, node F has becomefixed tandem, and
the failed path between node D and node C is rerouted throughthe
nodesD,F, and C. The other path which failed between node A
and nodeCare also rerouted.
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3.2 Path route monitoring
For multi-destination flooding, each node must have route

information onthe paths passing through the node. One approach
is to havethe central office distribute suchroute informationtoall

nodes. However, the routes are changing dynamically under
customer control and nodes might receive inconsistent route
information because updating route data takes time. We propose
a path route monitoring method in which each nodecollects route
information in real time.

The route information required at every node are the ID'softhe
last two consecutive nodes in every path before the node. This
information is collected as follows. Node ID’s are sent through
assigned space in the path overhead. For every path going through
a node,the data in the ID areais shifted and the ID of the nodeit
is going throughis written in. In this way, every node receives
continuous andreal-time route information.

4. Simulation

4.1 Simulation tool and conditions

Weevaluated the ability of the algorithm to restore multiple-
link and node failures using an event-driven network simulator
[4,6] which works on the SUN3 workstation. We used the mesh
network model showninFig. 6. This network consists of25 nodes
and 40 links. Each link length was generated at random,and the
average link length is 184 km. Every link has 35 workingpaths.
Weassumeda transmission speed of64 kb/s. Messages were 16

bytes long, and the hop limit was 9. Ina SONETframestructure,
64 kb/s for transmission speed meansthat one byte of overhead
is used for message communications between nodes. The
processing delay time from the arrival of a messageto the end of
the processing dependsonthe architecture of the DCS hardware.
We assumed a 5 ms delay. This simulation does not include
failure detection or crossconnection times.

4.2 Simulationresults

Figure 7 shows a cumulativerestoration ratio of node failure.
Therestorationratio of the networkis the ratio of restored to lost
paths. For nodefailure, paths terminating at the failed node are
not counted aslost paths becauseit is impossibleto restore them.

 

Wealso simulated the algorithm for single-link failure. The result
is shownin Fig.7.

Figure 8 shows the cumulative restoration ratio in a multiple-
link failure. There are many link combinations, but only one is
shown.Failures between node N8 and N13, and oneofthe other
links, occured simultaneously on twolinks. Theresults indicate

 
Fig. 6 Network model
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——— Single-link failure

 ——— Node failure>oO___Restorationratio(%)(ratioofrestoredtofailedpaths)
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Fig. 7 Simulation results on single-link and
node failure
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Fig. 8 Simulation result on multiple-link failure
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that the proposed algorithm can handle multiple-link and node
failure as well as single-link failure. All restorations are
completed within 0.5s with message processing delay at the
nodes being Sms.

5. Conclusion

Wepointed outproblemsassociated with adaptinga restoration
algorithm based on flooding to recover from multiple-link and
node failures. The main problemisto position the chooser nodes
correctly. We proposed multi-destination flooding and path route
monitoring. We simulated thealgorithm with a mesh network and
verified that the algorithm can handle multiple-link and node
failures as well as single-link failures.
The messagedelay within a node depends onthe architecture of

the DCSandthe processingload. The nextstep will be toanalyze
these delays and to include restoration time.
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Performance Analysis of Network Connective Probability of Multihop
Network under Correlated Breakage

Shigeki Shiokawa and Iwao Sasase

DepartmentofElectrical Engineering, Keio University

3-14-1 Hiyoshi, Kohoku, Yokohama, 223 JAPAN

Abstract—Oneof importantproperties of multihop networkis the
network connective probability which evaluate the connectivity of
the network. The network connective probability is defined as the
probability that when some nodesare broken, rest nodes connect
each other. Multihop networks are classified to the regular net-
work whoselink assignment is regular and the random network
whoselink assignmentis random. It has been shown thatthenet-
work connective probability of regular network is larger than that
of random network. However, all of these results is shown under
independent node breakage. In this paper, we analyze the network
connective probability of multihop networks under the correlated
node breakage. It is shown that regular network has better per-
formance of the network connective probability than random net-
work under the independent breakage, on the other hand, random
network has better performance than regular network under the
correlated breakage.

1 Introduction

In recent years, multi-hop networks have been widely studied
[1]-{8]. These networks must pass messages between source and
destination nodes via intermediate links and nodes. Examples of
them include ring, shuffle network (SN) [1],(2] and chordal net-
work (CN){(3]. One of the very important performance measure
of multi-hop network is the connectivity of the network. If some
nodesare broken,it is needed for a network to guarantee the con-
nection among non-broken nodes. Thus, the network connective
probability defined as the probability that when some nodes are
broken, rest links and nodes construct the connective network,
should be a very important property to evaluate the connectivity
of the network.

Multi-hop networks are classified to regular network and ran-
dom network according to the way of link assignment. In the regu-
lar network,links are assigned regularly and examplesof them in-
clude shufflenet and manhattan street network. On the other hand,
in random network, link assignmentis not regular but somewhat
tandom and examples of them include connective semi-random
network (CSRN)[6]. The network connective probabilities of
some multi-hop networks have been analyzed and it has been
shownthatthe network connective probability of regular network
is larger than that of random network. However,all of them is an-
alyzed under the condition that locations of broken nodesare in-
dependenteach other. In the real network, there are some casethat
the locations of broken nodes havecorrelation, for example, links
and nodes are broken in the same area underthe case ofdisaster.

Thus, it is significant and great ofinterest to analyze the network
connective probability under the condition when the locations of
broken nodes have correlations each other.

0-7803-3250-4/96$5.00© 1996 IEEE

In this paper, we analyze the network connective probability
of multi-hop network underthe condition that locations of broken
nodes have correlations each other, where we treat SN, CN and
CSRNas the model for analysis. We realize the correlation as fol-
lows. Atfirst, we note one node and break it and call this node the
center broken node. And next, we note nodes whose links con-
nectto the center broken nodes and break them at someprobabil-
ity. We define this probability as the correlated broken probability.
Very interesting result is shown that under independent breakage
of node, regular network has better performance of the network
connective probability than random network, on the other hand,
under the correlated breakage of node, random network has better
performance than regular network.

In the section 2, we explain network model of SN, CN and
CSRNwhich we analyze in the section 3. In the section 3, we ana-
lyze the network connective probability under the condition when
the location of broken nodes havecorrelation each other. And we

compare each of network connective probability in the section 4.
In the last, we conclude ourstudy.

2 Multihop network model

In this section, we explain the multihop network models used
for analysis of the network connective probability. We treat three
networks such as SN, CN and CSRN which consists of N nodes
and p unidirected outgoing links per node.

Fig. | shows SN with 18 nodes and 2 outgoing links per node.
To construct the SN, we arrange N = kp* (k = 1,2,---; p =
1, 2,---) nodes in & columnsofp* nodes each. Movingfrom left
to right, successive columns are connected by p**! outgoinglinks,
arrangedin a fixed shuffle pattern, with the last column connected
to the first as if the entire graph were wrapped around a cylinder.
Each ofthe p* nodes in a column has p outgoinglinks directed
to p different nodes in the next column. Numbering the nodesin
a column from 0 to p* ~ 1, nodes i has outgoing links directed
to nodes j,j7 + 1,---, and j + p — 1 in the next column, where
j =(i mod p*—!)p. In Fig. 1, p is equal to 2 and & is equal to 2.
Since the link assignmentof SN is regular, SN is regular network.

Fig. 2 shows CN with 16 nodes and 2 outgoing links per node.
To construct CN,at first, we construct unidirected ring network
with N nodes and N unidirected links. And p— 1 unidirected links
are added from each node. Numbering nodes along ring network
from 0 to N — I, node iz has outgoing links directed to nodes (2 +
1) mod N,(i + 71) mod N,---, and (i + 7p-1) mod N, where
7; G =1,2,---+,p— 1) is defined as the chordal length. In Fig. 2,
r, is equal to 3. Since r; for every i are independent each other, CN
is not regular network. However, CN has much regular elements
such a symmetrical pattern of network.
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Figure 2. Chordal network with N = 16, p = 2 and 7, = 3.

Fig. 3 shows CSRNwith 16 nodes and 2 outgoinglinks from a
node. Similarly with CN, CSRNincludes unidirected ring network
with N nodes and N unidirected links. And we add p — 1 links
from each node whose directed nodes are randomly selected. In
CSRN,the numberof incominglinks per nodeis not constant, for
example, in Fig. 3, the number of incoming links into node | is
1 and the one into node 3 is 3. The link assignment of CSRNis
random exceptfor the part of ring network, thus CSRNis random
network. It has been showa that since the number of incoming
links per nodeis not constant, the network connective probability
of CSRN is smaller than those of SN and CN whenlocations of

broken nodes are independent each other. And that of SN is the
same as that of CN, because the network connective probability
depends on the number ofincoming links comeinto every nodes.

3 Performance Analysis

Here, we analyze the network connective probability of SN, CN
and CSRN underthe conditionthat locations of broken nodes have

correlation each other. Now, we explain the network connective
probability in detail using Fig. 3. This figure shows the connective
network whichis defined as the network in whichall nodes connect

to every other nodesdirectly or indirectly. At first, we consider the
case that the node 1 is broken. The node 1 has two outgoing links
directed to nodes 2 and 3, and if the node 1 is broken, we can not
use them. However, node 2 has two incoming links from nodes 1
and 14, and node 3 has three incoming links from nodes 1, 2 and
11. Therefore, even if node | is broken, rest nodes can construct

 
Figure 3. Connective semi-random network with N = 16 and

p=2.

the connective network. Next, we considerthe case that node 0 is
broken. The node 0 has two outgoing links directed to nodes 1 and
8, andif the node 0 is broken, we can not use them. Since node
1 has only one incoming link from node 0, even if only node 0 is
broken, rest nodes can not connect to node 1, that is, they can not
construct the connective network. Here, we define the network

connective probability as the probability that when some nodes
and links are broken, the rest nodes and links can constructthe
connective network.

Now, we explain the correlated node breakage using Fig. 3. At
first, we note one node and break it, where this node is called as
the center broken node. And then, we note nodes whose outgoing
links comeinto the center broken node or whose incoming links
go out ofthe center broken node, and break them at a probability
defined as the correlated broken probability. In Fig 3, when we
assumethat the center broken nodeis the node 3, there are five
nodes 1, 2, 4, 9 and 11 which have possibility to become correlated
broken node. And they becomethe broken nodesatthe correlated
broken probability. It is obvious that none of them is broken when
the correlated broken probability is 0 and all of them is broken
whenthe correlated brokenprobability is 1.

In our study, we analyze the network connective probability that
only nodes are broken. And we assumethat the numberof center
broken nodeis one in the analysis. We denote the correlated bro-
ken probability by a and the network connective probability of SN,
CN and CSRN by Psy, Pon and Posrn; respectively.

3.1 Shuffle Network

Because the numberof incoming links per node in SN is the
constant p, when broken nodeis only center broken node, the rest
nodes can construct the connective network. There are 2p nodes
havethe possibility to become the correlated broken node. All ofp
nodes which have outgoing link comeinto the center broken node
have the outgoing links directed to the same nodes. For example,
in Fig. 1, if we assume thatthe node 9 is the center broken node,
the nodes 0, 3 and 6 has outgoing links to node 9. And each of
three nodes have two outgoing links directed to nodes 10 and 11.
Therefore, only when all of them are broken, the rest nodes can
not construct the connective network. On the other hand, all of
outgoinglinks go out from p nodes which haveincominglink from
center broken nodedirect to different nodes. In Fig. 1, nodes 0,1
and 2 have the incoming link from center broken node 9. And
all of the outgoing links from their nodesdirect to different nodes,
thus evenif all of them are broken,the rest nodes can construct the
connective network. Thus, the network connective probability of
SNis the probability that all of nodes whose outgoing links come
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into the center broken node are broken,andit is derived as

Psy =l—a?. (1)

3.2 Chordal Network

The network connective probability of CN with p = 2 is differ-
ent from that with p > 3. Atfirst, we consider the case with p = 2.
When p is equal to 2, all of the outgoing links, from the nodes
whose incoming links go out from the center broken node,direct
to the same node. For example, in Fig. 2, when we assume that
the center broken nodeis node 0, the outgoinglinks from it direct
to nodes 1] and 4. And each of outgoinglinks from them directs to
node 5. Therefore, only when all nodes whoseincominglinks go
out from the center broken node are broken,the rest nodes can not
construct the connective network. And we can obtain the network
connective probability as

Pon =1—a? for p=2. (2)

Andnext, we considerthe case that p > 3. In CN, whenpis equal
to or larger than three and each chordal length is selected properly,
all of outgoing links from the nodes whose incoming links go out
from the center broken node do notdirect to the same nodes. And
therefore, even if allof nodes which connectto the center broken
nodes with incoming or outgoing links is broken, the rest nodes
can constructthe connective network,thatis,

Pon =1 for p>3. (3)

3.3. Connective Semi-Random Network

In CSRN,the numberofthe incoming links per node is not con-
stant. Since the maximum numberof incoming links is N ~ 1 and
onelink come into a nodeatleast, the probability that the number
of the incoming links comeinto a nodeis 7, denoted as A;, is

0, for 2 =0

Aj = Can P_yi-ty) _—_P_yn-i-i :TVG a ) fori > 1.N-2
(4)

The nodes whichhavepossibility to become the correlated bro-
ken nodes are those which connectto the center broken node by
outgoing link or incoming link. When the numberof the incom-
ing link comeinto the center broken nodeis 7, the sum of outgoing
links and incominglinks it have is p +i. However, the number of
the nodes which have possibility to becomethe correlated broken
nodes is not always p + 7, because the p outgoing links have the
possibility to overlap with one of ¢ incominglinks. For example,
in Fig. 3, whenthe center broken nodesis node5, the outgoing link
to node 12 overlap with the incominglink from node 12. There-
fore, in spite of the node 5 has four outgoing and incoming links,
the numberofthe nodes which have possibility to become the cor-
related broken nodes when the node5 is the center broken node is
three.

And now, we derive the probability that the number of nodes
which havepossibility to becomethe correlated broken nodesis j,
denoted as B;. Before derive B;, we derive the probability that ¢
ofp outgoing links which go out of a node overlap with r incoming
links comeintoit, denoted as C,,¢,-. Here, we define regular link
as the link which construct the ring network and random link as
other link. We consider the two case. The oneis the case that one
of the incominglinks overlap with the regular outgoing link, and
the othercase is that none of incominglinks overlap with it. Since

the regular incoming link never overlap with the regular outgoing
link, the probability to becomethefirst case is (r ~ 1)/(N — 2)
and one to becomethe second case is ] — (r — 1)/(N — 2). In
the first case, Cp,g,r is the same as the probability that each of
q— 1 outgoing links among the p — 1 outgoing links except for
the regular outgoing link overlap one of r — 1 incoming links,
denoted as Cy_, ,_1.,-1- And in the second case, Cp,g,- is the
same as the probability that each of g outgoing links among the
p — 1 outgoinglinks except for the regular outgoing link overlap
one of r incominglinks, denoted as C),_,9... Using Cy, ..,. given
as follows,

0, forg’ <0,7r' <0,q' > 7’,
(p'+r' > N and

Ch atin = q¢ <pitr'—N),

(?,) rt Py Nor rl Py at
NaiPp otherwise,

(5)

we can derive Cp9,7 as
r-l

Cyr = (Wo3

B; can be derived as the sum ofthe probability that when the num-
ber of incominglinks is j ~ p +4q, q of p outgoing links overlap
with one of incominglinks. Therefore, we can obtain B; as

-1

\Cp-1,g—19-1 + a ~ appahae . (6)

Pp

B= >
=maz(0,p+]—j)

Aj—p+q Chai —p+q' (7)

Here, we consider two nodes whoseregular links connectto the
center broken node. We call them regular node (R-node). And we
define non-connective node (NC-node) as the node which have no
incoming link. Even if a node has many incominglinks, whenall
of source node of them are broken, it becomes NC-node. How-
ever, when the numberof incominglink is equal to or greater than
2, the probability that all of source nodes of them are broken is
very small compared with that when the numberof incoming link
is 1. Therefore, we assume the NC-node as the node which have
only one incoming link and its source node is broken. Thatis,
whenthe destination node of regular outgoing link of the broken
node has only this regular incoming link and this node is not bro-
ken,it becomes the NC-node. Fig. 4 showsthe center broken node
and R-node. (a) shows the case that none of R-node is broken, (b)
showsthe case that one of them is broken, and (c) showsthe case
that both of them are broken. It is found that there is only one
node which have possibility to become the NC-nodein all case.
The probability that this node becomes the NC-node is A,. When
the numberof broken nodes is &, we can considerthe three case
with k =1,4 =2andk > 2. In k = 1, this node is the center bro-
ken nodeandit certainly becomesthe case (a) and never becomes
the case (b) and (c). In & = 2, the one nodeis the center broken
node and the other is the correlated broken node and it becomes
the cases (a) or (b). Andthe probability to become the case (a) is
2/1 and to become the case(b) is 1 — 2/1 where | is the numberof
the nodes have possibility to become the correlated broken nodes.
If & > 2, it becomesall the case. The number of broken nodes ex-
cept for R-nodein (a), (b) and (c) is k, k—1 and k — 2,respectively.
Furthermore, when the numberoflinks connectto the center bro-
ken nodeis [, the probability that the numberof correlated broken
nodes is k, denoted as ¢;,4 is

tin = B, () a*(! - a) . (8)
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Figure 4. The center broken node and regular nodes.

 

And in this case, the probability to become the case of (a) is
(8) 1-2P,)/1Pr, to becomethe case of(b)is ((*) 1-2 Pp_1)/Pe
and to becomethe caseof(c)is ((5) 1-2P,.-2)/1P,. The network
connective probability when the number of broken nodesis J, de-
noted as Ej, is derived in [8] as follows

I-1
N-NA,-

B= TI —Wo (9)
Therefore, using (8) and (9), we can obtain the network connective
probability as

N-1

Resrn = 3 tio(1 — Ay)
l=p

N-1 > 2

+ do tatza ~ Ai)+ (1 ~ 7) = ADE}=p
N-1 N-1 k

(0) 1~2 Py
+> Ss; tatpt - A) )E,k=2 l=maz(p,k)

G) 1-2Pr-1 r
iP; (1=Ai)Ex-1

~2 Py(3) a 24k 24 — A))Ex-2}
(10)

4 Results

We show computer simulation and theoretical calculation re-
sults of the network connective probability under the correlated
breakage.

Fig. 5 shows the network connective probability of SN, CN and
CSRNwith p = 2 versus the correlated broken probability. In this
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Figure 5. The network connective probability with p = 2 versus
correlated broken probability.
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correlated broken probability a

Figure 6. The network connective probability with p = 3 versus
correlated broken probability.

figure, the chordallength of CN, 7; is 50. It is shown that the both
the network connective probability of SN and CN is the same in
p = 2. It is also shown that the network connective probability of
CN or SNis larger than that of CSRN in small a, however, in large
a, the network connective probability of CN or SN is smaller than
that of CSRN.

Fig. 6 shows the network connective probability of SN, CN and
CSRN with p = 3 versus the correlated broken probability. In
this figure, *, is 50 and rz is 120. The tendency of the network
connective probability of SN and CSRNis the sameas. the case
with p = 2. However, the tendency of the network connective
probability of CN is not different from that with p = 2.

In CSRN,because the number of incoming links come into a
nodeis not constant, evenifp is large, there are some nodes whose
numberof incominglinks is one. Therefore, the network connec-
tive probability itself is small. However, the link assignment of
CSRNis random,the condition of correlated breakage is not so
different from that of independent breakage. On the other hand,
in SN, because the numberof incoming links comeinto a node is
constant, the network connective probability under the indepen-
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‘igure 7. The network connective probability with a = 0.4 versus
the numberof outgoing links per node.

ent breakage is large. However, because of regularity of the link
ssignment, that underthe correlated breakage is small. In CN,
then p is two, the link assignmentis regular, however, when p
: larger than two, every chordal length is random and indepen-
ent each other, and the link assignment is random. Moreover, the
umberof incoming links per node of CN is the constant. There-
ore, the network connective probability of CN is large under both
te independent and correlated breakage.

Figs. 7 and 8 show the network connective probability with
= 0.4 and 0.8 versusp, respectively. It is shown that the larger
is, the smaller difference of network connective probability be-
yeen SN and CSRNis, when a is small. On the other hand, when
is large, the larger p is, the larger difference of network con-

ective probability between SN and CSRNis. The reason is as
yllows. Whena is small, the network connective probability of
‘SRNis small. However, the larger p is, the smaller the numberof
odes, whose numberof incominglinksis 1, is, and the closerto 1
ie network connectivity is. In SN and CN,even if p is small, the
etwork connective probability is somewhatlarge whenais small.
Vhen p is large, the network connective probability of CSRN is
most the same with small p. On the other hand,in SN,the ten-
ency network connectivity versus p is almost the same, however,
1e larger a is, the smaller the valueis.

Asthese results, CN has best performance of network connec-
vity. However, it has been shown that CN has much poorerper-
»rmance of intermodal distance than other network. Thus,it is

xpecetd for the network to have good performance of both net-
‘ork connective probability and internodaldistance.

i Conclusion

We theoretically analyze the network connective probability
f multihop network under the correlated damage of nade. We
‘eat shuffleNet, chordal network and connective semi-random
etwork. It is found that in the independent node breakage, the
etwork whose numberof incoming links is the constant has good
erformance of network connective probability, and foundthat in
1e correlated node breakage, the network whoselink assignment

1.0

0.8

0.6
N=384 for CN and CSRN

N=3p43 far SN
thoretical caluculation

0.4
o SN

oe CN
2 CSRN

computer simulation

 NetworkconnectiveprobabilityP
0.2

1 2 3 4 § 6 7

numberof outgoing links p

Figure 8. The network connective probability with a = 0.8 versus
the numberof outgoing links per node.

is random has good performanceof one.
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Abstract

We consider the problem of finding a smallest set
of edges whose addition four-connects a triconnected
graph. This is a fundamental graph-theoretic problem
that has applications in designing reliable networks.

We present an O(na(m,n) + m) time sequential
algorithm for four-connecting an undirected graph G
that is triconnected by adding the smallest number of
edges, where n and m are the number of vertices and
edges in G, respectively, and a(m,n) és the inverse
Ackermann’s function.

In deriving our algorithm, we present a new lower
bound for the number of edges needed to four-connect
a triconnected graph. The form of this lower bound is
different from the form of the lower bound known for
biconnectivity augmentation and triconnectivity aug-
mentation, Our new lower bound applies for arbitrary
k, and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a
(k — 1)-connected graph. For k = 4, we show that this
lower bound is tight by giving an efficient algorithm
for finding a set of edges with the required size whose
addition four-connects a triconnected graph.

1 Introduction

The problem of augmenting a graph to reach a cer-
tain connectivity requirement by adding edges has im-
portant applications in network reliability (6, 14, 28}
and fault-tolerant computing. One version of the aug-
mentation problem is to augment the input graph to
reach a given connectivity requirement by adding a
smallest set of edges. We refer to this problem as the

'This work was supported in part by NSF Grant CCR-90-23059.

0-8186-2900-2,/92 $3.00 © 1992 IBBB

smallest augmentation problem.

Vertex-Connectivity Augmentations
The following results are knownfor solving the small-
est augmentation problem on an undirected graph to
satisfy a vertex-connectivity requirement.

- Forfinding a smallest biconnectivity augmentation,
Eswaran & Tarjan (3] gave a lower bound on the emall-
est number of edges for biconnectivity augmentation
and proved that the lower bound can be achieved.
Rosenthal & Goldner [26] developed a linear time se-
quential algorithm for finding a smallest augmenta-
tion to biconnect a graph; however, the algorithm in
{26) contains an error. Heu & Ramachandran [11]
gave a corrected linear time sequential algorithm. An
O(log’ nJtime parallel algorithm on an EREW PRAM

* using a linear numberof processors for finding a small-

70

est augmentation to biconnect an undirected graph
was also given in Hsu & Ramachandran [11], where
n is the number of vertices in the input graph. (For
more on the PRAM model and PRAM algorithms, see
(21].)

For finding a smallest triconnectivity augmenta-
tion, Watanabe & Nakamura(33, 35] gave an O(n(n+
m)?*) time sequential algorithm for a graph with n ver-
tices and m edges. Heu & Ramachandran [10, 12]
developed a linear time algorithm and an O(log? n)
time EREW parallel algorithm using a linear num-
ber of processors for this problem. We have been in-
formed that independently, Jordan [15] gave a linear
time algorithm for optimally triconnecting a bicon-
nected graph.

For finding a smallest k-connectivity augmentation,
for an arbitrary &, there is no polynomial time algo-
rithm known for finding a smallest augmentation to
k-connect a graph, for k > 3. There is also no effi-
cient parallel algorithm known for finding a smallest
augmentation to k-connect any nontrivial graph, for
k>3.
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The above results are for augmenting undirected
graphs. For augmenting directed graphs, Masuzawa,
Hagihara & Tokura [23] gave an optimal-time sequen-
tial algorithm for finding a smallest augmentation to
k-connect a rooted directed tree, for an arbitrary k.
We are unaware of any results for finding a small-
est augmentation to k-connect any nontrivial directed
graph other than a rooted directed tree, fork > 1.

Other related results on finding smallest vertex-
connectivity augmentations are stated in [4, 19].

Edge-Connectivity Augmentations
For the problem offinding a smallest augmentation for
a graph to reach a given edge connectivity property,
several polynomial timealgorithms and efficient paral-
lel algorithms are known, These results can be found
in (1, 3, 4, 5, 8, 9, 13, 16, 19, 24, 27, 30, 31, 34, 37].
Augmenting a Weighted Graph
Another version of the problem is to augment 4 graph,
with a weight assigned to each edge, to meet 8 connec-
tivity requirement using a set of edges with a minimum
total cost. Several related problems have been proved
to be NP-complete. These results can be found in
(3, 5, 7, 20, 22, 32, 33, 36}.
Our Result

In this paper, we describe a sequentia) algorithm for
optimally four-connecting a triconnected graph. We
first present a lower bound for the number of edges
that must be addedin order to reach four-connectivity.
Note that lower boundsdifferent from the one we give
here are known for the number of edges needed tobi-
connect a connected graph [3] and to triconnecta bi-
connected graph (10]. It turns out that in both these
cases, we can always augment the graph using ex-
actly the numberof edges specified in this above lower
bound (3, 10]. However, an extension of this type of
lower bound for four-connecting a triconnected graph
does not always give us the exact numberof edges
needed [15, 17]. (For details and examples, see Sec-
tion 3.)

We present a new type of lower bound that equals
the exact numberof edges needed to four-connecta tri-
connected graph. By using our new lower bound, we
derive an O(na(m,n) +m) time sequential algorithm
for finding a smallest set of edges whose addition four-
connects a triconnected graph with n vertices and m
edges, where a(m,n)is the inverse Ackermann’s func-
tion. Our new lower bound applies for arbitrary &,
and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a
(k — 1)-connected graph. The new lower bound and
the algorithm described here may lead to a better un-

7

derstanding of the problem of optimally &-connecting
a (k — 1)-connected graph, for an arbitrary k.

2 Definitions

Wegive definitions used in this paper.

Vertex-Connectivity
A graph! G with at least k +1 vertices is k-connected,
k > 2,if and only if G is a complete graph with k+1
vertices or the removal of any set of vertices of cardi-
nality less than k does not disconnect G. The vertez-
connectivity of G is k if G is k-connected, but not
(k + 1)-connected. Let / be a minimal set of ver-
tices such that the resulting graph obtained from G
by removing W/ is not connected. Theset of vertices
U is a separating k-set. If |U¢| = 3, it is a separating
triplet, The degree of a separating k-set S, d(S), ina
k-connected graph G is the numberof connected com-
ponents in the graph obtained from G by removing S.
Note that the degree of any separating k-set is > 2.
Wheel and Flower

A set of separating triplets with one commonvertex c
is called a wheel in [18]. A wheel can be represented
by the set of vertices {c} U {80,81,..., 8-1} which
satisfies the following conditions: (i) g > 2; (ii) Vi #
j, {c, #1, 8;} is a separating triplet except in the case
that j = ((i+ 1) mod q) and (4;,8;) is an edge in G;
(i##) ¢ is adjacent to a vertex in each of the connected
components created by removing any of the separating
triplets in the wheel; (iv) Vj # (i+1) mod g,{c, 94, 8;}
is a degree-2 separating triplet. The vertex c is the
center of the wheel [18]. For more details,see [18].

The degree of a wheel W = {c} U{80, 81,..-. 8-1};
d(W), is the number of connected components in
G — {c, 89, ..., 8-1} plus the numberof degree-3 ver-
tices in {89,81,..., 89-1} that are adjacent toc. The
degree of a wheel must be at least 3. Note that
the number of degree-3 vertices in {s0, 81,..., 8-1}
that are adjacent to c is equal to the numberof sep-
arating triplets in {(c, 8:,4(142) mod q) | 9 < ¢ <
q, such that 8:41) mod ¢ is degree 3 in G}. An ex-
ample is shown in Figure 1.

A separating triplet with degree > 2 or not in a
wheel is called a flower in [18]. Note that it is possible
that two flowers of degree-2 f, = {a14 |1 <i < 3}
and fo = {a2,; | 1 << 3} have the property that Vi,
1 <i <3, either a); = a2, or (a),:, G2,;) is an edge
in G. We denote fi Rfa if f, and fz satisfy the above

tGraphs refer to undirected graphs throughout this paper
unless specified otherwice.
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Figure 1: Ilustrating a wheel {7} U {1,2, 3, 4,5, 6}.
The degree of this wheel is 5, i.e. the number of com-
ponents we got after removing the wheel is 4 and there
is one vertex (vertex 5) in the whee] with degree 3.

condition. For each flower f, the flower cluster Fy for
f is the set of flowers {f,,..., f2} (including f) such
that fRf;, Vi, lt.

Each of the separating triplets in a triconnected
graph G is either represented by a flower or is in a
wheel. We can construct an O(n)-space representation
for all separating triplets (i.e. flowers and wheels) in
a triconnected graph with n vertices and m edges in
O(na(m,n) + m) time [18].
K-Block

Let G = (V,E) be a graph with vertex-connectivity
k~1. A k-block in G is either (4) a minimal set of
vertices B in a separating (k—1)-set with exactly k—1
neighbors in V \ B (these are special k-blocks) or (ii) a
maximal set of vertices B such that there are at least

k vertex-disjoint paths in G between any twovertices
in B (these are non-apecial k-blocks). Note that a set
consisting of a single vertex of degree k-~1 in G is a k-
block. A &-block leaf in G is a k-block B, with exactly
&—1 neighbors in V \ B;. Note also that every special
k-block is a k-block leaf. If there is any special 4-block
in a separating triplet S, d(S) < 3. Given a non-
special k-block B leaf, the vertices in B that are not
in the flower cluster that separates B are demanding
vertices. We let every vertex in a special 4-block leaf
be a demandingvertex.

Claim 1 Every non-spectal k-block leaf contains at
least one demanding vertez. | oO

Using procedures in [18], we can find all of the 4-block
leaves in a triconnected graph with n vertices and m
edges in O(na(m,n) + m) time.
Four-Block Tree

From [18] we know that we can decompose vertices in
a triconnected graph into the following 3 types: (i)
4-blocks; (if) wheels; (iif) separating triplets that are
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Figure 2: Illustrating a triconnected graph andits 4-
bik(G). We use rectangles, circles and two concen-
tric circles to represent R-vertices, F-vertices and W-
vertices, respectively. The vertex-numbers beside each
vertex in 4-b1k(G) represent the set of vertices corre-
sponding to this vertex.

not in a wheel. We modify the decomposition tree
in (18] to derive the four-block tree 4-bik(G) for a
triconnected graph G as follows. We create an R-
vertex for each 4-block that is not special (ie. not
in a separating set or in the center of a wheel), an
F-vertex for each separating triplet that is not in a
wheel, and a W-vertex for each wheel. For each wheel
W = {c} U {80, 51,..., 89-1}, we also create the fol-
lowing vertices. An F-vertex is created for each sep-
arating triplet of the form {c, 9, 6(¢41) med g} in W.
An R-vertex is created for every degree-3 vertex s in
{40, 91,..+, 8-1} that is adjacent to c and an F-vertex
is created for the three vertices that are adjacent to
s. There is an edge between an F-vertex f and an R-
vertex r if each vertex in the separating triplet corre-
sponding to f is either in the 4-block H, correspond-
ing to r or adjacent to a vertex in H,. There is an
edge between an F-vertex f and a W-vertex w if the
the wheel corresponding to w contains the separat-
ing triplet corresponding to f. A dummy R-vertez is
created and adjacent to each pair of flowers f,; and
fz with the properties that f; and f, are not already
connected and either fi; € Fj,, fo € Fy, (ie. their
flower clusters contain each other) or their correspond-
ing separating triplets are overlapped. An example of
a 4-block tree is shown in Figure 2.

Note that a degree-1 R-vertex in 4-b1k(G) corre-
sponds to a 4-block leaf, but the reverse is not nec-
essarily true, since we do not represent somespecial
4-block leaves and all degree-3 vertices that are cen-
ters of wheels in 4-b1k(G). A special 4-block leaf {v},
where v is a vertex, is represented by an A-vertex in
4-b1k(G) if v is not the center of a wheel w anditis in
one of separating triplets of w. The degree of a flower
F in G is the degree of its corresponding vertex in
4-bik(G). Note also that the degree of a wheel W in
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G is equal to the numberof components in 4-b1k(G)
by removing its corresponding W-vertex w and all F-
vertices that are adjacent to w, A wheel W in G is
a star wheel if d(W) equals the numberofleaves in
4-b1k(G) and every special 4-block leaf in W is either
adjacent to or equal to the center. A star wheel W
with the center c has the property that every 4-block
leaf in G (not including {c}if it is a 4-block leaf) can
be separated from G by a separatingtriplet containing
the center c. If G contains a star wheel W, then W
is the only wheel in G. Note also that the degree of a
wheel is less than or equal to the degree ofits center
in G.

K-connectivity Augmentation Number
The k-connectivity augmentation number for a graph
G is the smallest number of edges that must be added
to G in order to k-connect G.

3 A Lower Bound for the Four-
Connectivity Augmentation Num-
ber

In this section, we first give a simple lower bound
for the four-connectivity augmentation number that
is similar to the ones for biconnectivity augmentation
[3] and triconnectivity augmentation [10]. We show
that this above lower bound is not always equal to
the four-connectivity augmentation number (15, 17].
We then give a modified lower bound. This new lower
bound turns out to be the exact number of edges that
we must add to reach four-connectivity (see proofs in
Section 4). Finally, we show relations between the two
lower bounds.

3.1 A Simple Lower Bound

Given a graph G with vertex-connectivity k — 1, it
is well known that max{[‘+],d — 1} is a lower bound
for the k-connectivity augmentation number where [,
is the numberofk-block leaves in G and d is the maxi-
mum degree amongall separating (# —1)-sets in G [3].
It is also well known that for t = 2 and 3, this lower
bound equals the k-connectivity augmentation num-
ber (3, 10]. For & = 4, however, several researchers
[15, 17] have observed that this value is not always
equal to the four-connectivity augmentation number.
Examples are given in Figure 3. Figure 3.(1) is from
(15] and Figure 3.(2) is from [17]. Note that if we ap-
ply the above lower boundin each of the three graphs
in Figure 3, the values we obtain for Figures 3.(1),
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KoenAe
Figure 3: I[lustrating three graphs where in each
case the value derived by applying a simple lower
bound does not equal its four-connectivity augmen-
tation number.

3.(2) and 3.(3) are 3, 3 and 2, respectively, while we
need one moreedge in each graph to four-connectit.

3.2 A Better Lower Bound

Notice that in the previous lower bound, for every
separating triplet S in the triconnected graph G =
{V, E}, we must add at least d(S) — 1 edges between
vertices in V \ S to four-connect G, where d(S) is the
degree of S (i.e. the number of connected components
in G— S); otherwise, S remains a separating triplet.
Let the set of edges added be Aj,s. We also notice
that we must add at least one edge into every 4-block
leaf B to four-connect G; otherwise, 8 remains a 4-
block leaf. Since it is possible that S contains some
4-block leaves, we need to know the minimum number
of edges needed to eliminate all 4-block leaves inside
S. Let the set of edges added be Ao,s. We know that
A1,6 1A3z,5 = 9. The previous lower bound gives a
bound on the cardinality of Ai,s, but not that of Az,s.
In the following paragraph, we define a quantity to
measure the cardinality of A2,s.

Let Qs be the set of special 4-block leaves that are
in the separating triplet S of a triconnected graph G.
Two 4-block leaves By and Bz are adjacentif there is
an edge in G between every demanding vertex in By
and every demandingvertex in Bj. We create an aug-
menting graph for S, G(S), as follows. For each special
4-block leaf in Qs, we create a vertex in G(S). There
is an edge between two vertices v, and v2 in G(S) if
their corresponding 4-blocks are adjacent. Let 9(S)
be the complement graph of G(S). The seven types of
augmenting graphs and their complement graphs are
illustrated in Figure 4.

Definition 1 The augmenting number a(S) for a
separating triplet S in a triconnected graph is the num-
ber of edges in a mazimum matching M of G(S) plus
the number of vertices that have no edges in M inci-
dent on them.
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Figure 4: Illustrating the seven types of augment-
ing graphs, their complement graphs and augmenting
numbers that one can get for a separating triplet in a
triconnected graph.

The augmenting numbers for the seven types of aug-
menting graphs are shown in Figure 4. Note that in a
triconnected graph, each special 4-block leaf must re-
ceive at least one new incoming edgein order to four-
connect the input graph. The augmenting number
a(S) is exactly the minimum number of edges needed
in the separating triplet S in order to four-connect the
input graph. The augmenting numberof a separating
set that does not contain any special 4-block leaf is 0.
Note also that we can define the augmenting number
a(C) for a set C that consists of the center of a wheel
using a similar approach. Note that a(C) < 1.

We need the following definition.

Definition 2 Let G be a triconnected graph with | 4-
block leaves. The leaf constraint of G, lc(G), is [4].
The degree constraint of « separating triplet S in
G, de(S), is d(S) - 1+ a(S), where d(S) is the de-
gree of S and a(S) is the augmenting number of S.
The degree constraint of G, de(G), is the mazimum
degree constraint among all separating triplets in G.
The wheel constraint of a star wheel W with center
cinG, we(W),is po) +a({c}), where d(W)is the
degree of W and a({c}) is the augmenting number of
{c}. The wheel constraint of G, we(G), is 0 if there is
no star wheel in G; otherwise it ts the wheel constraint
of the star wheel in G.

14

We now give a better lower bound on the 4
connectivity augmentation number fora triconnected
graph.

Lemma 1 We need at least max{le(G), de(G),
we(G)} edges to four-connect a triconnected graph G.

Proof: Let A be a set of edges such that G’ = GUA is
four-connected. For each 4-block leaf B in G, we need
one new incoming edge to a vertex in B; otherwise
B is still a 4-block leaf in G’. This gives the first
componentof the lower bound.

For each separating triplet S in G, G — S contains
d(S) connected components. We need to addat least
d(S) —1 edges between vertices in G —S, otherwise 5
is still a separating triplet in G’. In addition to that,
we need to add at least a(S) edges such that at least
one of the two end points of each new edge is in S;
otherwise S contains a special 4-block leaf. This gives
the second term of the lower bound.

Given the star wheel W with the center c, 4-b/&(G)
contains exactly d(W) degree-1 R-vertices, Thus we
need to add atleast [aw)) edges between vertices in
G—{c}; otherwise, G’ contains some 4-block leaves. In
addition to that, we need to add a({c}) non-self-loop
edges such that at least one of the two end points of
each new edgeis in {c}; otherwise {c} is still a special
4-block leaf. This gives the third term of the lower
bound. o

8.3 A Comparison of the Two Lower
Bounds

Wefirst observe the following relation between the
wheel constraint and the leaf constraint. Note that if

there exists a star whee! W with degree d(W), there
are exactly d(W) 4-block leaves in G if the centeria
not degree-3. If the center of the star wheel is degree-
3, then there are exactly d(W) + 1 4-block leaves in
G. Thus the wheel constraint is greater than the leaf
constraint if and only if the star wheel has a degree-3
center. We know that the degree of any wheelis less
than or equal to the degree of its center. Thus the
value of the above lower bound equals 3.

Westate the following claims for the relations be-
tween the degree constraint of a separating triplet and
the leaf constraint.

Claim 2 Let S be a separating triplet with degree d(S)
and h special 4-block leaves. Then there are at least
h+d(S) 4-block leaves in GC. Qa
Claim 3 Let {a1,a2,03} be a separating triplet in a
triconnected graph G. Then a, 1 < i < 3, 18 in-
cident on a verter in every connected component in
G — {a;,43,a3}. Qo
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Corollary 1 The degree of a separating triplet S is
no more than the largest degree among all vertices in
Ss. a

From Corollary 1, we know that it is not possible that
a triconnected graph has type (6) or type (7) of the
augmenting graphs as shown in Figure 4, since the
degree of their underling separating triplet is 1. We
also know that the degree of a separating triplet with
a special 4-block leaf is at most 3 and at least 2. Thus
de(S) is greater than d(S)— 1 if dce(S) equals either 3
or 4, Thus we have the following lemma.

Lemma 2 Let low,(G) be the lower bound given in
Section 9.1 for a triconnected graph G andlet low2(G)
be the lower bound given in Lemma 1 in Section 3.2.
(i) low (G) = low.(G) if low2(G) ¢ {3,4}. (ii)
low2(G) — low, (G) € {0,1}. oO

Thus the simple lower bound extended from biconnec-
tivity and triconnectivity is in fact a good approxima-
tion for the four-connectivity augmentation number.

4 Finding a Smallest Four-
Connectivity Augmentation for a
Triconnected Graph

Wefirst explore properties of the 4-block tree that
we will use in this section to develop an algorithm for
finding a smallest 4-connectivity augmentation. Then
we describe our algorithm. Graphs discussed in this
section are triconnected unless specified otherwise.

4.1 Properties of the Four-Block Tree

Massive Vertex, Critical Vertex and Balanced
Graph
A separating triplet S in a graph G is massive if
dce(S) > ic(G). A separating triplet S in a graph G
is critical if dc(S) = Ie(G). A graph G is balanced if
there is no massive separating triplet in G. If G is bal-
anced, then its 4-b/k(G) is also balanced. The following
lemmaand corollary state the number of massive and
critical vertices in 4-b/k(G).
Lemma3 Let S,, Sz and Sg be any three separating
triplets in G such that there is no special 4-block in
SENS, 1S 9< 5 <3. THde(S;) < 141, where!
is the number of 4-block leaves in G.
Proof: G is triconnected. We can modify 4-b/k(G)
in the following way such that the numberof leaves in
the resulting tree equals / and the degree of an F-node
f equals its degree constraint plus 1 if f corresponds
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to S;, 1 << 3. For each W-vertex w with a degree-3
center c, we create an R-vertex r, for c, an F-vertex f.
for the three vertices that are adjacent to c in G. We
add edges (w,f-) and (f.,r-). Thus r, is a leaf. For
each F-vertex whose corresponding separatingtriplet
S contains h special 4-block leaves, we attach a(S)
subtrees with a total numberof A leaves with the con-

straint that any special 4-block that is in more than
one separating triplet will be added only once (to the
F-node corresponding to S;, 1 < i < 3,if possible).
From Figure 4 we know that the numberof special
4-block leaves in any separating triplet is greater than
or equal to its augmenting number. Thus the above
addition of subtrees can be done. Let 4-blk(G)’ be
the resulting graph. Thus the numberof leaves in 4
bik(G)! is 1. Let f be an F-node in 4-b1k(G)' whose
corresponding separating triplet is S. We know that
the degree of f equals de(S)+1 ifS € {5; | 1 <i< 3}.
It is easy to verify that the sum of degrees of any three
internal vertices in a tree is less than or equalto 4 plus
the numberof leaves in a tree. D

Corollary 2 Let G be a graph with more than two
non-special 4-block leaves. (i) There is at most one
massive F-vertez in 4-b1k(G). (ii) If there is a mas-
sive F-vertez, there is no critical F-vertez. (tii) There
are at most two critical F-vertices in 4-blk(G). oO

Updating the Four-Block Tree
Let v; be a demanding vertex or a vertex in a special
4-block leaf, #€ {1,2}. Let B; be the 4-block leaf that
contains v;, i € {1,2}. Let 4;, # € {1,2}, be the vertex
in 4-b/k(G) such that if vu; is a demanding vertex, then
6; is an R-vertex whose corresponding 4-block contains
uj; if vy is in a special 4-block leaf in a flower, then 8;
is the F-vertex whose corresponding separating triplet
contains v;; if v; is the center of a wheel w, 6; is the F-

vertex that is closet to 6; med 2)4¢1 and is adjacent to
w. The vertex b; is the implied vertez for B;, i € {1,2}.
The implied path P between B, and B; is the path in 4-
bIk(G) between 6, and 62. Given 4-b/k(G) and an edge
(v1,v2) not in G, we can obtain 4-b/4(G U {(u1, v2)})
by performing local updating operations on P. For
details, see (18).

In summary, al] 4-blocks corresponding to R-
vertices in P are collapsed into a single 4-block. Edges
in P are deleted. F-vertices in P are connected to the

new R-vertex created. We crack wheels in a way that
is similar to the cracking of a polygon for updating
3-block graphs (see (2, 10] for details). We say that
P is non-adjacent on a wheel W, if the cracking of
W creates two new wheels. Note that it is possible
that a separating triplet S in the original graph is no
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longer a separating triplet in the resulting graph by
adding an edge. Thus somespecial leaves in the orig-
inal graph are no longer special, in which case they
must be added to 4-b1k(G).

Reducing the Degree Constraint of a Separat-
ing Triplet
We know that the degree constraint of a separating
triplet can be reduced by at most 1 by adding a new
edge. From results in [18], we know that we can re-
duce the degree constraint of a separating triplet S
by adding an edge between two non-special 4-block
leaves B, and Bo such that the path in 4-b1k(G) be
tween the two vertices corresponding to B, and By
passes through the vertex corresponding to S. We
also notice the following corollary from the definitions
of 4-bIk(G) and the degree constraint.
Corollary 3 Let S be a separating triplet that con-
tains a special 4-block leaf. (i) We can reduce dc(S) by
1 by adding an edge between two special 4-block leaves
B, and By in S such that B, and Bz are not adjacent.
(ii) If we add an edge between a special 4-block leaf
in S and a 4-block leaf B not in S, the degree con-
straint of every separating triplet corresponding to an
internalverter in the path of 4-blk(G) between vertices
corresponding to S and B is reduced by 1. o

Reducing the Numberof Four-Block Leaves
We now consider the conditions under which the

adding of an edge reduces the leaf constraint Ie(G)
by 1. Let real degree of an F-node in 4-b1k(G) be 1
plus the degree constraint of its corresponding sepa-
rating triplet. The real degree of a W-node with a
degree-3 center in G is 1 plus its degree in 4-b1k(G).
Thereal degree of any other node is equal to its degree
in 4-b1k(G).

Definition 3 (The Leaf-Connecting Condition)
Let B, and Bz be two non-adjacent 4-block leaves in
G. Let P be the implied path between B, and Bz in 4-
bIk(G). Two 4-block leaves B, and Bo satisfy the leaf-
connecting condition if at least one of the following
conditions is true. (¢) There are at least two vertices
of real degree at least 3 in P. (ii) There is at least
one R-verter of degree at least 4 in P. (iii) The path
P is non-adjacent on a W-vertez in P. (iv) There is
an internal vertex of real degree at least $ in P and at
least one of the 4-block leaves in {B,, Bz} is special.
(v) B, and Bg are both special and they do not share
the same set of neighbors.
Lemma 4 Let B, and By be two 4-block leaves in

G that satisfy the leaf-connecting condition. We can
find vertices v; in B;, t € {1,2}, such that (Gu{(v1, v2)}) = le(G) — 1, if le(G) > 2.
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4.2 The Algorithm

Wenowdescribe an algorithm for finding a smallest
augmentation to four-connect a triconnected graph.
Let 6 = de(G) — Ic(G). The algorithm first adds 26
edges to the graph such that the resulting graph is
balanced and the lower bound is reduced by 25. If
Ic(G) # 2 or we(G) # 3, there is no star wheel with
a degree-3 center. We add an edge such that the de-
gree constraint de(G) is reduced by 1 and the number
of 4-block leaves is reduced by 2. Since there is no
star wheel with a degree-3 center, we(G) is also re-
duced by 1 if we(G) = Ic(G). The resulting graph
stays balanced each time we add an edge and the
lower bound given in Lemma 1 is reduced by 1. If
Ic(G) = 2 and we(G) = 3, then there exists a star
wheel with a degree-3 center. We reduce we(G) by 1
by adding an edge between the degree-3 center and a
demanding vertex of a 4-block leaf. Since ie(G) = 2
and we(G) = 3, de(G) is at most 2. Thus the lower
bound can be reduced by 1 by adding an edge. We
keep adding an edge at a time such that the lower
bound given in Lemma 1 is reduced by 1. Thus we
can find a smallest augmentation to four-connect a
triconnected graph. We now describe our algorithm.

The Input Graphis not Balanced
We use an approach that is similar to the one used
in biconnectivity and triconnectivity augmentations to
balance the input graph [10, 11, 26]. Given a tree T
and a vertex v in T, a v-chain [26] is a component
in T — {v} without any vertex of degree more than
2. The leaf of T in each v-chain is a v-chain leaf (26).
Let 6 = de(G) — le(G) for a unbalanced graph G and
let 4-b1k(G)! be the modified 4-block tree given in the
proof of Lemma 3. Let f be a massive F-vertex. We
can show that either there are at least 26+ 2 f-chains
in 4-b/k(G)! (i.e. f is the only massive F-vertex) or
we can eliminate all massive F-vertices by adding an
edge. Let 4; be a demanding vertex in the ith f-chain
leaf. We add theset of edges {(Ai, As4i) | 1 < § < 26}.
It is also easy to show that the lower bound given in
Lemma 1 is reduced by 26 and the graph is balanced.

The Input Graphis Balanced
Wefirst describe the algorithm. Then wegiveits proof
of correctness. In the description, we need the follow-
ing definition. Let B be a 4-block leaf whose implied
vertex in 46/k(G) is 6 and let B’ be a 4-block leaf
whose implied vertex in 4-b1k(G) is 6’. B’ is a nearest
4-blockleaf of B if there is no other 4-block leaf whose

implied vertex has a distance to 6 that is shorter than
the distance between 6 and b’.
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{« G is triconnected with > 5 vertices; the algorithm finds
a smallest four-connectivity augmentation. +}
graph function aug3to4(graph G);
{+ The algorithmic notation used is from Tarjan [29]. +}

T := 4-b1k(G); root T at an arbitrary vertex;
let be the numberof degree-1 R-vertices in T;
do 3 a 4block leaf in G >

if 3 a degree-3 center c +
1, if le(G) = 2 and we(G) = 3 >

{+ Vertex c is the center of the star wheel w. +}
u, := the 4-block leaf {c};
let u2 be a a non-special 4-block leaf

| 3 another degree-3 center c’ non-adjacent to c —
let uz be the 4-block leaf {c’'}

| da special 4-block leaf ’ non-adjacent to u1 —
let u2 := 6

| A (degree-3 center or special 4-block leaf)
non-adjacent to u; —

let ua be a a 4-block leaf such that 3 an internal

vertex with rea] degree > 3 in their implies path
fi

| lc(G) 4 2 or we(G) #3 —
if > 2 and 3 2 critical F-vertices f; and fa —

2. find two non-special 4-block leaves u; and uz such
that the implied path between them passes through
fi and fa

| ¢> 2 and J only one critical F-vertex f;
if J two non-adjacent special 4-block leaves in the
separating triplet S) corresponding to f,; —

3. let uy and u2 be two non-adjacent 4-block leaves
in S;

| A two non-adjacent special 4-block leaves in the
separating triplet 5; corresponding to fi; —

4. let v be a vertex with the largest real degree
amongall vertices in T besides f;;
if real degree of v in T > 3 —

find two non-special 4-block leaves uy and u2
such that the implied path between them
passes through f, and v

A

{+ The case when the degree of v in T < 3 will
be handled in step 8. +}

fi

| 3 two vertices vu; and v2 with real degree > 3 —~
5. find two non-special 4-block leaves ui and u2 such

that the implied path between them passes
through v; and v2

| J an R-vertex v of degree > 4 —
6, find two non-special 4-block leaves u; and ug such

that the implied path between them passes
through v

| 3 a W-vertex v of degree > 4 +

7

7. let u; and u2 be two non-special 4-block leaves such
that the implied path between them is
non-adjacent on v

| 3 only one vertex v in T with real degree > 3 +
{+ Tis a star with the center v, +}

8. find a nearest vertex w of v that contains a 4-block

leaf v1;

let w' be a nearest vertex of w containing a 4-block
leaf non-adjacent to v1;
find two 4-block leaves u, and uz whose implied
path passes through w, w’ and v
{s The above step can always be done, since T is a
star, +}

{+ Note that T is path for all the cases below. +}
| 3 two non-adjacent special 4-block leaves in one
separating triplet S —

9. let u; and u2 be two non-adjacent special 4-block
leaves in S

| 3a special 4-block leafu;
10. find a nearest non-adjacent 4-block leaf u2

Ji=2-
let ui and ua be the two 4-block leaves

corresponding to the two degree-1 R-vertices in T
fi

Al;

let yi, § € {1,2}, be a demanding vertex in u; such that
(y1,y2) is not an edge in the current G;

G:=Gu {(y1,¥2)};
update T, J, Ic(G), we(G) and de(G)

od;
return G

end aug3to4;

Before we show the correctness of algorithm
augsto4, we need the following claim and corollaries.

Claim 4 [26] If 4-blk(G) contains two critical ver-
tices f, and fz, then every leaf is either in an fy-chain
or in an fo-chain and the degree of any other vertez
in 4-bIk(G) is at most 2. 0

Corollary 4 If4-bik(G) contains two critical vertices
fi and fg and the corresponding separating triplet S;,
i € {1,2}, of f; contains a special 4-block leaf, then
ils augmenting number equals the number of special
4-block leaves in it. Q

Corollary 5 Let f; and f2 be two critical F-vertices
in 4-b1k(G). If the number of degree-1 R-vertices in
4-btk(G) > 2 and the corresponding separating triplet
of fi, 1 € {1,2}, contains a 4-block leaf B;, we can add
an edge between a vertez in B, and a verter in By to
reduce the lower bound given in Lemma 1 by 1. Oo
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Theorem 1 Algorithm augSio4 adds the smallest
number of edges to four-connect a triconnected graph.Oo

We now describe an efficient way of implementing
algorithm aug3to4. The 4-block tree can be computed
in O(na(m,n) +m) time for a graph with n vertices
and m edges [18]. We know that the leaf constraint,
the degree constraint of any separating triplet and the
wheel constraint of any wheel in G can only be de- ©
creased by adding an edge. Wealso know that /e(G),
the sum of degree constraints ofall separating triplets
and the sum of wheel constraints of all wheels areall
O(n). Thus we can use the techniquein (26] to main-
tain the current leaf constraint, the degree constraint
for any separating triplet and the wheel constraint for
any wheel in O(n) timefor the entire execution of the
algorithm. We also visit each vertex and each edge
in the 4-block tree a constant number oftimes before
deciding to collapse them. There are O(n) 4-block
leaves and O(n) vertices and edges in 4-b1k(G). In
each vertex, we need to use a set-union-find algorithm
to maintain the identities of vertices after collapsing.
Hence the overall time for updating the 4-block tree
is O(na(n,n)). We have the following claim.
Claim 5 Algorithm augSto4 can be implemented in
O(na(m,n) +m) time where n and m are the number
of vertices and edges in the input graph, respectively
and a(m,n) is the inverse Ackermann’s function. O

5 Conclusion

We have given a sequential algorithm for find-
ing a smallest set of edges whose addition four-
connects a triconnected graph. The algorithm runs
in O(na(m,n) +m) time using O(n + m) space. The
following approach was used in developing our algo-
rithm. Wefirst gave a 4-block tree data structure for
a triconnected graph thatis similar to the onegiven in
[18]. We then described a lower bound on the small-
est numberof edges that must be added based on the
4-block tree of the input graph. We further showed
that it is possible to decrease this lower bound by 1
by adding an appropriate edge.

The lower bound that we gavehereis different from
the ones that we have for biconnecting a connected
graph (3] and for triconnecting a biconnected graph
[10]. We also showed relations between these two
lower bounds. This new lower bound applies for arbi-
trary k, and gives a tighter lower bound than the one
known earlier for the number of edges needed to k-
connect a (k — 1)-connected graph. It is likely that
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techniques presented in this paper may be used in
finding the k-connectivity augmentation number of a
(& — 1)-connected graph,for an arbitrary k.
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A Flexible Architecture for Multi-Hop Optical Networks:

A. Jaekel, S. Bandyopadhyay

School of Computer Science,

University of Windsor,

Windsor, Ontario N9B 3P4, CANADA

Abstract

It is desirable to have low diameter logical topologies

for multihop lightwave networks. Researchers have
investigated regular topologies for such networks. Only a
fewof these (e.g., GEMNET[8]) are scalable to allow the
addition of new nodes to an existing network. Adding new
nodes to such networks requires a major changein routing
scheme. For example, in a multistar implementation, a large
number of retuning of transmitters and receivers and/or
renumbering nodes are needed for [8]. In this paper, we
present a scalable logical topology which is not regular but
it has a low diameter. This topologyis interesting since it
allows the network to be expanded indefinitely and new
nodes can be added with a relatively small change to the
network. In this paper we have presented the new topology,
an algorithm to add nodes to the network and two routing
schemes.

Keywords:optical networks, multihop networks, scalable
logical topology, low diameter networks.

1. Introduction

Optical networks (1] are interconnectionsof high-speed
broadbandfibers using lightpaths. Each lightpath provides
traverses one or more fibers and uses one wavelength

division multiplexed (WDM) channel per fiber. In a
multihop network, each node has a small number of
lightpaths to a few other nodes in the network. The physical
topology of the network determines how the lightpaths get
defined. For a multistar implementation of the physical

topology, a lightpath u—v is established when node u
broadcasts to a passive optical coupler at a particular
wavelength and the node v picks up the optical signal by
tuningits receiver to the same wavelength. For a wavelength
routed network, a lightpath u—v might be established
through one or several fibers interconnected by router
nodes. The lightpath definition between the nodes in an
optical network is usually represented by a directed graph
(or digraph) G = (V, E) (where V is the set of nodes and E
is the set of the edges) with each node of G representing a

0-8186-9014-3/98 $10.00 © 1998 IEEE
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node of the network and each edge (denoted by u—v )
representing a lightpath from « to v. G is usually called the
logical topology of the network. Whenthe lightpath u— v
does notexist, the communication from a node u to a node v
occurs by using a (graph-theoretic) path (denoted by
UX) PX. DH__p~ Dv) in G using k hops
through the intermediate nodes x), 2X9, ..-+Xp_4 - The
information is buffered at intermediate nodesand,to reduce

the communication delay, the number of hops should be
small. If a shortest graph-theoretic path is used to establish a
communication from u to v, the maximum hop distance is
the diameterof G.Clearly, the lightpaths need to be defined
such that G has a small diameter and low average hop
distance. The indegree and outdegree ofeach node should be
low to reduce the network cost. However, a reduction of the

degree usually implies an increase in the diameter of the
digraph, thatis, larger communication delays. The design of
the logical topology of a network turns outto be a difficult
problem in view of these contradictory requirements.
Several different logical topologies have been proposed in
the literature. An excellent review of multihop networksis

presented in [1].
Both regular andirregular structures have been studied

for multihop structures (2}, [3], [4], (5], [6], [7]. All the
proposed regular topologies(e.g., shuffle nets, de Bruijn
graphs, torus,-hypercubes) enjoy the property of simple
routing algorithms, thereby avoiding the need of complex
routing tables. Since the diameter of a digraph with n nodes
and maximum outdegree d is of O(/ogg n), most of the
topologies attempt to reduce the diameter to O(/ogyn). One
commonpropertyof these network topologiesis the number
of nodes in the network must be given by some well-defined
formula involving network parameters. This makes the
topology non-scalable. In short, addition of a node to an
existing networkis virtually impossible. In [8}, the principle
of shuffle interconnection between nodesin a shufftenet (4}

is generalized (the generalized version can have any number
of nodes in each column) to obtain a scalable network
topology called GEMNET.A similar idea of generalizing

vc

/
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the Kautz graph has been studied in [9] showing a better
diameter and network throughput than GEMNET. Both
these scalable topologies are given by regular digraphs.

Onetopology that has been studied for optical networks
is the bidirectional ring network. In such networks, each
node has two incoming lightpaths and two outgoing
lightpaths. In terms of the graph model, each node has one
outgoing edgeto and one incoming edge from the preceding
and the following node in the network. Adding a new node
to such a ring network involves redefining a fixed numberof
edgesand can be repeatedindefinitely.

Our motivation was to develop a topology which has
the advantagesof a ring network with respect to scalability
and the advantagesofa regular topology with respectto low
diameter. In other words, our topology has to satisfy the
following characteristics:

° The diameter should be small

° The routing strategy should be simple
* It should be possible to add new nodesto the net-
workindefinitely with the least possible perturbation of
the network, ;
° Each nodein the network should have a predefined
upper limit on the numberof incoming and outgoing
edges. :
In this paper we introduce a new scalable topology for

multihop networks where the graph is not, in general,
regular. Given integers n and d, our proposed topology can
be defined for n nodes with a fixed numberof incoming and
outgoing edges in the network The major advantage of our
schemeis that, as a new nodeis added to the network, most

of the existing edges ofthe logical topology are not changed,
implying that the routing schemes between the existing
nodes need little modification. The edges to and from the
new added node can be implemented by defining new
lightpaths which is small in number, namely, O(d). For
multistar implementation, for example, this can be
accomplished by retuning O(d) transmitters and receivers.

The paper is organized as follows. In section 2, we
describe the proposed topology and derive its pertinent
properties. Section 3 presents two routing schemesfor the
proposed topology and establishes that the diameter is
O(logg n). Our experiments in section 4 show that, for a
network with n nodes and having an indegreeofat most d+1,
an outdegree of d and the average hop distance is
approximately logy n. We have concluded with a critical

summary in section 4.

2. Scalable topology for multihop networks

2.1 Proposed interconnection topology

Given two integers n and d. dsn. we define the
interconnection topology of the network as a digraph G in
the following. As mentioned carlicr, the digraph is not
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regular - the indegree and outdegree of a nodevaries from /
to d+1. We will assume that there is no k, such that

n=d Vifas dé for some k, our proposed topologyis
the same as given by [2]. Let & be the integer such that

d <n<d**! Let Z, bethe set ofall (k+/)-digit strings

choosing digits from Z = {Q1,2,...,d— 1} and let any

string of Z, be denoted by xgx,...4, . We divide Z,

into k+2 sets So, 5),....5,4 such thatall strings in Z,

having x; as theleft most occurrenceof0 is included in Sj,
O<j<k and all strings with no occurrence of 0 (i.e.

x,#0 , OSjfS$&k_ )is included in 5,4. We note that

Seal =(d-*! and Sf = (d-dh?
O<jsk . We define an ordering relation between every

pair of strings in Z, .Eachstringin S; is smaller than each

suing in S, if i < j. For two strings 6),0,¢€ Sj.

OSjSk4+1. if G,= xgxy...4, and G,= yoyy..-¥y

and t is the largest integer such that x,#y, then 6, <0,

if x,<y, .

Definition: For any string 0, = XQh pre XjoeKjoey s the

SUING Dy = XyXy---Xjee Xjd, obtained by interchanging

the digits in the i!" andthe j" position in 6, will be called
the i-j-image of 6, .

Clearly, if o4 is the i-j-image of a, then 6, is the i-j-

image of 6, and if x; = x; , 0, and oO, represent the
same node.

We will represent each node of the interconnection

topology by a distinct string xgx,...x, of Z,. As

dé<ncd**' , all strings of Z, will not be used to
representthe nodes in G. Wewill use n smallest strings from

2, to represent the nodes of G. Suppose the largest string

representing a node is in Sy. We will use a node and its

string representation interchangeably. We will use the term

used string to denotea string of Z, which has been already

used to represent some node in G. All! other strings of Z,
will be called unused strings.

Property 1: all strings of Sy are used strings.

Property 2: if oe 5; is an used string, then all strings
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of So, 5. vn Sj. | are also used strings.
Property 3: If 0, = Ox,...1,, Oy is the 0-1-image of

6, and x, #0 ,then o2¢€ Sy .
Property 4: If o, = Ox,...4,, x,#0 and o,, the 0-

l-image of 6, , is an unused string, then all strings of the

form x,x5...4,j, OS jSd— I are unused strings.
The proofs for Properties 1 - 4 are trivial and are

omitted.

We now define the edgeset of the digraph G. Let any

node u in G be represented by xpx,...x, . The outgoing
edges from node uare defined as follows:

* There is an edge Xgx X4...Xp PXXq. Xf when-

ever X)X,...%,j isan used string, forsome j€ Z,

* Thereisanedge Ox) x9...4, x,0x9...4,

wheneverthe following conditions hold:

a) X,;44.-.x,/ is an unused string for at least one

je Z and

b) +,0....x, , the 0-1-imageof u, is an usedstring

* Thereis an edge Ox) x4...4, 2 Ox5...x,j forall

j€ Z whenever the following conditions hold:

a) x, #0 and

b) x,Ox,....1,, the 0-l-image of u, is an unused
string

We note that if ue S;,j>0, node v = x)x5...4,J

always exists (from property 2, since ve Sjo4 ). As an
example, we show a network with 5 nodes for d=2,k =2 in
figure 1. We have useda solid line for an edge ofthe type
XQX XQ. ky X)Xq-.-X,j, a-line of dots for and a line of

and dots for an edge of the type

Ox) xy ...X, > 04...x,/. Wenote that the edge from 010 to

dashes

100 satisfies the condition for both an edge of the type

Kh XQ 00Xp Ly hy eeKyl and an edge of the type

Ox) x9..-%4 7 Xj 0x9 ...%y.

 
Figure 1: interconnection topology with d=2, k=

2 for n=5 nodes.

2.2 Limits on Nodal Degree

In this section, we derive the upper limits for the
indegree and the outdegree of each node in the network. We
will show that, by not enforcing the regularity, we can easily
achieve scalability. As we add new nodesto the network,
minor modifications of the edges in the logical topology
suffice, in contrast to large numberof changesin the edge-
set as required by other proposed methods.

Theorem 1: In the proposed topology, each node has an
outdegree ofup to d.

Proof: Let u be a node ‘in the network given by

XoxX,---4, € 5; . We considerthe following three cases:

i) O< jSk: For every v given by x, x,...x,f for ail t,

OstsSd-1 is an used String since ve Sj_ j- There-

fore the edge u — v exists in the network. If ue Sjj
> 0, these are the only edges from u. Hence, u has out-
degree d.

ii) j = 0: According to our topology defined above, u

will have an edge to X1Xq...X,j whenever x) Xo...%,)

is an used string for some j € Z. We have three sub-
cases to consider: : .

° If x) x>...4,j is an usedstring for all j, OS j<d
then « has outdegree d. ,

* Otherwise,ifp ofthe strings x)x,...x,/ are used

strings, for some j, OS j<d and the 0-1-imageof u
is also an used string, then u has edgesto all the p

nodes with used stringsof the form x,x...x,j and

to the 0-1-image of u. Hence u has outdegree p + |.
Here u has an outdegree ofat least | and at most d.

* Otherwise, if the 0-t-image of u is an unusedstring,

then all strings of the form x, x5...x,/ are unused’
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strings (Property 4) and u has d outgoing edges to

nodesofthe form Ox,x3...4,), OS j<d. Hence u

has outdegree d.

iii) j = &+ 1: If p of the strings x,x,...x,/ are used

strings, for some j, 0 S$ j <d,then u has outdegreeofp.

Wenote that x, x4...2,0€ S, is an used string. There-

fore 1 < pd. and wu has an outdegreeof at least / and
at most d.

Theorem 2: In the proposed topology, each node has an
indegree of up to d+1,

Proof: Let us consider the indegree of any node v given

by yoy EE 5). Asdescribed in 2.1, there may be three
type of edges to node v as follows:

© Anedge typy)..-Yg_ 1 7 Jovy), Whenever

toy) --Yg_ , 1S an used string, for some fe Z.
There may be at most d edgesof this type to v.

* If y, = 0, y9 #0 there may be an edge

OyQ¥2--- Ne YON Nk

* If yo = Oand typy,..-y,_ , is an unused string for

some 1é Z,there is an edge

Ory Sg | > YopYy- There may be at most d
edgesof this type to v.

Wehaveto consider 3 cases, j= 0,j = Ll andj >1. [fj >l1,

the only edges are of the type tyo))..-¥p_1 7 Yor Ne

and there can be up to d such edges. If j = 1, in addition to

the edges are of the type fygyy---Yg_ > Voy -+-Ng there

can be only. one edge of the type Oygy..-¥¢ > Yop ---Ne-

Thusthe.total number of edges cannot exceed d + |, in this

case. Ifj = 0, an edgeof the type Ory)...¥, 5 > Yodp--Ne

exists if and only if the corresponding edge of type

YY Very Yop¥y_ does nor exist in the network.
Therefore, there are always exactly d incoming edges to v in
this case.

2.3 Node Addition to an Existing Network

In this section we consider the changes in the logical
topology that should occur when a new nodeis added to the
network. We show that at most O(d) edge changes in G
would suffice when a new node is added to the network.

Whena multistar implementation is considered, this means
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O(d) retuning of transmitters and receivers, whereas for a
wavelength routed network, this meansredefinition of O(c)
lightpaths. In contrast, for other proposed topologies [8], [9]
the number of edge modifications needed was O(nd). As
discussedin the previous section, the nodes are assigned the
smallest strings defined earlier. Addition of a new node t
implies that we will assign the smallest unused string to the

newly added node. Let the string be xx,...x,€ 5; . We
consider the following three cases:

i) l<jsk: For every v given by 2, X9...0,0.

Osrsd-l, ve Sj_i: Therefore v is an used string
and we have to add a new edge u—v_ to the net-

work. The node given by wy = Oxpx)...%,_, iS guar-

anteed to be an used string, since wa é Sq and we

have to add a new edge wy u ‘to the network, If

*, = 4-1, we haveto delete the edge from wotoits
0-l-image at this time. For every w given by

weS, and is antXpX--X, oy EStSd-1, j+)
unused string. Therefore wo is the only predecessor of
my

ii) f= A+) TIF v = xyxy..ayt, OSS p—lLisan

used string, we add a new edge u-—>v_ to the net-

work. We note that x,+5...x,0€ 5S, is an usedstring.
Therefore, there is at least one v such thal u—v

exists. Similarly, if w = txgx,...x,_,, OS'S p— lis

an used string, we add a new edge wu to the net-

work. We note thal Wp = OX9x)...-%, 1) € Sq is an

used string. Therefore, there is at least one w suchthat

wu exists. If x, = d-1, we delete the edge from

Wo to its O- l-image atthis time.

iii) j= 1: Lew, = Oxgxy...%, be the 0-1-image

of u. Before inserting u, the node Oxpx5...x, was

connected to all nodes v = Oxy...4,1, OS1Sd-1
(case iii in our topology given in 2.1).We have to

* delete the edge w,—>v for each node

v = Ox,...x,f in the network.

* add anedge u—v_ foreachnode v = Ox5...4,/
in the network.

to the* addanewedge Woy = Ox9X,...%,048 0 OF Tent
network
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‘If wi#wy ,addanedge w,—ru to the network.

* If x, = d—1,and Wy # 0x,000...0 delete the
edge from wotoits 0- 1-image.

 
Figure 2: Expanding a topology with d= 2, k=2

from (a) n= § to (b) n =6 nodes.

Figure 2(a) shows again the network with 5 nodes given
in Figure 1. We choose the smallest unused string

u = 101 to represent the new node being inserted. The
nodeu will have outgoing edges (shownbysolid lines)to all
nodesofthe form 01j, to nodes 010 and O11. The 0-1 image
of u is node 011. Hence all edges from 011 to nodes 010 and
011 are deleted an a new edge from 101 to O11 is inserted
(shownbya dashedline). Also a new edgeis inserted from
node 010 to 101. Thefinal network is shown in Figure 2(b)

3. Routing strategy

In this section, we present two routing schemesin the
proposed topology from any source node S$ to any
destination node D. Let S be. given by the string

XoXy---Ty €E 5; and D be given by the string
Yor Mee S, -

3.1 Routing scheme

Let / be the length of the longest suffix of the string

XoX,---X, that is also a prefix of yoy,---¥, and let
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6(S, D) denote the string XXXY4142Mp of

length 2(k+1)-1. Since o(S, D)is of length 2(k+1)- J, ithas
(k+1)-l4+1 substrings, each of length (k+1). Two of these
substrings represent S and D. Since S and D are nodesin the
network, these two substrings are used strings. If all the

remaining k-/ substrings of o(S, D) having length k+1 are
also used strings, then a routing path from S to D of length
k+1-l exists as given by the sequence of nodes givenin (1)
below.

SH xyX pone Ky PRye AVP Ae dog XIVa|

see DAVSpaen PON Ny =D qq)

In other words,if all thek - /+2 substrings of a(S, D)
are used strings, we can use O(S, D) to represent the path
from S to D in (1).

Property 5:If all the k - ¢ + 2 substrings of a(S, D) are

used strings, o(S, D) represents the shortest path from S to
D.

However, if someof the substrings of o(S, D) are not
used strings, then some of the corresponding nodes do not
currently appear in the network and hencethis path does not

exist. We note that any two consecutive strings in a(S, D)

is given by OB, where & = x,x;. 5-6-4apage

Osisk—I-|\,and

B= iy itie2OMeIedieisy Let Bde the
first unused string in (1). According to our topology, either

aeS, or aeS,,,.

Property 6: If a¢ Sy and

Y= Xp OX 42Ta 1 Yr p> the O-l-image of a is
an used string, then

* o(S,@) represents a path from S to « of length i,
* there exists a path

ays OX) aeMIeet+l

° (5, D) is astring of length k+2-1-i

Property 7: If a@€ Sy and

Y= Xj 4 0%49-4 pe Neg; the O-l-image of & is

an unusedstring, then

¢ 6(S,@) represents a path from S to o of lengthi,
* there exists a path
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9 B= OFMIM ELEDT i+ |

» o6(8, D) is astring of length k+2-l-i

Properties 6 and 7° follow dircctly from our topology

defined in 2.1.

Property8: If a network contains all nodes in Sg, Sj, «.. , Sg

then

* there exists an edge S > y = x, 25...x,0 and

° o(y, D) represents a path from a to D of length
that cannot excced k+1. -

Proof of Property 8: Since the network contains all

nodes in So, 5y,...,5; ye 5; forsome j, jk and must
exist. Our topology (section 2.1) ensures that the edge

S—y exists. The path given below consists only strings

belonging to groups S;, O<isk and hence are used
strings:

YF X4...4,OV 9 X4...4,0¥9 9... PONY, The

numberof edges in the path is k+ |, hence the proof.

Theorem 3:The diameter of a network using the
proposed topology cannot excecd 2(k+1).

Proof: We consider any source-destination pair (S, D).

If all the & - 1 + 2 substrings of o(S, D) are used strings,

o(S,D) represents the shortest path from S to D and

cannot exceed k+1. If 8 is the first unusedstring in (1), and

a is the preceding sting then we have to consider two
cases:

Case 1) a&€ Sq: In this situation we can apply

property 6 if O-l-image of @ is an used string.
Otherwise we can use property 7. If we can use
property 6,it means we need two edgesto insert the

digit y,;,;4,- Alternatively, if we can use

property 7, it means we need one edge toinsert the

digit Yyj44-

Case 2) ae S,,, : In this situation we discard the

partial path from S to a. The first edge in our new

path will be S = xqxy...%, %xy%9-..4,0.

Property 8 guarantees that once we have this
situation, we can always start all over again

YONIk

encountering an unused string and requires a

inserting digits without ever
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maximum of k+1 edges.This represents the worst
case since there may exist a shorter path byfinding

the longest suffix of x,x,...x,0 that matchesthe

corresponding prefix of D. In this case the path
cannot exceed k + 2.

Case 1 can appear repeatedly. The worst situation is
when we haveto apply it to insert every digit of D. In other
words, the path in this case can be as long as 2(k+1).

3.2 Example of routing

Let us consider the network of Figure 2(b). Suppose, S
= 011 and D = 001. Since the only outgoing edge from 011
is to its O-l-image 101, the first edge in the path is

011-4101 . From 101, we shift in the successive digits of

the destination. So, the final path is given by
5 = 01141013010 100001 = D. In_this

particular example, there are no nodes belonging to group
k+1. So, case 2 is not used.

4, Experiments to determine the average hop
distance

We carried out some experiments to determine the

average hopdistance h . In each of these experiments, we
have started with a given value of d, the minimum indegree
(or outdegree) and a specified value of an integer k. The

network with a nodesis identical to that given in (8). We

have calculated the average hop distance & of this network
from the hop distances of every source/destinations pairs
using the routing scheme describedin the previous section.

Then we have added a node to the network and calculated A

for the new network in the same way. We continued the

process of adding nodes until the network contained d‘*!
nodes. The results of the experiments are shown in Table I
and revealthe following:

° The average hop distance is approximately k+1.
© The average hopdistancestarts at approximately k

and increases to approximately k+1 as we start add-
ing nodes to the network.

Weinterpret these results as follows. Even though the
diameter is 2(k+1), the numberof lightpaths through paths
involving 0-1 images, which increase the numberof hops,is
relatively small. Our networkis identical to that in (2] when

: : I
the numberof nodesin the networkis d or d *” ‘and,for
these values, it is known that the network has a diameter of
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k and k+I respectively.

Table 1: Variation of average hop distance with number of
nodes
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In this paper we have introduced a new graph as a
logical network for multihop networks. We have shownthat
our network has an attractive average hop distance
comparedto existing networks. The main advantage of our
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approachis the fact that we can very easily add new nodes
to the network. This means that the perturbation of the
network in terms of redefining edges in the networkis very
small in our architecture. The routing schemein our network
is very simple and avoids the useof routing tables.
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Amendments to the Specification:

In accordance with 37 CFR 1.72(b), an abstract of the disclosure has been included

below. In addition, the status of the related cases listed on page 1 of the specification has been

updated.

Therefore, please add the Abstract as shown below:

A technique for adding a participant to a network is provided. This technique allows for

the simultaneous sharing of information among many participants in a network without the

placement of a high overhead on the underlying communication network. To connect to the

broadcast channel, a seeking computer first locates a computer that is fully connected to the

broadcast channel. The seeking computer then establishes a connection with a numberof the

computers that are already connected to the broadcast channel. The technique for adding a

participant to a network includes identifying a pair of participants that are connected to the

network, disconnecting the participants of the identified pair from each other, and connecting

each participant of the identified pair ofparticipants to the added participant.

Please amendthe "Cross-Reference to Related Applications" to read as follows:

This application is related to U.S. Patent Application No. 09/629,576, entitled

“BROADCASTING NETWORK,” filed on July 31, 2000 (Attorney Docket No. 030048001

US); U.S. Patent Application No. 09/629,570, entitled “JOINING A BROADCAST

CHANNEL,”filed on July 31, 2000 (Attorney Docket No. 030048002 US); U.S. Patent

Application No. 09/629,577, “LEAVING A BROADCAST CHANNEL,”filed on July 31, 2000

Attorney Docket No. 030048003 US); U.S. Patent Application No. 09/629,575, entitled

“BROADCASTING ON A BROADCAST CHANNEL,” filed on July 31, 2000 (Attorney

Docket No. 030048004 US); U.S. Patent Application No. 09/629,572, entitled “CONTACTING

A BROADCAST CHANNEL,”filed on July 31,2000 (Attorney Docket No. 030048005 US);

\\sea_apps\patent\Clients\Boeing (03004)\8002 (Joining)\UsOO\OFFICE ACTION RESPONSE9.D0C -2-
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U.S. Patent Application No. 09/629,023, entitled “DISTRIBUTED AUCTION SYSTEM,”filed

on July 31,2000 (Attorney Docket No. 030048006 US); U.S. Patent Application

No. _09/629,043, entitled “AN INFORMATION DELIVERY SERVICE,”filed on July 31, 2000

Attorney Docket No. 030048007 US); U.S. Patent Application No. 09/629,024, entitled

“DISTRIBUTED CONFERENCING SYSTEM,”filed on July 31, 2000 (Attorney Docket No.

030048008 US); and U.S. Patent Application No. 09/629,042, entitled “DISTRIBUTED GAME

ENVIRONMENT,” filed on July 31,2000 (Attorney Docket No. 030048009 US), the

disclosures ofwhich are incorporated herein byreference.
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Amendments to the Claims:

Followingis a complete listing of the claims pending in the application, as amended:

1. (Currently amended) A computer-based, non-routing table based, non-switch

based method for adding a participant to a network of participants, each participant being

connected to three or moreotherparticipants, the method comprising:

identifyingapair of participants of the network that are connected wherein a seeking

participant contacts a fully connected portal computer, which in turn sends an

edge connection request to a numberof randomlyselected neighboring

participants to which the seekingparticipant is to connect;

disconnecting the participants of the identified pair from each other; and

connecting eachparticipantofthe identified pair of participants to the-added the seeking

participant.

2. (Original) The method of claim 1 wherein each participant is connected to 4

participants.

3. (Original) The method of claim 1 wherein the identifying of a pair includes

randomlyselecting a pair of participants that are connected.

4, (Original) The method of claim 3 wherein the randomly selecting of a pair

includes sending a message through the network on a randomlyselected path.

5. (Original) The method of claim 4 wherein when a participant receives the

message, the participant sends the message to a randomly selected participant to which it is

connected.

6. (Currently amended) The method of claim 4 wherein the randomly selected path

is approximateb_proportional to the diameter of the network.
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7. (Original) The method of claim | wherein the participant to be added requests a

portal computer to initiate the identifying ofthe pair ofparticipants.

8. (Original) The method of claim 7 wherein the initiating of the identifying of the

pair of participants includes the portal computer sending a message to a connected participant

requesting an edge connection.

9. (Currently amended) The method of claim 8 wherein the portal computer

indicates that the message is to travel a certain—distance proportional to the diameter of the

network and wherein the participant that receives the message after the message hastraveled that

eertain-distance is one of the participants of the identified pair of participants.

10. (Currently amended) The method of claim 9 wherein the certain distance is

approximatehl-twice the diameter of the network.

11. (Original) The method of claim 1 wherein the participants are connected via the

Internet.

12. (Original) The method of claim 1 wherein the participants are connected via

TCP/IP connections.

13. (Original) The method of claim 1 wherein the participants are computer

processes.

14. (Currently amended) A computer-based, non-switch based method for adding

nodes to a graph that is m-regular and m-connected to maintain the graph as m-regular, where m

is four or greater, the method comprising:

identifying p pairs of nodes of the graph that are connected, where p is onehalfof m,

wherein a seeking nodecontacts a fully connected portal node, which in turn

sends an edge connection requestto a number of randomlyselected neighboring

nodes to which the seeking nodeis to connect;
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disconnecting the nodes ofeach identified pair from each other; and

connecting each nodeofthe identified pairs of nodes to the-added-the seeking node.

15. (Original) The method of claim 14 wherein identifying of the p pairs of nodes

includes randomlyselecting a pair of connected nodes.

16. (Original) The method of claim 14 wherein the nodes are computers and the

connections are point-to-point communications connections.

17. (Original) The method of claim 14 wherein m is even.

18-31. (Previously cancelled)

32. (Currently amended) A computer-readable medium containing instructions for

controlling a computer system to connect a participant to a network of participants, each

participant being connected to three or more other participants, the network representing a

broadcast channel wherein each participant forwards broadcast messagesthat it receivesto all of

its neighbor participants, wherein each participant connected to the broadcast channel receives

all messages that_are broadcast on the network, the network containing a method wherein

messages are numbered sequentially so that messages received out of order are queued and

rearrangedto be in order, by a method comprising:

identifying a pair of participants of the network that are connected;

disconnecting the participants of the identified pair from each other; and

connecting each participant ofthe identified pair of participants totheadded-a seeking

participant.

33. (Original) The computer-readable medium of claim 32 wherein each participant

is connected to 4 participants.

34. (Original) The computer-readable medium of claim 32 wherein the identifying of

a pair includes randomlyselecting a pair of participants that are connected.
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35. (Original) The computer-readable medium of claim 34 wherein the randomly

selecting of a pair includes sending a message through the network on a randomly selected path.

36. (Original) The computer-readable medium of claim 35 wherein when a

participant receives the message, the participant sends the message to a randomly selected

participant to which it is connected.

37. (Currently amended) The computer-readable medium of claim 35 wherein the

randomly selected path is approximateltwice a diameter of the network.

38. (Original) The computer-readable medium of claim 32 wherein the participant to

be added requests a portal computerto initiate the identifying of the pair of participants.

39. (Original) The computer-readable medium of claim 38 wherein theinitiating of

the identifying of the pair of participants includes the portal computer sending a message to a

connected participant requesting an edge connection.

40. (Currently amended) The computer-readable medium of claim 38 wherein the

portal computer indicates that the messageis to travel a certaus-distance that is twice the diameter

of the network and wherein the participant that receives the message after the message has

traveled that certain-distance is one of the identified pair of participants.

41-49. (Previously cancelled)
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REMARKS.

Reconsideration and withdrawal of the rejections set forth in the Office Action dated

January 12, 2004 are respectfully requested.

I. Rejections under 35 U.S.C.§ 112,first paragraph

Claims 1, 14, and 32 have been amended to include sufficient antecedent basis. In claim

1, the phrase "the added participant", which appears in the last line of the claim, has been

changed to "the seeking participant". In addition, "a seeking participant" precedes "the seeking

participant" in an earlier line of claim 1, providing sufficient antecedent basis. In claim 32, the

phrase "the added participant", which appearsin the last line of the claim, has been changedto "a

seeking participant". In claim 14, the phrase "the added node", which appearsin the last line of

the claim, has been changed to "the seeking node". In addition, "a seeking node" precedes "the

seeking node"in an earlier line of claim 14, providing sufficient antecedentbasis.

I. Rejections under 35 U.S.C.§112, second paragraph

Claim 6 has been amended to render the claim definite. The term "approximately

proportional” has been changed to "proportional". Claim 10 has also been amendedto render the

claim definite. The term "approximately twice the diameter" has been changed to "twice the

diameter". Claim 37 has been amended to render the claim definite. The term "approximately

twice a diameter of the network" has been changed to "twice a diameter of the network".

III. Rejections under 35 U.S.C. § 102

A. The Applied Art

U.S. Patent No. 6,603,742 B1 to Steele, Jr. et al. (Steele, Jr. et al.) is directed to a

technique for reconfiguring networks while it remains operational. Steele, Jr. et al. discloses a

method for adding nodes to a network with minimal recabling. Column 3, lines 2-5. An interim

routing table is used to route traffic around the part of the network affected by the adding of a
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node. Column 11, lines 40-45. Each node in the network can connect to five other nodes.

Column 4, lines 36-39, Column 4, lines 43-44. To add a node to a network, two links between

two pairs of existing nodes are removed andfive links are added to connect the new nodeto the

network. Column 11, lines 25-31. For example, when upgrading from 7 to 8 nodes, the network

administrator removes two links, 3-1 and 5-2, and addsfive links, 7-1, 7-2, 7-3, 7-5, and 7-6.

Column 12, lines 45-48.

B. Analysis

Distinctions between claim 1 and Steele, Jr. et al. will first be discussed, followed by

distinctions between Steele, Jr. et al. and the remaining dependentclaims.

As noted above, Steele, Jr. et al. discloses a technique for reconfiguring networks. Such

a technique includes steps for disconnecting the participants of a pair from each other and

connecting each participant to a seeking participant but does not include a step for identifying a

pair of participants of the network that are fully connected. Column 12, lines 45-49. Steele, Jr.

et al. fails to disclose a methodfor identifying a pair of participants of the network that are fully

connected.

In contrast, claim 1 as amended includes the limitation of identifying a pair of

participants of the network that are connected. Forat least this reason, the applicant believes that

claim 1 is patentable over Steele, Jr. et al.

The invention discloses an identification method in which a seeking participant contacts a

fully connected portal computer. The portal computer directs the identification of a number of

(for example four), randomly selected neighboring participants to which the seeking participant

is to connect. Steele, Jr. et al. fails to disclose a portal computerthat directs the identification of

viable neighboring participants to which the seeking participant is to connect. Claim 1 has been

amendedto recite, among otherlimitations, the use of a portal computer for the identifying of "a
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number of selected neighboring participants to which the seeking participant is to connect."

Steele, Jr. et al. fails to disclose such a method for identifying neighboring participants for a

seeking participant to connect to. Forat least this reason, claim 1 is patentable over Steele, Jr. et

al.

Further, the claimed does not make use of routing tables. Steele, Jr. et al. fails to disclose

a non-table based routing method. Claim 1 has been amendedto recite, amongotherlimitations,

"a computer-based, non-routing table based, non-switch based method for adding a participantto

a network ofparticipants". For at least this reason, claim 1 is patentable over Steele, Jr. etal.

Claim 2 discloses a connection scheme where "each participant is connected to 4

participants". Steele, Jr. et al. fails to disclose a connection scheme in which eachparticipant is

connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which

each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this

reason, claim 2 is patentable over Steele, Jr. etal.

Anticipation a claim under 35 U.S.C. § 102 requires that the cited reference must teach

every elementof the claim.! Steele, Jr. et al. fails to disclose every limitation recited in claim 1.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on claim 1

are likewise allowable.

1 MPEPsection 2131, p. 70 (Feb. 2003, Rev. 1). See also, Ex parte Levy, 17
U.S.P.Q.2d 1461, 1462 (Bd. Pat. App. & Interf. 1990) (to establish a prima facie case of
anticipation, the Examiner must identify where “each and every facet of the claimed invention is
disclosed in the applied reference.”); Glaverbel Société Anonyme v. Northlake Mktg. & Supply,
Inc., 45 F.3d 1550, 1554 (Fed. Cir. 1995) (anticipation requires that each claim element must be
identical to a corresponding element in the applied reference); Atlas PowderCo.v. E.1/. duPont
De Nemours, 750 F.2d 1569, 1574 (1984) (the failure to mention “a claimed element (in) a prior
art reference is enough to negate anticipation by that reference”).
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IV. Rejections under 35 U.S.C.§ 103,first paragraph

A. The Applied Art

A Flood Routing Method for Data Networks by Cho (Cho)is directed to a routing

algorithm based on a flooding technique. Cho discloses a method in which flooding is used to

find an optimal route to forward messages through. Floodingrefers to a data broadcast technique

that sends the duplicate of a packet to all neighboring nodes in a network. In Cho, flooding is

not used to send the message, but is used to locate the optimal route for the message to be sent

through. The method entails flooding a very short packet to explore an optimal route for the

transmission of the message and to establish the data path via the selected route. Each node

connected to the broadcast channel does not receive all messages that are broadcast on the

broadcast channel. When a node receives a message, it does not forward that messageto all of

its neighboring nodes using flooding. In addition, Cho fails to disclose a method for rearranging

a sequence of messagesthat are received outoforder.

B. Analysis

As noted above, Steele, Jr. et al. discloses a method for adding nodesto a network with

minimal recabling. Steele, Jr. et al. fails to disclose a method in which "each participant

forwards broadcast messages that it receives to all of its neighbor participants". Claim 32 has

been amendedto clarify the language of previously pending claim 32. Cho discloses a method in

which flooding is used to find an optimal route to forward messages through. Chofails to

disclose the use of flooding to forward messages. In Cho, flooding is used only to find an

optimal route for data transmission and is not used to actually forward messages. Chofails to

disclose a system in which "each participant forwards broadcast messagesthat it receives to all

of its neighbor participants". In Cho, each participant forwards messages only to a destination

node once the optimal route has been selected. Cho fails to disclose a system in which "each
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participant connected to the broadcast channel receives all messages that are broadcast on the

network". In addition, Cho fails to disclose a method for addressing a sequence of messagesthat

are received out of order in which "messages are numbered sequentially so that messages

received out of order are queued and rearrangedto be in order".

Asexplained below, there is no incentive or teaching to combine Steele, Jr. et al. and

Cho. However, even if they were combined, neither Steele, Jr. et al. nor Cho teach or suggest

the use of flooding to send messagesto all nodes connected to a broadcast channel. In addition,

neither Steele, Jr. et al. nor Cho teach or suggest the sequential numbering of messages to

rearrange a sequence of messages that are received out of order. The invention of claim 32

includes forwarding messages to all neighboring nodes and numbering each message

sequentially so that "messages received out of order are queued and rearranged to be in order",

which are not disclosed in either Steele, Jr. et al. or Cho. Forat least this reason, the applicant

believes that claim 32 is patentable over the combination of Steele, Jr. et al. and Cho.

The independent claims are allowable not only because they recite limitations not found

in the references (even if combined), but for at least the following additional reasons. For

example, there is no motivation to combine the various references as suggested in the Office

Action. According to the Manual of Patent Examining Procedure ("MPEP") and controlling case

law, the motivation to combine references cannot be based on mere common knowledge and

commonsense as to benefits that would result from such a combination, but instead must be

based on specific teachings in the prior art, such as a specific suggestion in a prior art reference.

For example, last year the Federal Circuit rejected an argument by the PTO's Board of Patent

Appeals and Interferences that the ability to combine the teachings of two prior art references to

produce beneficial results was sufficient motivation to combine them, and thus overturned the
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Board's finding of obviousness because ofthe failure to provide a specific motivation in the prior

art to combine the two references.2_ The MPEPprovidessimilar instructions.

Conversely, and in a mannersimilar to that rejected by the Federal Circuit, the present

Office Action lacks any description of a motivation to combine the references. Thus, if the

current rejection is maintained, the applicant's representative requests that the Examiner explain

with the required specificity where a suggestion or motivation in the references for so combining

the references may be found.*

Steele et al. deals with a method for adding nodes to a network while Cho deals with

finding an optimal route to forward messages in a network. The addition of nodes to a network

represents a completely separate process from the forwarding of messages in a network. Steele

et al. contains no specific teachings that would suggest combining Steele et al. with Cho. In

other words, Steele et al. contains no specific teachings that would suggest finding an optimal

route to forward messages in a network.

One maynotuse the application as a blueprint to pick and choose teachings from various

prior art references to construct the claimed invention ("impermissible hindsight

reconstruction").> Assuming, for argument's sake, that it would be obvious to combine the

teachings of Steele et al. with Cho, then Steele et al. would have done so because it would have

2 In re Sang-Su Lee, 277 F.3d 1338, 1341-1343 (Fed. Cir. 2002).

3 Manual of Patent Examining Procedure, Section 2143 (noting that "the teaching or
suggestion to make the claimed combination and the reasonable expectation of success must
both be found in the prior art, not in applicant's disclosure," citing in re Vaeck, 947 F.2d 488
(Fed. Cir. 1991).

4 See, MPEP Section 2144.03.

© See, e.g., In re Gorman, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose between isolated disclosures in the prior art to
deprecate the claimed invention.").
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provided at least some of the advantagesof the presently claimed invention. Steeleet al.'s failure

to employ the teachings cited in Chois persuasive proof that the combination recited in claim 32

is unobvious. Forat least this reason, the applicant believes that claim 32 is patentable over the

combination of Steele et al. and Cho.

Claim 33 discloses a connection scheme where "each participant is connected to 4

participants". Steele, Jr. et al. fails to disclose a connection scheme in which eachparticipantis

connected to 4 participants. Instead, Steele, Jr. et al. discloses a connection scheme in which

each participant is connected to 5 other participants. Column 7, lines 14-33. For at least this

reason, claim 33 is patentable over Steele, Jr. et al.

Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claim 33 is patentable over the

combination of Steele, Jr. et al. and Cho.

V. Rejections under 35 U.S.C. § 103, second paragraph

A. The Applied Art

U.S. Patent No. 6,490,247 B1 to Gilbert et al. (Gilbert et al.) is directed to a ring-ordered,

dynamically reconfigurable computer network utilizing an existing communications system.

Gilbert et al. discloses a method for adding a nodeto a network using a switching mechanism in

which the nodes are ordered in a ring-like configuration as opposed to a hypercube

configuration. Column 3, lines 28-35. Thefirst step in adding a seeking nodeto the network

consists of the seeking contacting a portal node that is fully connected to the network. Column

6, lines 31-33. The portal node that is contacted provides information regarding a neighboring

nodethat is adjacent to the seeking node; the selection of the neighboring nodeis not random.

Column 6, lines 40-42. The seeking node then contacts the neighboring node to request a

connection. Column 6, lines 57-59. The portal node provides the relevant information regarding
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the nodethat is adjacent to the neighboring nodethat is adjacent to the seeking node but does not

request a connection.

U.S. Patent No. 6,553,020 B1 to Hugheset al. (Hughes et al.) is directed to a network for

interconnecting nodes for communication across the network. Hughes et al. fails to disclose a

system where a portal computer randomly selects four nodes to serve as neighboringnodes to the

seeking node. Hugheset al. also fails to disclose a system in which the portal computer sends an

edge connection request to the neighboring nodes.

B. Analysis

As noted above, Gilbert et al. discloses a method for adding a node to a network using a

switching mechanism. Gilbertet al. fails to disclose a method in which a portal computer seeks

"a number of randomly selected neighboring participants to which the seeking participantis to

connect". In Gilbert et al., theselection of the neighboring nodes is not random. Column 6,

lines 40-49. Figure 6 of Gilbert et al. reveals that node 100 selects nodes 10 and 16; the

selection of nodes 10 and 16 is not random since they are purposely adjacent to one another and

since node 10 provides node 100 with information regarding the node adjacent to it, node 16.

Column 6, lines 42-46. Gilbert et al. fails to disclose a method in which a portal computer

"sends an edge connection request to a numberof randomly selected neighboring participants to

which the seeking participant is to connect". In Gilbert et al., the seeking node, not the portal

node, contacts the neighboring participants to which the seeking participant is to connect.

Column 6, lines 57-61. Gilbert et al. fails to disclose a "non-switch based method for adding a

participant to a networkofparticipants". Column 3, lines 8-11. Gilbertet al. fails to disclose a

method in which an additional node contacts "a number of randomly selected neighboring

participants". Column 6, lines 30-32. Hughes et al. discloses a method in which an additional

node contacts four neighboring participants. Hughes etal. fails to disclose a method in which a
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portal computer seeks "four randomly selected neighboring participants to which the seeking

participant is to connect". Hughes et al. also fails to disclose a method in whichaportal

computer "sends an edge connection request to four randomly selected neighboring participants

to which the seeking participant is to connect".

As explained below, Gilbert et al and Hughes et al. would not be combined. However,

even if they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the random

selection of neighboring participants. Claim 1 has been amended to recite, among other

limitations, a method in which a portal computer seeks "four randomly selected neighboring

participants to which the seeking participant is to connect". In other words, the invention of

claim 1 includes randomly selecting neighboring participants to which the seeking participant is

to connect, which is not disclosed in either Gilbert et al or Hughes et al. Even if they were

combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an edge

connection request by the portal computer to the randomly selected neighboring participants to

which the seeking participant is to connect. Claim 1 has been amendedto recite, among other

limitations, a method in which a portal computer "sends an edge connection request to four

randomly selected neighboring participants to which the seeking participant is to connect". In

other words, the invention of claim 1 includes the portal computer sending an edge connection

request to the randomly selected neighboring participants to which the seeking participant is to

connect, which is not disclosed in either Gilbert et al or Hughes et al. For at least these reasons,

the applicant believes that claim 1 is patentable over the combination of Gilbert et al and Hughes

et al.

In a similar fashion, claim 14 has been amendedto recite, among other limitations, a

method in which a portal computer seeks "four randomly selected neighboring nodes to which

the seeking node is to connect". In other words, the invention of claim 14 includes randomly
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selecting neighboring nodes to which the seeking node is to connect, which is not disclosed in

either Gilbert et al or Hughes et al. Even if they were combined, neither Gilbert et al nor

Hugheset al. teach or suggest the random selection of neighboring nodes. In addition, even if

they were combined, neither Gilbert et al nor Hughes et al. teach or suggest the sending of an

edge connection request by the portal computer to the randomly selected neighboring nodes to

which the seeking node is to connect. Claim 14 has been amendedto recite, among other

limitations, a method in which a portal computer "sends an edge connection request to four

randomly selected neighboring nodes to which the seeking nodeis to connect". In other words,

the invention of claim 14 includes the portal computer sending an edge connection request to the

randomly selected neighboring nodes to which the seeking node is to connect, which is not

disclosed in either Gilbert et al or Hughes et al. Forat least these reasons, the applicant believes

that claim 14 is patentable over the combination of Gilbert et al and Hughesetal.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on

claim 1| are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11-13 are

patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,

based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.

Thus, for at least this reason, claims 15-17 are patentable over the combination of Gilbert et al

and Hugheset al.

If the current rejection is maintained, the applicant's representative requests that the

Examiner explain with the required specificity where a suggestion or motivation in the

references for so combining the references may be found.®

6 See, MPEP Section 2144.03.
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Gilbert et al. deals with a method for adding nodes to a network while Hughesetal. deals

with a network for interconnecting nodes for communication across the network. The addition

of nodes to a network represents a completely separate process from the interconnection of nodes

in anetwork. Hugheset al. contains no specific teachings that would suggest combining Hughes

et al. with Gilbert et al. In other words, Hughes et al. contains no specific teachings that would

suggest adding a node to a network.

As is known, one may not use the application as a blueprint to pick and choose teachings

from various prior art references to construct the claimed invention ("impermissible hindsight

reconstruction").”?. Assuming, for argument's sake, that it would be obvious to combine the

teachings of Hughes et al. with Gilbert et al., then Hughes et al. would have done so becauseit

would have provided at least some of the advantages of the presently claimed invention. Hughes

et al.'s failure to employ the teachings cited in Gilbert et al. is persuasive proof that the

combination is unobvious. Forat least this reason, the applicant believes that claims 1 and 14

are patentable over the combination ofHugheset al. and Gilbert etal.

Since claim 1 is allowable, based on at least the above reasons, the claims that depend on

claim 1 are likewise allowable. Thus, for at least this reason, claims 2-5, 7, 8, and 11-13 are

patentable over the combination of Gilbert et al and Hughes et al. Since claim 14 is allowable,

based on at least the above reasons, the claims that depend on claim 14 are likewise allowable.

Thus, for at least this reason, claims 15-17 are patentable over the combination of Gilbert et al

and Hughesetal.

7 See, e.g., In re Gorman, 933 F.2d 982,987 (Fed. Cir. 1991), ("One cannot use
hindsight construction to pick and choose betweenisolated disclosures in the prior art to
deprecate the claimed invention.").
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Vi. Rejections under 35 U.S.C. § 103, third paragraph

A. The Applied Art

A Flood Routing Methodfor Data Networks by Cho (Cho), U.S. Patent No. 6,490,247 B1

to Gilbert et al. (Gilbert et ai.), and U.S. Patent No. 6,553,020 B1 to Hughes et al. (Hugheset al.)

have already been disclosed in the above descriptions of the applied art.

B. Analysis

As noted previously, Gilbert et al. discloses a method for adding nodes to a network

while Hughestet al. discloses a network for interconnecting nodes for communication across the

network. The combination of Gilbert et al. and Hughestet al. fails to disclose a method in which

"each participant forwards broadcast messagesthatit receivesto all of its neighbor participants".

Cho discloses a method in which flooding is used to find an optimal route to forward messages

through. Chofails to disclose the use of flooding to forward messages. In Cho, flooding is used

only to find an optimal route for data transmission and is not used to actually forward messages.

Cho fails to disclose a system in which "each participant forwards broadcast messagesthatit

receivesto all of its neighbor participants". In Cho, each participant forwards messagesonly to a

destination node once the optimal route has been selected. Cho fails to disclose a system in

which "each participant connected to the broadcast channel receives all messages that are

broadcast on the network". In addition, Cho fails to disclose a method for addressing a sequence

of messages that are received out of order in which "messages are numbered sequentially so that

messages received out of order are queued and rearranged to be in order". Claim 32 has been

amendedto clarify the inherent language of previously pending claim 32. As explained below,

Gilbert et al, Hughes et al., and Cho would not be combined. However, even if they were

combined, Gilbert et al, Hughes et al., and Cho fail to teach or suggest the use of flooding to

send messagesto all nodes connected to a broadcast channel. In addition, Gilbert et al, Hughes
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et al., and Cho fail to teach or suggest the sequential numbering of messages to rearrange a

sequence of messages that are received out of order. The invention of claim 32 includes

forwarding messages to all neighboring nodes and numbering each message sequentially so that

"messages received out of order are queued and rearranged to be in order", which are not

disclosed in Gilbert et al, Hughes et al., or Cho. Forat least these reasons, the applicant believes

that claim 32 is patentable over the combination of Gilbert et al, Hughes et al., and Cho.

Since claim 32 1s allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are

patentable over the combination of Gilbert et al, Hugheset al., and Cho.

Gilbert et al. deals with a method for adding nodes to a network, Hughes et al. deals with

a network for interconnecting nodes for communication, and Cho deals with finding an optimal

route to forward messages in a network. These three prior art references represent separate,

distinct processes. The combination of Gilbert et al. and Hughes et al. contains no specific

teachings that would suggest combining Gilbert et al. and Hughes et al. with Cho. In other

words, the combination of Gilbert et al. and Hughes et al. contains no specific teachings that

would suggest finding an optimal route to forward messagesin a network.

Assuming, for argument's sake, that it would be obvious to combine the teachings of

Gilbert et al. and Hugheset al. with Cho, then Gilbert et al. and Hughes et al. would have done

so because it would have provided at least some of the advantages of the presently claimed

invention. The failure of Gilbert et al. and Hughes et al. to employ the teachings cited in Chois

persuasive proof that the combination recited in claim 32 is unobvious. Forat least this reason,

the applicant believes that claim 32 is patentable over the combination of Gilbert et al. and

Hughes et al. in view of Cho.
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Since claim 32 is allowable, based on at least the above reasons, the claims that depend

on claim 32 are likewise allowable. Thus, for at least this reason, claims 33-36, 38, and 39 are

patentable over the combination of Gilbert et al, Hugheset al., and Cho.

VI. Conclusion

In view of the foregoing, the claims pending in the application comply with the

requirements of 35 U.S.C. § 112 and patentably define over the applied art. A Notice of

. Allowanceis, therefore, respectfully requested. If the Examiner has any questions or believes a

telephone conference would expedite prosecution of this application, the Examineris encouraged

to call the undersigned at (206) 359-6488.

Respectfully submitted,

Perkins Coigd_LP

Date: 2) fO/ OY
Chun M. Ng
Registration No. 36,878

Correspondence Address:
Customer No. 25096

Perkins Coie LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-6488
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Performance Analysis of Network Connective Probability of Multihop
Network under Correlated Breakage

Shigeki Shiokawa and Iwao Sasase

Departmentof Electrical Engineering, Keio University

3-14-1 Hiyoshi, Kohoku, Yokohama, 223 JAPAN

Abstract—Oneof importantproperties of multihop network is the
network connective probability which evaluate the connectivity of
the network. The network connective probability is defined as the
probability that when some nodes are broken, rest nodes connect
each other. Multihop networksare classified to the regular net-
work whose link assignment is regular and the random network
whoselink assignmentis random.It has been shownthatthe net-
work connective probability of regular network is larger than that
of random network. However,all of these results is shown under
independent node breakage. In this paper, we analyze the network
connective probability of multihop networks underthe correlated
node breakage. It is shown that regular network has better per-
formance of the network connective probability than random net-
work underthe independent breakage, on the other hand, random
network has better performance than regular network under the
correlated breakage.

1 Introduction

In recent years, multi-hop networks have been widely studied
[1]-{8]. These networks must pass messages betweensource and
destination nodes via intermediate links and nodes. Examples of
them include ring, shuffie network (SN) [1],[2] and chordal net-
work (CN)[3]. One of the very important performance measure
of multi-hop network is the connectivity of the network. If some
nodesare broken, it is needed for a network to guarantee the con-
nection among non-broken nodes. Thus, the network conncctive
probability defined as the probability that when some nodes are
broken, rest links and nodes construct the connective network,
should be a very important property to evaluate the connectivity
of the network.

Multi-hop networksare classified to regular network and ran-
dom network accordingto the way oflink assignment. In the regu-
lar network,links are assigned regularly and examplesof them in-
clude shufflenet and manhattan street network. On the other hand,
in random network, link assignmentis not regular but somewhat
random and examples of them include connective semi-random
network (CSRN) [6]. The network connective probabilities of
some multi-hop networks have been analyzed and it has been
shownthatthe network connective probability of regular network
is larger than that of random network. However,all of them is an-
alyzed under the condition that locations of broken nodesare in-
dependenteachother.In the real network, there are some case that
the locations of broken nodes have correlation, for example,links
and nodes are broken in the same area underthe case of disaster.

Thus, it is significant and great of interest to analyze the network
connective probability under the condition whenthelocations of
broken nodes have correlations each other.

0-7803-3250-4/96$5.00© 1996 IEEE

In this paper, we analyze the network connective probability
of multi-hop network underthe condition that locations of broken
nodes have correlations each other, where we treat SN, CN and
CSRNas the model for analysis. We realize the correlation as fol-
lows. At first, we note one node and break it and call this node the
center broken node. And next, we note nodes whoselinks con-
hect to the center broken nodes and break them at some probabil-
ity. We define this probability as the correlated broken probability.
Very interesting result is shown that under independent breakage
of node, regular network has better performance of the network
connective probability than random network, on the other hand,
under the correlated breakage of node, random network has better
performance than regular network.

In the section 2, we explain network model of SN, CN and
CSRN which weanalyzein the section 3. In the section 3, we ana-
lyze the network connective probability under the condition when
the location of broken nodes have correlation each other. And we

compare each of network connective probability in the section 4.
In the last, we conclude our study.

2 Multihop network model

In this section, we explain the multihop network models used
for analysis of the network connective probability. We treat three
networks such as SN, CN and CSRN whichconsists of NV nodes

and p unidirected outgoing links per node.
Fig. | shows SN with 18 nodes and 2 outgoing links per node.

To construct the SN, we arrange N = kp® (k = 1,2,---; p=
1, 2,--+) nodes in & columns of p® nodes each. Moving from left
to right, successive columnsare connected by p**! outgoing links,
arranged in a fixed shuffle pattern, with the last column connected
to the first as if the entire graph were wrapped around a cylinder.
Eachof the p* nodes in a column has p outgoing links directed
to p different nodes in the next column. Numbering the nodesin
a column from 0 to p* — 1, nodes i has outgoing links directed
to nodes j,j + 1,---, and j + p — 1 in the next column, where
j = (i mod p*)p. In Fig. 1, p is equal to 2 and & is equal to 2.
Since the link assignmentof SN is regular, SN is regular network.

Fig. 2 shows CN with 16 nodes and 2 outgoing links per node.
To construct CN,at first, we construct unidirected ring network
with N nodes and N unidirected links. And p— 1 unidirected links
are added from each node. Numbering nodes along ring network
from 0 to N — 1, node i has outgoing links directed to nodes (i +
1) mod N,(i + 7) mod N,---, and (i + rp_;) mod N, where
7; G =1,2,--+,p — 1) is defined as the chordallength. In Fig. 2,
r, isequal to 3. Sincer, for every i are independenteach other, CN
is not regular network. However, CN has much regular elements
such a symmetrical pattern of network.
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Figure 2. Chordal network with N = 16, p =2 and 7, = 3.

Fig. 3 shows CSRN with 16 nodes and 2 outgoing links froma
node. Similarly with CN, CSRN includes unidirected ring network
with N nodes and N unidirected links. And we add p — | links
from each node whose directed nodes are randomly selected. In
CSRN,the numberofincoming links per nodeis not constant, for
example, in Fig. 3, the number of incoming links into node | is
1 and the one into node 3 is 3. The link assignment of CSRNis
random exceptfor the part of ring network, thus CSRNis random
network. It has been shown that since the number of incoming
links per nodeis not constant, the network connective probability
of CSRNis smaller than those of SN and CN whenlocations of
broken nodes are independent each other. And that of SN is the
same as that of CN, because the network connective probability
depends on the numberof incoming links comeinto every nodes.

3 Performance Analysis

Here, we analyze the network connective probability of SN, CN
and CSRNunderthe condition that locations of broken nodes have
correlation each other. Now, we explain the network connective
probability in detail using Fig. 3. This figure showsthe connective
network whichis defined as the network in whichall nodes connect
to every other nodes directly or indirectly. Atfirst, we consider the
case that the node 1 is broken. The node | has two outgoinglinks
directed to nodes 2 and 3, and if the node 1 is broken, we can not
use them. However, node 2 has two incoming links from nodes}
and 14, and node 3 has three incoming links from nodes 1, 2 and
11. Therefore, even if node | is broken, rest nodes can construct

 
Figure 3. Connective semi-random network with N = 16 and

p=2..

the connective network. Next, we considerthe case that node 0 is
broken. The node 0 has two outgoing links directed to nodes | and
8, and if the node 0 is broken, we can not use them. Since node
1 has only one incominglink from node 0,even if only node 0 is
broken, rest nodes can not connectto node |, that is, they can not
construct the connective network. Here, we define the network
connective probability as the probability that when some nodes
and links are broken, the rest nodes and links can construct the
connective network.

Now, we explain the correlated node breakage using Fig. 3. At
first, we note one node and break it, where this node is called as
the center broken node. And then, we note nodes whose outgoing
links come into the center broken node or whose incominglinks
go out of the center broken node, and break them at a probability
defined as the correlated broken probability. In Fig 3, when we
assume that the center broken node is the node 3, there are five
nodes 1, 2, 4, 9 and 11 which have possibility to becomecorrelated
broken node. And they becomethe broken nodesat the correlated
broken probability. It is obvious that none of them is broken when
the correlated broken probability is 0 and all of them is broken
whenthe correlated broken probability is 1.

In ourstudy, we analyze the network connective probability that
only nodes are broken. And we assumethat the numberofcenter
broken nodeis one in the analysis. We denote the correlated bro-
ken probability by a and the network connective probability of SN,
CN and CSRNby Psy, Pow and Pes rn, respectively.

3.1 Shuffle Network

Because the numberof incoming links per node in SN is the
constant p, when broken nodeis only center broken node, the rest
nodes can construct the connective network. There are 2p nodes
have the possibility to become the correlated broken node. All ofp
nodes which have outgoing link comeinto the center broken node
have the outgoing links directed to the same nodes. For example,
in Fig. 1, if we assume that the node 9 is the center broken node,
the nodes 0, 3 and 6 has outgoing links to node 9. And each of
three nodes have two outgoing links directed to nodes 10 and 11.
Therefore, only whenall of them are broken, the rest nodes can
not construct the connective network. On the other hand,all of

outgoing links go out from p nodes which have incominglink from
cemter broken nodedirectto different nodes. In Fig. 1, nodes 0, |
and 2 have the incoming link from center broken node 9. And
all of the outgoinglinks from their nodes direct to different nodes,
thus evenifall of them are broken, the rest nodes can construct the
connective network. Thus, the network connective probability of
SN is the probability that all of nodes whose outgoing links come
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into the center broken node are broken, and it is derived as

Psy =1—-a?. (1)

3.2. Chordal Network

The network connective probability of CN with p =2is differ-
ent from that with p > 3. At first, we considerthe case with p = 2.
Whenpis equal to 2, all of the outgoing links, from the nodes
whose incominglinks go out from the center broken node, direct
to the same node. For example, in Fig. 2, when we assumethat
the center broken nodeis node 0, the outgoinglinks from it direct
to nodes 1 and 4. And eachof outgoinglinks from them directs to
node 5. Therefore, only when all nodes whose incoming links go
outfrom the center broken node are broken, the rest nodes can not
construct the connective network. And we can obtain the network
connective probability as

Poen=l-—a? for p=2. (2)

And next, we consider the case that p > 3. In CN, when p is equal
to or larger than three and each chordal length is selected properly,
all of outgoing links from the nodes whose incoming links go out
from the center broken node do not direct to the same nodes. And
therefore, evenif all of nodes which connect to the center broken
nodes with incoming or outgoing tinks is broken, the rest nodes
can constructthe connective network,thatis,

Pon =1 for p>3. (3)

3.3. Connective Semi-Random Network

In CSRN,the numberofthe incominglinks per nodeis not con-
stant. Since the maximum numberofincominglinks is N — | and
onelink comeinto a nodeatleast, the probability that the number
ofthe incominglinks come into a nodeis i, denoted as Aj, is

0, fori =0

Aj = N-2 Pn P\N-}-i :CoG (- =? fori 2 1.
(4)

The nodes which have possibility to becomethe correlated bro-
ken nodes are those which connectto the center broken node by
outgoing link or incoming link. When the numberofthe incom-
ing link comeinto the center broken nodeis i, the sum of outgoing
links and incominglinks it have is p + 4. However, the number of
the nodes which have possibility to becomethe correlated broken
nodes is not always p + i, because the p outgoinglinks have the
possibility to overlap with one of + incoming links. For example,
in Fig. 3, whenthe center broken nodesis node 5, the outgoing link
to node 12 overlap with the incoming link from node 12. There-
fore, in spite of the node 5 has four outgoing and incominglinks,
the numberofthe nodes whichhavepossibility to becomethe cor-
related broken nodes when the node5is the center broken nodeis
three.

And now, we derive the probability that the number of nodes
which havepossibility to becomethe correlated broken nodesis j,
denoted as B;. Before derive B;, we derive the probability that ¢
ofp outgoing links which go out of a node overlap with r incoming
links comeinto it, denoted as C,¢,-. Here, we define regular link
as the link which construct the ring network and random link as
other link. We consider the two case. The oneis the case that one
ofthe incominglinks overlap with the regular outgoing link, and
the other case is that none of incominglinks overlap with it. Since
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the regular incoming link never overlap with the regular outgoing
link, the probability to become the first case is (r — 1)/(N - 2)
and one to become the second case is | ~ (r — 1)/(N — 2). In
the first case, Cp,o,r is the same as the probability that each of
q ~ 1 outgoing links among the p — 1 outgoing links except for
the regular outgoing link overlap one of r — 1 incoming links,
denoted as CZ_| 5_;,,-1- And in the second case, Cp.,- is the
same as the probability that each of g outgoing links among the
p — 1 outgoing links except for the regular outgoing link overlap
one ofr incominglinks, denoted as Ch_, .,-- Using Cy, 41, given
as follows,

0, forg’ <0,7r° <0,¢'>p’,
(p'+r' > N and

Chy aig= q <pitr'~N)
*') Pit on Piya(i)wtPotneanaet Patna otherwise,nuiPp

(5)

we can derive Cpgr as
-1

Cogr = ( Cp1g-1r-1 + - HagOpti - (6)
r-—1l

N-2

B; can be derived as the sum of the probability that when the num-
ber of incoming links is j - p+, q of p outgoing links overlap
with one of incominglinks. Therefore, we can obtain B; as

P

B= >
gqz=maz(0,p+l —j)

Aj—piq@p.q.j-p+a ‘ (7)

Here, we consider two nodes whoseregular links connectto the
center broken node. Wecall them regular node (R-node). And we
define non-connective node (NC-node) as the node which have no
incominglink. Even if a node has many incominglinks, when all
of source node of them are broken, it becomes NC-node. How-
ever, when the numberof incominglink is equal to or greater than
2, the probability that all of source nodes of them are broken is
very small compared with that when the number of incoming link
is 1. Therefore, we assume the NC-node as the node which have
only one incoming link and its source node is broken. Thatis,
when the destination node of regular outgoing link of the broken
nodehas only this regular incoming link and this node is not bro-
ken, it becomes the NC-node. Fig. 4 showsthe center broken node
and R-node. (a) showsthe casethat none of R-node is broken,(b)
showsthe case that one of them is broken, and (c) shows the case
that both of them are broken. It is found that there is only one
node which have possibility to become the NC-node in all case.
The probability that this node becomes the NC-node is Ai. When
the number of broken nodes is &, we can consider the three case

with & = 1,k = 2and k > 2. Ink = 1, this nodeis the center bro-
ken nodeand it certainly becomes the case (a) and never becomes
the case (b) and (c). In k = 2, the one nodeis the center broken
node and the other is the correlated broken node and it becomes
the cases (a) or (b). And the probability to becomethe case (a)is
2/1 and to becomethe case (b) is 1 — 2/1 where ! is the numberof
the nodes have possibility to becomethe correlated broken nodes.
If k > 2, it becomes all the case. The number ofbroken nodes ex-
cept for R-nodein (a), (b) and (c) isk, K—1 and k—2, respectively.
Furthermore, when the numberof Jinks connectto the center bro-
ken nodeis /, the probability that the numberofcorrelated broken
nodes is k, denoted as t;,z is

tie = Bi (,) ak —a)i-* (8)
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Figure 4. The center broken node and regular nodes.

And in this case, the probability to become the case of(a) is
(() 1-2Px)/1Pk, to becomethe case of (b)is c(t ) 2 Pe-1)/1Pe
and to becomethecaseof(c)is (a) 1-2 Pe—2)/1 Py. The network
connective probability when the numberof broken nodesis /, de-
noted as Ey, is derived in [8] as follows

N-NA,-38

B=]—y . (9)
Therefore, using (8) and (9), we can obtain the network connective
probability as

N-1

S> toll ~ Ai)Resrn =
tsp

N-1

Stud(l-A+a Da - AE}
tsp

N-!1 N-I (11-2+S Yo tafSo)2Pe aye,
k=? l=maz(p,k)

k“est, Ay)Ex-1
iP,

(5) 1-2Pe-2
+ Pk ad - A; )Ex-2} .

(10)

4 Results

We show computer simulation and theoretical calculation re-
sults of the network connective probability under the correlated
breakage.

Fig. 5 shows the network connective probability of SN, CN and
CSRNwith p = 2 versus the correlated broken probability. In this
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Figure 5. The network connective probability with p = 2 versus
correlated broken probability.
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Figure 6. The network connective probability with p = 3 versus
correlated broken probability.

figure, the chordal length of CN, 7; is 50. It is shownthat the both
the network connective probability of SN and CN is the same in
p = 2. It is also shown that the network connective probability of
CNorSNis larger than that of CSRN in small a, however,in large
a, the network connective probability of CN or SN is smaller than
that of CSRN.

Fig. 6 showsthe network connective probability of SN, CN and
CSRNwith p = 3 versus the correlated broken probability. In
this figure, r, is $0 and r2 is 120. The tendency of the network
connective probability of SN and CSRNis the same as the case
with p = 2, However, the tendency of the network connective
probability of CN is not different from that with p = 2.

In CSRN,because the number of incoming links come into a
nodeis not constant, evenifp is large, there are some nodes whose
numberof incoming links is one. Therefore, the network connec-
tive probability itself is small. However, the link assignment of
CSRNis random, the condition of correlated breakage is not so _
different from that of independent breakage. On the other hand,
in SN, because the numberof incoming links comeinto a nodeis
constant, the network connective probability under the indepen-
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‘igure 7. The network connective probability with a = 0.4 versus
the numberofoutgoing links per node.

ent breakageis large. However, because of regularity of the link
ssignment, that under the correlated breakage is small. In CN,
‘hen p is two, the link assignmentis regular, however, when p
. larger than two, every chordal length is random and indepen-
ent each other, andthe link assignment is random. Moreover, the
umber of incoming links per node of CN is the constant. There-
yre, the network connective probability of CN is large under both
1e independent and correlated breakage.

Figs. 7 and 8 show the network connective probability with
= 0.4 and 0.8 versus p, respectively. It is shown thatthe larger
is, the smaller difference of network connective probability be-

veen SN and CSRNis, when a is small. On the other hand, when
is large, the larger p is, the larger difference of network con-

ective probability between SN and CSRNis. The reasonis as
iows. Whenais small, the network connective probability of
‘SRNis small. However,the largerp is, the smaller the numberof
odes, whose numberofincominglinksis 1, is, and the closerto !
1e network connectivity is. In SN and CN,evenif p is small, the
etwork connective probability is somewhat large when a is small.
vhenpis large, the network connective probability of CSRN is
imost the same with small p. Onthe other hand, in SN, the ten-
ency network connectivity versus p is almost the same, however,
ie larger a is, the smaller the valueis.

Asthese results, CN has best performance of network connec-
vity. However, it has been shown that CN has much poorer per-
»ormance of internodal distance than other network. Thus, it is
xpecetd for the network to have good performanceofboth net-
‘ork connective probability and intemodaldistance.

' Conclusion

We theoretically analyze the network connective probability
f multihop network under the correlated damage of node. We
‘eat shuffleNet, chordal network and connective semi-random
etwork. It is found that in the independent node breakage, the
etwork whose aumberof incominglinksis the constant has good
erformanceofnetwork connective probability, and found thatin
1e correlated node breakage, the network whose link assignment
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Figure 8. The network connective probability with a = 0.8 versus
the numberof outgoing links per node.

is random has good performance of one.
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Abstract

In this paper, a new routing algorithm based on a
flooding method is introduced. Flooding
techniques have been used previously, e.g. for
broadcasting the routing table in the ARPAnet[1]
and other special purpose networks [3]{4][5].
However, sending data using flooding can often
saturate the network [2] and it is usually regarded
as an inefficient broadcast mechanism. Our

approach is to flood a very short packet to explore
an optimal route without relying on a: pre-
established routing table, and an efficient flood
control algorithm to reduce the signalling traffic
overhead. This is an inherently robust mechanism
in the face of a network configuration change,
achieves automatic load sharing across alternative
routes, and has potential to solve many
contemporary routing problems. An_ earlier
version of this mechanism was originally
developed for virtual circuit establishment in the
experimental Caroline ATM LAN [6)[7] at
‘Monash University.

1. Introduction

Flooding is_a data broadcast _technique_which
sends the duplicates ' i ing
nodes in a network.It is a very reliable method of
data transmission because many copies of the
original data are generated during the flooding
phase, and the destination user can double check
the correct reception ofthe original data. It is also
a robust method because no matter how severely
the network is damaged, flooding can guarantee at
least one copy of the data will be transmitted to
the destination, provided a path is available.

While the duplication of packets makes flooding a

0-7803-3676-3/97/$10.00 © 1997 LEER

James Breen

Monash University

Clayton 3168, Victoria
Australia ,

jwb@dgs.monash.edu.au

generally inappropriate method for data.
transmission, our approachis to take advantage of
the simplicity and robustness of flooding for
routing purposes. Very short packets are sent over
all possible routes to search for the optimal route
of the requested QoS and the data path is
established via the selected route. Since the Flood

Routing algorithm—strictly controls the
unnecessary packet duplication, the traffic
overhead caused from the flooding traffic is
minimal.

Use of flooding for routing purposes has been
suggested before {3}[4]{5], and it has been noted
that it can be guaranteed to form a shortest path
route[{10]. And an earlier protocol was proposed
and implemented for the experimental local area
ATM network (Caroline (6][7]). However the
earlier protocol had problems with scaling timer
values, and also required complex mechanism to
solve potential race and deadlock problem. Our
proposal greatly simplifies the previous
mechanism and reducesthe earlier problems.

Chapter 2 explains the procedure for route
establishment and the simulation results are
presented in cHapter 3. The advantages of the
Flood Routing are reviewed specifically in chapter
4, Chapter 5 concludes this paper with suggesting
some possible application area and the future
study issues.

2. Flood Routing Mechanism

Figure 1, 3, 4 show the stepwise procedure of the
route establishment.

In the Figure 1, the host A is requesting a
connectionsetup to the targethost B. In theinitial
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stage, a short connection request packet (CREQ)
is delivered to the first hop router 1 and router |
starts the flood of the CREQ packets.

 
Figure 1

  

 

 VC number (1byte=0)

Packet Type (lbyte="CREQ”
CDM(byte) |
  
 

 
Figure 2. CREQ Packet Format

Figure 2 shows the format of the CREQ packet.
The CREQpacket contains a connectiondifficulty
metric (CDM) field, QoS parameters and the
source & destination addresses and connection

number. The metric can be any accumulative
measure representing the route difficulty, such as
hop count, delay, buffer length, etc. The
connection number is chosen by the source host to
distinguish the different packet floods of the same
source and destination.

When a router receives the CREQ packet, the
router matches the packet information with the
internal Flood Queueto see if the same packet has
been received before. If the CREQ packetis new,
it records the information in the Flood Queue,
increases the CDM value, and forwards the packet
to all output links with adequate capacity to meet
the QoS except the received one. Thus the flood
of CREQ packets propagate through the entire
network. ,

The Flood Queue is a FIFO list which contains the

information relating to the best CREQ packet the
router has received for each recent flood. As the

flood packet of a new connection arrives and the
information is pushed into the Flood Queue, the
old information gradually moves to the rear and
eventually is removed. The queueing delay from
the insertion to the deletion depends on the queue
size and the call frequency, and provided this
delay is enough to cover the time for network
wide flood propagation andreply, there is no need
for a timer to wait to the completion of the flood.

Since the CDM value is increased as the CREQ
packet passes the routers, the metric value
represents the route difficulty that the CREQ
packet has experienced. Because of the repeated
duplication of the packet, a router may receive
another copy of the CREQ packet. In this case, the
router compares the metric values of the two
packets and if the mostrecently arrived packet has
the better metric value, it updates the information
in the Flood Queue and repeats the flood action.
Otherwise the packet is discarded. As a
consequence,all the routers keep the record of the
best partial route and the output link to use for
setting up the virtual circuit.

Figure 3 shows the intermediate routers 2, 7, 8
have chosen the links toward the router 1 as the

best candidate link. If one of them is requested
for the path to the source node A,the router will
use this link for the virtual circuit set up.

 
Figure 3

When the destination host receives a CREQ
packet, it opens a short time-window to absorb
possible further arriving CREQ packets. The
expiration of the timer triggers the sending of the
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connection acceptance (CACC) packet along the
best links indicated by the CREQ packet with the
lowest CDM. The CACC packet is relayed back
to the source host by the routers which at the same
time install the virtual circuit via the opumalroute.
Finally, when the source host receives the CACC
packet, the host may initiate data transmission.

 
Figure 4

Note that bandwidth reservation occurs during the

relay of the CACC packet. It is possible that the
available QoS will have dropped below the
requested Ievel in one or more links. In this case,
the source may either accept the lower QoS, or
close the connectionand try again.

More implementation details of the flooding
protocol can be foundin [9].

3. Simulation Result

One concem of Flood Routing is whether it will
lead to congestion of the network bythe signalling

Numbcr of Flooding Packets

uaffic. A simulation was carried out using various
network conditions. Figure 5 shows the number of
flooding packets produced in a connectiontrial in
a normaltraffic condition on a network consisting

of 5 switching nodes, 9 hosts and 16 links. The
simulation tested the event of 2000 seconds.

The graph showsthatthe total numberofflooding
packets per connection converges on the lower
bound 18 with some exceptions. This is slightly
higher than the number of the network links (16).
This shows how the flood control mechanism is
efficient in that the routers usually generate only
one flooding packet per output link and this
duplication process is rarely repeated again. As a
result, the total number of flooding packets per
connection is nearly same as the number of
networklinks.

Considering the small size of the flooding packet,
the bandwidth consumed by the signalling traffic
is small. Suppose an ATM network using the
Flood Routing generates 1000 calls per seconds,
the bandwidth consumption by the signalling
traffic will only be about 424 Kbps (= 1 K * 53
byte) per link and this does not include any
additional route management traffic such as the
routing table update.

From the simulation, it is observed that the

average number and the maximum numberof the
flooding packets depends on the network topology
and the traffic condition. If the network is simple
topology suchas a tree or a star shape, the average
number ofthe flooding packets is nearly identical
to the numberof the networklinks. If the network
is a complex topology such as a complete mesh
topology, and there is a high traffic load, the
routers tend to generate more packets because of
the racing of the flooding packets.
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The connections established by Flood Routing
successfully avoid busy links and disperse the
communication paths to all possible routes. This
reduced the chance of congestion and utilizes all
network resources efficiently.

4. Advantages of the Flood Routing

The distinctive features of the Flood. Routing
method are :

(a) It facilitates the load sharing of available
network resources. If many possible routes exist
between two end points in a network, the Flood
Routing can disperse different connections over
different routes to share the network load. Figure
6 showsthis example.

 
SUBNET-1 SUBNET-2

Figure 6 Example of Multipath Connection

In the sample network, there are more than two
links exist between node A and H, and the node A
used all links for different connections with

balancing the load. More than twoexterior routers
are connecting the subnet 1] and the subnet 2, and
the node H distributed the connections to all
exterior routers. Therefore, all the network
resources are utilized fully in Flood Routing
network. This load sharing capability has been
considered to be a difficult problem in table based
routing algorithms.

(b) It automatically adapts to changes in the
network configuration. For example,if the overall
traffic between two end points has beenincreased,
the network bandwidth can simply be expanded
by adding more links between routers. The Flood
Routing algorithm can recognize the additional
links and use them for sharing the load in new
connections.

(c) The method is robust. The Flood routing can
achieve a successful connection even when the
network is severely damaged, provided flooding
packets can reach the destination. Oncea flooding
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packet reaches the destination, the connection can
be established via the un-damaged part of the
network which was searched by the packet. This is
very useful property in networks which are
vulnerable but which require high reliability, such
as military networks.

(d) The method is simple to manage, as it makes
no use of routing tables. This table-less routing
method does not have the problem like
“Convergence time" of the Distance Vector
routing [8].

(e) It is possible to find the optimal route of the
requested bandwidth or the quality of service.
While the packet flood is progressing, bandwidth
requirement and QoS constraints specified in the
flooding packets are examined by the routers and
the links that does not meet the requirements are
excluded from the routing decision. As a result,
the route constructed with the qualified links can
meet the bandwidth and the QoS requirements,
usually in the first attempt.

(f) It is a loop-free routing algorithm. The only
possible case thatthe route may consist a loop can
be caused from the corrupted metric information.
Howeverthis can be detected by a check sum.

(g) Since the flooding method is basically a
broadcast mechanism, it can be used for locating
resources in network. Many network applications
are best served by a broadcast facility, such as
distributed data bases, address resolution, or

mobile communications. Implementing broadcast
in point-to-point networks is not straight forward.
The flooding technique provides a means to solve
this problem. In particular, locating a mobile user
by Flood Routing, and establishing a dynamic
route is an interesting issue. Application to a
movable network in which entire network units
including both the mobile users as well as the
switching nodes 4nd the wireless links is another
potential research area.

5. Future Study and Conclusion

In this paper, we introduced a revised Flood
Routing technique. Flood Routing is a novel
approach to network routing which has .the
potential to solve many of the routing problems in
contemporary networks. The basic Flood Routing
presented in this paper has been developed to be
used in an ATM style network, however we
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believe a similar technique can also be applied to
IP routing. Another promising area of
application of this method would be military or
mobile networks which require high mobility and
reliability. Research to extend the point-to-point
Flood Routing to optimal multi-point routing is
now progressing. Further analysis of performance,
and application to large scale networks are the
future issues.
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ABSTRACT

The widespread availability of networked multimedia
workstations and PCs has caused a significant interest
in the use of collaborative multimedia applications. Ex-
amples of such applications include distributed shared
whiteboards, group editors, and distributed games or
simulations. Such applications often involve many par-
ticipants and typically require a specific form of mul-
ticast communication called dissemination in which a

single sender must reliably transmit data to multiple
receivers in a timely fashion. This paper describes
the design and implementation of a reliable multicast
transport protocol called TMTP (Tree-based Multicast
Transport Protocol). TMTP exploits the efficient best-
effort delivery mechanism of IP multicast for packet
routing and delivery. However, for the purpose ofscal-
able flow and error control, it dynamically organizes the
participants into a hierarchical control tree. The control
tree hierarchy employs restricted nacks with suppression
and an expanding ring search to distribute the functions
of state management and error recovery among many
members, thereby allowing scalability to large numbers
of receivers. An Mbone-based implementation of TMTP
spanning the United States and Europe has been tested
and experimental results are presented.

KEYWORDS

Reliable Multicast, Transport Protocols, Mbone,In-
teractive Multipoint Services, Collaboration

INTRODUCTION

Widespread availability of IP multicast [6, 2] has sub-
stantially increased the geographic span and portability
of collaborative multimedia applications. Example ap-

plications include distributed shared whiteboards [15],
group editors [7, 14], and distributed games or simula-
tions. Such applications often involve a large numberof
participants and are interactive in nature with partici-
pants dynamically joining and leaving the applications.
For example, a large-scale conferencing application (e.g.,
an IETF presentation) may involve hundreds of people
wholisten for a short time and then leave the conference.

These applications typically require a specific form of
multicast delivery called dissemination. Dissemination
involves 1xN communication in which a single sender
must reliably multicast a significant amount of data to
multiple receivers. IP multicast: provides scalable and
efficient routing and delivery of IP packets to multiple
receivers. However, it does not provide the reliability
needed by these types of collaborative applications.

Our goal is to exploit the highly efficient best-effort
delivery mechanismsof IP multicast to construct a scal-
able and efficient protocol for reliable dissemination.
Reliable dissemination on the scale of tens or hundreds

of participants scattered across the Internet requires
carefully designed flow and error control algorithms that
avoid the many potential bottlenecks. Potential bottle-
necks include host processing capacity [18] and network
resources. Host processing capacity becomes a bottle-
neck when the sender must maintain state information

and process incoming acknowledgements and retrans-
mission requests from a large numberofreceivers. Net-
work resources becomea bottleneck unless the frequency
and scope of retransmissionsis limited. For instance,
loss of packets due to congestion in a small portion of
the IP multicast tree should not.lead to retransmission

of packets to all the receivers. Frequent multicast re-
transmissions of packets also wastes valuable network
bandwidth.

This paper describes the design and implementation
of a reliable dissemination protocol called TMTP (Tree-
based Multicast Transport Protocol) that includes the
following features:

1. TMTP takes advantage of IP multicast for efficient
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packet routing and delivery.

2. TMTP uses an ezpanding ring search to dynam-
ically organize the dissemination group members
into a hierarchical control tree as members join and
leave a group.

3. TMTPachieves scalable reliable dissemination via

the hierarchical control tree used for flow and er-

ror control. The control tree takes the flow and

error control duties normally placed at the sender
and distributes them across several nodes. This

distribution of control also allows error recovery to
proceed independently and concurrently in different
portions of the network.

4, Error recovery is primarily driven by receivers who
use a combination of restricted negative acknowl-
edgements with nack suppression and periodic posi-
tive acknowledgements. In addition, the tree struc-
ture is exploited to restrict the scope of retransmis-
sions to the region where packet loss occurs; thereby
insulating the rest of the network from additional
traffic.

We have completed a user-level implementation of
TMTP based on IP/UDP multicast and have used it
for a systematic performance evaluation ofreliable dis-
semination across the current Internet Mbone. Ourex-

periments involved as many as thirty group members
located at several sites in the US and Europe. The re-
sults are impressive; TMTP meets our objective of scal-
ability by significantly reducing the sender’s processing
load, the total number of retransmissions that occur,
and the end-to-end latency as the numberof receivers is
increased.

Background

A considerable amount of research has been reported
in the area of group communication. Several systems
such as the ISIS system [1], the V kernel [4], Amoeba,
the Psynch protocol {17}, and various others have pro-
posed group communication primitives for constructing
distributed applications. However,all of these systems
support a general group communication model (NxN
communication) designed to provide reliable delivery
with support for atomicity and/or causality or to sim-
ply support an unreliable, unordered multicast delivery.
Similarly, transport protocols specifically designed to
support group communication have also been designed
before (13, 5, 3, 19, 9}. These protocols mainly concen-
trated on providing reliable broadcast over local area
networks or broadcast links. Flow and error control

mechanisms employed in networks with physical layer
multicast capability are simple and do not necessarily
scale well to a wide area network with unreliable packet
delivery.

Earlier multicast protocols used conventional flow
and error control mechanisms based on a_sender-

initiated approach in which the sender disseminates
packets and uses either a Go-Back-Nor a selective repeat
mechanism for error recovery. If used for reliable dissem-
ination of information to a large number of receivers,
this approach has several limitations. First, the sender
must maintain and process a large amount of state in-
formation associated with each receiver. Second, the
approach can lead to a packet implosion problem where
a large number of ACKs or NACKsmust be received and
processed by the sender over a short interval. Overall,
this can lead to severe bottlenecks at a sender resulting
in an overall decrease in throughput[18].

An alternate approach based on receiver-initiated
methods[19, 15] shifts the burden of reliable delivery to
the receivers. Each receiver maintains state information

and explicitly requests retransmission of lost packets by
sending negative acknowledgements (NACKs). Under
this approach, the receiver uses two kinds of timers. The
first timer is used to detect lost packets when no new
data is received for some time. The second timeris used

to delay transmission of NACKsin the hope that some
other receiver might generate a NACK (called nack sup-
presston).

It has been shown that the receiver-initiated ap-
proach reduces the bottleneck at the sender and pro-
vides substantially better performance [18]. However,
the receiver-initiated approach has some major draw-
backs. First, the sender does not receive positive confir-
mation of reception of data from all the receivers and,
therefore, must continue to buffer data for long periods
of time. The second and most important drawback is
that the end-to-end delay in delivery can be arbitrarily
large as error recovery solely depends on the timeouts at
the receiver unless the sender periodically polls the re-
ceivers to detect errors [19]. If the sendersends a train of
packets andif the last few packets in the train are lost,
receivers take a long time to recover causing unneces-
sary increases in end-to-end delay. Periodic polling of
all receivers is not an efficient and practical solution in
a wide area network. Third, the approach requires that
a NACK mustbe multicast to all the receivers to allow

suppression of NACKsat other receivers and,similarly,
all the retransmissions must be multicast to all the re-

ceivers. However, this can result in unnecessary propa-
gation of multicast traffic over a large geographic area
even if the packet losses and recovery problemsare re-
stricted to a distant but small geographic area}. Thus,
the approach may unnecessarily waste valuable band-
width.

In this paper we present an alternative approach that
achieves scalable reliable dissemination by reducing the
processing bottlenecks of sender-initiated approaches

1 Assumethat only a distant portion of the Internetis congested
resulting in packet loss in the area. One or morereceivers in this
region may multicast repeated NACKS that must be processed
by all the receivers and the resulting retransmissions must also be
forwarded to and processed by all the receivers.
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and avoiding the long recovery times of receiver-initiated
approaches.

OVERVIEW OF OUR APPROACH

Under the TMTP dissemination model, a single
sender multicasts a stream of information to a dissem-

ination group. A dissemination group consists of pro-
cesses scattered throughout the Internet, all interested
in receiving the same data feed. A session directoryser-
vice (similar to the session directory sd from LBL {12])
advertizesall active dissemination groups.

Before a transmitting process can begin to send its
stream of information, the process must create a dissem-
ination group. Once the dissemination group has been
formed, interested processes can dynamically join the
group to receive the data feed. The dissemination pro-
tocol does not provide any mechanism to insure that all
receivers are present and listening before transmission
begins. Although such a mechanism maybe applicable
in certain situations, we envision a highly dynamic dis-
semination system in which receiver processes usually
join a data feed already in progress and/or leave a data
feed prior to its termination. Consequently, the protocol
makes no effort to coordinate the sender and receivers,

and an application must rely on an external synchro-
nization method when such coordination is necessary.

For the purposesof flow and error control, TMTPor-
ganizes the group participants into a hierarchy of sub-
nets or domains. Typically, all the group members in
the same subnet belong .to a domain and a single do-
main manger acts as a representative on behalf of the
domain for that particular group. The domain manager
is responsible for recovering from errors and handlinglo-
cal retransmissions if one or more of the group members
within its domain do not receive some packets.

In addition to handling error recovery for the local
domain, each domain manager may also provide error
recovery for other domain managersin its vicinity. For
this purpose, the domain managers are organized into
a control tree as shown in Figure 1. The sender in a
dissemination group serves as the root of the tree and
has at most K domain managers as children. Similarly,
each domain managerwill accept at most K other do-
main managers as children, resulting in a tree with max-
imum degree K. The value of K is chosen at the time of
group creation and registration and does notinclude lo-
cal group membersin a domain (or subnet). The degree
of the tree (K) limits the processing load on the sender
andthe internal nodesof the control tree. Consequently,
the protocol overhead grows slowly, proportional to the
Logx (Number.Of_Receivers).

Packet transmission in TMTP proceeds as follows.
When a sender wishes to send data, TMTP uses IP
multicast to transmit packets to the entire group. The
transmission rate is controlled using a sliding window
based protocol described later. The control tree en-
sures reliable delivery to each member. Each node of

 
Figure 1: An example contro] tree with the maximum
degree of each noderestricted to K. Local group mem-
bers within a domain are indicated by GM.Thereis no
restriction on the numberoflocal group members within
a domain.

the control tree (including the root) is only responsi-
ble for handling the errors that arise in its immediate
K children. Likewise, children only send periodic, posi-
tive acknowledgments to their immediate parent. When
a child detects a missing packet, the child multicasts a
NACKin combination with nack suppression. On the
receipt of the NACK,its parent in the control tree mul-
ticasts the missing packet. To limit the scope of the mul-
ticast NACK and the ensuing multicast retransmission,
TMTPuses the Time-To-Live (TTL) field to restrict the
transmission radius of the message. As a result, error
recovery is completely localized. Thus, a dissemination
application such as a world-wide IETF conference would
organize each geographic domain (e.g., the receivers in-
California vs. all the receivers in Australia) into sep-
arate subtrees so that error recovery in a region can
proceed independently without causing additional traf-
fic in other regions. TMTP’s hierarchical structure also
reduces the end-to-end delay because the retransmission
requests need not propagateall the way back to the orig-
inal sender. In addition, locally retransmitted packets
will be received quickly by the affected receivers..

The control tree is self-organizing and does not rely
on any centralized coordinator, being built dynamically
as members join and leave the group. A new domain
manager attaches to the control tree after discovering
the closest node in the tree using an erpanded ring
search. Note that the control tree is built solely at the
transport layer and thus does not require any explicit
support from, or modification to, the IP multicast in-
frastructure instde the routers.

The following sections describe the details of the
TMTPprotocol.

GROUP MANAGEMENT

The session directory provides the following group
management primitives:

CreateGroup(GName,CommType): A sendercre-
ates a new group (with identifier GName) using the
CreateGroup routine. Comm Type specifies the type
of communication pattern desired and maybeei-

1307



1308

ther dissemination or concast®. If successful, Cre-
ateGroup returns an IP multicast address and a
port numberto use when transmitting the data.

JoinGroup(Gname): Processes that want to receive
the data feed represented by GNamecall JoinGroup
to become a memberof the group. Join returns the
transport level address (IP multicast address and
port number) for the group which the new process
uses to listen to the data feed.

LeaveGroup(Gname): Removes the caller from the
dissemination group GName.

DeleteGroup(GName): When the transmission is
complete, the sending process issues a DeleteGroup
request to remove the group GNamefrom the sys-
tem. DeleteGroupalso informsall participants, and
domain managers that the group is no longeractive.

CONTROL TREE MANAGEMENT

Each dissemination group has an associated control
tree consisting of domain managers. Over the lifetime
of the dissemination group, the control tree grows and
shrinks dynamically in response to additions and dele-
tions to and from the dissemination group membership.
Specifically, the tree grows whenever the first process
in a domain joins the group (i.e., a domain manager is
created) and shrinks whenever the last processleft in a
domain leaves the group(i.e., adomain manager termi-
nates). v

There are only two operations associated with con-
trol tree management: Join Tree and LeaveTree. When a
new domain manageris created, it executes the JoinTree
protocol to become a memberof the control tree. Like-
wise, domain managers that no longer have any local
processes to support may choose to execute the Leave-
Tree protocol.

Figures 2 and 3 outline the protocols for joining
and leaving the contro] tree. The join algorithm em-
ploys an expanding ring search to locate potential con-
nection points into the control tree. A new domain
manager begins an expanding ring search by mul-
ticasting a SEARCH-FOR-PARENTrequest message
with a small time-to-live value (TTL). The small TTL
value restricts the scope of the search to nearby con-
trol nodes by limiting the propagation of the multi-
cast message. If the manager does not receive a re-
sponse within some fixed timeout period, the man-
ager resends the SEARCH-FOR-PARENT messageus-
ing a larger TTL value. This process repeats until the
manager receives a WILLING-TO-BE-PARENT mes-
sage from one or more domain managers in the con-
trol tree. All existing domain managersthat receive the
SEARCH_FOR-PARENT message will respond with a

*Although this paper focuses on dissemination, TMTP also
supports efficient concast style communication(10).

While (NotDone) {

Multicast a SEARCH_FOR_PARENT msg
Collect responses
If (no responses)

Increment TTL /* try again */
Else

Select closest respondent as parent
Send JOIN_REQUEST to parent
Wait for JOIN_CONFIRM reply
If (JOIN_CONFIRM received)

NotDone = False

Else /* try again */

(A) New Domain Manger Algorithm

Receive request message .
If (request is SEARCH_FOR_PARENT)

If (MAX_CHILDREN not exceeded)

Send WILLING_TO_BE_PARENT msg
Else

/* Do not respond */
Else If (request is JOIN_REQUEST)

Add child to the tree

Send JOIN_CONFIRM msg

(B) Existing Domain Manger Algorithm

Figure 2: The protocol used by domain managers to
join the control tree. A new domain manager performs
algorithm (A) while all other existing managers execute
algorithm (B).
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If (I_am_a_leaf_manager)
Send LEAVE_TREE request
to parent

Receive LEAVE_CONFIRH
Terminate

Else /* I am an internal manager */
Fulfill all pending obligations
Send FIND_NEW_PARENT message to children
Receive FIND_NEW_PARENT reply from all children
Send LEAVE_TREE request to parent
Receive LEAVE_CONFIRN
Terminate

Figure 3: The algorithm used to leave the control tree
after the last local group memberterminates.

WILLING.TO_BE_PARENT message unless they al-
ready support the maximum numberof children. The
new domain manager then selects the closest domain
manager (based on the TTL values) and directly con-
tacts the selected manager to becomeits child. For each
domain, its manager maintains a multicast radius for
the domain, which is the TTL distance to the farthest
child within the domain. The domain manager keeps
the children informed of the current multicast radius.

As described later in the description of the error control
part of TMTP,both parent andits children in a domain
use the current multicast radius to restrict the scope of
their multicast transmissions.

Before describing the LeaveTree protocol, note that
a domain manager typically has two types of children.
First, a domain manager supports the group members
that reside within its local domain. Second, a domain
manager mayalso act as a parent to one or more children
domain managers. We say a manager is an internal
managerof the tree if it has other domain managers as
children. We say a manageris a leaf managerif it only
supports group members from its local domain.

A domain manager may only leave the tree after its
last local member leaves the group. At this point, the
domain manager begins executing the LeaveTree proto-
col shown in Figure 3. The algorithm for leaf managers
is straightforward. However, the algorithm for inter-
nal managers is complicated by the fact that internal
managers are a crucial link in the control tree, contin-
uously servicing flow and error control messages from
other managers, even when there are no local domain
membersleft. In short, a departing internal node must
discontinue service at some point and possibly coordi-
nate children with the rest of the tree to allow seam-

less reintegration of children into the tree. Several al-
ternative algorithms can be devised to determine when
and howservice will be cutoff and children reintegrated.
Thelevel of service provided by these algorithms could
range from “unrecoverable interrupted service” to “tem-
porarily interrupted service” to “uninterrupted service”.
Our current implementation provides “probably unin-

terrupted service” which meanschildren of the depart-
ing managercontinueto receive the feed while they rein-
tegrate themselves into the tree. However, errors that
arise during the brief reintegration time might not be
correctable. Wearestill investigating alternatives to
this approach.

After a departing manager has fulfilled all obliga-
tions to its children and parent, the departing manager
instructs its children to find a new parent. The chil-
dren then begin the process of joining the tree all over
again. Although we investigated several other possible
algorithms, we chose the above algorithm for its sim-
plicity. Other, more static algorithms, such as requiring
orphanedchildren to attach themselves to their grand-
parents, often result in poorly constructed control trees.
Forcing the children to restart the join procedure en-
sures that children will select the closest possible con-
nection point. Other more complex dynamic methods
can be used to speed upthe selection of the closest con-
nection point but, in our experience, the performance of
our simple algorithm has been acceptable.

DELIVERY MANAGEMENT

TMTPcouples its packet transmission strategy with
a unique tree-based error and flow control protocol to
provide efficient and reliable dissemination. Conven-
tional flow and error control algorithms employ a sender-
or receiver-initiated approach. However, using the con-
trol tree, TMTP is able to combine the advantages of
each approach while avoiding their disadvantages. Log-
ically, TMTP’s delivery management protocol can be
partitioned into three components: data transmission,
error handling, and flow control. The following sections
address each of these aspects.
The Transmission Protocol

The basic transmission protocol is quite simple andis
best described via a simple example. Assume a sender
process S has established a dissemination group X and
wants to multicast data to group X. S begins by multi-
casting data to the (I!P_multicast-addr, port_no) repre-
senting group X. The multicast packets travel directly
to all group members via standard IP multicast. In ad-
dition, all the domain managersin the control tree listen
and receive the packets directly.

As in the sender-initiated approach, the root S ex-
pects to receive positive acknowledgments in order to
reclaim buffer space and implement flow control. How-
ever, to avoid the ack implosion problem of the sender
initiated approach, the sender does not receive acknowl-
edgments directly from ail the group members and,in-
stead, receives ACKs only from its K immediate chil-
dren. Once a domain manager receives a multicast
packet from the sender, it can send an acknowledgment
for the packet to its parent because the branch of the
tree the managerrepresents has successfully received the
packet (even though the individual members may not
have received the packet). That is, a domain manager
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does not need to wait for ACKs from its children in or-

der to send an ACK to the parent. In addition, each
domain manager only periodically sends such ACKs to
its parent. This feature substantially reduces ACK pro-
cessing at the sender (and each domain manager).
Error Control

Before describing the details of TMTP’serror control
mechanism we must define an important concept called
limited scope multicast messages. A limited scope multi-
castrestricts the scope of a multicast message by setting
the TTL value in the IP header to some small value

which we call the multicast radius. The appropriate
multicast radius to use is obtained from the expanding
ring search that domain managers use to join thetree.
Limited scope multicast messages prevent messages tar-
geted to a particular region of the tree from propagating
throughout the entire Internet.

TMTP employs error control techniques from both
sender and receiver initiated approaches. Like the
sender initiated approach, a TMTP traffic source
(sender) requires periodic (unicast) positive acknowl-
edgements and uses timeouts and (limited scope mul-
ticast) retransmissions to ensure reliable delivery to all
its immediate children (domain managers). However,in
addition to the sender, the domain managers in the con-
trol tree are also responsible for error control after they
receive packets from the sender. Although the sender
initially multicasts packets to the entire group,it is the
domain manager’s responsibility to ensure reliable deliv-
ery. Each domain manageralso relies on periodic posi-
tive ACKs(from its immediate children), timeouts, and
retransmissions to ensure reliable delivery to its chil-
dren. When a retransmission timeout occurs, the sender

(or domain manager) assumes the packet was lost and
retransmits it using IP multicast (with a small TTL
equal to the multicast radius for the local domain so
that it only goes to its children).

In addition to the sender initiated approach, TMTP
uses restricted NACKs with NACK suppression to re-
spond quickly to packet losses. When a receiver notices
a missing packet, the receiver generates a negative ac-
knowledgment that is multicast to the parent and sib-
lings using a restricted (small) TTL value. To avoid mul-
tiple receivers generating a NACK for the same packet,
each receiver delays a random amount of time before
transmitting its NACK.If the receiver hears a NACK
from another sibling during the delay period, it sup-
presses its own NACK.This technique substantially re-
duces the load imposed by NACKs. When a domain
managerreceives a NACK,it immediately responds by
multicasting the missing packet to the local domain us- ~
ing a limited scope multicast message.
Flow Control

TMTPachieves flow control by using a combination
of rate-based and window-based techniques. The rate-
based componentof the protocol prohibits senders from

transmitting data faster than some predefined maxi-
mum transmission rate. The maximum rate is set when

the group is created and never changes. Despite its
static nature, a fixed rate helps avoid congestion aris-
ing from bursty traffic and packet loss at rate-dependent
receivers while still providing the necessary quality-of-
service without excessive overhead.

TMTP’s primary means of flow control consists of
a window-based approach used for both dissemination
from the sender and retransmission from domain man-

agers. Within a window, senders transmit at a fixed
rate.

TMTP’s window-based flow control differs slightly
from conventional point-to-point window-based flow
control. Note that retransmissions are very expensive
because they are multicast. In addition, transient traf-
fic conditions or congestion in one part of the network
can put backpressure on the sender causing it to slow
the data flow. To oversimplify, TMTP avoids both of
these problems by partitioning the window and delay-
ing retransmissions as long as possible. This increases
the chanceof a positive acknowledgementbeing received
and it also allows domain managersto rectify transient
behavior before it begins to cause backpressure.

TMTPuses two different timers to control the win-

dow size and the rate at which the window advances.

Tretrane defines a timeout period that begins when the
first. packet in a window is sent. Since the transfer rate
is fixed, Tyetrana also defines the window size. A sec-
ond timer, T,-%, defines the periodic interval at which
each receiver is expected to unicast a positive ACK to
its parent.

The sender specifies the value of T,.% based on the
RTTto its farthest child. Tyerrans is chosen such that

Tretrane = 1% X Tack, where n is an integer, n > 2. Both
Tretrans and Tack are fixed at the beginning of transmis-
sion and do not change. A sender must allocate enough
buffer space to hold packets that are transmitted over
the Tretrana period.

Figure 4 illustrates the windowing algorithm graphi-
cally. The senderstarts a timer and begins transmitting
data (at a fixed rate). Consider the packets transmit-
ted during the first T,,, interval. Although the sender
should see a positive ACK at time Tacx, the sender does
not require one until time T;etrans. Instead, the sender
continues to send packets during the second andthird
interval. After Tyctrang amount of time, the timer ex-
pires. At this point, the sender retransmits all unACK’d
packets that were sent during the first T,4 interval. Re-
transmissions continue until all packets in the T,., in-
terval are acknowledged at which point the window is
advanced by Tacx. On the receiving end, packets con-
tinue to arrive without being acknowledged until Tact
amountof time has expired®.

3 However, a receiver may generate a restricted NACK as soon
as it detects a missing packet.
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Three retransmission intervals where T_retrans = 3* T_ack

Atthe endofthefirst interval, packets sent during
the first T_ack period are retransmitted. At the end
ofthe secondinterval, packets sent during the
second T_ack period are retransmitted. At the end
of the third interval, packets sent during the third
T_ack period are retransmitted. 

Figure 4: Different Stages in Sending Data

A domain manager must continue to hold packets
in its buffer until all of its children have acknowledged
them.If the children fail to acknowledge packets, the do-
main manager’s window will not advance andits buffers
will eventuallyfill up. As a result, the domain manager
will drop and not acknowledge any newdata from the
sender, thereby causing backpressure to propagate up
the tree which ultimately slows the flow of data.

Thereare three reasons for using multiple Tax inter-
vals during a retransmission timeoutinterval (Tyetrans):

~ First, by requiring more than one positive ACK. during
the retransmission interval, TMTP protects itself from
spurious retransmissions arising from lost ACKs. First,
by requiring more than one positive ACK during the
retransmission interval, TMTP protectsitself from spu-
rious retransmissions arising from lost ACKs. Second,
a larger retransmission interval gives receiverssufficient
time to recover missing packets using receiver-initiated
recovery when only one (or a few) packets in a window
are lost. This avoids unnecessary multicast retransmis-
sions of a windowfull of data. Third, multiple Tacx in-
tervals during the retransmission interval provide suffi-
cient opportunity for a domain managerto recover from
transient network load in its part of the subtree without
unnecessarily applying backpressure to the sender.

We have chosen the value of the multiplying factor
n to be 3 based on empirical evidence; the appropri-
ate value depends on several factors including expected
error rates, variance in RTT, and expected length of
the intervals with transient, localized congestion. Fur-
ther study is necessary to determine whether value of
n should be chosen dynamically using an adaptive algo-
rithm.

RESULTS

The Test Environment

Figure 5a illustrates the environment in which the ex-
periments were run. Ourtests involved seven geograph-

 
(5b) The Control Tree

Figure 5: Figure5a shows the test environment consist-
ing of seven geographically distant sites connected by
the Mbone. Figure 5b shows the corresponding control
tree configuration used in the experiments.

ically distinct Internet Mbone sites across the United
States and Europe: Washington University in St. Louis,
Purdue University, the International Computer Science
Institute at Berkeley, Rutgers University, the University
of Delaware, University College at London, and the Uni-
versity of Mannheim in Germany. All of our experiments
were conducted using standard IP multicast across the
Internet Mbone and thus experienced real Internet de-
lays, congestion, and packet loss.

As a point of comparison, we implemented a standard
sender-initiated reliable multicast transport protocol
both with and without window-base flow control (called
WIN_BASEP and BURST_BASEPrespectively). Un-
der both protocols, the sender maintains state informa-
tion for all receivers, expects positive ACKs from each
receiver, and uses timeouts and global multicast retrans-
missions to recover from missing acknowledgments. The
two BASEP protocols illustrate the performance bot-
tlenecks related to processor load and end-to-end la-
tency. All three protocols used the same packetsize (1
Kbytes). TMTP and WIN_BASEPused a window size
of 5. TMTP uses a transmission rate of 10 packets per
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second, while both BASEP protocols transmit packets
as fast as possible (up to the windowsize in the case of
WIN-BASEP). Both BASEPprotocols set the retrans-
mission timeout period to be twice the RTT to the far-
thest site (approx. 2 seconds in our tests). TMTP uses
a retransmission period of Tretrang = N X Tack. Tack i8
dynamically set based on the RTT to the farthest group
member (approximately 1.1 secondsfor our tests). After
somepreliminary evaluation of different setting for N,
our empirical results indicated that N = 3 provides suffi-
cient time for local domains to recover without delaying
acks unnecessarily or consuming too much buffer space.
Consequently, Tretrang WaS approximately 3.3 seconds
in our tests. The following sections describe the perfor-
mance measures used and detail the actual experiments

performed.
Performance Measures

To evaluate the performanceof our protocol, we iden-
tified two important measures of performance: end-to-
end delay and processing load. In addition, we moni-
tored the total numberof retransmissions to estimate

the amount of network traffic generated by TMTP.
From the application’s perspective, the primary con-

cern is the delay in reliably delivering the entire data
feed (e.g., video, audio, or file data) to the multiple re-
cipients of the group. To measure the end-to-end delay,
we required that each receiving application send back
a single positive acknowledgment (a GOT_IT message)
to the sending application when theentire data trans-
mission was complete.: The sending application then
calculated the end-to-end delay as the time between the
beginning of the transmission and the time at which the
last group member’s final GOT_IT messageis received.

From the network’s perspective, the primary concern
is network load and scalability of the algorithm. If the
protocol provides low end-to-end delay but consumes
large amounts of network resources, the protocolwill not
scale well, congesting the Internet by consuming shared
resources required by other Internet users. There are
two aspects to network load: processing load and band-
width consumption. To measure the processing load at
the sender, receivers, and domain managers, we moni-
tored the following processing activities:

e receiving and processing a selective positive ac-
knowledgment

e receiving and processing a negative acknowledg-
ment

e handling a timer event (such as a retransmission
timeout)

e performing a retransmission

Because it is hard to measure the amount of process-
ing time neededfor each ofthe eventslisted above (and
highly dependent on the operating system and architec-
ture), we have chosen to simply count the total number

of such events at the sender to estimate the processing
load generated by a protocol.

The second important measure of network load is
bandwidth consumption. The precise amount of band-
width consumed by each protocol is much harder to
quantify since we were unable to collect traces of traf-
fic across the Mbone to determine the numberoflinks
traversed and the amount of bandwidth consumed over

each link. However, our results indicate that TMTP
generated far fewer retransmissions than the BASEP
protocols, and most TMTP retransmissionsare local to
a particular domain. For example, under the BASEP
protocols most timeouts/retransmissions occurred as a
result of dropped ACKs. TMTP’s hierarchy substan-
tially reduced the number of lost ACKs, experiencing
only 6 local retransmissions totaled across all domain
managers (four occurring concurrently) as opposed to 9
global retransmission for BURST_BASEP(outof thirty
1K messages).

Experiments Performed

Each of our experiments measured the performance
of a single dissemination group consisting of many pro-
cesses evenly distributed across the seven sites pictured
in Figure 5a. The total number of processes acting as
receivers was varied between five and thirty processes.
The five process case used only five domains whileall
other cases used seven domains. In each experiment, a
sending process created a dissemination group, waited
for the receiving processes to join the group and organize
their domains into a control tree. Multiple tree config-
urations are possible depending on when, and in what
order, domain mangersjoin the tree. However to ensure
consistency across tests, we held the tree configuration
constant across all tests (see Figure 5b). After all re-
ceivers joined the group, the sender disseminated a data
file to the group, and then waited for the final GOTIT
message from all receivers. The values reported for each
test are averaged over at least five runs taken during
weekdays at roughly the same time so that the observed
Internet traffic conditions remain similar across tests.

To gauge thescalability of the protocol, we monitored
the changes in processing load at the senders, receivers,
and managers. To measure theeffective throughput, we
measured the changes in end-to-end delay as perceived
by the sender. Both processing load and end-to-end
delay were recorded under a variety of workloads. In
thefirst set of tests, the sender transmitted a 30 Kbyte
file to a varying numberofreceivers. The dissemination
was considered complete whenall the receivers correctly
receive the entire file. In the second set of tests, the
number of processes was fixed at 30 and we incremen-
tally increased thefile size from 3K to 30 Kbytes. The
end-to-end delay is measured as the time between the
beginningof thefile transfer and the time at which the
last group member’s final GOT_IT messageis received.

To measure the processing load, we counted the total
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Processing Load vs File Size

ProcessingLoad(NumberofEvents)

EndtoEndDelay(seconds) 
Figure 6: (a) Effect of the amount of data transmit-
ted on the processing load. (b) Effect of the amount
of data transmitted on the end-to-end delay. Figure b
showsthetimefor thefile transfer to completeatall the
receivers. All measurements were taken with a dissemi-

nation group of size 30.

Processing Load va Number of Receivers

ProcessingLoad(NumberofEvents)

EndtoEndDelay(seconds) 
15 20

Number of Receivers

Figure 7: (a) Impact of group size (no. of receivers) on
the processing load. (b) Impact of group size (no. of
receivers) on the end-to-end delay. Figure b shows the
time for thefile transfer to complete at all the receivers.
All measurements were taken for a dissemination of a

30 KBfile.
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number of events at the sender that contribute to the

processing load. Similarly, we recorded the number of
events at each domain manager. Figure 6 only shows
the number of events processed at the sender. However,
the balanced nature of our control] tree meant the event

processing load was spread equally among the sender
and all domain managers. Consequently, the number
of events processed at each domain manager is approx-
imately the same as the numberof events processed at
the sender. Variations occurred based on the number of
NACKsreceived.

Figures 6 and 7 show the results for each of the ex-
periments performed. From these results we draw the
following observations:

Impact of the Data Size
Figures 6a and 6b show how thefile size affects

the processing load and end-to-end delay. As thefile
size increases, the number of packets transmitted in-
creases, thereby increasing the numberof events (such
as ACK/NACKprocessing or timer events) that affect
the processing load at the sender (or a domain man-
ager). Similarly, end-to-end delay is likely to increase
due to time needed to deliver all the packets and due to
increased probability of packet loss.

As the plots show, both the versions of the BASEP
benchmark protocol show a significant increase in the
processing load at the sender and the end-to-end delay.
Note that the delay for WIN-BASEP (with flow con-
trol) is actually higher than BURST_BASEP (no flow
control). This occurs because the WIN-BASEPsender
expects acknowledgments from all its receivers before
advancing the flow control window.

In the case of TMTP, the processing load shows
only a small increase because the work is distributed
among many nodes in the control tree. Consequently,
the sender does not have to process acknowledgments or
retransmission requests from all the receivers. TMTP’s
end-to-end delay is substantially lower than that of the
BASEPprotocols for all file sizes. Although all three
protocols experience an increase in end-to-end delay re-
sulting from larger data transmissions, packet losses,
and retransmissions, TMTP’s end-to-end delay rises at
a significantly lower rate than that of the BASEP pro-
tocols. This occurs because error recovery in TMTP
proceeds concurrently in different parts of the control
tree rather than sequentially as in the BASEPcases.

Impact of the Group Size
Figures 7a and 7b show how the numberofreceivers

(group size) affects the processing load and end-to-end
delay.

Again,as the plots show, two versions of BASEP pro-
tocol show sharp increases in processing load with in-
crease in numberof receivers because the sendersolely
shoulders the responsibility for processing acknowledg-
ments and retransmission requests (or timeouts) from
each receiver. In the case of TMTP,the processing load

at the sender (and each domain manger) is limited by
the maximum numberof immediate children in the con-

tro] tree and, therefore, shows almost no increase as the
number of receivers is increased. This results from the
fact that the number of domains remains at seven for

more than seven receivers. An increase in the numberof

domains participating in the dissemination group would
cause a slight load increase on domain managers who
adopt the new children.

Figure 7a shows that the end-to-end delay of both
BASEPprotocols is significantly higher than that of
TMTP. The primary reason for this difference stems
from TMTP’s receiver-initiated capabilities that re-
spond to and correct errors quickly. In contrast, the
BASEPprotocols will not correct an error until a re-
transmission timeout occurs.

In the case of TMTP end-to-end delays increases
gradually because error recovery proceeds concurrently
and independently in different parts of the control tree
as explained earlier. Figure 7b shows that the end-to-
end delay stabilizes to almost a constant value beyond
a point. That is, to a small extent, an artifact of our
tests in which we did not add any new domains to the
control tree, but rather only added new processes to the
existing tree. However, in other experiments involving
varying number of domains, we have observed a simi-
lar trend of gradual increase in end-to-end delays with
increasing numberof receivers at additional domains.

RELATED WORK
A considerable amount of work has been reported

in the literature regarding reliable multicast [13, 5, 3,
18, 12, 1, 4, 19, 15, 8, 11, 16]. Most of the ear-
lier approaches achievereliable delivery using a sender-
initiated approach which is not suitable for large-scale,
delay-sensitive, reliable dissemination.

Pingali and others{18] recently analyzed and com-
pared both sender- andreceiver-initiated approaches to
demonstrate the limitations of the sender-initiated ap-
proach for large-scale dissemination. Our work is also
motivated by similar observations, but combinestheele-
ments of both the approachesto achievefast, local error
recovery.

The reliable multicast protocol used in LBL’s white-
board tool (wb) [15, 8] and the log-based reliable mul-
ticast protocol [11] are two recent examples of the
receiver-initiated approach for reliable delivery. Un-
like TMTP, these protocols do not combine sender-
initiated with receiver-initiated approaches and differ
significantly in flow control mechanisms and buffering
mechanisms. Ourworkis related to the wd work in that

the wb protocol also uses a NACKs with NACK suppres-
sion mechanism. The wb protocol reduces state manage-
ment overhead and achieves high degree of fault toler-
ance by relying solely on the receiver to recover from a
packet loss. However, the protocol incurs the overhead
of global (sometimes redundant) multicasts; a receiver
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multicasts a repair request to the entire group and one or
more receiversin the group who have missing data(irre-
spective oftheir proximity to the complaining receiver)
will multicast the missing packet(s) to the entire group
even though the loss (or congestion) is restricted to a
small region of the group topology. TMTPrestricts the
scope of multicast NACKs and retransmissions to the
local domain to avoid generating redundant multicast
transmissions over a wider region. Similar to TMTP,
receivers using the wb protocol delay their NACKsto
suppress duplicate NACKsin case another receiver mul-
ticasts a NACK. However, in the wb protocol, each re-
ceiver delays its NACK (and the response) by a ran-
dom amount that depends on the RTT to the original
sender. This can result in higher latency in recovering
from packet losses. TMTP, on the other hand, uses lo-
calized recovery and, thus, the amount of random delay
is bounded by the largest RTT between the local do-
main manager and one of the receivers in the domain.
In addition, TMTP allows recovery from different errors
to proceed concurrently in different domains to allow
faster and efficient recovery.

Cheriton et. al.[8] have recently proposed a collec-
tion of strategies (called log-based receiver-reliable mul-
ticast. or LRBM)for achieving large-scale, reliable mul-
ticast delivery. Some elements of LRBMaresimilar to
TMTP’s mechanisms to some extent. LRBM usesa hi-

erarchy of logging servers with a primary log server re-.
sponsible for sending positive acknowledgments to the .
multicast source. The primary log server stores the
packets as long as an application desires and the re-
ceivers must recover from errors by contacting a logging
server. A secondaryserver at each site may log received
packets and satisfy local retransmission requests to re-
duce load on the primary server. Deployment of LRBM
in the Internet is necessary to evaluate its performance
in achieving reliable delivery in a wide area network en-
vironment.

Recently Paul et. al. [16] have proposed and are ex-
amining three multicast alternatives with features sim-
ilar to those of TMTP. In contrast to these protocols,
TMTP uses a multi-level hierarchical control tree and a

dynamic group management protocol, as opposed to a
static two-level hierarchy, to evenly distribute the proto-
col processing load and allow finer grained independent
and concurrent error recovery. TMTP targets a best-
effort multicast system such as IP multicast rather than
an ATM-like network with allocated resources. TMTP

imposes no additional load on network-level routers and
requires no modification to the network-level routers,
but yet incorporates both local retransmissions and
combined acknowledgments. Furthermore, TMTP em-
ploys receiver-initiated recovery techniques (restricted
negative acknowledgments with nack suppression com-
bined with periodic positive acknowledgments) and a
unique flow control mechanism that can provide quick
recovery from transient congestion and lost acknowledg-

ments.

CONCLUSION

Based on our experimental results, we believe that
TMTPcan scale well to provide reliable delivery on a
large scale withoutsacrificing end-to-end latency. Under
TMTP,the network processing load increases very grad-
ually, indicating that the protocol will scale well as the
number of receivers increases. Moreover, TMTP pro-
vides significantly better application-level throughput
because of the concurrency resulting from local retrans-
missions as shown by the end-to-end measurements.
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Abstract

Modernfast packet switching networke forced to rethink the
routing schemes that are used in more traditional networks.
‘The reexamination is necessitated because in these fast net-

works swilches on the message’s route can afford to make
only minimal and simple operation. For example, examin-
ing a table of a size proportional to the networksize is out
of the question.

In this paper we examine routing strategies for such net-
works based on flooding and predefined routes. Our con-
cern is to get both efficient routing and an even (balanced)
use of network resources. We present efficient algorithms for
assigning weiglils to edges in a controlled flooding scheme
but show that the flooding scheme is not likely to yield a
balanceduse of the resources. We then presentefficient al-
gorithms for choosing routes along: (i) breadth-first search
trees; and (ii) shortest paths. We show that in both cases a
balanced use of network resources can be guaranteed.

1 Introduction

Traditional computer networks were designed on the
premise of fast processing capability and relatively slow
conununications channels. This manifested itself by bur-
dening network nodes with frequent network management
decisions suchas flow control and routing [1, 2, 3]. In a typ-
ical packet-switching network the routing decision at every
node is based on the packet's destination and on routing in-
formationstored locally. This routing information may be-
come quite voluminous, increasing the per-packet processing
time.

Changes in technology, applications, and network sizes have
forced to rethink these strategies. Modern fast packet
switching networks (4, 5] relegate mostof the routing com-
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putation to the end-nodes leavingall but the minima! com-
putation to the intermediate nodes once the packet is on
its way. This paper considers and compares several rout-
ing strategies for such fast networks. We assumethat links
are of high capacity so that message length is of no great
concern. Computation capability in intermediate nodes is
assumed limited so that all decisions made enroute should

be simple and could not rely, for example, on generating
tandoin numbers or on tables that grow with the size of the
network.

Thefirst to encounter similar problems were the designers
of parallel computers. Their solution, in the form ofan in-
terconnection network, typically derives the route directly
from the destination address {6]. This approach, however,
is limited to specific types of network topology and a struc- -
tured layout which cannot be assumed for a general network.
Furthermore, deriving the route from the address in general
conflicts with alternate routing approach. ,

Flow-based techniques, used in many existing networks
(7, 8], are also inadequate for our environment. These rout-
ing strategies are destination based (typically require’a table
entry per destination) but more importantly, result in bifur-
cated routing necessitating intermediate nodes to generate
random numbers.

Two strategies are considered in this paper - controlled
flooding and fixed routing. Flooding is a routing strategy
that guarantees fast arrivals with minimal enroute computa-
tion at the expense of excessive bandwidth use. The scheme
we use here, first proposed in [9], limits the extent to which
a message is flooded through the network. Essentially, each
link is assigned a cost for traversing it, thereby limiting the -
extent of the flood. The problem is to assign the link costs
so as to achieve best performance. We show two methods
of computing optimal weights that are drawn from a poly-
nomial range (as opposed to the exponential range proposed
in [9]). However, we do show that the assignment does not
result in a routing scheme that uses network resources in a
balanced way.

In the fixed routing scheme the route of the message is de-
termined at the source node and is included in the message.
No further routing decision are done enroute. The prob-
lem is therefore to find 2 set of routes, one for each pair of
nodes, such that al] the network's links will be used in a
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balanced manner. We propose two methods to achieve this.
In the first one, we force the messages to be routed along a
(topological) breadthfirst search tree. The problem can be
formulated as finding a set of rooted BFS trees such that
the maximumload on’a link is minimized. Notice that no
link in the network remains unused. We provide polynomial
algorithms to generate such a set of balanced routes.

In the second method, routing is done along paths that do
not necessarily formtrees. One of ‘the shortest paths be-
tween every pair of nodes is designated as the path along
which these two nodes exchange messages. We prove that
a set of paths can be chosen that yields a balanced load.
Wedefine the notion of a balanced load with respect to ran-
dontized choices of paths, i.e., every pair chooses uniformly
in random oneof the shortest paths connecting them. We
first show that with high probability the load on every edge
will be close to its expected value. We then show how to
construct deterministically in polynomial time sucha set of
balanced paths via the method of conditional probabilities.

2 Routing Along Trees

In this section we consider the option of routing along fixed
BYS trees. Routing along trees can be viewed in two ways:
(1) the tree rooted at a node specifies the roules used by
the root. when acting as a source of messages, or (2) the tree
rooted at the node specifies the routes used by the other
nodes with the root serving as the destination. Froma de-
sign standpoint these are identical and in both we strive to
balance the load on the links as much as possible.

As before we consider the network as a graph G = (V, £)
with |V[ = n aud [Z| = m. In addition we single out a
vertex r called the root. The graph is divided into layers
relative to root r by conducting a breadth-first search on G
fromr (i.e., we construct a tree of the shortest paths fromr
to all the other nodes in the graph). In this division, layer 3,
0 <i < n-—1, containsall the vertices whose distance from
ris i. The corresponding resultanttree is denoted 7,. Note
that for a given G and r, the layers are defined uniquely
but the BFS tree is not. Also note that given a BFS tree,
the edges of the original graph connect vertices only from
adjacent layers or in the saine layer.

Let v € V be somevertex in layer i (for some 1 < i < n—1).
Define d% as the number of neighbors of v at layer i -—1 in
graph G rooted al. r; by convention d. = 0. The following
proposition establishes relations which we shall use later on.

Proposition 2.1 For any graph G

1. The number of different BFS trees from root r is
Toec-- q

&. For any, Dyev dy Sm

Proof:

1. All the BFS trees can be constructed by having each
vertex v € G—r choose independently a parent out
of its neighbors in the previous layer, and each such
construction correspondsto a legal and different BFS
tree rooted at r. Hence the claim follows.

2. Each edge contributes unity to the sum if its two end-
point vertices are not in the samelayer, and zero oth-
erwise. Thus, this sum is exactly equal to the number
of edges connecting vertices of different (and therefore
adjacent) layers.

2.1 Homogeneous Sources

In this section we assume that each node sends (or receives)
the same amountof data to every other node, and our aim,
as we indicated, is to use the resources evenly. To that end
we define the load on an edge as follows. Assume that for
every vertex r in the graph we are given a single BFS tree
rooted at that vertex (thus determining node’s r routing).
‘The load on an edge is defined (relative to this set of trees)
as the number oftrees which contain this edge. Formally,
we are given a set {T;}rev containing a single TJ, for every
r € V and wedefine the load of an edge as

Ke) = {re Vlee TT}.

Note that ((e) <n and Degg Me) = n(n — 1), since there
are n BFS trees with n — 1 edges in each and each edgein
a BFStree contributes a unity to the sum. The capacity of
an edge e, denoted c(e), is defined as the maximum number
of BFS trees that may contain it.

Our goalis to choose a set {7,}rev such that the maximum
load of the edges is minimized. We do this by eolving a more
general problem in which edges have limited capacities that
aré not necessarily equal. Assume that we are given the edge
capacity c(e) for each edge e € E. We are seeking 8 feasible
solution thatis, aset (Tr}rev such thatI(e) < e(e) for all e.
A solution for the capacitated problem can be easily used to
solve the problem of minimizing the maximum load (in the
uncapacitated problem). We just let'c(e) = ¢ for all ¢ and
perform a binary search on 1 Ce <1, thereby increasing
the complexity by a factor of log n.
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In order to solve the capacitated problem we define the fol-
lowing bipartite graph H = (AU B,F). Side A consists of
n(n — 1) vertices denoted by pairs (r,v) for all u.r € V,
vu # r (this pair will subsequently be interpreted as a root r
and somevertex v in G). Side B consists of m vertices, each
corresponding to (and denoted by) an edge ¢ for alle € E.
Each vertex (r,v) € A is connected to a vertex ¢ € B iff
3T, (i.¢., a tree rooted at r) in which e € E connects v to a
vertex fromthe previouslevel.

Note that the degree of vertex (r,v) is dy as per the def-
inition of d%. Also, from proposition 2.1 |F| = D..d <
YU, m= nm.

The key observation is that in order to solve our problem
we need to find n(n — 1) edges in the graph H such that the
degree of each vertex in A is exactly 1 (matching), and the
degree of vertex ¢ € B is at most c(e). These edges define
the n BFS trees in G. Specifically, the edges of T, are the
vertices in B whichare adjacent to the vertices (r, v) for all
v € G—r. We present two algorithmsfor finding these trees.

Algorithm 1. Each vertex e € B with all its incident edges
is duplicated c(e) times, generating an “exploded” graph.
Now, it is clear that solving the problem is equivalent to
finding a perfect matching for side A into side B. The num-
ber ofvertices in the exploded graph is n(n — 1) + 3°, c(e) <
n? + mn and the numberofedges is at most n|[F| < n?m.
The complexity of computing a maximum matching in a
bipartite graph is O([E], /[V]) = O(m?/?n*/?) [£1].

The latter complexity can be improved by the next algo-
rithm. :

Algorithin 2. Add to the graph H = (AU B, F) a source
node s and sink ¢. Add directed edges from s to all the
vertices in A, each with capacity 1, and directed edges from
each vertex ¢ € B to t, each with capacity c(e). Finally,
direct all the edges from A to B and assign each the capacity
1 (any capacity greater than 1 will also do).

Consider aninteger flow problem with source 8 and desti-
nation ¢ obeying the specified capacities. It is clear that
any suchlegal flow starts with some edges from s to A with
flow 1. Then, each vertex in A that has an incoming edge
with one unit of flow also has one outgoing edge with one
unit flow to a vertex in B. Finally, all the flow reaching 8
continues to t. Thus we couclude that there is a feasible so-
lution to our problemiff the maximum flow between s and
tis exactly n(n — 1).

Wewill use Dinic’s algorithmfor finding the max-flow [12].
A careful analysis of the algorithm for our case yields a bet-
ter complexity than more recent max-flow algorithms that
perform better on general graphs. We first give a short
review of Dinic’s algorithm. The algorithm has O(|V|)
phases; at each phase only augmenting paths of lengthi,
1 <i < |V|, are considered. The invariant maintained at

phase i is that there are no augmenting paths oflength less
than i. The complexity of each phase is O(|E[|V}) in general
graphs and O(jE|) in 0-1 networks.

We first convert our graph into a 0-1 network. Each edge
of capacity ¢(e) is duplicated into c(e) unity capacity edges
which yields a 0-1 network. Since c{e) < n for every edge ec,
the total number of new edges is at most nm and thus the
numberof edges remains O(nm). As mentioned before, the
complexity of Dinic‘s algorithm for 0-1 network is O(/E|IV|)
which in our case becomes

O([n? + m]{n? + mn + mn)) = O(n? - mn) = O(mn*)

In fact, the running time can be reduced to O(mn?). In our
graph, there are no edges between vertices in A and also
none between vertices in B, and there will not be such in

any of the residual graphs. In fact, the residual graph will
always start with s, end with t, have only vertices of A in
the other even numbered layers and only vertices of B in the
other odd-numbered layers. Moreover, the vertices of A will
always have, in any residual graph, at most one incoming
edge. Let us run the first n — 1 phases of Dinic’s algorithm
(where each phase takes time O(|F|) = O(nm)). In phase n
there will be at least n layers of A (unless we have already
finished), one of them having at most n(n — 1)/n =n—-1
vertices. The incoming edges into this layer of Adefine a cut
separating # from ¢ whose capacity is at most n— 1. Thus,
Dinic's algorithm will terminate after at most additional
n—1]phases, which gives the desired time bound.

2.2 Heterogeneous Sources

The situation at hand in this section is similar to that of

the previous subsection except that we no longer assume
homogeneous traffic but rather that each node generates
a different amount of traffic. Translated into our model,
this results in a problem with weighted trees. Formally,
let the relative traffic intensity associated with node r be
w(r) (assumed to be an integer). This means that the tree
associated with r (where r is the root) has a weight of w(r)
and we seek a set of BFS trees (7, }rev with load f(e) < e{e)
for all e, where the load i{e) is defined in the natural way,
ie.,

Ke) = {= w(r)le € nSr

The Capacitated Problem of the previous subsection is the
special case ofour problem with 2w(r) = I for all r € V.
While the Capacitated Problem in the homogeneous case
has an efficient solution, we prove that in the heterogeneous
case this problem is NP-complete (it is clear that the prob-
lem belongs to class NP). We base our proof on a reduction
from the “knapsack” problem which is known to be NP-
complete [13], defined as follows.

2A.4.3

0172

 

1319



1320

The Knapsack Problem: Givenare integers 24 ...2n and
s. Are there a; € {0,1}, 1 <i <n, such that Faiz; = 5?

The Reduction: Consider a graph whose vertices are
Uy... Vay tty, M2, 2. Connect vj to uj fori <i<n,j=1,2
and connect u;, and uz tof. Let the weight of the sources be
w(v;) = 24 for all i, w(u1) = w(u2) = w(t) = 0. Finally,let
the capacities of the edges be c(u;f) = 8, e(vet) = 2-8,
andinfinite (or big enough) for all the rest. It is clear that
each BFS tree from v;, | <i < n, contains exactly one of
the edges u)f or uot. Since ¢(uyt) + c(uet) = )o; zi, there is
a solution iff there is a subset of the integers z; that sums
up los.

Note that it is possible to eliminate the zero weights (and
have the proof still hold) by assigning w(u,) = w(u2) =
w(t) = 1 and also adding 2 to the capacities of the edges
u,t aud uf.

2.3 Randomized Capacity Bounds

In this seclion we develop upper bounds on the capacities
that arc necded for the edges in the Capacitated Problem
of the homogeneous case (section 2.1) in order to achieve
“good” load balancing. Our reference is a random tree rout-
ing scheme in which every node, whenever it needs to send
a message, randomly and uniformly chooses a BFS tree in
which it is a root, and routes according to this tree. In-
tuitively, such a routing scheme is likely to achieve a good
balancing.

Westart by calculating PY - the probability that an edge ¢
participates in a randomly and uniformly chosen BFS tree
rooted at r. Let 2% be an indicator random variable indi-
cating whether edge ¢ belongs to the BFS tree rooted at r.
By our definition

ie) = > ai.rev

Consider an edge ¢ = (z, y). If both 2 and y are in the same
layer (i.e., equidistant from r), then Pr = 0. Otherwise,
they belong to adjacent layers (without loss ofgenerality let
z be the vertex that is further away from r), and Pr = #-

i©

Let Te) be the expected load of e. Clearly E[rf] = Py and
also

Wey = E [=| =eleil= OPrev rev rev

Dike = De
e€E rEV e€E

= Lvs dy =) a- 1 = n(n —- 1).vc rer © r

Since Deee Mle) = n(n — 1) and also Deg Me) = n(n -
1), we cannot. expect to find a set. of BFS trees in which

t(e) < Ke) for every edgee(I(e) is not necessarily an integer
for instance). However, we can find a set which is almost
as good. We show that there always exists a set of BFS
trees {T-}rev such that the load on any edge satisfies the
following:

Ke) < Te) + aie) logn.
We will prove the claim via the probabilistic method; one
can easily find such a sct by applying the algorithm from
section 2.1 as we are guaranteed that a solution exista.

To prove the bound on the load, we show that for each edge
e, the probability that [{e) exceeds the claimed bound is
less than 3h: Hence,there is a positive probability that the
claim holds for all edges in the network. From Chernoff’s
bounds it can be shownthat for all A > 0,

Efe**e)]
Probfi{e) > (1+ 7)i(e)] < case)

and it can be shown(14} that there exists a choice of A such
that '

Efe* (9) < enPea,
e(l+r)Aile) —

Assigning 7 = 2 e results in

Prab{i(e) > I(e) + 2y/ ie) log x] < = <5
which finally yields

Prob[ve, I(e) < te) + 21/ Ie) log n] > ;
meaning that a solution exists with a high probability.

3 Routing Along Shortest Paths

In this section we consider a different option of routing
namely, routing along paths that do not necessarily form
trees. One of the shortest paths between every pair of nodes
is designated as the path along which these two nodes ex-
change messages. We provethat a set of paths can be chosen
that yields a balanced load.

The proof we present follows the exact samelines of the
proofin section 2.3 and we adopt the same notation. Again,
our reference for a Zood load balancing is the random path
routing scheme

We first evaluate P%*-the probability that an edge e par-
ticipates in a randomly and uniformly chosen shortest path
connecting vertices u and v. (We will denote this event by
the indicator variable z¥’). To compute this probability,
we must count the shortest paths connecting u and v that
contain edge e. Let M,(u,v) denote the number ofpaths of
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length p betweenthe vertices u and vu. The numberofshort-
est paths between u and v can be computed in polynomial
time by the following recursive formula. Let the vertices
adjacent to u be a;,...,ag and let p be the length of the
shortest path fromu to v, then

4

M,(u,v) = >» M,-1(4i,¥)-i=l

We consider a pair of nodes u and v and an edge ¢ = (z,y)
(assume without loss of generality that vertex z is closer to
u than veclex y). Denote by pus the distance between the
vertices u and v, by py, the distance between u to z, and by
Pyv the distance between v and y. Define p’ = puy — Pus — 1.
If pyy > p’, then Px’ = 0; otherwise,

p= My, ,(u,z) - Afp,. (ys)
‘ My, .(,¥)

Similar to the derivation in section 2.3 the expected load on

an edge e¢ is Kes Lover Pe" and thus we cannot expect
to find a set of shortest paths in which ((e) < d(e) for every
edge e. However, again, we can find a set which is almost
as good, namely, a set of shortest paths such that the load
on any edge satisfies

Ne) < ey + afte) logn.
An edge whose load does not satisfy the above conditionis
called au overloaded edge. If there are no overloaded edges,
then the set of paths is called a good set. We will prove that
a good set of paths exists via the probabilistic method and
then show how to find such a set of paths deterministically.

Let every pair of vertices choose its path uniformly in ran-
dom (among the shortest paths between them). We show
that with high probability, the set of paths chosen is good.
The randomvariable (e) is a sumof (3) indicator variables
xt These variables are independent because eachpair of
vertices chooses its path independently of the other pairs.

If we showthat the probability that edge ¢ is overloaded is
fess than si, then with high probability the claim holds for
all edges in ‘the network. As stated in Section 2.3, it can be
shown that for all A > 0,

bl! I [)< eS
Probfite) > (1+ Well $ Sear

furthermore, there exists a choice of A [14] such that
AR .

Efe Ke < en Mesa
clitypalte) s

Similar to Section 2.3, assigning 7 = 2,/75", results in

Prob[i(e) > He) + 2y/ le) logn} <<a <x

which finally yields

Prob[ve, (ec) < Uc) + 2y/Ie) log n} > ;
as was claimed.

Having established that there exists a good set of paths
we now show how to find this good set deterministically in
polynomial time by the method of conditional probabilities
(15],(16]. This method was introduced by Spencer [15] with
the intention of converting probabilistic proofs of existence
of combinatorial structures into efficient deterministic algo-
rithms for actually constructing these structures. The idea
is to perform a binary search of the sample space associated
with the random variables so as to find a good set. At each
step of the binary search, the current sample apace is split
into two halves and the conditional probability of obtaining
a good set is computed for each half. The search is then re-
stricted to the half having a higher conditional probability.
The search terminates when only one sample point remains
in the subspace, which must belong to 8 good set.

To apply this method to our case for finding a good set
of paths, we will consider the indicator variables one-by-
one. In a typical step of the algorithm, the value of some
of the indicator variables has already been set, one variable
is currently being considered, and the rest are chosen in
random. (By choosing in random we mean thatfor the pair
of vertices which is now being considered, the remainder of
the path is chosen uniformly in random.) At each step we
will compute the (conditional) probability offinding a good
set if the variable considered is sel to 0 andifit is set to 1.

We denote by P; the probability of finding a bad set of
paths after the variable considered at step j has already
been assigned a value andby P} the probability of obtaining
a bad set of paths by assigning the value i, for i = 6,1, to
the variable considered at step j. Initially, it follows from
the existence proof thal the probability of choosing a good
set of paths is positive; we inductively maintain that P; < 1
for j > 1, and hence,either PS <lor P} <i.

For the sake of simplicity, assume the following on the order ‘
in which the variables are considered:

e For a pair of vertices u and v, for all edges ¢, the
variables z¥” are considered consecutively.

« For a pair of vertices u and vu, the edges are considered
according to their distance from u. (Ties are broken
arbitrarily).

: _—

For example, suppose that we are considering the variable
zt” where ¢ = (a,6) and assume that vertex a is closer to u
than 6. Notice that by assigning a value to z7”

© The probability P?” may change for edges f for which
zy” has not been determined yet. (These changes
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in the probabilities can be computed in polynomial
time.)

@ The value of xj" for other edges f may also be deter-
mined, e.g., if 8 = 1, then for all edges f adjacent
toa, zy" = 0.

A major stumbling block in applying the method of condi-
tional probabilities is always the computation of the con-
ditional probabilities. In our case, we do not compute the
exact probability that there exists an overloaded edge (even
initially), but rather only estimate it. Consequently, if the
estimator is not chosenjudiciously, it may happen that when
a variable is considered, according to the estimator, no value
assigned to it can lead to a good solution. To overcome
this difficulty, following Raghavan [16], the notion of a pes-
sitnistic estimator is introduced. We call P; a pessimistic
estimatorof the conditional probability P; if it satisfies the
following conditions: ,

1. Py <1.

2. For any partial assignment of the first j variables,
Pi <P.

3. min {P9, P} < Pj-1 where Pi is the estimator of P}
fori = 0,1.

4. The pessimistic estimators can be computed in poly-
nontial time.

It is not very hard to see that such a pessimistic estima-
tor can equatly well be used in the method of conditional
probabilitics instead of the exact conditional probabilities
which are hard to compute in general. We now show that
the pessimistic estimator thal we will choose indeedsatisfies
the above conditions. We have earlier proved thatinitially,

Prob|set is bad] < }_ Prob{i(f) > (1+ yin]
JEE

> Ee) < 1
heb ctw al)

Notice that Ay and yy depend on the edge f. We define

ro = 3 He
jee itaai)

The estimator at Step j is defined to be

. Ele*#s)}
Rad +Uy

SEE ©

where [(f) is a random variable denoting the load on edge
fat the end of Step j. For example, suppose that I(f) =
zit 29+ £3 + rq and al the end of Step j, z2 = 0 and

zq= 1. Then, U(f) = 14 21423. (If), vy and Ay retain
their original values).

Condition (4) holds since the changes in the probabilities at
each step can be computed in polynomialtimeas mentioned
earlier. (Notice that the random variable {; (f) is the sum of
independent random variables). Condition (2) holds since

¥, Probl) >+IN)
f€E

Bledel

cE ltstd)°

P; IA

= Pj.
i te n

Let us show that condition (3) holds as well. Suppose that
at Step j +1 variable 22” is being considered. By definition,

D Ble] = PEY DT BleMey = 1]
Iek 1€E

+ (L— PSY) SY) Bleze = 0]SEE

where the probability of choosing edge e as part of the path
from u to v is PY” (given the assignments of the previous j
steps). Now,

Elet's(D ze" = 1)PL, o= .
i+ elus

po. _ Elejze =0) .
i+ etyDA,

Hence, ; .
By = Pee. Ph + (1 Pot): Ppa

and clearly, min {Po Pi.) -< Pj. The value of z¥” is set
to the value for which Pia is minimized, for §= 0,1.

4 Assigning Weights for Con-
trolled Flooding

In this section we consider a more dynamic approach of
routing—that of controlled flooding. Floodingis a routing
strategy that guarantees fast arrivals with minimal enroute
computation at the expense of excessive bandwidth use. To
limit the extent of flooding we adopt the controlled flooding
schemefirst proposed in [9]. Consider a network in which
eachlink is assigned a weight (sometimes referred to 8s cost)
for traversing it and every message carries with it a wealth.
A message arriving at an intermediate node will be dupli-
cated and forwarded alongall outgoing links (except the one
it came from) whose cost is lower than the message wealth.
The cost of the link is then deducted from the duplicated-
message wealth. Consider for example the network in figure
1 depicting a message with a wealthof10 arriving at node 2.
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Figure 1: Example of controlled Mooding

The link to node 3 has a cost of 6 associated withit resulting
in 8 copy of the message with wealth 4 to be transmitted
along that link. Similarly, a copy of the message with a
wealth of 0 will arrive at node 4. Nodes 5 and 6 will not

teceive a copy of the message.

Since the controlled flooding scheme is a derivative of a
flooding algorithm, it is impossible to assure that a message
always arrives only at the nodes it is intended to. In partic-
ular, when used for point-to-point routing it is evident that
more nodes than necessary might receive a message. In the
above example, if the original message had arrived at node
2 with a wealth of 13 node 4 would hiave received two copies.
Note also that there is no way for node 1 to send a message
to node 4 without node 3 also receiving it. Clearly, different
weight assiguimnents may change the pattern of flooding.

The problemis to assign the link costs so as lo achieve best
performance. To that end a figure of merit is defined which
is proportional to the (average) number of nodes that will

“receive every message. An optimal weight assignment is one
that minimizes the figure of merit. To formalize our discus-
sion let the network be represented by the graph G(V, £)
with [V[ = n and [E] = m, let the length of a path in the
network be defined as the sum of the weights of the edges
of the path, and let the shortest path between two nodes be
the path with minimal length. Then, it is shown in [9] that
for an assignment to be optimal, the following requirements
(referred to as optinialily requirements) must hold for every
vertex (node) r:

e For every vertex v € V, the shortest path from r to v
is unique.

¢ For any two vertices u,v € V, the length of the short-
est path from r to u is different fromthe length of the

shortest path from r to v.

Assignments that satisfy the above requirements are called
good. An assignmentis good with respect torif all shortest
paths from r satisfy the above requirements. Let us assume
without loss of generality that the weights assigned are all
positive integers.

Let {1...R] denote the range of numbers from which weights
are drawn and let n denote the number of nodes in the net-
work. If R = 2IFl, it is easy to find a good assignment
[9]. For example, assigning 2‘ as the weight of edge e; as-
sures that any two different paths will have different lengths.
However, because the length of the path is carried by every
message it is desirable to reduce R as much as possible.

We present two methodsfor constructing good assignments
such that #@ is polynomialin n. In the first method the com-
munication is restricted to a spanning tree T of the graph.
This is done by assigning infinite weight to edges that are
not in the tree. Denoting the tree edges by ¢1,...¢;..., the
algorithm is recursively defined as follows. Let vu; be a leaf
of T, let u: be its neighbor in the tree, and let ¢; be the edge
connecting twand uy.

1. Compute (recursively) 8 good assignmentforthe tree
T -— U.

2. Extend the good assignment from T — yj to T.

We assumeinductively that a good assignment was com-
puted in Step 1. Step 2 can be implemented by checkingall
the values in the range 1... and finding one that satisfies
the requirements for a good assignment. Obviously, a good
value for e; exists if A is large enough. The next lemma
bounds the value of FR.

Lemma 4.1 If R > n?, then there exists a good assign-
ment.

Proof: Since a good assignment was computed for T — 4
at Step 1, any value assigned to ¢; will complete a good
assignment with respect to uv. The numberofdistinct values
that e; cannot assumeis at most (n — 1)(n — 2): for each’
vertex r € T—v;, the distance from r to vy; should be different
fromthe distance from r to any other vertex, and thus, there
can be at most n — 2 forbidden values (with respect to r),
and the claim follows. oO

The complexity of the weight assignmentalgorithm is O(n*)
since each step can be implemented in O(n?) time. For each
vertex u; € V,a tableofall its distances to the other vertices
is maintained and for each node all the forbidden values

in the range [1...n7] are marked. One of the unmarked
numbers is chosen arbitrarily for-2;. Then, the tables of all
other nodes are updated.
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The above assignment, being tree based, makes no use of
many of the network links. The second assignment, which
we present next, has the property that the whole network
participates in the communication. We present two algo-
rithms; the first is a-randomized one that lends itself to
distributed computation because the weight for each edge
is chosen independently of the other edges. This algorithm
generates a good assigninent with high probability. The sec-
ond algorithmis deterministic, and the weights are chosen
from a smaller range than in the randomized algorithin.

Our iain tool in the randomizedcase is the Isolating Lemma
of Mulmuley, Vazirani and Vazirani [10]. A set system (S,F)
consists of a finite set S of elements, S = (r1,.-- 1Zn)}, and
a family F of subsets of S, F = {S1,--- Se}. Let a weight
uy be assigned lo each element of S. The weight of a subset
is defined to be the sumof the weights ofits elements.

Lemina 4.2 (Isolating Lemma) Let R > 1 and let
(S, F) be a set system whose elements are assigned integer
weights chasen uniformly and independently from the range
{1...R). Then, Prob[There is a unique minimum (maxi-
ium) weight set. in F] > 1- %.-

(Note: the lemina inits original formin (10] was proven for
R= Qnbutactually holds for all R > x). Qo

We start. by proving that the following randomized process
will generate a good assignment with high probability. Let
a weight for each edge be chosen randonily and uniformly
from the range (1... ]-

Lemma 4.3. For J? > u* the probability thal an assignment
is good is at least 4.

Proof: Let Ajj be the event the shortest path between
nodes v; and vj ts not unique. Then A = Ui jAiy is the
event indicating the existence of at least one pair of nodes
with non-unique shortest path between them. For each pair
of nodes vu; and u; let the set system F be the set ofall
paths connecting Uem. From the isolating lemma we have
that the shortest path between them will be unique with
probability at least 1 — 3, or, Prob{Aij}] < j- Hence,
Prob[A} < 30, ; Prob[Aij] < (2) #e

Let Bie represent the event that uodes uj, uj, and ug form
a bad triplet, namely that the length of the shortest path
between t; and op equals that between uy and yu. B=
UjjeDije then represents the existence of at least one bad
triplet in the network. In a way similar to the above we get
Prob{B} < (3): %-

Finally, AU B is the event indicating that the requirements
are not met, and thus

Prob(qood assignment] > 1- Probt{A] — Prob[B}

_ n?(n — 1)Iv 2R

n?(n — 1)(n — 2)
6R ,

For R> n‘, the right handside exceeds }. Oo

The last lemmaprovides us with a randomized distributed
algorithm for constructing a good assignment. The proba-
bility of failure can be made arbitrarily small by increasing
the value of R.

Notice that this method does not ensure that every edge
participates in at least one shortest path. This can be fixed
by forcing the weight assignmentso that the BFS tree re-
sulting from the weight assignment is also a BFS tree in
the underlying graph without weights. To that end assign
weiglits to the edges according to any of the above described
algorithms and then add the value n-R to each weight. Now
every edge takes part in at least one shortest path. ‘

Next we show how a good assignment can be constructed
deterministically. One way would be to derandomize the
above randomized process. Notice that the proof of Lemma
4.1 actually implies that every partial assignmentthat does
not violate the optimality requirements can be completed
to a good assignment. We can thus assign weights to the
edges one-by-one ensuring at every step that none of the
requirements is violated.

A better way of doingthis is by the following algorithm that
constructs a good assignment with R = n° (compared with
n‘). Initially, every edge ex is assigned weight n‘. 2°. The
weights of the edges are then changed one-by-oneto fit into
the range [1...] while maintaining the goodness of the
assignment. At each step, the weight of the heaviest edge is
changed.

Lemma4.4 if R > n°, @ good assignment can be con-
structed. :

Proof: The invariant which is maintained at the end of
each step is that the assignment remains good. This is true
initially. Let w; be the new weight assigned to edge e at
slep i, where e; connects vertices z and y. We prove that
w; can be fitted into the range [1...R] by bounding the
numberofforbidden values for w; and showing that atleast
one permitted number exists. Let lye denote the value of
the shortest distance between vertex.o. and vertex v when
edge ¢; is removed from the graph (luy might be infinite).

To maintain goodness we must accommodate both optimal-
ity requirement. Wefirst show how to maintain the unique-
ness of the shortest path between every pairofvertices. Let
r and v be a pair of vertices, and assume without loss of
generality that lhe < ly. (They cannot be equal by the
invariant). If the removal of edge e; from the graph leaves

2A.4.8
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vertices r and v in different connected components, then any
value can be chosen for w; with respect to r and v. Assume
this is not the case. Since edge ¢; had the largest weight
in the graph (i.e., n¢- 2°), the shortest path from r to v
cannot contain edge ¢; and [-, is the value of the shortest
distance from r to v.- Hence, to maintain the uniqueness of
the shortest path requirement, it is enough that

bey # te +uy t+ byy.

(Notice that the shortest path will remain unique even if it
contains edge ¢;, because of the uniqueness of the shortest
paths fromrto z and from y to v). This condition generates
at most n—- 1 forbidden values for w; with respect to every
vertex r in the graph, or n(n—1) forbidden values altogether.

Let us now show how the second requirement of optimality
is maintained. Let r, w and v be a triplet of vertices. Again,
notice that if the removal of edge ¢; from the grapli leaves
vertex 1 in one connected component, and vertices u and
v ina diflercnt connected component, then any value can
be chosen for w,; with respect lo r, u and v. The same
holds if the removalof ¢; leaves y separated from r, u, and
v. Assumethis is not the case. It follows from the above
discussion that the shortest distance from r to u is either

bra, OF beg + wy + lyn. Similarly, the shortest distance from
r tovis either /.,, or bs + w+ bye-

By the invariant,

dew F bee and fee + 0g + lye # bee + Wit bye.
Ilence, Lo maintain the second requirement of optimality, it
is cnough that

Ire # bes + ui, + bya
and

bow # lee + rw+ lye.

These two conditions add at most 2-("5') forbidden values
for w; with respect to every verlex rin the graph, for a total
of 2n-(°5').

Altogether, (he number of forbidden values for wy is n(a —
1)(2 + 1) < n3, and the lemmafollows. fa)

Note that the initial assignment (e; = n‘ . 2‘) is chosen to
ensure that every edge is treated exactly once, and when it
is treated it does not participate in any shortest path unless
it is a bridge.

The complexity of the algorithm is O(n?m) since each step
can be implemented in O(n) time. Every vertex vu; € V
inaintains a table with all its shortest distances to the other
vertices; it then niarksall the forbidden values in the range
{1...n9]. One of the unnuarked numbers is chosen arbitrarily
for ¢;. ‘Then, the tables of all other vertices are updated.

The reason why the range can be made smaller in the deter-
ministic case is that it is enough lo ensure at each step that

there is one good value, whereas in the randomized case,
one has to ensure success with high probability.

A desirable property of a routing schemeis having the traffic
be evenly distributed among the edges. Unfortunately,this
is the drawback of routing with random weights. The follow-
ing example shows that with high probability this scheme
does not yield 8 balanced load.

Let the load on an edge be defined as the numberofshort-
est paths that contain it, and consider a graph made of
two cliques of size & that are interconnected by (wo edges,
e, and e7. The weight for each edge is chosen uniformly
and independently from the range {1...R). In each clique,
the distribution of the weights is uniform and thus, if the
weights of e, and ¢2 are not close to one another, most of
the traffic between the two cliques would go through the
edge with smaller weight. Since this event will happen with
high probability, the communication would not be balanced
with high probability.

5 Conclusion

In this paper we examined several routing strategies for fast
modern packet switching networks. The relevant charac-
teristic of these networks is the inability to make elaborate
routing decisions while packets are being switched. At the
switching speeds being considered, looking up a table whose
size is proportional to the number of network nodes is con-
sidered too costly.

These requirements limit the number of applicable routing
stralegies. The simplest and most natura! strategy is to
use fixed routing schemes in which the route between every
pait of source-destination nodes is fixed in advance. The
problem would then be to find a set of routes eo that net-
work resources are ulilized as evenly as possible. Two such
strategies are analyzed in this paper: routing along trees
and routing along paths. For both cases polynomial algo-
rithms are devised. we show that in both cases no network
link remains unused but that routing along paths is likely
to be a better strategy from load balancing standpoint.

Deviating from the fixed routing scheme we analyze a con-
trolled flooding scheme in which every message essentially
floods the networks but the extent of its Mooding can be
controlled by link weights. We provide a polynomial algo-
rithm to compute these weights but show that the scheme
cannot guarantee a good balance ofload.

2A.4.9

0178

1325



1326

Acknowledgement [13]

We wouldlike to thank Noga Alon for many helpful discus- [14]
sions ou this paper and iu particular for his help in analyzing
the algorithmof Section 2.1.

[15]
References

[I] A. Ephremides, “The routing problemin computer net- [16]
works,” in Communications and Networks (1. Blake and
Il. Poor, eds.), pp. 299-324, New York: Springer Ver-
lag, 1986.

M. Schwarlz and T. Stern, “Routing techniques used
in computer communication networks,” IEEE Trans.
ov Communications, vol. COM-28, pp. 539-555, April
1980.

2

P. Green, “Computer communications: Milestones and{3
prophecies,” [EEE Communications, pp. 49-63, 1984.

I. Cidon and 1. Gopal, “Paris: An approach to in-
tegrated high-speed private networks,” Jnternational
Journal of Digital and Analog Cabled Systems, vol. 1,
pp. 77-86, April-June 1988.

a =

J. Turner, “Design of a broadcast packet switching net-
work,” [EEE Trans. on Communications, vol. COM-
36, pp. 734-743, June 1988.

=on

1. Stegel, Interconnection Networks for Large-Scale
Paralicl Processing: Theory and Case Studies. Lex-
ington, MA: Lexington Books, 1984.

[6

L. Pratta, M. Gerla, and L. Kleinrock, “The flowdevi-
ation method: Au approach to store and forward com-
munication nctwork design,” Networks, vol. 3, no. 2,
pp. 97-133, 1973.

[7=

R. Gallager, “A minimumdelay routing algorithmus-
ing distributed computation,” /JEBE Trans. on Com-
munications, vol. COM-25, pp. 73-85, January 1977.

(8

[9] O. Lesser and R. Rom, “Routing by controlled flooding
in communication networks,” in Proccedings of IEEE
Infocom '90, (San Francisco, California), pp. 910-917,
IBEE, June 1990.

(10) K. Mulmuley, U. Vazirani, and V. Vazirani, “Matching
is as easy as matrix inversion,” Combinatorica, vol. 7,
no. Ly pp. 105-113, 1987.

{11} J. Hopcroft and R. Karp, “An n°/? algorithmfor max-
imummatehing in bipartite graphs,” Siam J. Compat-
ing, vol. 2, pp. 225-231, 1973.

[12] S. Even, Graph Algorithms. New York: Computer Sci-
etice Press, 1979.

2.4.10

M. Garey and D. Johnson, Computers and Intractabil-
ity. San Francisco: W.1. Freeman and Company, 1979.

D. Angluin and L. G. Valiant, “Fast probabilistic algo-
rithms for hamiltoniancircuits and matchings,” Jour-
nal of Computer and System Sciences, vol. 18, pp. 155-
193, 1979.

J. Spencer, Ten Lectures on the Probabilistic Method.
Philadelphia, Pennsylvania: SIAM, 1987.

P. Raghavan, “Probabitistic construction of determin-
istic algorithms: Approximating packing integer pro-
grams,” Journal of Computer and System Sciences,
vol. 37, pp. 130-143, October 1988.

0179

1326



1327

Jpcument a http://proquest.umi.com/pqdweb?TS=1 0528...2&Dtp=1 &Did=00000014028253 1 &Mtd=1 &Fm

9
BicmecsWie
Tbe Global Leader in News Dixtrifrution

Boeing and Panthesis Complete SWANTransaction
Business Wire, New York; Jul 22, 2002; Business Editors & Aerospace Writers;

NAICS:336411 NAICS:336413 NAICS:336414 Duns:00-925-6819
Start Page: 1
Companies: Boeing Co Ticker:BA Duns:00-925-6819 NAICS:336411 NAICS:336413

NAICS:336414

Abstract:

IRVINE, Calif.--(BUSINESS WIRE)--July 22, 2002--The Boeing Co. and Panthesis Inc., today
announcedthat they have completed a transaction that gives Boeing an equity stake in Panthesis
and provides Panthesis with an exclusive right to commercialize Boeing's Small-world Wide Area
Networking (SWAN) technology.

Basedin Bellevue, Wash., Panthesis, was established in 2001 to develop and commercialize
innovative software technology. Its co- founders, current Chief Development Officer Dr. Fred Holt
and Chief Technology Officer Virgil Bourassa, are both former employees of The Boeing Co., where
they co-invented SWANtechnology while working in the Mathematics and Computing Technology
unit of the Boeing Phantom Works R&D division. ,

Full Text:

Copyright Business Wire Jul 22, 2002

IRVINE,Calif.--CBUSINESS WIRE)--July 22, 2002--The Boeing Co. and Panthesis Inc., today
announcedthat they have completed a transaction that gives Boeing an equity stake in Panthesis and
provides Panthesis with an exclusive right to commercialize Boeing's Small-world Wide Area
Networking (SWAN) technology.

SWAN technology was originally developed by Boeingto allow multiple geographically dispersed
people to conductcollaborative meetings and engineering design reviewsin real time.

"SWAN isa revolutionary technology that can be used to enhance numerous computing, networking and
communications functions," said Linda Magnotti, CEO of Panthesis. "The sophisticated mathematics and
software architecture underlying SWAN technologycan providereliable server-less communication for
communities anywherein the world."

Magnotti added that Panthesis is currently focusing its developmentefforts on providing the bandwidth
multiplication needed for use in massive multi-player online games,real-time online auctions, content
distribution and other large-scale, unlimited online collaborations.

Based in Bellevue, Wash., Panthesis, was established in 2001 to develop and commercialize innovative
software technology. Its co- founders, current Chief Development Officer Dr. Fred Holt and Chief
Technology Officer Virgil Bourassa, are both former employees of The Boeing Co., where they
co-invented SWANtechnology while working in the Mathematics and Computing Technologyunit of
the Boeing Phantom Works R&Ddivision.
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"Because Panthesis clearly has the expertise for adapting SWAN technology to a broad range ofpotential
applications, we were confident in giving them the exclusive nght to commercialize this technology in
the global marketplace," explained Gene Partlow,vice president of Boeing's Intellectual Property
Business.

Thepotential for this agreement was created through Boeing's Chairman's InnovationInitiative, which
promotes the developmentofnew business ventures based on entrepreneurial ideas from employees.
While someideas are developed into spin-off companies, others are spun into Boeing business units for
further developmentor, like SWAN,into the Intellectual Property Business for other types of business
transactions.

Panthesis is currently seeking investment capital to support company expansion and market penetration,
and is engaged in developingrelationships with key customers in the online auction and gaming markets.

The Boeing Co., with headquarters in Chicago, is the world’s leading aerospace companyandthe No. |
U.S. exporter. It is the largest manufacturerof satellites, commercial jetliners and military aircraft, and it
provides a full range of lifecycle support for these and other products. The companyisalso a global
market leader in missile defense, human spaceflight and launch services. Boeing capabilities also
include financial services and advanced information and communications systems.
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: Microsoft Boosts Accessibility to Internet Gaming Zone With Latest Release
PR Newswire; New York; Apr 27, 1998;

Start Page: 1
Dateline:©Washington
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Abstract:

REDMOND, Wash., April 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT) today releasedits
latest update for the Microsoft(R) Internet Gaming Zone( http://www.zone.com/ ), featuring
support for Netscape 4.0 and the latest versions of Microsoft Internet Explorer. The new version
makes the Zone accessible to the majority of Internet users. With this new version, the Zone also
introduced the new Zone Rating System, which allows gameplayers to determine how they fare
against other players. Chess and Age of Empires(R) will be the first games with the Zone Rating
System, and new gamesare scheduled to be addedto the system in the coming weeks.

The Zoneis a collective place for gamers to play today's best games againstothers for free. Players
have a widevariety of games to choose from -- including parlor gameslike Hearts and Chess, and
action and strategy gameslike Jedi Knight: Dark Forces II, Age of Empires and the Fighter Ace(TM)
online multiplayer game, the site's first premium game designedspecifically for massive multiplayer
gaming via the Internet. Furthermore, visitors can navigate through the site before downloading
the Zone software required for game play.

Full Text:

Copyright PR Newswire - NY Apr 27, 1998

Industry: COMPUTER/ELECTRONICS; INTERNET MULTIMEDIA ONLINE

Netscape Support and Player Rating System Featured in Newest Version

Ofthe Leading Internet GamingSite

REDMOND,Wash., April 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT)todayreleasedits
latest update for the Microsoft(R) Internet Gaming Zone ( http://www.zone.com/ ), featuring support for
Netscape 4.0 and the latest versions of Microsoft Internet Explorer. The new version makes the Zone
accessible to the majority of Internet users. With this new version, the Zonealso introduced the new
Zone Rating System, which allows game players to determine how they fare against other players. Chess
and Age of Empires(R)will be the first games with the Zone Rating System, and new gamesare
scheduled to be added to the system in the coming weeks.

"We believe online gamingis all about social interaction with a large and active community,” said Ed
Fries, general manager of the games group at Microsoft. "So we're very pleased that this new version of
the Zone providesaccessfor virtually everyone online."

Already hometo nearly 1.5 million online gamers, the Zone has more than 7,500 simultaneous users at
peak times -- and is gaining new registered membersat the rate of one every 20 seconds.

The Zoneis a collective place for gamersto play today's best games against others for free. Players have
a wide variety of gamesto choose from -- including parlor games like Hearts and Chess, and action and
strategy gameslike Jedi Knight: Dark Forces {I, Age of Empires and the Fighter Ace(TM)online
multiplayer game,thesite's first premium game designed specifically for massive multiplayer gaming
via the Internet. Furthermore, visitors can navigate through the site before downloading the Zone
software required for gameplay.
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In addition to Netscape 4.0 support and the Zone Rating System, the newest version of the Zone also
features a new,streamlined interface, which reduces download times and makesgetting into a game
even easier. The Zonefurther assists its members with improved help and chatfeatures.

Variety and Popularity of Games Drive Growth

The Zoneoffers a popular variety of classic card and board games such as Spades, Bridge and
Backgammon.In fact, Spades has grown to becomethe most popular game on the Zone with peak usage
of more than 2,000 players.In the past year, the Zone's lineup of CD-ROM gameswith free
matchmaking has expandedrapidly with the addition of such popular Microsoft games as Age of
Empires and Flight Simulator 98, and othertoptitles such as Jedi Knight: Dark ForcesII from LucasArts
Entertainment Co., Quake II from id Software and Scrabble from Hasbro Interactive, a unit of Hasbro
Inc. These additions have broughtthe total number of gamesavailable for play on the Zone to 32. The
Zonealso recently announced support for upcoming Tom Clancytitles Rainbow Six and Dominant
Species from Red Storm Entertainment.

The Internet Gaming Zonehasserved Internet gamers since October 1995. In May 1996, Microsoft
acquired Electric Gravity Inc., the original designer ofthe Internet Gaming Zone. The Internet Gaming
Zoneoffers free membership with three components:free classic card and board games,free
matchmakingfor retail games, and access to premium gamesdesigned exclusively for the Zone
(connect-time charges may apply). Most recently, Microsoft launched Fighter Ace, a World War II aerial
combat premium gamedesigned specifically for the Internet in which more than 100 players can
dogfight in a single flight arena.

Founded in 1975, Microsoft is the worldwide leader in software for personal computers. The company
offers a wide range of products and services for business and personal use, each designed with the
mission of makingit easier and more enjoyable for people to take advantageofthe full power of
personal computing every day.

For online product information:

Microsoft Website: http://www.microsoft.com/

Microsoft Internet Gaming Zone Website: http://www.zone.com/

NOTE:Microsoft, Age of Empires and Fighter Aceare either registered trademarks or trademarks of
Microsoft Corp. in the United States and/or other countries. Other product and company namesherein
maybe trademarksoftheir respective owners. SOURCEMicrosoft Corp.
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- Microsoft Announces Launch Date for UltraCorps, Its Second Premium Title For
The Internet Gaming Zone
PR Newswire; New York; May 27, 1998;
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Dateline:©Washington
Companies: Microsoft Corp
Abstract:

REDMOND, Wash., May 27 /PRNewswire/ -- Microsoft Corp. (Nasdaq: MSFT) today announced plans
to launch UltraCorps, its second premium online-only gamefor the Microsoft(R) Internet Gaming
Zone( http://www.zone.com/ ), on June 25. The gameis currently in open beta testing. Players
can join the free beta by going to the Zone and proceeding to the UltraCorpslink in the Strategy
Games section. More than 3,500 players have participated in the beta so far. Microsoft also plans to
spotlight two additional premium online-only titles for the Zone, plus the latest Fighter Ace(TM)
online multiplayer game upgrade, at the Electronics Entertainment Expo (E3) trade show, May
28-30 in Atlanta (Booth 4420 in West Hall, Georgia Congress Center).

UltraCorps, developed by VR-1 Inc., is a turn-based strategy gamethatpits thousands of players
against each other for domination of the universe. Players command oneof 14 alien races, develop
new technologies and weapons, dispatch fleets to colonize other planets, and manage resources to
maintain their growing empires. Social interaction is a key component of the gameas players form
alliances, draw up treaties or taunt their enemies. As a turn-based game,it is well-suited to
Internet play because it can challenge thousandsofplayers without latency issues.

"UltraCorps is a galactic game of chess that forces gamers to outthink their opponents each day
when they go online," said Adam Waalkes, product unit manager for the Zone team at Microsoft.
"The Zone is the perfect platform to deliver UltraCorps to gamers becausethe size and scope ofthe
gameis a great match for our large community ofplayers. " ,

Full Text:

Copyright PR Newswire - NY May 27, 1998

Industry: COMPUTER/ELECTRONICS; INTERNET MULTIMEDIA ONLINE

‘Oblivion,’ Asheron's Call and Fighter Ace Upgrade Among Other Premium Titles

To Be Showcased at 1998 Electronics Entertainment Expo

REDMOND,Wash., May 27 /PRNewswire/-- Microsoft Corp. (Nasdaq: MSFT) today announcedplans
to launch UltraCorps, its second premium online-only game for the Microsoft(R) Internet Gaming Zone(
http://www.zone.con/ ), on June 25. The gameis currently in open beta testing. Players can join the free
beta by going to the Zone and proceeding to the UltraCorpslink in the Strategy Games section. More
than 3,500 players have participated in the beta so far. Microsoft also plansto spotlight two additional
premium online-onlytitles for the Zone, plus thelatest Fighter Ace(TM)online multiplayer game
upgrade,at the Electronics Entertainment Expo (E3) trade show, May 28-30 in Atlanta (Booth 4420in
West Hall, Georgia Congress Center).

UltraCorps, developed by VR-1 Inc., is a turn-based strategy gamethatpits thousandsofplayers against
each other for domination of the universe. Players commandoneof 14 alien races, develop new
technologies and weapons,dispatch fleets to colonize other planets, and manage resourcesto maintain
their growing empires. Social interaction is a key componentofthe gameasplayers form alliances, draw
up treaties or taunt their enemies. As a turn-based game,it is well-suited to Internet play because it can
challenge thousandsofplayers withoutlatencyissues.
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"UltraCorpsis a galactic game of chess that forces gamers to outthink their opponents each day when
they go online," said Adam Waalkes, product unit managerfor the Zone team at Microsoft. "The Zoneis
the perfect platform to deliver UltraCorps to gamers becausethe size and scope of the gameis a great
match for our large communityofplayers."

Thearrival of Microsoft's second premium gameon the Zonewill cap its latest string of 1998
milestones, including the recent addition of support for Netscape Communicator 4.0, surpassing 1.5
million registered members, and its recent mark of more than 8,600 simultaneoususers.

"Oblivion" Will Let Gamers Blow Opponents to Smithereens on the Zone

"Oblivion," current code namefor a space-action premium gamethat is scheduled to arrive on the Zone
late in 1998, combines detailed 3-D accelerated graphics, fluid motion and rich sound with the
intellectual challenge of a strategy game. Players can engage hundredsofothers online interritorial team
wars, amid endless permutationsof roles, missions and challenges. "Oblivion"is being developed by
Microsoft Research.

Morethan 30 uniqueuser-controlled spacecraft and space stations are modeled withlifelike textured
exteriors and articulated parts. A panorama of cosmic phenomenaincludesplanets, stars, black holes and
wormholes rendered in graphic detail, accompanied by unearthly stereo soundsranging from the din of
asteroid impacts to the scream of failing force fields.

Asheron's Call: An Epic Online Adventure

Asheron's Call(TM) online multiplayer game, which is scheduledto arrive on the Zonein early 1999,
draws together thousandsofplayers within a dynamic, 3-D online world. Players can create truly unique
characters, with varied combinations of visual appearance,attributes and skill sets. The setting for the
gameis a 24-by-24-mile island with all types of terrain, including mountain glaciers, desert wastelands,
swampsand subterranean dungeons. The game immersesplayers in an intense fantasy role-playing
environment where they must choose to compete against or cooperate with thousandsofotherreal
players. An extensive system ofallegiance andinfluence greatly enhancessocial interaction. The story
line in Asheron's Call evolves dynamically over time based on the decisions and actions of the Asheron's
Call community. The gameis being developed by Turbine Entertainment Software.

Fighter Ace Upgrade Set to Take Flight

Fighter Ace, a premium World War II aerial combat gamethat allows hundredsofplayers to dogfight
simultaneously in a single arena, is scheduled to get new features later this summer. These include new
terrain with greater geographic diversity; a new layout featuring airfields grouped farther apart ‘so gamers
can group and coordinate attacks; heavy bombersfor flying missions against enemyinstallations;
military, industrial and civilian ground targets; support for force-feedback joysticks; and improved
anti-aircraft weapons.

Free Classic Games, Retail Matchmaking Continue

The Zonealso offers free software and matchmaking for a variety of popular classic card and board
gamessuch as Spades, Bridge and Backgammon.In fact, Spades has grown to becomethe most popular
gameon the Zone,with concurrent usage at peak times of more than 2,100 players. In the past year, the
Zone's lineup of CD-ROM gameswith free matchmaking has expanded rapidly with the addition of new
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. Microsoft games such as Outwars(TM)and Monster Truck Madness(R) 2 racing simulation, and other
new titles such as Star Wars(R) Rebellion from LucasArts Entertainment Co., QuakeII from id Software
and SORRY! from HasbroInteractive, a unit of Hasbro Inc. The lineup will continue to expand as
Microsoft has recently announcedrelationships with Red Storm Entertainment and MicroProseInc. to
bring someoftheir newtitles to the Zone..

Evolution of the Zone Continues

The Internet Gaming Zone has served Internet gamers since October 1995. In May 1996, Microsoft
acquired Electric Gravity Inc., the original designerof the Internet Gaming Zone. The Internet Gaming
Zone offers free membership with three components: free classic card and board games,free
matchmakingforretail games, and access to premium gamesdesigned exclusively for the Zone
(connect-time charges mayapply).

Founded in 1975, Microsoft is the worldwide leaderin software for personal computers. The company
offers a wide range of products and services for business and personal use, each designed with the
mission of makingit easier and more enjoyable for people to take advantageof the full power of
personal computing every day.

NOTE:Microsoft, Fighter Ace, Asheron's Call and Monster Truck Madnessare either registered
trademarks or trademarks of Microsoft Corp. in the United States and/or other countries. Star Warsis a
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ABSTRACT

Wepresent a distributed table-filling algorithm for point to
point routing in a degraded hypercube system. This algorithm
finds the shortest length existing path from each source to cach
destination in the faulty hypercube and fills the routing tables so
that messages are routed along these paths. We continue with a
distributed algorithm to fill tables used for broadcasting in a
faulty hypercube. A novel scheme for broadcast routing with
tables is proposed, and the algorithm required to fill the broadcast
tables given the point to point routing wbles is presented. In
addition, we give the modifications necessary to make these algo-
rithms ensure deadlock-free routing. We conclude with a quanti-
tative and qualitative comparison of previously proposed reroute
strategies with table routing, where the tables are filled with our
algorithms.

1. INTRODUCTION

Message-passing multiprocessors such as hypercubes [1]
consist of many processing nodes that interact by sending mes-
sages over communication channels between the nodes. How-
ever, the existence of a large number of components in such sys-
tems makes them vulnerableto failures. It is therefore extremely
important to have schemes for message passing in such systems
that can route messages efficiently in the presence of failures in
nodes and links. This paper deals with message routing in Ayper-
cube networks.

Hypercubes today generally route messages using the e-
cube routing algorithm [1]. This algorithm resolves the bit differ-
ences between the source s andthe destination d from the lowest

dimension to the highest and ensures the minimum length path.
Numerous proposals and investigations have been made regard-
ing routing and broadcasting in faulty hypercubes (2,3, 4,5, 6,7].
Also, routing schemes which are designed to avoid network
congestion can provide fault tolerant rerouting (8].

Previous schemes for routing in hypercubes havethe fol-
lowing drawbacks. First, many of them are nonoptimal algo-
rithms,i.c., they route massages through nonshortest paths, or fail
to route messages even when paths exist. Also, algorithms that
are close to optimal require very complicated algorithms whose
hardware requirements are much greater than the e-cube routing
hardware;really complicated algorithms might require micropro-
grammed control. Besides, the cost of the routing algorithm

This research was supported in part by the SDIO Innovative
Science and Technology Office and managed by the Office of Naval
Research under Contract NO0014-88-K-0624 and in part by the Joint
Services Electronics Program under Contract N00014-90-J-1270.
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appears every time a message is routed.
In this paper we investigate reroute strategies based on

routing tables {9, 10]. It should be noted that while routing tables
have been proposed for loosely coupled distributed systems, they
have not conventionally been used for hypercubes. The primary
reason is that for fault-free hypercubes, the routing algorithms are
so simple that messages can be routed optimally using minimal
hardware. However, in the presence of faults, the routing algo-
rithms become complex, and thus it is appropriate to reconsider
table routing.

In distributed table routing, each node’s communication
coprocessor contains its own routing table. Let T, be the routing
table located at node p. T, consists of N locations, where N is
the number of processors (N = 2" im an n-dimensional hyper-
cube). Location d of T,, represented as T,(d}, contains the
dimension I for a message being routed to d to take from p. In
this way a message moves from its source 5 to its destination d
along a path (s d) derived from routing tables in each intermedi-
ate node. Ideally the path (s d) a message takes should succeed
if at all possible and should be of minimum feasible length.

Note that a is the dimension of the hypercube of size
N=2". We are not suggesting table routing for massively paralle]
prograrnming,so the NV by logW size of the table should cause no
concem. For instance, in a thousand processor hypercube, the
required RAM is 1K by 12 (using one bit to indicate an unreach-
able or faulty node). Fast RAMs of this size are very inexpensive
relative to the other hardware or microcode options provided by
alternative fault-tolerant routing schemes. Also note that the time
required for routing with tables is small and constant: the time to
compute the outgoing link is the time of one memory read. Some
serialization is possible among the input ports as they try to
access the RAM,but, again, the RAM is fast compared to other
transmission delay components. If this sequential access to the
RAM is of concern, multiple copies of the routing table, or inter-
leaving a singlecopy, are possible modifications. ,

The routing tables must be filled by some algorithm.
Ideally, this algorithm would be designed to find the optimal pos-
sible paths in creating the routing tables. This algorithm needs to
be run only when the configuration F of the system has changed.
Researchers (11, 12,13,14] have presented algorithms which
incrementally modify the routing tables in general networks when
a change in the topology is recognized by nodesneighboring the
change. Recently, Kim and Reed [15] investigated routing with
tables produced by a central node using information delivered
from local nodes. In this paper, we concentrate on globally
designed distributed algorithms, specifically taking advantage of
the hypercube topology, which entirely refill the tables after a
faukt or repair. Subsequently, the routing tables work
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independently, routing messages along the shortest paths until the
configuration changes again and the system needs to rum the
table-filling algorithm once more.

In this paper we propose 2 distributed table-filling algo-
rithm (TFA) which determines the routing table for each node s
at node s itself. This was developed from a centralized TFA in
which the system host finds shortest paths using Dijkstra's algo-
rithm [16]. In our distributed algorithm each node gathers infor-
mation about the hypercube configuration F exclusively through
communication with its nearest neighbors. After presenting the
distributed table-filling algorithm, we propose a broadcasting
technique which utilizes tables. In this scheme"a broadcast mes-
sage would carry in its header the fact that it is a broadcast and
the original source of the brosdcast. Each node s along the
broadcast paths would then lookup in a broadcast routing table on
which links the broadcast should be routed from s. We give
another distributed algorithm which fills the broadcast routing
tables from the original routing tables. Next we provide a
method to ensure that the paths found by our table-filling algo-
rithms are deadlock-free. Bysplitting links in dependency cycles
into two virtual links, we can route upon the links so that no
cycles exist in the new configuration, and thus avoid deadlock.
We present an algorithm to modify the tables produced by the
distributed table-filling algorithm so that the routes are free of the
possibility of deadlock.

2. DISTRIBUTED TABLE-FILLING ALGORITHM

2.1. Distributed Algorithm

The key to a distributed table-fillmg algorithm (TFA)is
that the shortest path from a node s to a node d is the extension
of the shortest path found by one of the neighbors of s. In our
TFA, each node cycles through its 2 neighbors, exchanging ten-
tative routing tables, until these tables cease to change. The dis-
wibuted TFA D is given below.

ALGORITHM D(s) {in parallel on all nodes 5)

Let the current dimension / be n-1
Repeat until table unmodified in n consecutive dimensions

Exchangerouting tables with neighbor along dimension !
For each destination in own table

If path through neighbor shorter than presently recorded path
Or dimension / lower than mitial dimension of presently

recorded path
Place new path, identified as dimension / and length, in table

Endif
Endfor
Decrement (mod n) dimension |

Enduntil
For next n dimensions

Inform neighbor along dimension / that own table is done
Decrement (mod 1) dimension [

Endfor

To facilitate the proof of the operation of this algorithm,
we define 4 sweep. as one set of consecutive iterations from
dimension a—1] through dimension 0. That is, a sweep consists of
one iteration in each dimension.

THEOREM 2.1: Algorithm D terminates with the shortest paths.

PRooF ofshortest paths: By induction.

219

BASE CASE: All paths of length 1 (all paths to nearest neighbors)
are shortest paths and are discovered in the first sweep.

ASSUME: After k sweeps every node s has all shortest paths of
length & that it sources.

THEN: Because every subpath of a shortest path is itself a shor-
test path, a shortest path of length k+1 from s node s to same
destination d includes a shortest path of length & from a neighbor
of s to destination d. In sweep k+1 every node 5 receives the
length k path information from eachofits neighbors. Therefore.
every shortest path of length k+I sourced by each node s is
determined by appending the sppropriate dimension onto the
shortest path of length k sourced by a neighboring node. After
k-+1 sweeps every node s has all shortest paths of length k+1 that
it sources.

Proor of termination: To see that algorithm D does not ter-
minate until all shortest paths are found, consider the path
sourced by node s that would be the last discovered by algorithm
D; say that this path P is of length L. P necessarily contains L
different paths, to different destinations, all sourcing at s. In fact,
there is exactly one path of each length from 1 to L which is a
(shortest) subpath of the (shortest) path P. By the induction step
above, it is clear that each sweep advances the maximum length
ofthe discovered shortest paths by 1. Therefore, in each sweep a
new shortest path, which happens to be a subpath of P, is
discovered by 5, and algorithm D does not terminate until the
last path P is found. The termination condition given in algo-
rithm D follows when we recognize that the phase of the sweep
does not matter.

Algorithm D cen find more than one link of a path in each
sweep. Thus the number of sweeps actually required to find all
the shortest paths is a configuration-dependent value between 1
and N-1. The former value is for a fault-free cube and the latter
value is an upper bound for a worst-case completely connected
cube where the maximum length shortest path is N—1 links long.
Thus the algorithm has a time complexity of O(N4ogN ). How-
ever, the possibility of so poor a performance is minimal, and
‘most faulty configurations will give a time complexity much
closer to that in a perfect cube: O (N logN ).

D is constructed to use local information only, and builds
its paths on the near end. By adding links of lowest possible
dimension to the source end ofits current paths, D ensures e-
cube-like routing in a fault-free hypercube. In algorithm D we
start with the highest dimension (n—1) and move down through
the dimensions; after dimension 0 we move to dimension n-1
again. The reason we decrement through dimensions in D as
opposed to any other order of taking dimensions is that inn itera-
tions, that is, m exchanges of information, all nodes in a fauli-free
hypercube fill thir routing tables with the e-cube paths. It is an
interesting result that with only one table exchange in cach
dimension, every node in a fault-free cube fills its routing table
perfectly. This makes the cost of implementing table-routing
very small as far as filling tables in perfect cubes. However, in
general faulty hypercube configurations, the tables are filled in
few more iterations. .

Figure 1 shows a cube with a failure in node 5, and Figure
2 shows the last 4 of the 6 steps required to fill the routing tables
with the optimum paths. After the first three steps, every path
which is an e-cube path has been identified; this set of e-cube
paths is shown in Figure 2(a). We now note two points in Figure
2: how the shortest path is selected and how the increasing-in-
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Figure 1. 3-cube with Fault in Node 5

dimension path is selected. By the third iteration, we have not
yet filled T.{7] (row 4, column 7 in the routing matrix). In itera-
tion four, TFA D places a 2 in that location. The path from node
4 to node 7 which the matrix after iteration four dictates is [4 0 1
3 7], « length 4 path. But we can see in Figure | that a length 2
path exists: namely [4 6 7). This is corrected in iteration five, as
we swep along dimension 1 and node 4 learns from node 6 of a
shorter path to node 7. The other point to note is exemplified by
Tel), the first step on a distance 3 path. After three iterations,
this location is unfilled. In each subsequentiteration, a lower first
dimension of the path is found. Thus elgorithm D finds the path
with the lowest first dimension outofthe set of shortest paths.

2.2. Extension to Partial Failures

The above description of Algorithm D handles link
failures and total node failures. However, in the case of partial
node failures, i.e., loss of the main processor but continuing
operation of the widowed communication coprocessor, the TFA
D so far does not operate ideally. In fect, as given above, D
would be unable to use the routing table in « functioning, but
widowed, coprocessor, and would view such a node as totally
faulty when routing paths. Minor modifications to algorithm D
correct this deficiency.

If 2 coprocessor’s table is independently receivable from
neighboring nodes, then another node can nm Algorithm D for a
widowed coprocessor. We modify Algorithm D to allow the
claiming of a widowed coprocessor w by an active processor v.
If there is a viable path from v to w, and w is as yet unclaimed,
then v claims w. Since D forces synchronization by its very
nature, al any one time w is approached only on one dimension,
so the uniqueness of v is assured. After v claims w,v then exc-
cutes D as though it were being executed on w (call this D(w)),
starting with the next dimension in the iterations of the algorithm.
Of course, since v must also execute its own version of D, the
timeit takes for v to perform each step is doubled. The claiming
of widowed coprocessors can be recursive, ic, v may need to
claim w’ which lies on the other side of w from v. Then, in exe-
cuting D (w’ ), v must communicate through w .

The reasons the routing table must be writable from other
nodes are twofold. First, messages which are sent to a claimed w
must be fooled into going to v. That is, to claim w, v must write
a path to itself into the location w in T,([w]. Second, when the
algorithm is complete and all routing tables are finalized, v must
write into Te the routing table it determined running D (w).

220

 
2d): Complete routing table (after dim. 0)

Figure 2. Algorithm D on 3-cube with Fault in Node 5

fe este
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3. BROADCASTING WITH TABLES

We now propose table routing methods for one-to-all
broadcast. To implementbroadcast, our routing table requires an
additional n+1 bits of information per word. Let us describe
these additional bits per word as a separate table U,, with loca-
tion & represented by U,(b}. The broadcast algorithm to use this
table is as follows: #1 in bit! of U,[b] means that, if s receives
a broadcast message which originates at b, it should copy that
message and send it along dimension {, Therefore, an adequate
header for a broadcast message would be an indicator that it is a
broadcast and the address ofthe original source of the broadcast.
An algorithm is required to fill the table U in each node. This
algorithm executes after D and determines broadcast paths from
the optimal length paths found by D. We call this broadcast
table-filling algorithm (BTFA) D*. Before givizig the algorithm,
we mtroduce the concept of the link partition.

For a node s, given an original broadcast source b and a
list of destination nodes M,(b), we define the link partition of the
set of destinadons M,(b). M,(b) is the union of the disjoint sets
M,[bl, Melb ots M, (blaM{b]L., where
M, (bhi = (4: deM,([b} AND T,(d]=! }. M,(O) is that set of
destinations in M,(b) for which the first dimension of the paths
from s to those destinations is !. M,{b). contains the single ele-
ment s, the current node. The partition M,(b]; is determined
from the routing table T,. In fact, M,[s]: is the inverse of T,[d];
the former maps | to d, and the latter maps d to /.

For example, given as row 3 in Figure 2d), we have the
routing table for node 3 in a 3-cube with a feulty node 5:
Ts=(0 1030.02), where 3=" signifies the current node and the
period significs an unreachable node. Using this routing table,
M3(3)s=(3). Ms[3}2=(7}, Mal3h=(1). and M s(3}o=(0,2,4,6).

M,{b] in cach node s is the set of destinations to which s
is expected to forward a broadcast message from 6, and the link
partition gives the set of destinations esch neighbor of s is
expected to forward. The table U, [6] will have a 1 in every bit /
for which M,{b]) is nonempty. Node s would then forward a
broadcast by (1) recognizing the original source of the broadcast
b, and (2) forwarding it along each and every link | for which
U,(o): co

ALGORITHM D4(s) (for every node s )

M,[s]< all viable destinations
fe(s}
Determine link partition of M,[s} =

M,{slo M{sh. ++: M,[sl]. MIs].
10
While /#@ or there are viable sources s has not heard from

Send (i, M,[i):), for Die! and M, [i],#2, along link /
For allie! and M,[i}):#O

U, file!
Mi) — ML) - MC
ifM, ({}==M,[i], then U,[ie Je-I-(i}

Endfor |
Receive (j. M,(j]), for all fed (for some set J), along link /
For all jeJ

Determine link partition of M, [/) =
M.Lj)}o Mi. . + Millan MU)

IM,U)==M.U). then U,(jL<1; JJ-(j}
Endfor
Telus

lel t+ooda 1
Endwhile

THEOREM 3.1: The tables filled by algorithm D® will broadcast
using shortest paths.
PRooF: Broadcast paths are exactly those shortest paths found by
algorithm D.

For simplicity of presentation, our BTFA D® shows the
broadcast table bits U,(], modified with each iteration 1. We
could write all of U,(b] once the partition of M,[b] is done.
U,(b =) if and only if M,[bU#®. We use the n® partition set
and the n® bit of the broadcast table as a convenience to imply
that any broadcast message forwarded by node s should be
received and absorbed by node s as well. Note also that, m sub-
sequentsteps of the algorithm, the determination of the link parti-
tion of newly received sets can be computed for each | from the
initial link partition as M,[/): =M,U]OM,Is).

BTFA D4(s) is very efficient. The amount of work
involved in the send, receive, and pertition steps is proportional
to the length of the lists. The algorithm's complexity is
O(NAg’), but, as with algorithm D, this order is reached only
at degenerate worst cases. On a perfect cube the algorithm runs
in time O (NlogN), only executing one iteration for each dimen-
sion.

Figure 3 shows an example of the operation of this algo-
rithm on node 0 of 8 fault-free 3-cube. Esch horizontal block in
Figure 3(a) is one iteration of BTFA D*. The first block is the .
initial state, with all destinations reachable from node 0 parti-
tioned by the first links in their respective paths. In each iteration
k, node 0 sends elong link J=k modn the lists of all destinations
the paths to which node 0 routes on link /. Then the current par-
titons are modified to show the removal ofthe just-sent lists, and
newly received lists are partitioned and included es current.
When the list of nodes in « current partition b includes only node
0, signifying that all other nodes have been taken care of, then the
partition is removed from further consideration.

Wealso give an example of D® executing on 8 faulty
cube. Recall the single-fault hypercube of Figure 1; in this 3-
cube, node 5 is faulty. Row 3 of Figure 2(d) is Ts, the table used
in computing the initial link partition. Figure 4 shows the opera-
tion on D# from the viewpoint of node 3 and the broadcasting
table at node 3 which results. To illustrate the basic rule behind
the operation of D®, we describe what happens when node 3
receives (6, {1,3)). This information tells D*® that node 6
expects its broadcasts to reach nodes 1 and 3 through node 3.
Node 3 then determines how it reaches nodes 1 and 3. It sends to
node 1, according to the routing table, using dimension 1. Thus
the algorithm waits until dimension 1 is dictated by execution,
and sends (6, {1}), telling the neighbor along dimension 1 that
node 6 expects to communicate with node 1 through that neigh-
bor. Node 6 expects to communicate also with node 3 through
node 3, but that path is trivial and no further computation is
necessary. ;

Executing an all-to-all brosdcast, in which each node
sends the same message to every other node, could be eccom-
plished in one of two ways. The messages could be broadcast
independently and asynchronously, mutually contending for lim-
jted link resources, or the messages could be brosdcast synchro-
nously. Specifically for the synchronous case, when an all-to-all
broadcast is required, the nodes could execute'a variant of algo-
rithm D®. Every node would thus commumicate along the same
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3(0): Broadcast routing table for node 0

Figure 3. Example of Algorithm D® on Fault-Free 3-cube

dimension at the same time a composite message of individual
broadcasts. Since in fact algorithm D® is sn all-to-all broadcast
of dynamic messages (the destination lists), & synchronous all-
to-all broadcast would take exactly as many steps as D*. The
brosdcastrouting tables filled by D5 would scrveeither the syn-
chronous or asynchronous all-to-all broadcast.

4. DEADLOCK AVOIDANCE

Thestandard routing algorithm e-cube is the primary algo-
rithm for routing messages in hypercubes today. Three principal
reasons explain this preference for e-cube: (1) itis easy to imple-
ment, (2) it spreads messages evenly throughout the network, and
(3) it prevents deadlock. The prevention of deadlock can be
assured if and only if there are no cycles in the channel depen-
dency greph [17]. The reason that no cycles exist in the e-cube
algorithm is that every channel is dependent only on channels of
higher dimension. No dependency can go backwards in dimen-
sion. Thus deadlock is impossible in e-cube.

However, in a hypercube containing faulty links (chan-
nels), extra precautions must be taken to ensure deadlock-free
routing. We adapt the method given in [17] to avoid deadlock.
Essentially this method consists of defining virtual channels
along the physical links. Each virtual channelis distinguished

222

 ing table Us[d];
f<1 10

oooonwe--
4(b): Broadcast routing table for node 3

Figure 4. Example of Algorithm D® on Single-Fault 3-cube

from the others on one link by a unique address and its own
queue. The virtwal channels can be time muluplexed onthe phy-
sical links with the use of these queues. By maintaining a strict
ordering of these virtual channels, we can show that the new
channel dependency graph is free of cycles, and thus the network
is free of deadlock.

As an example of the configuring of virtual channels to
avoid deadlock, we show Figures 5 and 6. Figure 5 gives a
configuration of a hypercube with directed links (one each way
between processors) which has a possible deadlock configuration.
The links which may cause deadlock are extracted from Figure 4
and given with explicit unidirectionality in Figure 6(a). We call
such a set of links in s hypercube a loop. A loop contains two
cycles, one in each direction on the loop.

Werepresent the possibility of deadlock with the chanel
dependency graph of Figure 6(b). The vertices of this graph are
the Links from Figure 6(a); the edges representthe (nontransitive)
dependencies. The vertices are labeled with a unique link label.
Eschlink is identified by an ordered pair (s,/), where s is the
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Figure 5. Faulty Configuration of 3-cube Inducing Cycles

node sourcing the link and / is the dimension of the link For
example, the link from node 0 to node 2 is represented im the
right cycle of Figure 6(b) by the vertex (0,1).

To prevent deadlock, we split each of the links in a cycle
into two virtual links which share the samephysical communica-
ton line but have different queves (Figure 6(c)). Then we
address the virwal links in the cycle with labels of the form xyz.
where xe (0,1), y increases around the cycle, and z is a unique
cycle identifier. Thus we can break the cycle by permitting
dependencies only in increasing order of the virtual link
addresses (Figure 6(d)). To force the dependencies to be acyclic,
we give each processor node in each cycle the label yz, where the
node sources virtual links Oyz and lyz, and enforce the following
message routing rule at each source or intermediate node: if the
current node label is less than the destination node label, route
along the higher addressed link; if the current node label is
greater than the destination node label, route along the lower
addressed link. Note that, in our example, links 15a and 155 are
not used.

In general, after running a TFA we have routing tables for
which the dependency graph contains cycles. The problem fec-
ing us is that these routing tables are distributed among the nodes,
and it would be very inefficient to detect cycles from the local
tables. However, we can globally broadcast all the routing tables
so that each processor has the complete routing matrix. This
could be a large amount of communication, but the following
theorem and corollary allows us to reduce it

THEoREM 4.1: For any path found by TFA D for configuration F,
all subpaths of that path are thamselves paths found by TFAD.
Proor: Follows from the way paths are determined during rout-
ing.

THEOREM 4.2: The dependence graph for a routing matrix found
by TFA D can be constructed with information on paths of
length 2 only.

PROOF: Since every path (Le., every string of channel dependen-
cies) is composed of paths of length 2, the paths of length 2 cap-
ture all the consecutive dependencies. The transitive dependen-
cies can be ignored in finding cycles.

We only need to communicate the paths of length 2
throughout the network to provide full chasmel dependency infor-
mation. Paths of length 2 can be derived from an abridged rout-
ing matrix which contains source-destination pairs no more than
distance 2 from each other. Thus each node need only communi-
cate its table for distance 1 and distance 2 destinations. There are
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6(2); Loop extracted from faulty cube
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6(b): Channel dependency graphof cycles

 
6(d): Dependency graph of virtual links

Figure 6. Example of Breaking Cycles in Faulty 3-cube
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Cy +Cq4of these in each node, where Cf denotes the number of
waysto choose k items from a items.

Once each node has complete information of the total
routing matrix, it can construct the channe] dependency graph
and find all cycles. An algorithm such as that given in [16] is
used to find the cycles. Every node has the same information
and, if each rums the same algorithm, each finds the same cycles.
Then, by splitting each cycle mt a spiral of virtual channels, the
nodes remove dependencies from the graph. The nodes then
modify their routing tables so that, given a destination, they indi-
cate the correct virtual link to reach that destination without the
possibility of deadlock.

We have notyet considered the impact of our cycle remo-
val schemes on paths which deviate from the cycles. For exam-
ple, in Figure 5 node 2 routes to node 5 along twolinks of the
counterclockwise cycle included in. the path [20 15]. We need
to correctly identify which link (higher or lower) we should take
to reach each destination. The correct link will be dependent on
the last intermediate node in the cycle that the peth routes
through to reach its destination. From information of paths of
length 2, we cannot construct each longer path, we cannot deter-
mine the last node for each path in the intersection of path and
cycle, and we therefore can not tell from paths of length 2
whether to route each path along the higher or the lower virtual
link in a cycle. We can correct this problem by passing complete
routing tables along cycles, so that every source knows exactly
how far along the cycle every path goes. The cycle address of the
last node in the path-cycle intersection determines whether the
higher or lower link is taken elong the cycle.

Below is Algorithm DEADLOCK_FREE, which modifies
the routing tables found by D to ‘ensure the avoidance of
deadlock in path selection. The hardware and encoding in the
routing architecture at cach node s must be altered to permit the
addressing of multiple virwal links per physical link. In the
presentation of DEADLOCK_FREE below, we simply show the
routing table getting the virtual link address, i.e., T,[d]e—xz.
(Wesuppress the y from our notation xyz because the y impli-
citly refers to the current node s.)

ALGORITHM DEADLOCK_FREE{in each node 5 }

Run algorithm D
Run algorithm D?
Do all-to-all broadcast of routing table contents for distance

1 and2
Construct channel dependency graph
Find all cycles using cycle detection algorithm
For each cycle z found which includes an outgoimg link of s

Create two virtual channels 0z and 11 to replace instance of
link in z

Allocate and address ane queuefor each outgoing virtual channel
Exchange complete routing tables around each cycle to determine

complete paths along each cycle
For each destination d with path (s d)

If T, [a] is in somecycles
Choose a cycle z which intersects (s d) along the greatest

length
Letp be the last node in the intersection of the path and z
If the label ofp in cycle 2 is less than that ofs

(denoted y in text)
T, (2 J<—Oz

Else

T, {dJelz
Endif

Endif
Endfor

Two questions which arise are the following. Do we need
to alter the broadcast routing tables? Will any part of algorithm
DEADLOCK,FREE induce deadlock before the avoidance tech-
niques are in place? The answer to both these questions is found
in the single statement: deadlock cannot involve a single-link
path. Deadlock involves a path acquiring one link and holding it
while it awaits another. In single-link paths, once the first link is
acquired, no waiting need be done: the path is complete, the
message is sent, and the link is freed. Both algorithms D and D?
operate synchronously on single-link paths. Broadcast, also, gen-
erally occurs in single-link paths. If we wished to allow brosd-
casts lo operaic on multiple-length paths, we could simply rerun
D® after DEADLOCK_FREE, this time partitioning the destina-
tions, and the broadcasttable, arnong the virtual links; the rest of
the algorithm D® is unchanged.

5, PERFORMANCE OF TABLE ROUTING
We now compare the performance of table-routing under

TEA D with another proposed reroute scheme, the adaptive
scheme of Chen and Shin [2]. Their reroute method, which we
will here refer to as adaptive, finds a path from source to destina-
tion by starting an e-cube path, then altering it as necessary when
it is blocked by a fault. A tag is used to mark blocked and extra
dimensions to prevent oscillation.

We compare these with two measures of performance
applicable to reconfigured networks {18]. The reconfiguration
strategy we use is that of process adaption (19}: an adjacent pro-
cessor adopts the task running on a processor after it fails, The

 
table routing table routing

 
0 1 2 3 Oo” 1 2 3

Links (grouped by dimension) Links (grouped by dimension)

Ha): Dilation 1(b): Congestion

Figure 7. Comparison of Dilation and Congestion

1340



1341

first measure, called dilation, gives length in links of the logical
replacement of a previously physical link That is, a path
between two adjacent processes in a fault-free cube may be
mapped to a multiple-link path due to fault and subsequent
reconfiguration. The second measureis called congestion. This
measures the number of logical links which use each fault-free
physical link in the faulty configuration.

Our example configuration F is one with four faulty nodes:
node 0, node 5, node 6, and node 15. The process from node 0 is
mapped to node 4, process 5 is mapped to node 13, process 6 to
node 3, and process 15 to node 10. The results are shown in Fig-
ure 7. .,

Both the dilation and congestion measurements sre a con-
stant 1 across all links in a fault-free hypercube; every logical
link is on exactly one physica link, and every physical link car-
ries exactly one logical link. However, in our faulty hypercube
example, with node 4 very far from other nodes in the network,
the dilation and congestion measurements are quite high. The
areas of the dilation and cangestion histograms are equal; this
area is essentially the number of physical links all the logical
links use. The area for this four-fault hypercube is 104 with the
routes determined by algorithm D and 112 with the adaptive
routing scheme, demonstrating the reduced system communica-
tion load dueto the shorter paths of table routing.

6. CONCLUSIONS

We have introduced table routing in faulty hypercubes,
demonstrating the power and ease of such a routing method. Our
distributed algorithms have shown table routing to be not only
possible, but preferable in faulty hypercubes. Our distributed
table-filling algorithm D executes in O (N*logN ) time in the very
rare worst case. Generally, performance of D is of the order of
NogN. We havealso proposed the use of tables for broadcast
in faulty hypercubes. The broadcast table-filling algorithm runs
in O(N7logN) worst case time, with a general performance
around N log .

We have shown the superior dilation and congestion meas-
ures of the shortest paths generated by D in faulty hypercubes
and the minimal extra hardware and communication delay of
table routing. Also we have presented a deadlock prevention
scheme applied to distributed routing tables. To our knowledge,
this is the first routing scheme that has been proposed for faulty
hypercubes thatis shortest-path and deadlock-free.

REFERENCES

{1} H. Sullivan and T. R. Bashkow, “‘A large scale
homogeneous fully distributed parallel machine,"’ Proc.
4th Symp. Computer Architecture, pp. 105-117, Mar.
1977,

(2} M.S. Chen and K. G. Shin, ‘Message routing in an
injured hypercube,’’ Proc. 3rd Conf. Hypercube
Concurrent Computers and Applications, pp. 312-317,
Jan. 1988.

(3) T.C. Lee and J. P. Hayes, ‘*Routing and broadcasting in
faulty hypercube computers,’ Proc. 3rd Conf. Hypercube

- Concurrent Computers and Applications, pp. 346-354,
Jan. 1988.

225

(4)

{5)

(6)

7]

(8)

(9}

{10]

(1)

[12]

(13]

(14)

(15)

{16}

(17)

(18)

{19]

J. M. Gordon and Q. F. Stout, ‘‘Hypercube message
routing in the presence of faults," Proc. 3rd Conf.
Hypercube Concurrent Computers and Applications, pp.
318-327, Jan. 1988.

M.S. Chen and K. G. Shin, “Routing in the presence of
an srbitrery number of faults in hypercube
multicomputers,"" 4th Conf. Hypercube Concurrent
Computers and Applications, Mar. 1989.
Kasho, et al., ‘Distributed fault tolerant routing in
hypercubes,"" 4th Conf. Hypercube Concurrent
Computers and Applications, Mar. 1989.
Al-Dhelasn and Bose, ‘‘Efficient fault-tolerant
broadcasting algorithm for the hypercube,"’ 4th Conf.
Hypercube Concurrent Computers and Applications, Mar.
1989.

E. Chow, H. Madan, J. Peterson, D. Grunwald, and D.
Reed, ‘“‘Hyperswitch network for the hypercube
computer," Proc. 15th Int. Symp. Computer Architecture,
pp. 90-99, May 1988.
D. A. Reed and R. M. Fujimoto, Multicomputer
Networks: Message-Passing Parallel Processing.
Cambridge, MA: MIT Press, 1987.
A. S. Tanenbaum, Computer Networks. Englewoods
Cliffs, NJ: Prentice-Hall, Inc., 1981 . ,

W. D. Tajibnapis, ‘‘A correctness proof of a topology
information maintenance protocol for a distributed
computer network,"” Commun. of the ACM, vol. 20, pp.
477-485, July 1977.

Gallager R. G. ‘‘A minimum delay routing algorithm
using distributed computation,’” JEEE Transactions on
Communications, vol COM-2S, pp. 73-85, Jan. 1977.

Segall A. ‘‘Advances in verifiable fail-safe routing
procedures,” /EEE Transactions on Communications,
vol. COM-29, pp. 491-497, Apr. 1981.
E. M. Gafni and D. P. Bertsekas, ‘Distributed algorithms
for generating loop-free routes in networks with
frequently changing topology,’’ JEEE Transactions on
Communications, vol. COM-29, pp. 11-18, Jan. 1981.
C. Kim and D. A. Reed, ‘‘Adaptive packet routing in
hypereube,"’ Proc. 3rd Conf. Hypercube Concurrent
Computers and Applications, pp. 625-629, Jan. 1988.

N. Deo, Graph Theory with Applications to Engineering
and Compiiter Science. Englewoods Cliffs, NJ: Prentice-
Hail, Inc., 1974.

W. 5. Dally and C. L. Seitz, **Deadlock-free message
routing in multiprocessor interconnection networks,”’
IEEE Transactions on Computers, vol. C-36, pp. 547-
$53, May 1987.

J. Hastad, T. Leighton, and M. Newman, ‘‘Reconfiguring
a hypercube in the presence of faults,"’ Proc. 19th ACM
Symp. Theory ofComputing, pp. 274-284, 1987.

P. Banerjee, ‘‘Reconfiguring a hypercube in the presence
of faults,’ Proc. 4th Conf. Hypercube Concurrent
Computers and Applications, Mar. 1989. :

1341



1342

- IEEE Xplore Search Results Page | of 6

‘+ IEEE HOME | SEARCH IEEE | SHOP | WEB ACCOUNT | CONTACT IEEE {EEE

 

 
Help FAQ Terms

 

 

 

h

Cattenideeech

©>~ Home
©- What Can

| Access?

© Log-out

Bedea Maree

JournalsO & Magazines
ConferenceoO Proceedings

C- Standards

O- By Author
Cy Basic
Cy Advanced

aCruusast)070er

O- Join IEEE
O- Establish IEEE

Web Account

O- Access the
IEEE Member

Digital Library

E&4 Print Format

e ch eee

IEEE Peer Review

 

 

 

 

 

 

‘Membership -Publications/Services Standards Conferences Careers/Jobs

  
» Search Re:

 Quick Links

Your search matched 46 of 972916 documents.

A maximum of 46 results are displayed, 25 to a page, sorted by Relevance in descending order.

You may refine your search by editing the current search expression or entering a new onethe text box.

Then click Search Again.
; UY OS5hebpaain

((flood* or broadcast*) <near/3> routing and((hyperc + SéarchAgain”.t    

Results: .
Journal or Magazine = JNL Conference = CNF Standard = STD 

1 Distributed algorithms for shortest-path, deadiock-free routing and
broadcasting in arbitrarily faulty hypercubes

Peercy, M.; Banerjee, P.;
Fault-Tolerant Computing, 1990. FTCS-20. Digest of Papers., 20th International
Symposium , 26-28 June 1990

Page(s): 218 -225

[Abstract] [PDF Full-Text (652 KB)] IEEE CNF 

2 Multi-level hypercube network

Aboelaze, M.A.;

Parallel Processing Symposium, 1991. Proceedings., Fifth International , 30 April-2
May 1991

Page(s): 475 -480

c

[Abstract] [PDF Full-Text (428 KB)] IEEE CNF 

3 Cross-cube: a new fault tolerant hypercube-based network

Haq, E.;

Parallel Processing Symposium, 1991. Proceedings., Fifth International , 30 April-2

May 1991

Page(s): 471 -474

[Abstract] [POF Full-Text (280 KB)] IEEE CNF 

4 Distributed algorithms for shortest-path, deadlock-free routing and

broadcasting in Fibonacci cubes

e eee ge ch c e ch e ch ge fe
1342



1343

¢

A DISTRIBUTED RESTORATION ALGORITHM FOR MULTIPLE-LINK AND
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Abstract ~

Broadband opticalfiber networks will requirefast restoration
from muttiple-link and node failures as well as single-link
failures. This paper describes a new distributed restoration
algorithm based on message flooding. The algorithm is an
extension of our previously proposed algorithm for single-link
failure. It restores the network from multiple-link and node
failures, using multi-destination flooding and path route
monitoring. We evaluated the algorithm by computer simulation,
and verified thatit canfind aliernate paths within 0.5s whenever
the message processing delay at a node is Sms.

1. Introduction

There is an increasing dependency on today’s communication
networks to implement strategic corporate functions. User
demands for high-speed and economical communications
services lead to the rapid deployment of high-capacity optical
fibers in the transport networks, At the same time, the demands
for high-reliability services raise a network survivability
problem. For example,if the network is disabled for one hour, up
to $6,000,000 loss of revenue can occur in the trading and
investment banking industries [1]. As the capacity of the
transmissionlink grows,a link cut results in morelossof services.
Therefore, rapid restoration from failures is becoming more
critical for network operations and management.

There have been many algorithms developed to restore
networks, including centralized control (1) and distributed
algorithms (2-4]. In centralized control, the networkis controlled
and managed from a central office. In distributed control, the
processing loadis distributed among the nodes andrestorationis
thus faster. However, more computation capability and high
speed control data channels are required. Recently it has been
possible to provide high performance microprocessors fordigital
cross-connect system (DCS). High capacity opticalfibers enable
high speed data transmission for OAM through overheadbytes,
whichis under study by CCITT.
The distributed algorithms proposed sofar [2-4] are based on

simple flooding [5]. When a node detects failure, it broadcasts a
restoration message to adjacent nodesto find an alternate route.
In the algorithm [2], a restoration message requests a spare DS-
3 or STS-1 path andis sent through the path overhead of each
spare path. To avoid congestionofthe messagesin this algorithm,
a messagein both the algorithms (3,4) requests a bundle of spare

paths and is sent through the section overhead of each link.
Algorithm (3) finds the maximum capacity along an alternate
route, and our algorithm [4] finds the shortest alternate route. As
described in [4], our algorithm was faster. However these
algorithms are designed to handle single-link failures, they
cannot handle multiple-link or node failures. ,

In this paper, we first discuss the major issues that must be
addressed in order to handle muttiple-link and node failures in
Section 2. Based on these consideration, we propose a new
restoration algorithm using multi-destination flooding and path
route monitoring. These are described in Section 3. For a node
failure, the node which detected the failure sends a restoration
message to the last N-consecutive nodes each logicalpath passed
through. An alternate path is made between the message sender
node and oneofthe multiple nodesspecified in the message. Each
node collects the identifier of these nodes, using a path route
monitoring technique. The algorithm was evaluated by computer
simulation for multiple-link failure as well as for node failure.
The results will be described in Section 4.

2. Limitations of simple flooding
In this section, we review simple flooding and discuss its

limitations to handle multiple-link and nodefailures.In principle,
the distributed algorithms [2-4] based on simple flooding work as
follows. Whenalink fails, the two nodes connected to the link
detect the failure and try to restore the path. One node becomes
the sender and the other becomesthe chooser(Fig. 1). The sender
broadcasts restoration messagesto all links with spare capacity.
Every node except the sender and the chooser respond byre-
broadcasting the message. Whenthe restoration message reaches
the chooser, the chooser returns an acknowledgementto the
sender. In this way, alternate paths are found. Message conges-
tion caused by routing messages far awayis avoided by limiting
the numberof hops.

These algorithms based on simple flooding (2-4] usually as-
sume a single-link failure, but in reality, some links which go
different nodes may be in the same conduit. Therefore, if the
conduitis cut, manylinksfail at the same time [3]. This is the case
of multiple-link failure. Fire or earthquakes can also damage a
large numberof nodes, so the restoration algorithm mustbe able
to handle these situations.

Simple flooding can not handle multiple-link or node failures
because of following problems.

403.4.1
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Acknowledgment message

 
Fig. 1 Distributed restoration based on simple flooding

- Contention ofspare capacity
In case of multiple-link failure, restoration messages coming

from different nodes might contend for spare capacity on the
same link. For example, if capacity is assigned to arriving
messages in turn, the first message reserves the capacity.
Whether or not the reserved capacity is later used for an
alternate path, the reserved capacity is not released and
therefore can notbe assigned to anotherrestoration message.
Thus, the restoration ratio decreases.

- Fault location

Because the algorithms assumelink failure, one of the two
nodes connected to thefailed link becomesthe sender and the
other becomesthe chooser. However,for a node failure, there

is a chooser and sender for each affected path. They are
neighbors ofthe failed node and depend on the routeof the
paths. Each node detectsfailure by the loss of the signal on the
link, and cannot distinguish between link or nodefailure.

The first problem could be alleviated by simple message
cancelling. Spare capacity is assigned to restoration messages on
a first-come,first-served basis. Assignmentis cancelled when the
messagecan not go forward due to hop Jimits or lack ofcapacity.
During message flooding, cance! messages are sent to inform a
nodethat arestoration message, which reservesspare capacity on
a specific link, did not reach its destination and the served
capacity of this link can be released for other restoration
messages. Restoration messages are canceled immediately after
receptionif they are identical to messagesalready received,if the
hoplimit is reached, orif there is no more capacityat the node.
In these cases, the unused capacity can be assigned to another
restoration message.

Solving the second problem requires more sophisticated
techniques and we propose a new distributed restoration
algorithm in the following section.

3. Multi-destination Nooding
To solve the fault location problem described above, we propose

a new multi-destination flooding technique. We also propose
path route monitoring which is essential to achieve multi-
destination flooding.

3.1 Principle of multi-destination Nooding
Simple flooding methods assume just one chooser. We

extended this to allow multiple choosers as message destinations.
Whena node detects the loss of a signal from a link, the node can
nottell whetherthe link or the node at the other endhas failed.It

sends a restoration message directed to the node which is the
chooserin a link failure as well those that are choosers in a node

failure. In Fig.2, for example, the link between nodes B and C
fails, node B is the chooserforall affected paths, and nodes A and
D are possible choosers for paths P] and P2.Ifnode B fails, nodes
A and D become choosers for paths P! and P2. The restoration
message containsall choosers and the required capacity for each
sender-chooser pair. The node which received the restoration
message checksthe destination field of the message, andifitis a
chooser candidate, it returns an acknowledgmentto the sender.

Thus, by extending simple flooding into multi-destination
flooding, link or node failures do not have to be distinguished
because thereis always at least one chooser. Different messages
are sent to the chooser candidates, but the same restoration
messagelisting all candidatesis sent towardsall candidates, The

number of restoration messages decreases and congestion is
reduced.

Restoration processing consists of a broadcast phase, an
acknowledgment phase, and a confirmation phase. To handle
multiple failures, cancel processing is performed during the
broadcast and acknowledgmentphases.
The nodestates are sender, chooser, reserved tandem, and fixed

tandem. The senderis the node which detectedthe failure. The

chooseris the destination nodeofa restoration message. Chooser
candidatesset by the sender become choosers when they receive

Restoration message

Restoration
message

 
Fig. 2 Multi-destination flooding
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a restoration message. The reserved tandem is a candidate node
for alternate paths reserved by the restoration message. A
received confirmation message of the sender tumsa reserved
tandem node into a fixed tandem node.

a) Broadcast phase
In the broadcast phase, the sender broadcasts restoration

messages which reserve spare capacity in the network toward
chooser candidates. A failure occurring on a link or node is
detected by the next nodeon the path below the failure. This node
becomesthe sender. Thesender looks up the chooser candidates
and their capacities for the failed paths which were determined
before by the path route monitoring described in the following
section. The restoration messageis then broadcast.
The restoration message contains the following information.

1) Message type : restoration, acknowledgment, confinna-
tion, cancel

2) Message index
3) Sender ID

4) Chooser IDs (Multiple destination)
5) Required capacity of each sender-chooserpair
6) Reserved capacity
7) Hop count

The messageindexis set by the sender.It represents the number
of flooding waves broadcast. The combination of the message
index, the sender ID and chooser IDsis the Message ID. The
required capacity is the capacity required between the sender and
the various choosers. The reserved capacityis the capacity ofthe
route taken by the restoration message.
The sender broadcasts the restoration messageto all connected

links except failed links and then waits for an acknowledgment
from one of the choosers. Each node in the network except the
sender and chooserreceivesa restoration message, and examines
the hop countand the Message ID.If the hop countreaches the
limit set by the sender, or a message with the same ID has arrived
before, the node returns a cancel messageto thelink originating

E Reserved tandem

 
 
 
 

 
 

Restoration
message
Cancel
message

—-_

Failure

Sender
Chooser

Fig. 3 Broadcast phase

the restoration message. Otherwise,thestate of the nodeis set to
reserved tandem. If spare capacity is available, a restoration
messageis broadcast. If the spare capacity ofa link is insufficient,
the reserved capacity is set to the spare capacity of the link. A
node that finds its own node ID amongthe chooser [Ds in the
restoration message becomes the chooser. Figure 3 shows the
broadcast phase whena failure has occurred at node B.

b) Acknowledgment phase
In the acknowledgment phase, the chooser sends an

acknowledgment message to the sender. By the entries in the
acknowledgment message,the senderis informed which chooser
the acknowledgement message is from. If another restoration
message with the same message ID arrives at the chooser,it is
canceled.

A reserved tandem node which receives an acknowledgment

message passes it back to the source of the corresponding
restoration message. All other reserved spare capacity of this
restoration message is canceled. Message flow during an
acknowledgmentphaseis showninFig.4.

E Reserved tandem

 
 
 

 
Restoration
message
Cancel
message
Acknowledgment

Fig. 4 Acknowledgmentphase

c) Confirmation phase
When the acknowledgment message reaches the sender, a

confirmation message is sent to the chooser. The reserved spares
are switched over to alternate paths. If the sender received
acknowledgment or canceled messages from all links it sent
restoration messagesto, and if the restoration ofthefailure is not
completed, the sender increments the message index and
attempts restoration from the broadcast phase again.

The reserved tandem node which received a confirmation

message changes its status to fixed tandem and connects the
reserved spares. In Fig. 5, node F has become fixed tandem, and
the failed path between node Dand nodeCisrerouted throughthe
nodesD,F, and C. The otherpath which failed between node A
and nodeC are also rerouted.

403.4.3
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3.2 Path route monitoring
For multi-destination flooding, each node must have route

information onthe paths passing throughthe node. One approach
is to have the central office distribute such route informationtoall

nodes. However, the routes are changing dynamically under
customer control and nodes might receive inconsistent route
information because updating route data takes time. We propose
a path route monitoring method in which each node collects route
information in real time.

The route information required at every node arc the ID's of the
last two consecutive nodes in every path before the node. This
informationis collected as follows. Node ID’s are sent through
assigned spacein the path overhead.Forevery path going through
a node,the data in the ID area is shifted and the ID of the nodeit

is going throughis written in. In this way, every node receives
continuousandreal-time route information.

4. Simulation

4.1 Simulation tool and conditions

Weevaluated the ability of the algorithm to restore multiple-
link and node failures using an event-driven network simulator
[4,6] which works on the SUN3 workstation. We used the mesh
network model shownin Fig. 6. This network consists of25 nodes
and 40 links, Each link length was generated at random,andthe
averagelink length is 184 km. Every link has 35 working paths.
Weassumeda transmission speed of64 kb/s. Messages were 16

bytes long, and the hop limit was 9. Ina SONETframestructure,
64 kb/s for transmission speed meansthat onc byte of overhead
is used for message communications between nodes. The
processing delay time from the arrival of a messageto the end of
the processing dependsonthe architecture of the DCS hardware.
We assumed a 5 ms delay. This simulation does not include
failure detection or crossconnection times.

4.2 Simulation results

Figure 7 shows a cumulative restoration ratio of node failure.
Therestoration ratio of the networkis the ratio of restored to lost
paths. For nodefailure, paths terminating at the failed node are
not counted aslost paths becauseit is impossible to restore them.

 
 

 

Wealso simulated the algorithm forsingle-link failure. The result
is shownin Fig.7.

Figure 8 shows the cumulative restoration ratio in a multiple-
link failure. There are many link combinations,but only oneis
shown. Failures between node N& and N13, and oneofthe other
links, occured simultaneously on two links. The results indicate

 
Fig.6 Network model

—_ 2o
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Single-link failure

 =Node failureBoOoRestorationratio(%)(ratioofrestoredtotailedpaths)
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Restoration time (s)

Fig. 7 Simulation results on single-link and
node failure
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Fig. 8 Simulation result on multiple-link failure
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that the proposed algorithm can handle multiple-link and node
failure as well as single-link failure. All restorations are
completed within 0.5s with message processing delay at the
nodes being 5ms.

§. Conclusion

Wepointed out problemsassociated with adapting a restoration
algorithm based on flooding to recover from multiple-link and
node failures. The main problemisto position the chooser nodes
correctly. We proposed multi-destination flooding and path route
monitoring. We simulated the algorithm with a mesh network and
verified that the algorithm can handle multiple-link and node
failures as well as single-link failures.
The message delay within a node depends onthe architecture of

the DCS and the processing load. The nextstep will be to analyze
these delays and to include restoration time.
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Abstract

We consider the problem of finding a smallest set
of edges whose addition four-connects o triconnected
graph. This is a fundamental graph-theoretic problem
that has applications in designing reliable networks.

We present an O(na(m,n) + m) time sequential
algorithm for four-connecting an undirected graph G
that is triconnected by adding the smallest number of
edges, where n andmare the number of vertices and
edges in G, respectively, and a(m,n) is the inverse
Ackermann’s function.

In deriving our algorithm, we present a new lower
bound for the number of edges needed to four-connect
a triconnected graph. The form of this lower bound is
different from the form of the lower bound known for
biconnectivity augmentation and triconnectivity aug-
mentation. Our new lower bound applies for arbitrary
k, and gives a tighter lower bound than the one known
earlier for the number of edges needed to k-connect a
(k —1)-connected graph. For k = 4, we show that this
lower bound is tight by giving an efficient algorithm
for finding a set of edges with the required size whose
addition four-connects a triconnected graph.

1 Introduction

The problem of augmenting a graph to reach a cer-
tain connectivity requirement by adding edges has im-
portant applications in networkreliability (6, 14, 28]
and fault-tolerant computing. One version of the aug-
mentation problem is to augment the input graph to
reach a given connectivity requirement by adding a
smallest set of edges. We refer to this problem as the

! This work was supported in part by NSF Grant CCR-90-23059.

0-8186-2900-2/92 $3.00 © 1992 IERE

smallest augmentation problem.

Vertex-Connectivity Augmentations
The following results are known for solving the small-
est augmentation problem on an undirected graph to
satisfy a vertex-connectivity requirement.

Forfinding a smallest biconnectivity augmentation,
Eswaran & Tarjan [3] gave a lower bound onthe small-
est number of edges for biconnectivity augmentation
and proved that the lower bound can be achieved.
Rosenthal & Goldner [26] developed a linear time se-
quential algorithm for finding a smallest augmenta-
tion to biconnect a graph; however, the algorithm in
(26) contains an error. Heu & Ramachandran [11]
gave a corrected linear time sequential algorithm. An
O(log? nJ time parallel algorithm on an EREW PRAM

‘ using a linear numberofprocessors for finding a small-

70

est augmentation to biconnect an undirected graph
was also given in Hsu & Ramachandran (11}, where
n is the number of vertices in the input graph. (For
more on the PRAM model and PRAMalgorithms,see
(21}-)

For finding a smallest triconnectivity augmenta-
tion, Watanabe & Nakamura (33, 35] gave an O(n(n+
m)?) time sequential algorithm for a graph with n ver-
tices and m edges. Hsu & Ramachandran (10, 12]
developed a linear time algorithm and an O(log” n)
time EREW parallel algorithm using a linear num-
ber of processors for this problem. We have been in-
formed that independently, Jordan [15] gave a linear
time algorithm for optimally triconnecting a bicon-
nected graph.

For finding a smallest &-connectivity augmentation,
for an arbitrary &, there is no polynomial time algo-
rithm known for finding a smallest augmentation to
k-connect a graph, for k > 3. There is also no effi-
cient parallel algorithm known for finding a smallest
augmentation to k-connect any nontrivial graph, for
k> 3.
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The above results are for augmenting undirected
graphs. For augmenting directed graphs, Masuzawa,
Hagihara & Tokure (23) gave an optimal-time sequen-
tial algorithm for finding a smallest augmentation to
k-connect a rooted directed tree, for an arbitrary &.
We are unaware of any results for finding a small-
est augmentation to k-connect any nontrivial directed
graph other than a rooted directed tree, for k > 1.

Other related results on finding smallest vertex-
connectivity augmentations are stated in (4, 19].

Edge-Connectivity Augmentations
For the problem offinding 8 smallest augmentation for
a graph to reach a given edge connectivity property,
several polynomialtime algorithms and efficient paral-
lel algorithms are known. These results can be found
in (1, 3, 4, 5, 8, 9, 13, 16, 19, 24, 27, 30, 31, 34, 37].
Augmenting a Weighted Graph
Another version of the problem is to augment a graph,
with a weight assigned to each edge, to meet a connec-
tivity requirementusing a set of edges with a minimum
total cost. Several related problems have been proved
to be NP-complete. These results can be found in
(3, 5, 7, 20, 22, 32, 33, 36}.
Our Result

In thie paper, we describe 6 sequential algorithm for
optimally four-connecting 4 triconnected graph. We
first present a lower bound for the numberof edges
that must be added in order to reach four-connectivity.
Note that lower bounds different from the one we give
here are known for the numberof edges needed to bi-
connect a connected graph [3] and to triconnect a bi-
connected graph [10]. It turns out that in both these
cases, we can always augment the graph using ex-
actly the numberof edges specified in this above lower
bound [3, 10]. However, an extension of this type of
lower boundfor four-connecting a triconnected graph
does not always give us the exact number of edges

‘ needed [15, 17]. (For details and examples, see Sec-
tion 3.)

Wepresent a new type of lower bound that equals
the exact numberofedges needed to four-connecta tri-
connected graph. By using our new lower bound, we
derive an O(na(m,n) +m) time sequential algorithm
for finding a smallest set of edges whose addition four-
connects a triconnected graph with n vertices and m
edges, where a(m,n) is the inverse Ackermann’s func-
tion. Our new lower bound applies for arbitrary k,
and gives a tighter lower bound than the one known
earlier for the numberof edges needed to k-connect a
(& — 1)-connected graph. The new lower bound and
the algorithm described here may lead to a better un-

7

derstanding of the problem of optimally k-connecting
a (E — 1)-connected graph, for an arbitrary k.

2 Definitions

Wegive definitions used in this paper.

Vertex-Connectivity
A graph! G with at least &+ 1 vertices is k-connected,
k > 2, if and only if G is a complete graph with £+1
vertices or the removal of any set of vertices of cardi-
nality less than & does not disconnect G. The vertez-
connectivity of G is & if G is k-connected, but not
{k + 1)-connected. Let U4 be a minimalset of ver-
tices such that the resulting graph obtained from G
by removing U is not connected. The set of vertices
U ie a separating k-set. If || = 3, it is a separating
triplet. The degree of a separating k-set S, d(S), in a
k-connected graph G is the number of connected com-
ponents in the graph obtained from G by removing S.
Note that the degree of any separating k-set is > 2.
Wheel and Flower

A set of separating triplets with one common vertex c
is called a wheel in [18]. A wheel can be represented
by the set of vertices {c} U {80,01,.--; 8-1} which
satisfies the following conditions: (i) g > 2; (ii) Vi #
j, {c,0;,4;} is a separating triplet except in the case
that j = ((i + 1) mod g) and (s;,8;) is an edge in G;
(iii) ¢ is adjacent to vertex in each of the connected
components created by removing any of the separating
triplets in the wheel; (iv) Vj # (i+1) mod q, {c, 91, 6;)
is a degree-2 separating triplet. The vertex c is the
center of the wheel [18]. For more details, see [18].

The degree of a.wheel W = {c} U {80, 61,..-)8g—1};
d(W), is the number of connected components in
G — {c,80,..+, 8-1} plus the number of degree-3 ver-
tices in {89,61,.--, 8-1} that are adjacent toc. The
degree of a wheel must be at least 3. Note that
the number of degree-3 vertices in {s9,81,.:-,8,-1}
that are adjacent to ¢ is equal to the number ofsep-
arating triplets in {(c,8i,4(:42) mea g) | O Sf <
q, such that 6:41) mod ¢ is degree 3 in G}. An ex-
ample is shown in Figure 1.

A separating triplet with degree > 2 or not in a
wheel is called a flower in {18}. Note that it is possible
that two flowers of degree-2 fi = {a1 | 1 <i < 3}
and fz = {a2 | 1< i <3} have the property thatVi,
1 <i <3,either ai; = a2; or (a:,;, 62,:) is an edge
in G. We denote fi Rfo if f, and fz satisfy the above

'Graphs refer to undirected graphs throughout this paper
unless specified otherwise. .
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Figure 1: IHlustrating a wheel {7} U {1,2,3,4,5,6}.
The degree of this wheel is 5, i.e. the number of com-
ponents wegot after removing the wheel is 4 and there
is one vertex (vertex 5) in the wheel with degree 3.

condition. For each flower f, the flower cluster Fy for
f is the set of flowers {f,,..., fo} (including f) euch
that fRfi, Vi, lL Sige.

Each of the separating triplets in a triconnected
graph G is either represented by a flower or is in
wheel. We can construct an O(n)-space representation
for all separating triplets (i.e. flowers and wheels) in
a triconnected graph with n vertices and m edges in
O(na(m,n) + m) time [18].
K-Block

Let G = (V,E) be a graph with vertex-connectivity
k—1. A k-block in G is either (f) a minimal set of
vertices B in a separating (&—1)-set with exactly k—1
neighbors in V \ B (these are special k-blocks) or (i) a
maximal set of vertices B such that there are at least

k vertex-diajoint paths in G between any two vertices
in B (these are non-spectal k-blocks). Note that a set
consisting of a single vertex of degree k-1in Gis a k-
block. A k-block leaf in G is a k-block B, with exactly
k —1 neighbors in V \ B;. Note also that every special
k-block is a k-block leaf. If there is any special 4-block
in a separating triplet S, d(S) < 3. Given a non-
special k-block B leaf, the vertices in B that are not
in the flower cluster that separates B are demanding
vertices. We let every vertex in a special 4-block leaf
be a demanding vertex.

Claim 1 Every non-special k-block leaf contains at
least one demanding verter. | Oo

Using procedures in {18), we can find all of the 4-block
leaves in a triconnected grapb with n vertices and m
edges in O(na(m,n) + m) time.
Four-Block Tree

From [18] we know that we can decompose vertices in
a triconnected graph into the following 3 types: (i)
4-blocks; (ii) wheels; (sii) separating triplets that are

72

 
Figure 2: Hlustrating a triconnected graph and ite 4
bIk(G). We use rectangles, circles and two concen-
tric circles to represent R-vertices, F-vertices and W-
vertices, respectively. The vertex-numbers beside each
vertex in 4-b/k(G) represent the set of vertices corre-
sponding to this vertex.

not in a wheel. We modify the decomposition tree
in [18] to derive the four-block tree 4-blk(G) for a
triconnected graph G as follows. We create an R-
vertex for each 4-block that is not special (i.e. not
in a separating set or in the center of a wheel), an
F-vertex for each separating triplet that is not in a
wheel, and a W-vertex for each wheel. For each wheel
W = {c} U {80, 41,..., 8-1}, we also create the fol-
lowing vertices. An F-vertex is created for each sep-
arating triplet of the form {c¢, 6;,8(¢41) mod g} in W.
An R-vertex is created for every degree-3 vertex s in
{#0, #1, -.-,8g-1} that is adjacent to c and an F-vertex
is created for the three vertices that are adjacent to
s. There is an edge between an F-vertex f and an R-
vertex r if each vertex in the separating triplet corre-
sponding to f is either in the 4-block H, correspond-
ing to r or adjacent to a vertex in H,. There is an
edge between an F-vertex f and s W-vertex w if the
the wheel corresponding to w contains the separat-
ing triplet corresponding to f. A dummy R-verteris
created and adjacent to each pair of flowers f; and
fa with the properties that f,; and f2 are not already
connected and either f; € Fy,, fo € Fy, (i.e. their
flower clusters contain each other) or their correspond-
ing separating triplets are overlapped. An example of
a 4-block tree is shown in Figure 2.

Note that a degree-1 R-vertex in 4-b1k(G) corre-
sponds to a 4-block leaf, but the reverse is not nec-
essarily true, since we do not represent some special
4-block leaves and all degree-3 vertices that are cen-
tera of wheels in 4-b/£(G). A special 4-block leaf {v},
where v is a vertex, is represented by an A-vertex in
4-b1k(G) if v is not the center of a wheel w andit is in
one of separating triplets of w. The degree of a flower
F in G is the degree of its corresponding vertex in
46Ik(G). Note also that the degree of a wheel W in
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G is equal to the number of components in 4-b1k(G)
by removing its corresponding W-vertex w and all F-
vertices that are adjacent to w. A wheel W in G is
a star wheel if d(W) equals the number ofleaves in
4-b1k(G) and every epecial 4-block leaf in W is either
adjacent to or equal to the center. A star wheel W
with the center c has the property that every 4-block
leaf in G (not including {c}if it is a 4-block leaf) can
be separated from G by a separating triplet containing
the center c. If G contains a star wheel W, then Ww
is the only wheel in G. Note also that the degree ofa
wheel is lesa than or equal to the degree of ite center
in G.

K-connectivity Augmentation Number
The k-connectivity augmentation number for a graph
G is the smallest numberof edges that must be added
to G in order to k-connect G.

3 A Lower Bound for the Four-
Connectivity Augmentation Num-
ber

In this section, we first give a simple lower bound
for the four-connectivity augmentation number that
ja similar to the ones for biconnectivity augmentation
{3] and triconnectivity augmentation {10]. We show
that this above lower bound is not always equal to
the four-connectivity augmentation number (15, 17].
We then give a modified lower bound. This new lower
bound turns out to be the exact number of edges that
we must add to reach four-connectivity (see proofs in
Section 4). Finally, we show relations between the two
lower bounds.

3.1 A Simple Lower Bound

Given a graph G with vertex-connectivity & — 1, it
is well known that max{{!#],d — 1} is a lower bound
for the k-connectivity augmentation number where {,
is the numberof k-block leaves in G and d is the maxi-
mum degree amongall separating (k — 1)-sets in G [3].
It is also well known that for & = 2 and 3, this lower
bound equals the k-connectivity augmentation num-
ber (3, 10]. For & = 4, however, several researchers
{15, 17] have observed that this value is not always
equal to the four-connectivity augmentation number.
Examples are given in Figure 3. Figure 3.(1) is from
[15] and Figure 3.(2) is from {17]. Note that if we ap-
ply the above lower bound in each of the three graphs
in Figure 3, the values we obtain for Figures 3.(1),

13
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Figure 3: Illustrating three graphs where in each
case the value derived by applying a simple lower
bound does not equal its four-connectivity augmen-
tation number.

3.(2) and 3.(3) are 3, 3 and 2, respectively, while we
need one more edge in each graph to four-connectit.

3.2 A Better Lower Bound

Notice that in the previous lower bound, for every
separating triplet S in the triconnected graph G =
{V, E}, we must add at least d(S) — 1 edges between
vertices in V \ $ to four-connect G, where d(S) is the
degree of S (i.e. the number of connected components
in G — S); otherwise, S remains a separating triplet.
Let the set of edges added be A... We also notice
that we must add at least one edge into every 4-block
leaf B to four-connect G; otherwise, B remains a 4
block leaf. Since it is possible that S contains some
4&-block leaves, we need to know the minimum number
of edges needed to eliminate all 4-block leaves inside
S. Let the set of edges added be Az2,s. We know that
Arse A2z,6 = @. The previous lower bound gives a
bound on the cardinality of A;,s, but not that of Az,s.
In the following paragraph, we define a quantity to
measure the cardinality of Az,s.

Let Qs be the set of special 4-block leaves that are
in the separating triplet S of a triconnected graph G.
Two 4block leaves B, and B, are adjacent if thereis
an edge in G between every demanding vertex in B,
and every demandingvertex in B). We create an aug-
menting graph for S, G(S), as follows. For each special
4block leaf in Qs, we create a vertex in G(S). There
is an edge between two vertices v, and v2 in G(S) if
their corresponding 4-blocks are adjacent. Let G(S)
be the complementgraph of G(S). The seven types of
augmenting graphs and their complement graphs are
illustrated in Figure 4.

Definition 1 The augmenting numbera(S) for a
separating triplet S in a triconnected graph ts the num-
ber of edges tn a marimum matching M of G(S) plus
the number of vertices that have no edges in M inci-
dent on them.
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Figure 4: Illustrating the seven types of augment-
ing graphs, their complement graphs and augmenting
numbers that one can get for a separating triplet in a
triconnected graph.

The augmenting numbers for the seven types of aug-
menting graphs are shown in Figure 4. Note that in s
triconnected graph, each special 4-block leaf must re-
ceive at least one new incoming edge in order to four-
connect the input graph. The augmenting number
a(S) is exactly the minimum numberof edges needed
in the separating triplet S in order to four-connect the
input graph. The augmenting numberof a separating
set that does not contain any special 4-block leaf is 0.
Note also that we can define the augmenting number
a(C) for a set C that consists of the center of a wheel
using a similar approach. Note that a(C) < 1.

We need the following definition.

Definition 2 Let G be a triconnected graph with | 4-
block leaves. The leaf constraint of G, le(G), is [4].
The degree constraint of a separating triplet S in
G, de(S), is d(S) — 1+ a(S), where d(S) is the de-
gree of S and a(S) is the augmenting number of S.
The degree constraint of G, de(G), is the mazimum
degree constraint among all separating triplets in G.
The wheel constraint of a star wheel W with center
c inG, we(W), ts ([{) +a({c}), where d(W) is the
degree of W and a({c}) is the augmenting number of
{c}. The wheel constraint of G, we(G), ts 0 if there is
no star wheel in G; otherwiseit is the wheel constraint
of the star wheel in G.

14

We now give a better lower bound on the 4
connectivity augmentation number for a triconnected
graph.

Lemma 1 We need at least max{ic(G), de(G),
we(G)} edges to four-connect a triconnected graph G.

Proof; Let A be a set of edges euch that G’ = GUA is
four-connected. For each 4-block leaf B in G, we need
one new incoming edge to a vertex in B; otherwise
B is still a 4-block leaf in G’. This gives the first
componentof the lower bound.

For each separating triplet S in G, G — § contains
d(S) connected components. We need to add at least
d(S) ~ 1 edges between vertices in G—S, otherwise 5
is still a separating triplet in G’. In addition to that,
we need to add at least a(S) edges such that at least
one of the two end points of each new edgeis in 5;
otherwise S contains a special 4-block leaf. This gives
the second term of the lower bound.

Given the star wheel W with the center c, 4-b/k(G)
contains exactly d(W) degree-1 R-vertices. Thus we
need to add at least us) edges between vertices in
G-—{c}; otherwise, G’ contains some 4-block leaves. In
addition to that, we need to add a({c}) non-self-loop
edges such that at least one of the two end points of
each new edge is in {c}; otherwise {c} is still a special
4block leaf. This gives the third term of the lower
bound. a

3.8 A Comparison of the Two Lower
Bounds

Wefirst observe the following relation between the
wheel constraint and the leaf constraint. Note that if

there exists a star wheel W with degree d(W), there
are exactly d(W) 4-block leaves in G if the centeris
not degree-3. If the center of the star wheel is degree-
3, then there are exactly d(W) + 1 4-block leaves in
G. Thus the wheel constraint is greater than the leaf
constraint if and only if the star wheel has a degree-3
center. We know that the degree of any wheel is less
than or equal to the degree of its center. Thus the
value of the above lower bound equals 3.

Westate the following claims for the relations be-
tween the degree constraint of a separating triplet and
the leaf constraint.

Claim 2 LetS be a separating triplet with degree d(S)
and h special 4-block leaves. Then there are at least
h+d(S) 4-block leaves in G. Qo
Claim 3 Let {a:,a2,03} be @ separating triplet in o
triconnected graph G. Then aj, 1 < i < 3, is in-
cident on a vertez in every connected component in
G — {a1, a3, a3}. . a
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Corollary 1 The degree of a separating triplet S is
no more than the largest degree amongall vertices in
Ss. o

From Corollary 1, we know thatit is not possible that
a triconnected graph has type (6) or type (7) of the
augmenting graphs as shown in Figure 4, since the
degree of their underling separating triplet is 1. We
also know that the degree of a separating triplet with
a special 4-block leaf is at most 3 and at least 2. Thus
dc(S) is greater than d(S) — 1 if dc(S) equals either 3
or 4. Thus we have the following lemma.

Lemma2 Let low,(G) be the lower bound given in
Section 9.1 for a triconnected graph G andlet low2(G)
be the lower bound given in Lemma J in Section 3.2.
(i) low (G) = loun(G) if low.(G) ¢ {3,4}. (ii)
fow2(G) — low,(G) € {0, 1}. a

Thus the simple lower bound extended from biconnec-
tivity and triconnectivity is in fact a good approxima-
tion for the four-connectivity augmentation number.

4 Finding a Smallest Four-
Connectivity Augmentation for a
Triconnected Graph

Wefirst explore properties of the 4-block tree that
we will use in this section to develop an algorithm for
finding a smallest 4-connectivity augmentation. Then
we describe our algorithm. Graphs discussed in this
section are triconnected unless specified otherwise.

4.1 Properties of the Four-Block Tree

Massive Vertex, Critical Vertex and Balanced
Graph
A separating triplet S in a graph G is massive if
de(S) > le(G). A separating triplet S in a graph G
is critical if de(S) = lc(G). A graph G is balanced if
there is no massive separatingtriplet in G. If G is bal-
anced, then its 4-b1k(G)is also balanced. The following
lemmaand corollary state the number of massive and
critical vertices in 4-b1k(G).
Lemma3 Let S;, S3 and S3 be any three separating
triplets in G such that there is no special 4-block in
SINS), 1S8< 5 <3. DhdelS) < 141, wherel
is the number of 4-block leaves in G.
Proof: G is triconnected. We can modify 4-b1k(G)
in the following way such that the numberof leaves in
the resulting tree equals / and the degree of an F-node
f equals its degree constraint plus 1 if f corresponds

15

to S;,1<i<3. For each W-vertex w with a degree-3
center c, we create an R-vertex r, for c, an F-vertex f.
for the three vertices that are adjacent toc in G. We
add edges (w,f.) and (fe,re). Thus r, is a leaf. For
each F-vertex whose corresponding separating triplet
S contains A special 4-block leaves, we attach a(S)
subtrees with a total number of A leaves with the con-

straint that any special 4-block that is in more than
one separating triplet will be added only once (to the
F-node corresponding to S;, 1 < i < 3, if possible).
From Figure 4 we know that the numberofspecial
4-block leaves in any separating triplet is greater than
or equal to its augmenting number. Thus the above
addition of subtrees can be done. Let 4-blk(G)’ be
the resulting graph. Thus the numberof leaves in 4-
bik(G)! is 1. Let f be an F-node in 4-blk(G)' whose
corresponding separating triplet is S. We know that
the degree of f equals de(S)41 if S € {S; {1 <i < 3}.
It is easy to verify that the sum of degrees of any three
internal vertices in a tree is less than or equal to 4 plus
the numberofleaves in a tree. 0

Corollary 2 Let G be a graph with more than two
non-special 4-block leaves. (i) There is at most one
massive F-vertez in 4-b1k(G). (ii) If there is a mas-
sive F-vertez, there is no critical F-verter. (iti) There
are at most two critical F-vertices in 4-b1k(G). O

Updating the Four-Block Tree
Let v; be a demanding vertex or 4 vertex in a special
4-block leaf, i € {1,2}. Let B; be the 4-block leaf that
contains v;, 1 € {1,2}. Let ;, i € {1,2}, be the vertex
in 4-b/k(G) such that if v; is a demanding vertex, then
6; is an R-vertex whose corresponding 4-block contains
v;; if vu; is in a special 4-block leaf in a flower, then 6;
is the F-vertex whose corresponding separating triplet
contains v,; if v; is the center of a wheel w, 6; is the F-
vertex thatis closet to b(; moa 2)¢1 and is adjacent to
w. Thevertex b; is the implied vertez for B;, i € {1,2}.
The implied path P between B, and B, is the path in 4-
bIk(G) between b; and 53. Given 4-b1k(G) and an edge
(vi,v2) not in G, we can obtain 4-b1k(GU {(v;, v2)})
by performing local updating operations on P. For
details, see [18].

In summary, all 4-blocks corresponding to R-
vertices in P are collapsed into a single 4-block. Edges
in P are deleted. F-vertices in P are connected to the

new R-vertex created. We crack wheels in a way that
is similar to the cracking of a polygon for updating
3-block graphs (see [2, 10] for details). We say that
P is non-adjacent on a wheel W,if the cracking of
W creates two new wheels. Note that it is possible
that a separating triplet S in the original graph is no
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longer a separating triplet in the resulting graph by
adding an edge. Thus some special leaves in the orig-
inal graph are no longer special, in which case they
must be added to 4-b1k(G).

Reducing the Degree Constraint of a Separat-
ing Triplet
We know that the degree constraint of a separating
triplet can be reduced by at most 1 by adding a new
edge. From results in [18], we know that we can re-
duce the degree constraint of a separating triplet 5
by adding an edge between two non-special 4-block
leaves B, and B; such that the path in 4-b/k(G) be
tween the two vertices corresponding to B, and B,
passes through the vertex corresponding to S. We
also notice the following corollary from the definitions
of 4-b1k(G) and the degree constraint.
Corollary 3 Let S be a separating triplet that con-
tains a special 4-block leaf. (i) We can reduce de(S) by
1 by adding an edge between two special 4{-block leaves
By and By in S such that B, and Bp are not adjacent.
(it) If we add an edge between a special 4-block leaf
in S and a 4-block leaf B not in S, the degree con-
straint of every separating triplet corresponding to an
internal vertex in the path of 4-b1k(G) between vertices
corresponding to S and B is reduced by 1. Oo

Reducing the Numberof Four-Block Leaves
We now consider the conditions under which the

adding of an edge reduces the leaf constraint /c(G)
by 1. Let real degree of an F-node in 4-b1k(G) be 1
plus the degree constraint of its corresponding sepa-
rating triplet. The real degree of a W-node with a
degree-3 center in G is 1 plus its degree in 4-b1k(G).
Thereal degree of any other nodeis equalto its degree
in 4-b1k(G).

Definition 3 (The Leaf-Connecting Condition)
Let By, and Bz be two non-adjacent 4-block leaves in
G. Let P be the implied path between B, and By in 4-
blk(G). Two 4-block leaves B, and By satisfy the leaf-
connecting condition if af least one of the following
conditions is true. (i) There are at least two vertices
of real degree at least Sin P. (ii) There is at least
one R-verter of degree at least 4 in P. (iti) The path
P is non-adjacent on a W-vertez in P. (iv) There is
an internal verter of real degree at least 3 in P and at
least one of the 4-block leaves in {B,, Bz} is spectal.
(v) By and By are both special and they do not share
the same set of neighbors.
Lemma 4 Let B; and By be two 4-block leaves in
G that satisfy the leaf-connecting condition. We can

find vertices v; in B;, i € {1,2}, such that (Gu{(v1, v2)}) = le(G) - 1, if le(G) > 2.
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4.2 The Algorithm

Wenowdescribe an algorithm for finding a smallest
augmentation to four-connect a triconnected graph.
Let 6 = de(G) — Ic(G). The algorithm first adds 26
edges to the graph such that the resulting graph is
balanced and the lower bound is reduced by 25. If
le(G) # 2 or we(G) # 3, there is no star wheel with
a degree-3 center. We add an edge such that the de-
gree constraint de(G) is reduced by 1 and the number
of 4-block leaves is reduced by 2. Since there is no
star wheel with a degree-3 center, we(G) is also re-
duced by 1 if we(G) = Ic(G). The resulting graph
stays balanced each time we add an edge and the
lower bound given in Lemma 1 is reduced by 1. If
Ie(G) = 2 and we(G) = 3, then there exists a star
whee] with a degree-3 center. We reduce we(G) by 1
by adding an edge between the degree-3 center and a
demanding vertex of a 4-block leaf. Since le(G) = 2
and we(G) = 3, de(G) is at most 2. Thus the lower
bound can be reduced by 1 by adding an edge. We
keep adding an edge at a time such that the lower
bound given in Lemma1 is reduced by 1. Thus we
can find a smallest augmentation to four-connect a
triconnected graph. We now describe our algorithm.

The Input Graphis not Balanced
We use an approach that is similar to the one used
in biconnectivity and triconnectivity augmentations to
balance the input graph [10, 11, 26]. Given a tree T
and a vertex v in T, a v-chain [26] is a component
in T — {v} without any vertex of degree more than
2. The leaf of T in each v-chain is a v-chain leaf (26).
Let § = de(G) — Ic(G) for a unbalanced graph G and
let 4-b1k(G)' be the modified 4-block tree given in the
proof of Lemma 3. Let f be a massive F-vertex. We
can show that either there are at least 25+ 2 f-chains
in 4-b/k(G)(i.e. f is the only massive F-vertex) or
we can eliminate all massive F-vertices by adding an
edge. Let A; be a demanding vertex in the ith f-chain
leaf. We add the set of edges {(A;, A141) | 1 < i < 25}.
It is also easy to show that the lower bound given in
Lemma 1 is reduced by 26 and the graphis balanced.

The Input Graph is Balanced
Wefirst describe the algorithm. Then wegive its proof
of correctness. In the description, we need the follow-
ing definition. Let B be a 4-block leaf whose implied
vertex in 4-blk(G) is 6 and let B’ be a +block leaf
whose implied vertex in 4-blk(G) is b’. B’ is a nearest
block leaf of 8 if there is no other 4-block leaf whose

implied vertex has a distance to 6 that is shorter than
the distance between } and 6’.
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{» G is triconnected with > 5 vertices; the algorithm finds
a smallest four-connectivity augmentation. +}
graph function aug3to4(graph G);
{* The algorithmic notation used is from Tarjan [29]. +}

T := 4-01k(G); root T at an arbitrary vertex;
let i be the number of degree-1 R-vertices in T,
do 3 a 4block leaf in G —

if 3 a degree-3 center ¢ ~
1. if te(G) =2 and we(G) = 3 —

{+ Vertex c is the center of the star wheel w. «}
u, i= the 4-block leaf {c};
let ug be a a non-special 4-block leaf

| 3 another degree-3 center c’ non-adjacent to ¢ —~
let uz be the 4-block leaf {c’}

| 3a special 4-block leaf b non-adjacent to u: —+
let uz =

| A (degree-3 center or special 4-block leaf)
non-adjacent to ui —

let ua be a a 4-block leaf such that J an internal

vertex with real degree > 3 in their implies path
fi

| le(G) 4 2 or we(G) #3 —
iff > 2 and 3 2 critical F-vertices fy and fo —

2. find two non-special 4-block leaves ui and uz such
that the implied path between them passes through
fi and f2

| 4 > 2 and J only onecritical F-vertex fi —
if 3 two non-adjacent special 4-block leaves in the
separating triplet S, corresponding to fi —

3. let u, and ua be two non-adjacent 4-block leaves
in S;

| A two non-adjacent special 4-block leaves in the
separating triplet S, corresponding to fi >

4. let v be a vertex with the largest real degree
amongall vertices in T besides f,;
if rea) degree of v in T > 3 ~

find two non-special 4-block leaves u; and u2
such that the implied path between them
passes through f; and v

fi

{* The case when the degree of v in T < 3 will
be handled in step 8. +}

fi

| 3 two vertices vy and v2 with real degree > 3 —
5. find two non-special 4-block leaves u; and uz such

that the implied path between them passes
through uv and v2

| Jan R-vertex v of degree > 4 —
6. find two non-special 4-block leaves u; and ua such

that the implied path between them passes
through v

| Ja W-vertex v of degree > 4 —

7

7. let uy and uz be two non-special 4-block leaves such
that the implied path between them is
non-adjacent on v

| 3 only one vertex v in T with real degree > 3 —
{+ T is a star with the center v. +}

8. find a nearest vertex w of v that contains a 4-block

leaf vu;

let w' be a nearest vertex of w containing a 4-block
leaf non-adjacent to v1;
find two 4-block leaves u; and uz whose implied
path passes through w, w’ and v :
{* The above step can always be done, since T is a
star. +}

{+ Note that T is path for all the cases below. +}
{| 3 two non-adjacent special 4-block leaves in one
separating triplet S —

9. let u; and uz be two non-adjacent special 4-block
leaves in S

| 3 a special 4-block leaf u, —
10. find a nearest non-adjacent 4-block leaf u

Jiz2
let uy and u2 be the two 4-block leaves

corresponding to the two degree-] R-vertices in T
fi .

fi;

let yi, i € {1,2}, be a demanding vertex in u; such that
(y1,¥2) is not an edge in the current G;

G:= GU ((m1,y2)};
update T, l, Ic(G), we(G) and de(G)

od; : ,
return G

end aug3to4;

Before we show the correctness of algorithm
aug3to4, we need the following claim and corollaries.

Claim 4 [26] If 4-b1k(G) contains two critical ver-
tices f, and fz, then every leaf is either in an f,-chain .
or in an fo-chain and the degree of any other vertex
in 4-blk(G) is at most 2. Oo

Corollary 4 If4-blk(G) contains two critical vertices
f,; and fz and the corresponding separatingtriplet S;,
i € {1,2}, of f; contains a special 4-block leaf, then
its augmenting number equals the number of special
4-block leaves in it. a

Corollary 5 Let f; and fz be two critical F-vertices
in 4-b1k(G). If the number of degree-1 R-vertices in
4-b1k(G) > 2 and the corresponding separating triplet
of f;, 1 € {1,2}, contains a 4-block leaf B;, we can add
an edge between a verter in B, and a verter in Bz to
reduce the lower bound given in Lemma ! by 1. Oo
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Theorem 1 Algorithm augSto4 adda the smallest
number of edges to four-connect ¢ triconnected graph.a

We now describe an efficient way of implementing
algorithm aug3to4. The 4-block tree can be computed
in O(na(m,n) + m) time for a graph with n vertices
and m edges (18). We know that the lesf constraint,
the degree constraint of any separating triplet and the
whee} constraint of any wheel in G can only be de-
creased by adding an edge. We also know that /e(G),
the sum of degree constraints ofall separating triplets
and the sum of wheel constraints of all wheels are all
O(n). Thus we can use the techniquein (26] to main-
tain the current leaf constraint, the degree constraint
for any separating triplet and the wheel constraint for
any wheel in O(n) time for the entire execution of the
algorithm. We also visit each vertex and each edge
in the 4-block tree a constant number of times before
deciding to collapse them. There are O(n) 4-block
leaves and O(n) vertices and edges in 4-b/k(G). In
each vertex, we need to use a set-union-find algorithm
to maintain the identities of vertices after collapsing.
Hence the overall time for updating the 4-block tree
is O(na(n,n)). We have the following claim.
Claim 5 Algorithm augSto4 can be implemented in
O(na(m,n)+m) time where n and m are the number
of vertices and edges in the input graph, respectively
and a(m,n) is the inverse Ackermann’s function. O

5 Conclusion

We have given a sequential algorithm for find-
ing a smallest set of edges whose addition four-
connects a triconnected graph. The algorithm runs
in O(na(m,n) + m) time using O(n + m) space. The
following approach was used in developing our algo-
rithm. Wefirst gave a 4-block tree data structure for
a triconnected graph thatis similar to the one given in
{18}. We then described a lower bound on the small-
est numberof edges that must be added based on the
4Dblock tree of the input graph. We further showed
that it is possible to decrease this lower bound by 1
by adding an appropriate edge.

The lower bound that we gave hereis different from
the ones that we have for biconnecting a connected
graph [3] and for triconnecting a biconnected graph
[10]. We also showed relations between these two
lower bounds. This new lower bound applies for arbi-
trary k, and gives a tighter lower bound than the one
known earlier for the number of edges needed to k-
connect a (k — 1)-connected graph. It is likely that
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techniques presented in this paper may be used in
finding the k-connectivity augmentation number of a
(& — 1)-connected graph, for an arbitrary &.
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A Flexible Architecture for Multi-Hop Optical Networks:

A. Jaekel, S. Bandyopadhyay

School of Computer Science,
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Windsor, Ontario N9B 3P4, CANADA

Abstract

lt is desirable to have low diameter logical topologies
for multihop lightwave nervorks. Researchers have
investigated regular topologies for such nerworks. Only a

fewof these (e.g., GEMNET [8]) are scalable to allow the
addition of new nodes to an existing nerwork. Adding new
nodes to such networks requires a major changein routing
scheme. For example, ina multistar implementation, a large
number of retuning of transmitters and receivers and/or
renunibering nodes are needed for [8]. In this paper, we
present a scalable logical topology whichis not regular but
it has a low diameter. This topologyis interesting since it
allows the network to be expanded indefinitely and new
nodes can be added with a relatively small change to the
network, In this paper we have presented the new topology,
an algorithm to add nodes to the network and two routing
Schemes.

Keywords: optical networks, multihop networks, scalable
logical topology. low diameter networks.

1. Introduction

Optical networks [1] are interconnections of high-speed
broadband fibers using lightpaths. Each lightpath provides
traverses one or more fibers and uses one wavelength

division multiplexed (WDM) channel per fiber. In a
multihop network, each node has a small number of
lightpaths to a few other nodes in the network. The physical
topology of the network determines how the lightpaths get
defined. For a multistar implementation of the physical

topology, a lightpath u—v_ is established when node u
broadcasts to a passive optical coupler at a particular
wavelength and the node v picks up the optical signal by
tuning its receiver to the same wavelength. For a wavelength
routed network, a lightpath u—>v might be established
through one or several fibers interconnected by router
nodes. The lightpath definition between the nodes in an
optical network is usually represented by a directed graph
(or digraph) G = (V, E) (where¥is the set of nodes and E
is the set of the edges) with each node of G representing a

and A. Sengupta

Department of Computer Science
University of South Carolina

Columbia, SC 29208

node of the network and each edge (denoted by u—v )
representing a lightpath from u to v. G is usually called the
logical topology ofthe network. Whenthe lightpath u— v
does not exist, the communication from a node u to a node v

occurs by using a (graph-theoretic) path (denoted by

UX, PX... 94,_, 9) in G using k hops
through the intermediate nodes x, X2,....%,_, . The
informationis buffered at intermediate nodes and,to reduce

the communication delay, the number of hops should be
small. If a shortest graph-theoretic path is used to establish a
communication from u to v, the maximum hopdistance is
the diameter of G. Clearly, the lightpaths need to be defined
such that G has a small diamcter and low average hop
distance. The indegree and outdegree of each node should be
low to reduce the network cost. However, a reduction of the

degree usually implies an increase in the diameter ofthe
digraph,thatis, larger communication delays. The design of
the logical topology of a network turns outto be a difficult
problem in view of these contradictory requirements.
Several different logical topologies have been proposed in
the literature. An excellent review of multihop networksis
presented in {1].

Both regular and irregular structures have been studied
for multihop structures [2], [3], (4), (5], (6), [7]. All the
proposed regular topologies(e.g., shuffle nets, de Bruijn
graphs, torus, hypercubes) enjoy the property of simple
routing algorithms, thereby avoiding the need of complex
routing tables. Since the diameter of a digraph with n nodes
and maximum outdegree d is of O(/ogy n), most of the
topologies attempt to reduce the diameter to O(/ogy a). One
commonproperty of these network topologies is the number
of nodesin the network must be given by some well-defined
formula involving network parameters. This makes the
topology non-scalable. In short, addition of a node to an
existing networkis virtually impossible. In [8}, the principle
of shuffle interconnection between nodesin a shufflenct(4)

is generalized (the generalized version can have any number
of nodes in each column) to obtain a scalable network

topology called GEMNET.A similar idea of generalizing

472
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the Kautz graph has been studied in {9] showing a better
diameter and network throughput than GEMNET. Both
these scalable topologies are given by regular digraphs.

One topology that has been studied for optical networks
is the bidirectional ring network. In such networks, each
node has two incoming lightpaths and two outgoing
lightpaths. In terms of the graph model, each node has one
outgoing edge to and one incoming edgefrom the preceding
and the following node in the network. Adding a new node
to such aring network involves redefining a fixed numberof
edges and canbe repeatedindefinitely.

Our motivation was to develop a topology which has
the advantages of a ring network with respect to scalability
and the advantages of a regular topology with respect to low
diameter. In other words, our topology has to satisfy the
following characteristics:

¢ The diameter should be small

* The routing strategy should be simple
* It should be possible to add new nodesto the net-
work indefinitely with the least possible perturbation of
the network.

* Each nodein the network should have a predefined
upper limit on the numberof incoming and outgoing
edges.
In this paper we introduce a new scalable topology for

multihop networks where the graph is not, in general,
regular. Given integers n and d, our proposed topology can
be defined for n nodes with a fixed number of incoming and
outgoing edgesin the network The major advantage of our
schemeis that, as a new nodeis added to the network, most

of the existing edges of the logical topology are not changed,
implying that the routing schemes between the existing
nodes need little modification. The edges to and from the
new added node can be implemented by defining new
lightpaths which is small in number, namely, O(d). For
multistar implementation, for example, this can be
accomplished by retuning O(d) transmiters and receivers.

The paper is organized as follows. In section 2, we
describe the proposed topology and derive its pertinent
properties. Section 3 presents two routing schemes for the
proposed topology and establishes that the diameter is
O(logg n). Our experiments in section 4 show that, for a
network with n nodes and having an indegree of at most d+1,
an outdegree of d and the average hop distance is
approximately logy n. We have concluded with a critical

summary in section 4.

2. Scalable topology for multihop networks

2.1 Proposed interconnection topology

Given two integers n and d. dSn. we define the
interconnection topology of the network as a digraph G in
the following. As mentioned carlicr, the digraph is not
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regular - the indegree and outdegree of a node varies from /
to dtl. We will assume that there is no &, such that

nad iif a= d® for some k, our proposed topologyis
the same as given by [2]. Let & be the integer such that

a <n<ed**! Let Z, be the set ofall (k+/)-digit strings

choosing digits from Z = (Q1,2,...,d—1} and let any

string of Z, be denoted by xpx,...14, . We divide Z,

into k+2 sets Sp, S),....5,,, such that all strings in Z,

having x; asthe left most occurrence of0 is included in Sj.

O<j<k and all strings with no occurrence of 0 (ic.

x,#0, OsSjSk)is included in S,,,. We note that

Seap=(d-"! and |S = (dtd,
O<jsk . We define an ordering relation between every

pair of stringsin Z, .Eachstringin S; is smaller than each

suing in 5; if i < j. For two strings 6),0,¢€ 5; '
O<jsk+), if O,= xpx,...x, and = Yoope NE
and ris the largest integer such that x,#y, then 6, <O,

ifx<y, .

Definition: For any string o, = AQ pee XjeeeXpork the

SUING Dy = XQX poe XjeApe dy obtained by interchangingia

the digits in the i” and the j" position in o,, will be called
the i-j-image of 6, :

Clearly, if oy is the i-j-image of a, then ©, is thei-j-

image of O, and if x; = xj, Oy and GO, represent the
same node.

We will represent each node of the interconnection

topology by a distinct string xgx,...4, of Z,. As

dé<n <d**! , all strings of Z, will not be used to
representthe nodes in G. Wewill use 1 smalleststrings from

Z, (0 represent the nodes of G. Suppose the largest string

representing a node is in Sy,. We will use a node and its

string representation interchangeably. We will use the term

used string to denote a string of Z, which has been already
used to represent some node in G. All other strings of Z,
will be called unused strings.

Property 1: all strings of Sy are used strings.

Property 2: if ge S; is an used string, then all strings
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of Sp, Sy... S;- , are also used strings.
Property 3: If o, = Ox)...4,, 0, is the 0-1-image of

Go, and x,#0.then G,€ S, .

Property 4: If o, = Ox,...4,, x, #0 and o,, the 0-

l-image of o, . is an unused string, then all strings of the

form x,x,...4,j/. OS jf $d—1 are unused strings.
The proofs for Properties 1 - 4 are trivial and are

omitted.

We now define the edge set of the digraph G. Let any

node u in G be represented by xox,...x, . The outgoing
edges from node u are defined as follows:

* There is an edge xox X4...x4 X(X2..-4,J when-

ever x)X,...t,j isan used string, forsome j€ Z,

* There isanedge Ox) x9...4, 9 4,029...

wheneverthe following conditions hold:

a) X,X5...4,/ is an unused string for at least one

je Z and

b) ,0....1, , the O-I-image of u, is an used string ©

* There is an edge Ox) «,...x, 9 Ox5...x,j forall

j © Z wheneverthe following conditions hold:

a) x, #0 and

b) x,Ox,...1,, the 0-1-image of u, is an unused
string

We note that if ue 5; .j > 0, node v = x) 2%4...4,J

always exists (from property 2, since ve Sjo4 ). As an
example, we show a network with 5 nodes for d= 2, k =2 in
figure 1. We have used a solid tine for an edge of the type

KX %g- Xx “9 X)45...4,), a line of dots for and a line of
dashes and dots for an edge of the type

Ox, x9...4, 9 Oxy....x,/. We note that the edge from 010 to
100 satisfies the condition for both an edge of the type

Xox peaKe pFQea and an edge of the type

Ox) x4-..Xy 9 402...

 
Figure 1: Interconnection topology with d= 2, k=

2 for n= 5 nodes.

2.2 Limits on Nodal Degree

In this section, we derive the upper limits for the
indegree and the outdegree of each nodein the network. We
will show that, by not enforcing the regularity, we can easily
achieve scalability. As we add new nodes to the network,
minor modifications of the edges in the logical topology
suffice, in contrast to large number of changesin the edge-
sel as required by other proposed methods.

Theorem 1: In the proposed topology, each node has an
outdegree of up to d.

Proof: Let « be a node in the network given by

XgxX1--Xy € 3; . We considerthe following three cases:

i) O<j Sk: For every v given by x) x5...4, for allt

O<1Sd-1 is an used string since ve Sjep There-

fore the edge u — v exists in the network. Ifue S;, j
> 0, these are the only edges from u. Hence, # has out-
degree d.

ii) j = 0: According to our topology defined above, u

will have an edge to x) x9...4,j whenever yXge Xgl
is an used string for some je Z. We have three sub-
cases to consider:

* If x, x4...4,/ is an used string forall j, OS j<d
then u has outdegree d.

* Otherwise,if p of the strings x,x5...4,/ are used

strings, for some j, O < j <d and the O-l-image of u
is also an used string, then u has edgesto all the p

nodes with used strings of the form x,x4...x,j and

to the 0-]-image of u. Hence u has outdegree p + |.
Here u has an outdegree of at least 1 and at most d.

¢ Otherwise,if the 0-1-image of u is an unused string,

then all strings of the form x,x5...4,j are unused
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strings (Property 4) and u has d outgoing edges to

nodesofthe form Ox,x3...x,/, OS j<d. Hence u

has outdegree d.

iii) j = & +b: If p of the strings x)x,...1,j are used

strings, for some j, 0S j <d, then u has outdegreeof p.

We note that x).t4...1,0 € S, is an used string. There-

fore 1 $ p $d. and u has an outdegreeofat least / and
at most d.

Theorem 2:In the proposed topology, each node has an
indegree of up to d+1.

Proof: Let us considerthe indegrec of any node v given

by yop, e Fj. AS described in 2.1, there may be three
type of edgesto node v as follows:

* Anedge tyovp---3g_y oyyy Whenever

Yo) +N__ 1 18 an used string, for some re Z.
There may be at most d edgesofthis typeto v.

* If y, = 0, yg #0 there may be an edge

Oyya---¥y YOYNy

* Hf yg = Gand tygy,..-¥,_ , is an unused string for

some fe Z , there is an edge

OLY eSgap YON Ny There may be at most d

edgesofthis type to v.

Wehave to consider 3 cases, j =0,j=tandj>l.ffj>l,

the only edges are of the type tyoy)-.-¥g_ p PION Ne

and there can be up to d such edges. If j = lL, in addition to

the edges are of the type 1¥9)p---Yg_ Joypeg there

can be only, one edge of the type Oygy2.--¥y > Noy Ny-
Thusthe total number of edges cannot exceed d + I, in this

case.Ifj = 0, an edgeof the type Oly, ...¥g¢_ ) Yop Ne
exists if and only if the corresponding edge of type

LVGN) Yee POY -¥_ does not exist in the network.
Therefore, there are always exactly d incoming edgesto vin
this case.

2.3 Node Addition to an Existing Network

In this section we consider the changes in the logical
topology that should occur when a new node is added to the
network. We show that at most O(d) edge changes in G
would suffice when a new node is added to the network.

When a multistar implementation is considered, this means
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O(d) retuning of transmitters and receivers, whereas for a
wavelength routed network, this means redefinition of O(d)
lightpaths. In contrast, for other proposed topologies(8), [9]
the number of edge modifications needed was O(nd). As
discussed in the previoussection, the nodes are assigned the
smallest strings defined earlier. Addition of a new node i
implies that we will assign the smallest unused string to the

newly added node. Let the string be xpx,...4, € 5; . We
consider the following three cases: ;

i) I<jsk: For every v given by x)x4...4,!,

Osrsd-l,veS,_,. Therefore v is an used string
and we have to add a new edge u—v to the net-

work. The node given by wy = Oxgx,...4,_, 18 guar-

anteed to be an used string, since wae Sg and we

have to add anew edge wy->u to the network. If

t, = 4-1, we haveto delete the edge from Wo loits
Q-l-image at this time. For every w given by

weS. and is aniXoX,--y_p Lsisd-L jel.
unused string. Therefore wo is the only predecessor of
u.

ii) f= Atl Ef v = xyxy...ayt, OS1S p— Tis an

used string, we add a new edge u-—>v_ to the net-

work. We note that X4%q...%,0 € S, is an used string.
Therefore, there is at least one v such that uv

exists. Similarly, if w = txpx,...4,_), OSISp- lis

an used string, we add a new edge w—u to the net-

work. We note that Wy = Oxgxy...t,_, € Sg is an
used string. Therefore, there is at least one w such that

w—u exists. If x, = d-1, we delete the edge from
Wo to its O-1-image at this ime.

iii) j = 1: Let w, = Oxoxy...x, be the 0-1-image

of u. Before inserting u. the node Ox9%2..-%, was

connected to all nodes v = Oxy...x,f, OS¢Sd-1
(case iii in our topology given in 2.1).We have to

+ delete the edge w.—v for each node

v = Oxg...x,¢ in the network.

* addanedge uv foreach node v = Ox4...4,!
in the network.

* addanewedge wy =Oxpx,...4,_., 7" tothe& 0 OF FHI
network
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* If w.#wy .addanedge w,—u tothe network.

olf, =d-1 and wy # 0x,000...0 delete the
edge from wg toits Q- l-image.

 
Figure 2: Expanding a topology with d=2, k=2

from (a) n= 5 to (b) n =6 nodes.

Figure 2(a) shows again the network with 5 nodes given
in Figure !. We choose the smallest unused string

u = 101 to represent the new node being inserted. The
node u will have outgoing edges (shownbysolid lines)to all
nodes of the form 01j, to nodes 010 and O11. The 0-1 image
of uis node 011. Henceall edges from 01 I to nodes O10 and
011 are deleted an a new edge from 101 to O11 is inserted
(shownby a dashed line). Also a new edgeis inserted from
node 010 to 101. The final network is shown in Figure 2(b)

3. Routing strategy

In this section, we present two routing schemes in the
proposed topology from any source node S to any
destination node D. Let S be given by the string

Xk. TE 5; and D be given by the string
Yor Ye ES, -

3.1 Routing scheme

Let { be the length of the longest suffix of the string

XoX,---T_ that is also a prefix of yoy,--.¥, and let
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O(S,D) denote the string xox) --.4494rer); OF

length 2(k+1)-1. Since o(S, D) is of length 2(k+1)- d, ithas
(k+1)-I+1 substrings, each of length (k+1). Two of these
substrings represent S and D.Since S and D are nodes in the
network, these two substrings are used strings. If all the

remaining k-/ substrings of o(S, D) having length k+1 are
also used strings, then a routing path from S to D of length
k+1-d exists as given by the sequence of nodes given in (1)
below.

SH xh peekyD LyXye KVP Lye kagA4a 1?

vee PRY Melape POON, ED qh)

In other words,if all the k - 1+ 2 substrings of o(S, D)

are used strings, we can use O(S, D) to represent the path
from S to D in (1).

Property 5:If all the k - 4+ 2 substrings of a(S, D) are

used strings, o(S, D) represents the shortest path from S to
Dz.

However, if some of the substrings of o(S, D) are not
used strings, then some of the corresponding nodes do not
currently appear in the network and hencethis path does not

exist. We note that any two consecutive strings in o(5, D)

is given by @B, where O& = xx) Apelap

O<isk-I[-|,and

B= xp tierOMe MeDeiLet Bde the
first unused string in (1). According to our topology, either

ae S, or ae S,,,.

Property 6: If a€ Sg and

Y= 4 O82Ta eera pe the O-l-image of & is
an usedstring, then

* o(S,@) represents a path from S to & of length i,
there exists a path

YP OK2IMsMetei |

* 6(8,D) isa string of length k+2-l-i

Property 7: If ae Sy and

Y= xy OK2Sg pe Neg; the O-1-image of a is

an unused string, then

* 6(S,a) represents a path from S to @ of length i,
¢ there exists a path
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9B = OF; aTENEMD i tl

* 0(6,D) isa string of length k+2-(-i

Properties 6 and 7 follow directly from our topology
defined in 2.1.

Property 8: If a network containsall nodes in So, Sj, ... . Sy

then

* there exists an edge S > y = x,x5...x,0 and

* o(y,D) represents a path from @ to D oflength
that cannot exceed k+1.

Proof of Property 8: Since the network containsall

nodes in Sp, Sy... 54, YE S; for some j, 7S k and must
exist. Our topology (section 2.1) ensures that the edge

S—>y exists. The path given below consists only strings

belonging to groups S;, OSiSk and hence are used
strings:

Y 4. KONG XG. AEO¥QYOMy=The
numberof edges in the path is k+ 1, hence the proof.

Theorem 3:The diameter of a network using the
proposed topology cannot exceed 2(k+1).

Proof: We consider any source-destination pair (S, D).

If all the k - + 2 substrings of o(S, D) are used strings,

a(S, D) represents the shortest path from S to D and

cannot exceed k+1. If B is the first unusedstringin (1), and

a is the preceding string then we have to consider two
cases:

Case |) Ge Sq: In this situation we can apply

property 6 if O-l-image of & is an used string.
Otherwise we can use property 7. If we can use
property6, il means we need two edgesto insert the

digit ¥;,;41- Allernatively, if we can use

property 7, it means we need one edgeto insert the

digit Yy4 541 -

Case 2) ae S,,, : In this situation we discard the
partial path from S to a. The first edge in our new

path will be S$ = xpxy...t, xpxq..-4,0.

Property 8 guarantees that once we have this
situation, we can always start all over again

Yopore d'k

encountering an unused string and requires a

inserting digits without ever
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maximum of k+1 edges.This represents the worst
case since there may exist a shorter path by finding

the longest suffix of x,x,...x,0 that matchesthe

corresponding prefix of D. In this case the path
cannot exceed k + 2.

Case | can appear repeatedly. The worst situation is
when we have to apply it to insert every digit of D. In other
words, the path in this case can be as longas 2(k+1).

3.2 Example ofrouting

Let us consider the network of Figure 2(b). Suppose, S
= 011 and D = 001. Since the only outgoing edge from 011
is to its O-l-image 101, the first edge in the path is

O11 —> 101 . From 101, we shift in the successive digits of

the destination. So, the final path is given by
§ = 01131013010 100001 = D. In__this

particular example, there are no nodes belonging to group
k+1. So, case 2 is not used.

4. Experiments to determine the average hop
distance :

We carried out some experiments to determine the

average hop distance h. In cach ofthese experiments, we
have started with a given value of d, the minimum indegree
(or outdegree) and a specified value of an integer k. The

network with d* nodesis identical to that given in (8). We

have calculated the average hopdistance f of this network
from the hop distances of every source/destinations pairs
using the routing scheme described in the previous section.

Then we have added a nodeto the network and calculated A

for the new network in the same way. We continued the

process of adding nodes until the nctwork contained d‘*!
nodes. The results of the experiments are shown in Table |
and revealthe following:

* The average hopdistance is approximately k+1.
* The average hop distancestarts at approximately k

and increases to approximately k+1 as we start add-
ing nodesto the network.

Weinterpret these results as follows. Even thoughthe
diameter is 2(k+1), the numberof lightpaths through paths
involving 0-1 images, which increase the numberofhops,is
relatively small. Our networkis identical to that in {2} when

: . : +1
the number of nodesin the networkis a or. a and,for
these values, it is <ncwn that the network has a diameter of
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k and k+1 respectively.

Table 1: Variation of average hop distance with number of
nodes

Numberof k average hop

nodes h
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5. Conclusions

 

  
 
 

 
  

  
 

 

  
  

In this paper we have introduced a new graph as a
logical network for multihop networks. We have shownthat
our network has an attractive average hop distance
compared to existing networks. The main advantage of our

478

approachis the fact that we can very easily add new nodes
to the network. This means that the perturbation of the
networkin terms of redefining edges in the networkis very
small in ourarchitecture. The routing schemein our network
is very simple and avoids the use of routing tables.
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UNITED STATES PATENT AND TRADEMARKOFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 1450

Alexandria, Virginia 22313-1450www.uspto.gov

 
NOTICE OF ALLOWANCEAND FEE(S) DUE

PERKINS COIE LLP EDELMAN, BRADLEY E
PATENT-SEA
P.O. BOX 1247

SEATTLE, WA 98111-1247 2153
DATE MAILED:08/26/2004

09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

TITLE OF INVENTION: JOINING A BROADCAST CHANNEL

SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEF(S) DUE DATE DUE

nonprovisional $1330 $1330 11/26/2004

THE rien:ibeivriic “ABOVE HAS BEENEXAMINEDAND IS ALLOWED-FOR ISSUANCEAS A: PATENT.
THIS APPLICATION IS SUBJECTTOWITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS

STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE
REFLECTS A CREDIT FOR ANY PREVIOUSLYPAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR
AN EQUIVALENT) MUST BE RETURNED WITHIN THIS PERIOD EVENIF NO FEE IS DUE OR THE APPLICATION WILL
BE REGARDED AS ABANDONED.

HOW TO REPLY TO THIS NOTICE:

I. Review the SMALL ENTITYstatus shown above.

If the SMALL ENTITYis shown as YES,verify your current If the SMALL ENTITYis shown as NO:
SMALLENTITYstatus:

A.If the status is the same, pay the TOTAL FEE(S) DUE shown A. Pay TOTAL FEE(S) DUEshownabove,or
above.

B. If the status above is to be removed, check box 5b on Part B - B. If applicant claimed SMALL ENTITYstatus before, or is now
Fee(s) Transmittal and pay the PUBLICATION FEE (if required) claiming SMALL ENTITYstatus, check box 5a on Part B - Fee(s)
and twice the amountof the ISSUE FEE shownabove,or Transmittal and pay the PUBLICATIONFEE(if required) and 1/2

the ISSUE FEE shownabove.

II. PART B - FEE(S) TRANSMITTALshould be completed and returned to the United States Patent and Trademark Office (USPTO) with
your ISSUE FEE and PUBLICATIONFEE(if required). Evenif the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. If you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

II. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER:Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenancefees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.

Page | of 4

PTOL-85 (Rev. 08/04) Approved for use through 04/30/2007.
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PART B- FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450
or Fax (703) 746-4000

INSTRUCTIONS:This form should beused for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed whereappropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address asindicated unless corrected below or directed otherwise in Block I, by (a) specifying a new correspondence address; and/or (b) indicating a separate "KEE ADDRESS"formaintenancefee notifications.
CURRENT CORRESPONDENCE ADDRESS(Note: Use Block | for any change of address)

Note: A certificate ofmailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying
papers. Each additional paper, such as an assignmentor formal drawing, must

 

25096 7590 08/26/2004 ave its owncertificate ofmailing or transmission.

PERKINS COIE LLP Certificate of Mailing or Transmission
PATENT-SEA I hereby certify that this Fee(s) Transmittal is being deposited with the United

. States Postal Service with sufficient postage forfirst class mail in an envelope
P.O. BOX 1247 addressed to the Mail Stop ISSUE FEE address above, or being facsimileSEATTLE, WA 98111-1247 transmitted to the USPTO (703) 746-4000, on the date indicated below.>

(Depositor’s name)

(Signature)

(Date)

09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

TITLE OF INVENTION: JOINING A BROADCAST CHANNEL

SMALL ENTITY ISSUE FEE PUBLICATION FEE TOTAL FEE(S) DUE DATE DUE

NO $0nonprovisional $1330 $1330 11/26/2004

oo “EXAMINER =~ ART UNIT CLASS-SUBCLASS --|--- 22IS

EDELMAN, BRADLEY E 2153 709-221000
 

   
 
 
 

 

1. Change of correspondence address or indication of "Fee Address" (37CFR 1.363).

{Ld Change of correspondence address (or Change of Correspondence
Address form PTO/SB/122)attached.

(Ld "Fee Address"indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Numberis required.

2. For printing on the patent front page,list

(1) the names of up to 3 registered patent attorneys 1
or agents OR,alternatively,

(2) the nameof a single firm (having as a member a 2
registered attomey or agent) and the names ofup to
2 registered patent attorneys or agents. Ifno name is 3
listed, no name will be printed,

w . ASSIGNEE NAME AND RESIDENCE DATATO BE PRINTED ON THE PATENT(print or type)

PLEASE NOTE: Unlessan assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has beenfiled for
recordation as set forth in 37 CFR 3.11. Completion ofthis form is NOTa substitute for filing an assignment.

(A) NAMEOF ASSIGNEE (B) RESIDENCE:(CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : (J) individual! Corporation or other private group entity (d Government 
4a. The following fee(s) are enclosed: 4b, PaymentofFee(s):

LB issue Fee (} A checkin the amountofthe fee(s) is enclosed.
(J Publication Fee (No small entity discount permitted) oy Paymentby credit card. Form PTO-2038 is attached.
I} Advance Order - # of Copies Ly The Director is hereby authorized by charge the required fec(s), or credit any overpayment, toDeposit Account Number (enclose an extra copy ofthis form), 

5. Changein Entity Status (from status indicated above)
a. Applicant claims SMALL ENTITYstatus. See 37 CFR 1.27. (Yb. Applicantis no longer claiming SMALL ENTITYstatus. See 37 CFR 1.27(g)(2).

The Director of the USPTO is requested to apply the Issue Fee and Publication Fee (if any) or to re-apply any previously paid issue fee to the application identified above.
NOTE:TheIssue Fee and Publication Fee (if required) will not be accepted from anyoneother than the applicant; a registered attorney or agent; or the assignee or other party in
interest as shownby the records of the United States Patent and Trademark Office.

 

 

Authorized Signature Date

Typedorprinted name Registration No. 

This collection of information is required by 37 CFR 1.311. The informationis required to obtain orretain a benefit by the public whichisto file (and by the USPTOto process)an application. Confidentiality is governed by 35 U.S.C, 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,preparing, and
submitting the completed application form to the USPTO.Timewill vary dey ending uponthe individual case. Any comments on the amount of time you require to completethis form and/or suggestions for reducing this burden, should be sentto the Chief Information Officer, U.S. Patent and Trademark Office, U.S, Department of Commerce, P.O.
Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450,
Alexandria, Virginia 22313-1450.
Under the Paperwork Reduction Act of 1995, no persons are required to respondto a collection of information unless it displays a valid OMB control number. 

PTOL-85 (Rev. 08/04) Approved for use through 04/30/2007. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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UNITED STATES PATENT AND TRADEMARKOFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

PERKINS COIE LLP EDELMAN, BRADLEY E
PATENT-SEA

SEATTLE, WA 98111-1247 2153

DATE MAILED:08/26/2004

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment to date is 719 day(s). If the issue fee is paid on the date that is three months after the
~mailing-date ofthis notice’and thepatent issues-on-the Tuesday before. the-date-that-is.28.weeks-(six-and.a half... .
months) after the mailing date of this notice, the Patent Term Adjustment will be 719 day(s).

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustmentis the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Retrieval
(PAIR) WEBsite (http://pair.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (703) 305-1383. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at (703) 305-8283.

Page 3 of 4
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UNITED STATES PATENT AND TRADEMARKOFFICE 
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 1450

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATIONNO.

 
09/629,570 07/3 1/2000 Fred B. Holt 030048002US S411

PERKINS COIE LLP EDELMAN, BRADLEYE
PATENT-SEA
POBOX 12

SEATTLE, WA 98111-1247 2153
DATE MAILED:08/26/2004

Notice of Fee Increase on October 1, 2004

If a reply to a "Notice of Allowance and Fee(s) Due"is filed in the Office on or after October 1, 2004, then the
amount duewill be higher than that set forth in the "Notice of Allowance and Fee(s) Due" becausean increase in fees
effective on October 1, 2004 is anticipated. See Revision of Patent Fees for Fiscal Year 2005; Proposed Rule, 69 Fed.
Reg. 25861, 25863, 25864 (May 10, 2004).

The current fee schedule is accessible from WEBsite (http://www.uspto.gov/main/howtofees.htm).

.. “If the fee paidis theamount shown onthe:"Notice ofAllowance andFee(s) Due"-but-not-the-correct amountin-view
of the fee increase, a "Notice of Pay Balance of Issue Fee" will be mailed to applicant. In order to avoid processing
delays associated with mailing of a "Notice of Pay Balance of Issue Fee,"if the response to the Notice of Allowance
is to be filed on or after October 1, 2004 (or mailed with a certificate of mailing on or after October 1, 2004), the
issue fee paid should bethefee that is required at the time the fee is paid. See Manualof Patent Examining Procedure
(MPEP), Section 1306 (Eighth Edition, Rev. 2, May 2004). If the issue fee was previously paid, and the response to
the “Notice of Allowance and Fee(s) Due" includes a request to apply a previously-paid issue fee to the issue fee
now due, then the difference betweenthe issue fee amountat the time the response is filed and the previously-paid
issue fee should be paid. See MPEP Section 1308.01.

 

Effective October 1, 2004, 37 CFR 1.18 is proposed to be amendedby revising paragraphs (a) through (c) to read as
set forth below. As stated above, the final fee may be a different amount, and applicant should check the WEBsite
given above whenpayingthefee.

Section 1.18 Patent post allowance (including issue)fees.

(a) Issue fee for issuing eachoriginal or reissue patent,
except a design or plantpatent:

By a small entity (Sec. 1.27(a))....::eeeeeee $670.00
Byother than a small entity.........eee $1,340.00

(b) Issue fee for issuing a design patent:
By a smallentity (Sec. 1.27(a)).....eee $245.00
Byother than a small entity...eee $490.00

(c) Issue fee for issuing a plant patent:
By a small entity (Sec. 1.27(8))...-.-eee $325.00
By other than a small entity.............-eese $650.00

Questions relating to issue and publication fee payments should be directed to the Customer Service Center of the
Office of Patent Publication at (703) 305-8283.

Page 4 of 4
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Application No. Applicant(s) N

09/629,570 HOLT ET AL.
Examiner Art Unit

Bradley Edelman 2153

-- The MAILING DATE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITSIS (OR REMAINS) CLOSEDin this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENTRIGHTS.This application is subject to withdrawal from issue attheinitiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

  
 

Notice ofAllowability

  
  
  
  
   
  

  
 

 
 
 

 
 

 

 

4. KX] This communication is responsive to the amendmentfiled on May 10, 2004.

2. ] Theallowed claim(s)is/are 1-17.

3. Bx] The drawingsfiled on 37July 2000 are accepted by the Examiner. 
4. [Lj Acknowledgmentis madeofa claim for foreign priority under 35 U.S.C. § 119(a)-(d)or(f).

a) All b)(J) Some* c)L] None_ofthe:
1. (1 Certified copies of the priority documents have been received.

2. ( Certified copies of the priority documents have been received in Application No. ___

3. LJ Copiesof the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received: 

~~Applicant hasTHREE MONTHS FROM THE“MAILING DATE”ofthiscommunicationtofileareplycomplyingwith therequirements| -
noted below. Failure to timely complywill result in ABANDONMENTofthis application.
THIS THREE-MONTH PERIODIS NOT EXTENDABLE.

5. [1] A SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER’S AMENDMENTor NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

6. [[] CORRECTED DRAWINGS(as“replacement sheets’) must be submitted.

(a) F including changes required by the Notice of Draftsperson’s Patent Drawing Review ( PTO-948)attached
1) [1] hereto or 2) ((] to Paper No/Mail Date.

(b) CJ including changesrequired by the attached Examiner's Amendment / Commentorin the Office action of
Paper No./Mail Date

Identifying indicia such as the application number(see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as suchin the header according to 37 CFR 1.121(d).

7. (J DEPOSIT OFand/or INFORMATIONaboutthe deposit of BIOLOGICAL MATERIAL mustbe submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

  
 

 
 

 
 

 

Attachment(s)
1. (] Notice of References Cited (PTO-892) 5. C1 Notice of Informal Patent Application (PTO-152)
2. C1 Noticeof Draftperson's Patent Drawing Review (PTO-948) 6. X] Interview Summary (PTO-413),

Paper No./Mail Date .
3. (1 Information Disclosure Statements (PTO-1449 or PTO/SB/08), 7. J Examiner's Amendment/Comment

Paper No./Mail Date
4. (] Examiner's Comment Regarding Requirement for Deposit 8. & Examiner's Statement of Reasons/o 9

of Biological Material 9. [] Other . 
 

  
  

B. Bar

PERVISORY PATENT EXAMINER
TECHNOLOGY CENTER 2100

U.S. Patent and Trademark Office

PTOL-37 (Rev. 1-04) Notice of Allowability Part of Paper No./Mail Date 2004081
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Application/Control Number: 09/629,570 Page 2
Art Unit: 2153

EXAMINER’S AMENDMENT

An examiner's amendmentto the record appears below. Should the changes

and/or additions be unacceptable to applicant, an amendment maybefiled as provided

by 37 CFR 1.312. To ensure consideration of such an amendment, it MUST be

submitted no later than the paymentofthe issue fee.

Authorization for the claim cancellation and re-writing of the abstract in this

examiner's amendmentwas given in a telephone interview with Chun Ng on August13,

2004.

The application has been amendedasfollows:

IN THE CLAIMS:

a. Cancel claims 32-40.

IN THE SPECIFICATION:

a. In the “Cross-Reference to Related Applications” section of the Amendmentfiled

on May 10, 2004, delete all parenthetical references to Attorney Docket Numbers.

b. In the “Cross-Reference to Related Applications” section of the Amendmentfiled

on May 10, 2004, online 12, after the phrase “No. 09/629,043, entitled ‘AN

INFORMATION DELIVERY SERVICE,’ filed on July 31, 2000,” insert the phrase --, now

U.S. Patent No. 6,714,966--.

IN THE ABSTRACT:

Replace the abstract with the abstract that appears on the following page:
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Application/Control Number: 09/629,570 Page 3
Art Unit: 2153

Abstract:

A technique for adding a participant to a network is provided. This technique

allows for the simultaneous sharing of information among manyparticipants in a

network without the placement of a high overhead on the underlying communication

network. To connect to the broadcast channel, a seeking computerfirst locates a

computerthatis fully connected to the broadcast channel. The seeking computer then

establishes a connection with a number of the computers that are already connected to

the broadcast channel. The technique for adding a participant to a network includes

identifying a pair of participants that are connected to the network, disconnectingthe

participants of the identified pair from each other, and connecting each participant of the

identified pair of participants to the added participant.
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Application/Control] Number: 09/629,570 Page 4
Art Unit: 2153

Allowable Subject Matter

Claims 1-17 are allowed.

The following is an examiner’s statement of reasons for allowance: the claims are

allowed for the reasons set forth by Applicant in Applicant's responsefiled on May10,

2004.

Any comments considered necessary by applicant must be submitted nolater

than the paymentof the issue fee and, to avoid processing delays, should preferably

_ accompany the tissuefee. Such submissions should be clearly Ialabeled “Comments¢on
- Statement of Reasons for Allowance."

Conclusion

The prior art made of record and not relied upon is considered pertinent to

applicant's disclosure.

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Bradley Edelman whose telephone numberis 703-306-

3041. The examiner can normally be reached from 9 a.m. to 5 p.m.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Glen Burgess can be reached on 703-305-4792. The fax phone numberfor

the organization wherethis application or proceeding is assigned is 703-872-9306.



1387

— BE — a0rn

Application/Control Number: 09/629,570 Page 5
Art Unit: 2153

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system,see http://pair-direct.uspto.gov. Should

you have questions on accessto the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free).

August 13, 2004

 - Zz, TON B“BURGES
SUPERVECAY PATENT EXAMINER

TECHNOLOGY CENTER 2100
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. 09/629,570 HOLT ET AL.

Interview Summary Examiner Art Unit
Bradley Edelman 2153 

All participants (applicant, applicant's representative, PTO personnel):

(1) Bradley Edelman. (3)____.

(2) Chun Ng. (4)

Date of Interview: 13 August 2004.

Type: a)] Telephonic b)[_] Video Conference
c)L] Personal (copy given to: 1)L] applicant 2)(_] applicant’s representative]

Exhibit shown or demonstration conducted: d)] Yes  e)XX] No.
If Yes, brief description:

Claim(s) discussed: 32-40.

identification of prior art discussed:

_Agreementwith respect to the claims f)[x] was reached. g)(_] was not reached. h)C] N/A.

Substance of Interview including description of the general nature of what was agreedto if an agreement was
reached, or any other comments: Examiner explained that because of the amendmentto claim 32, claims 32-40
would be restrictable by original presentation as a combination sub-combination. Examiner proposed that Applicant
cancel those claims to place the remainder of the application in condition for allowance. Applicant's representative
agreed to cancel the claims.

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would renderthe claims
allowable,if available, must be attached. Also, where no copyof the amendments that would renderthe claims
allowable is available, a summary thereof must be attached.)

THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION MUST INCLUDE THE SUBSTANCE OF THE

INTERVIEW. (See MPEP Section 713.04). If a reply to the last Office action has already beenfiled, APPLICANT IS
GIVEN ONE MONTH FROM THIS INTERVIEW DATE, OR THE MAILING DATEOF THIS INTERVIEW SUMMARY
FORM, WHICHEVERIS LATER, TO FILE A STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See
Summary of Record of Interview requirements on reverse side or on attached sheet.

Examiner Note: You mustsign this form unlessit is an
Attachmentto a signed Office action.
 

 
U.S. Patent and Trademark Office

PTOL-413 (Rev. 04-03) Interview Summary Paper No. 20040813
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(PATENT)

IN THE UNITED STATES PATENT AND TRADEMARKOFFICE

In re Patent Application of:
Holt etal. Allowed: August 26, 2004

Application No.: 09/629,570 Confirmation No.: 5411

Filed: July 31, 2000 Art Unit: 2153

For: JOINING A BROADCAST CHANNEL Examiner: B. E. Edelman
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Commissionerfor Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Sir:
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August 26, 2004 Notices of Allowance and Allowability regarding the above-identified
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1432



1433

*

Application No.: 09/629,570 Docket No.: 030048002US

Applicant believes no fee is due with this response. However,if a fee is due, please

charge our Deposit Account No. 50-0665, under Order No. 030048002US from which the

undersignedis authorized to draw.

Dated: Ul [tise Respectfully submitted,

By
Chun M. Ng

Registration No.: 36,878
PERKINS COIE LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000
(206) 359-7198 (Fax)
Attorneys for Applicant

1433



1434

| hereby certify that this correspondenceis being deposited with the U.S. Postal
Service as Express Mail, Airbill No. EV488421372US, in an envelope addressed
to: MS PGPUB Drawings, Commissionerfor Patents, P.O. Box 1450, Alexandria,

VA 22313-1450, on the date shown below. Docket No.: 030048002US

patea:_ 11/233] ef sonneleleek Client Ref No. 99-481A : % (PATENT)
s : IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
\eerg857rePatentApplicationof

Holt et al.

Application No.: 09/629,570 Confirmation Number: 5411

Filed: July 31, 2000 Art Unit: 2153

For:JOINING A BROADCAST CHANNEL Examiner: B. E. Edelman

SUBMISSION OF FORMAL DRAWINGS

MS Issue Fee

Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Sir:

Submitted herewith is one set (thirty-nine sheets, thirty-four figures) of formal

drawingsforfiling in the above-identified patent application. Kindly substitute the enclosed

formal drawingsfor the informal drawings submitted with the originally filed application.

Applicant believes no fee is due with this response. However,if a fee is due, please

charge our Deposit Account No. 50-0665, under Order No. 030048002USfrom which the

undersigned is authorized to draw.

Dated: bl /@ % Oo ¥ Respectfully submitted,

pyoe
Chun M. Ng

Registration No.: 36,878
PERKINS COIE LLP

P.O. Box 1247

Seattle, Washington 98111-1247
(206) 359-8000
(206) 359-7198 (Fax)
Attorney for Applicant
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Approved for use tuough 07/51/2008. OMS 0651-0031

US. Patent and Trademask Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act c! 1995, no parsons 279 required to respand tp a coflocion of infooraon untoss 2 contains a vid OMB contol number.

09/629,570-Conf. #5411
Substitute for form 1449A/B/PTO

 
 INFORMATION DISCLOSURE

STATEMENTBY APPLICANT

B.E Edelman

Docket Number 030048002US

U.S. PATENT DOCUMENTS

 

First Named Inventor Fred B. Holt

(Use os many sheets es necessary)

i

    
Pages, Cotumns, Lines, Where

‘ a Publication Date Name o! Patentee ora mown|sesamedceteeee|Maer

US-2002-0027896 Hugheset al.

US-5,058,105 10/1991 Mansouret al.

US-5,079,767 01/1992

US-5, 345,558 08-06-1994 {Opher

uss.ove767
uss.s4sss8

04-23-1996

Bodneret al.

10-22-1988 |Sitbon

05-26-1998

121998 |Remanathan

07/1989 [Gopinath et al.

US-5,946,316 08-31-1999

09/1999 Nattkemperet al.

10/1999 Passintet al.

°ad~= 2©“

US-5,970,232

08-06-2000 |Hebel eta.

US-%, 115,580. 09/2000
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Kurashimaetal.Noe aw a Py

02-27-2001 |Kayashima
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06-26-2001 {Hunter

US-6,269,080 07-31-2001

P|||US-6,272,548 0872001 |Cotter et al.
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FOREIGN PATENT DOCUMENTS

 
“EXAMINER:tnitial H reference considered, whether or not citation is in conformance with MPEP 609. Craw line trough citation if not in conformance end not
considered. include copy ofthis form with next communication to applicant ‘Applicants unique ciaton dasignaton number (ontonal. 2 See Kinds Codes cf
USPTO Patent Documents at www.usoto.gov of MPEP 601.04, * Enter Office that issued the documant, by the two-lettar code (WIPO Standard ST.3). "For
Japanese patent documents, the indication of the year of the reign of the Emperor must precede the serial number of the patent document “Kind of document
by the appropriate symbols as indicated on the document under WIPO Standaid ST.16 i passibie. “Appicant is t place a check mark here if English tanguayeTranstation ts aftached,

  
  

 

 NON PATENTLITERATURE DOCUMENTS

Include namo of the author (in CAPITAL LETTERS),tile of the arlicla (when apprapriate),1aof the item (book,
magazina, journal, serial, symposium, catalog, etc), date, page(s), volume-issua number(s), publisher, city rand/or country where published.

*A reliable Dissemination Protocolfor interactive Collaboratve
edia, 1995, p. 333-344; .

efyavatkar9Sreliable.htim

   

  
 
 

 

 PR-Newswye-"MicrosoftAnnaucesLaunchDate forUtraComs,Its Second Premium Title for
the internet Gaming Zone,” March 27, 1998, ppt ff 
 

 
 

 
   

PEERCYetal, ‘Distributed Algorithmsfor Shortest-Path, Deadlock-Free Routing and
Broadcasting in Arbitrarily Faulty Hypercubes,” June 1980, 20th International Symposium on
Fault-Tolerant Computing, 1990, pp-218-225
AZAR et al., “Routing Suategies for Fast Networks,” May 1992, INFOCOM '92 Eleventh
Annual Joint Conference of the IEEE Computer Communications Societies, vol. 1, 170-17S/##

 

 

“EXAMINER: inital reference considered, whathercrnat citation isin conformance with MPEP 609, Oraw fina through citation i! nat in conformance afd not
considered. Inctude copy of this form with next communication to eppicant

Examiner y p DataearnTDadeGMb’__—_—_loamsares
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QUERY CONTROL FORM

ApplicationNo. @ EsO Prepared byExaminer-GAU Tre CSS — AGS Date
No. of queries

. Serial No. t. Foreign Priority k. Print Claim(s)

. Applicant(s) g. Disclaimer I. Print Fig. q. PTOL-85b

. Continuing Data h. Microfiche Appendix m. Searched Column r. Abstract

, PCT i. Title n. PTO-270/328 s. Sheets/Figs

. Domestic Priority j. Claims Allowed o. PTO-892 t. Other

 
  
 

SPECIFICATION

 . Page Missing

. Text Continuity

 
@(2pages):ease.exlker sipokarhehockhedrons “(cpplesprovidedopr reference)_|
pS

a

b

c. Holes through Data

d. Other Missing Text

e. lllegible Text

f. Duplicate Text

g. Brief Description

h. SequenceListing

i. Appendix 
 
 

j. Amendments

. Other 
 
 CLAIMS

. Claim(s) Missing

 
 
 
 

. Improper Dependency 
 . Duplicate Numbers 
 
 
 

 
 

. Incorrect Numbering
 

 
 

 
. Index Disagrees rESPons

~0a929FTDW
Punctuation:

 . Amendments

s+©  
 

. Bracketing

Missing Text  

  Duplicate Text

. Other

initials 
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UNITED STATES PATENT AND TRADEMARK OFFICE 
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

 
P.O. Box 1450
Alexandria, Virginia 22313-1450www.uspto.gov

09/629,570 07/31/2000 Fred B. Holt 030048002US 5411

PERKINS COIE LLP EDELMAN,BRADLEYE
PATENT-SEA
P.O. BOX 1247

SEATTLE, WA 98111-1247 2153

DATE MAILED:03/03/2005

Please find below and/orattached an Office communication concerningthis application or proceeding. —

PTO-90C (Rev. 10/03)
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UNITED STATES DEPARTMENT OF COMMERCE

U.S. Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandtia, Virginia 22313-1450

APPLICATION NO./ FILING DATE FIRST NAMED INVENTOR / ATTORNEY DOCKETNO.
CONTROLNO. PATENT IN REEXAMINATION

ART UNIT PAPER

20050301

 

DATE MAILED:

Please find below and/or attached an Office communication concerning this application or
proceeding.

Commissionerfor Patents

Attachedis the Information Disclosure Statement submitted by Applicant on August 9, 2004. Examiner has reviewedthe references,
and has appropriately signed the IDS forms.

Ad Unit 2153

PTO-90C (Rev.04-03)
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTSP.O. Box 1450. 

Alexandria, Virginia 22313-1450www.uspto.gov.

APPLICATION NUMBER PATENT NUMBER GROUP ART UNIT FILE WRAPPER LOCATION

09/629,570 6910069 2153 9200

Correspondence Address/ Fee Address Change

The following fields have been set to Customer Number 64066 on 07/26/2006

* Correspondence Address

The address of record for Customer Number64066is:

PERKINS COIE, LLP
P.O. BOX 1247

PATENT - SEA

SEATT;E,WA 98111-1247

1440



1441

Case 1:15-cv-00282-UNA Document 3 Filed 03/30/15 Page 1 of 1 PagelD #: 499

Mail Stop 8 REPORT ON THE
Director of the U.S. Patent and TrademarkOffice FILING OR DETERMINATIONOF AN

P.O. Box 1450 ACTION REGARDING A PATENT OR

Alexandria, VA 22313-1450 TRADEMARK 
In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 you are hereby advised that a court action has been

filed in the U.S. District Court DELAWARE on the following 

(J Trademarks or ([WPatents. (0 thepatent action involves 35 U.S.C. § 292.):

 
   
 
 

 
 

DEFENDANT

ELECTRONIC ARTSINC. ACCELERATION BAY LLC

  
 
 

TRADEMARRW}. HOLDEROF PATENT OR TRADEMARK

   4 US 6,829,634 B1 12/7/2004 ACCELERATION BAY LLC

5 US 6,910,069 B1 6/21/2005 ACCELERATION BAY LLC

In the above—entitled case, the following patent(s)/ trademark(s) have beenincluded:

DATE INCLUDED INCLUDED BY

C) Amendment (J Answer ( Cross Bill (] Other Pleading
PATENT OR DATE OF PATENT

TRADEMARKNO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK

1 6. US 6,920,497 B1 7/19/2005 ACCELERATION BAY LLC

a
Bf
‘ ee

 
 

 
 

 

 
  

 
In the above—entitled case, the following decision has been rendered or judgement issued:

DECISION/JUDGEMENT

 

 
CLERK (BY) DEPUTY CLERK DATE

Copy 1—Uponinitiation of action, mail this copy to Director Copy 3—Upon termination ofaction, mail this copy to Director
Copy 2—Uponfiling document adding patent(s), mail this copy to Director Copy 4—Casefile copy
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Case 1:15-cv-00311-RGA Document 3 Filed 04/13/15 Page 1 of 1 PagelD #: 446

Mail Stop 8 REPORT ON THE
Director of the U.S. Patent and Trademark Office FILING OR DETERMINATION OF AN

P.O. Box 1450 ACTION REGARDING A PATENT OR
Alexandria, VA 22313-1450 TRADEMARK 

In Compliance with 35 U.S.C. § 290 and/or 15 U.S.C.§ 1116 you are hereby advised that a court action has been
filed in the U.S. District Court DELAWARE on the following

LG Trademarks or (A Patents. ( [1 the patent action involves 35 U.S.C. § 292.):

DATE FILED U.S. DISTRICT COURTPoCKETNOPeNzots DELAWARE
PLAINTIFF DEFENDANT
ACCELERATION BAY LLC TAKE-TWO INTERACTIVE SOFTWARE,INC.,

ROCKSTAR GAMES, INC. AND 2K SPORTS,INC.

Tae

3/2/2004 ACCELERATIONBAY LLC

sea04

5/4/2004 ACCELERATION BAY LLC

42/7/2004 ACCELERATION BAY LLC

In the above—entitled case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY
(J Amendment ( Answer 1 Cross Bill (0 OtherPleading

PATENT OR DATE OF PATENTaTEORPATER LDR OF xTORTRADEMARE
1 6. US 6,920,497 B1 7/19/2005 ACCELERATION BAY LLC

po
po
eo

 

 
  

 
 
 

 
 

 

 

   

 

    
  
 

ACCELERATION BAY LLC 
  
  

 
 

 

  
 

 

 
 

 

 

In the above—entitled case, the following decision has been rendered or judgementissued:

DECISION/JUDGEMENT

 
CLERK

JOHN A. CERINO

Copy 1—Uponinitiation of action, mail this copy to Director Copy 3—Upontermination ofaction, mail this copy to Director
Copy 2—Uponfiling document adding patent(s), mail this copy to Director Copy 4—Casefile copy
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