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036 Patent: Instituted Grounds

* Erickson in view of Tanenbaum96

= 036 Patent: Claims 1, 2-7

Ex. 1005 — U.S. Patent No. 5,768,618 (Erickson)
Ex. 1006 — Tanenbaum, Andrew S., Computer Networks (Tanenbaum96)




036 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

2. Erickson in view of Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

3. Motion to Amend 036 Patent should be denied

ﬂ



036 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

a) A POSA would have naturally looked to Tanenbaum96

when implementing the TCP functionality disclosed in
Erickson

b) Tanenbaum96 does not teach away from the invention

c) APOSA would have a reasonable expectation of success

using Tanenbaum96 to implement Erickson’s TCP
functionality

d) Dr. Horst's 2001 Article shows that "conventional wisdom"
was to offload TCP
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Erickson: Use of fast and slow
applications
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Paper 2 (036 Petition) at 40; Paper 1 (072 Petition) at 35-37;
Ex. 1003.065 (036 Horst Decl.); Ex. 1003.067, .079-.084 (072 Horst Decl.);

Ex. 1005 (Erickson) at Fig. 3.



Erickson: Adapter offloads protocol
processing for fast applications
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Primary Examiner—Moustafs M. Mcky
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e o | the physical hardware registers 320. then send the informa-
. = =7 tion directly through the IO device adapter 314 to the
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s, ==t Thus, the overhead of the normal streams processing 308

e Performance of Message-Passing Using Restricte

and pass-through driver 310 are eliminated with the use of
the virtual hardware 316 and 318 of the present invention,
and fast applications 302 and 304 are able to send and
receive information more quickly than slow application 306.

Paper 2 (036 Petition) at 40-41; Paper 1 (072 Petition) at 35-37; Ex. 1003.065-.066 (036 Horst Decl.); Ex. 1003.067-.068, .079-.084
(072 Horst Decl.); Ex. 1005 (Erickson) at 4:53-5:3.




Erickson: Fast receive and transmit

FIG. 4 is a block diagram describing a direct application
interface (DAI) and routing of data between processes and
an external data connection which is compatible with the
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Paper 2 (036 Petition) at 44-45; Paper 1 (072 Petition) at 35-37;
Ex. 1003.077, .079-.084 (072 Horst Decl.); Ex. 1005 (Erickson) at 5:6-14, Fig. 4.




Erickson: Adapter stores protocol scripts

and data for moving data
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Erickson: Adapter executes the scripts

R
‘ USOO57686 18A

United States Patent 1ns) (11 Patent Number: 5,768,618
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sai———— === given a virtual address in the user process’ address space that
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the YO device adapter.
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Paper 2 (036 Petition) at 65; Paper 41 (036 Reply) at 15;
Paper 1 (072 Petition) at 40-41; Ex. 1003.094 (072 Horst Decl.); Ex. 1005 (Erickson) at 4:18-23.




Erickson: A pre-negotiated template
passed to the script on the adapter

The script that executes the above function provides the
USERDATA _ADDRESS and USERDATA__LENGTH
which the user process programmed into the adapter’s
memory. This information quite likely varies from datagram
602 to datagram 602. The script is also passed the appro-
priate datagram 702 template based on the specific software
register (508 in FIG. 5 or 316 in FIG. 3). There are different
scripts for different types of datagrams 702 (e.g.. UDP or
TCP). Also, the script would most likely make a copy of the
datagram 702 template (not shown here). so that multiple
datagrams 602 for the same user could be simultaneously in

FIG. 7
Hex Dec Vi e
0 0 [Ethemet 0 Target Ethemet Address
1 1 |Header 0z (6 bytes)
2 2 |(14 bytes) 03
3 3 04
4 4 05
5 5
6 6 07 Source Ethemet Address
7 7 08 | (6 bytes)
8 8 704 09
9 9 0a
a 10 Ob
b M Oc
c 12 08 | Protecol Type (0x0800 = 1A
d 13 00
e 14 |IP 45 ‘ersion = 4, IP Header Len|
f 15 |Header _00_ I Service Type
10 16 |(20bytes) ! 1 Total Length
n 17 'n -
12 18 ' 1+ Datagram Id
13 19 . :
14 20 40 | Flag0x4 DO_NOT_FRAGN
15 21 00 Fragment Offset = 0x000
16 22 40 | Time-to-Live = 0x40
17 23 706 L _11_ ] IP Protocol = 0x11 {(UDP)
18 24 = 1 |P Header Checksum
19 25 A,
la 26 80 | IP Address of Source = 12§
b 27 01
ic 28 c0
1d 29 07
e 30 80__| IP Address of Destination =
1 3 01
20 32 c0
21 33 08
22 34 |UDP 00__| Source Port = 0x0007 (ech
23 35 |Header 07
24 36 |(Bbytes) 30 Destination Port = 0x3018 .
% 3 18 transit.
26 38 1 UDP Length
27 39 i — ;
28 40 ’ + UDP Checksum
29 4 -

Paper 2 (036 Petition) at 45, 56, 65-66; Paper 1 (072 Petition) at 41-42, 53; Ex. 1005 (Erickson) at 7:65-8:9, Fig. 7;
Ex. 1003.096-.097, .111 (072 Horst Decl.); Ex. 1003.093-.094, .104 -.105 (036 Horst Decl.).




Erickson: “Pre-negotiated” header template
includes “almost everything”

FIG. 6
X 502
Hg D;c Cthemet 01 ] Targe! Ethemet Adaress I . : o u 2
2 2 fiooe [T In the present application, the access privileges given to
> = the user processes are very narrow. Each user process has
P ¢ M basically pre-negotiated almost everything about the data-
8 8 | o [oo] gram 602. except the actual user data 610. This means most
8 10 [ ] of the fields in the three header areas 604. 606, and 608 are
- o i i predetermined.
4 = r 2
A - E— In this example. the user process and the dewce driver has
10 16 | (20bytes) T~ 00" Total Length = 0x001d (29 bytes: 20-byte IP Header
117 19| plus 8-byte UDP header plus 1-byte user data Pl-e_ i ;
:g :g :? Datagram Id = Oxedaf .
:4 2\;) 40 :Iag 0x4 DO_NOI_FHAGMENT | &- i |
i I — Address. and Protocol Type); (2) IP Header 606 (Version. IP
17 23 606 11_| IP Protocol = 0x11 (UDP)
L Rl o L header Length. Service Type. Flag. Fragment Offset, Time__
ii EZ g" R to__Live. IP Protocol. IP Address of Source. and IP Address
c 2 \Q
w3 P of Destination); and (3) UDP Header 608 (Source Port and
I o] Destination Port). Only the shaded ﬁclds in FIG. 6. and the
% § - g° S P T e user data 610. need to be changed on a per-datagram basis.
gg 36 sm) 33 Destination Port = 0x3018
2% g; 608 g)i UDP Length = 0x0009 (8-byte UDP Header plus
27 39 fass 0 1-byte user data)
28 40 [ Oc_| UDP Checksum = 0x0c8
2 4 f8
2a 42 ser 610 67 | 1Dbyte user datagram = "g"
anable

Paper 2 (036 Petition) at 42, 56-57; Paper 1 (072 Petition) at 40, 53, 63, Ex. 1003.093, -.095 (036 Horst Decl.);
Ex. 1003.095 -.096, .112, (072 Horst Decl.); Ex. 1005 (Erickson) at 6:57-7:4, Figure 6.




Erickson: Adapter uses scripts for
multiple protocols including TCP/IP

100 0 0
United States Patent 9 j11) Patent Number: 5,768,618
F:'idxmelul.\i ‘ - 1#5) Date of Patent: Jun. 16, 1998

“memenens | be performed based upon the protocol type. Each type of

m e, | protocol will have its own script. Types of protocols include,
e | UL are not limited to, TCP/IP, UDP/IP, BYNET lightweight
= datagrams, deliberate shared memory, active message

" handler, SCSI, and File Channel

22) Filed: Dec. 21, 1998
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Paper 2 (036 Petition) at 43, 46, 58; Paper 41 (036 Reply) at 2; Paper 1 (072 Petition) at 42, 44, 47, 53; Paper 46 (072 Reply) at 2;
Ex. 1003.095, .107, .120 (036 Horst Decl.); Ex. 1003.093, .096, .101 (072 Horst Decl.); Ex. 1005 (Erickson) at 5:41-51.




Erickson: Identifies Tanenbaum as a
reference for TCP

nicate with each other. A discussion of the form and structure
of TCP sockets and packets, which are weli-known within
the art, may be found in many references. including Com-
puter Networks by Andrew S. Tanenbaum, Prentice-Hall,
New Jersey. 1981, pp. 326-327, 373-377. which is herein
incorporated by reference.

Paper 2 (036 Petition) at 46;
Paper 1 (072 Petition) at 34;
Ex. 1005 (Erickson) at 4:37-44.

A POSA following Erickson’s suggestion would consult the
then-current (1996) edition of Tanenbaum to implement
Erickson’s TCP script

Paper 2 (036 Petition) at 46; Paper 41 (036 Reply) at 5;
Paper 1 (072 Petition) at 35; Paper 46 (072 Reply) at 5;
Ex. 1003.077 (036 Horst Decl.) § 139;
Ex. 1003.079 (072 Horst Decl.) § 138.
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PO’s expert taught Tanenbaum96 before
alleged priority date Oct. 1997

Fall 1997

CS 176 — Introdug

corsedt Andrew S. Tanenbaum, Computer Networks, 3rd Edition, Prentice-Hall, 1996.
e e

. Q. Dr. Almeroth, do you recognize Exhibit
R::\;‘: ::::h‘-!uf\\‘R:-‘ﬂ‘[\utcr\':a\\ wks, 3rd Edition, Prentice-Hall. 1996 2 1 ?

S A. It looks like the front page for the first
P course at UCSB that | taught.

rofessor Information

Q. And the textbook was the Tanenbaum
T sl ‘96, right, that’s the basis for several of
Teaching Assistant Information the grounds that We’ve been talklng
g, about today and yesterday, right?

Student Evaluation R A. Yes. It was
1 e 3 s o 5 TS INTEL EX.1234.001

Paper 41 (036 Reply) at 10; Paper 46 (072 Reply) at 10; Paper 60 (036 Opp. to Motion to Exclude) at 5-6; Paper 64 (072
Opp. to Motion to Exclude) at 5-6; Ex. 1234 (Almeroth Dep., Ex. 21); Ex. 1225.219 (Almeroth Depo.) at 474:21-475:2.




PO patents describe Tanenbaum96 as a
college-level textbook

ax United States Patent 0y Patent No.:  US 7,237,036 B2
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Related US. Application Data
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Ex. 1001 (036 Patent) at 4:47-50;
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(Continued)
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Tanenbaum96: “Fast path” processing
using a prototype header

traps into the kernel to do the SEND. The first thing the transport entity does is
make a test to see if this is the normal case: the state is ESTABLISHED, neither
side is trying to close the connection, a regular (i.e., not an out-of-band) full
TPDU is being sent, and there is enough window space available at the receiver.
If all conditions are met, no further tests are needed and the fast path through the
sendmg transport entity can be taken.

In the normal case, the headers of consecutive data TPDUs are almost the
same. To take advantage of this fact, a grotoggpe header is stored within the
transport entity. At the start of the fast path, it is copied as fast as possible to a

Paper 2 (036 Petition) at 35, 47-49; Ex.1003.059, .079-.083 (036 Horst Decl.);
Paper 1 (072 Petition) at 28-29,35-38; Ex. 1003.061,.079-.084 (072 Horst Decl.);
Ex. 1006.583 (Tanenbaum96).

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 2 (036 Petition) at 37, 47-49; Ex.1003.062, -079-.083 (036 Horst Decl.);
Paper 1 (072 Petition) at 30,35-38; Ex. 1003.064,-.079-.084 (072 Horst Decl.);
Ex. 1006.585 (Tanenbaum96).

H



Tanenbaum96: Protocol processing is
“straightforward” for the “normal case”

6.6.4. Fast TPDU Processing

The moral of the story above is that the main obstacle to fast networking is
protocol software. In this section we will look at some ways to speed up this
software. For more information, see (Clark et al., 1989; Edwards and Muir, 1995;
and Chandranmenon and Varghese, 1995).

TPDU processing overhead has two components: overhead per TPDU and
overhead per byte. Both must be attacked. The key to fast TPDU processing is to
separate out the normal case (one-way data transfer) and handle it specially.
Although a sequence of special TPDUs are needed to get into the ESTABLISHED
state, once there, TPDU processing is straightforward until one side starts to close
the connection.

Paper 2 (036 Petition) at 15, 49, 58, 62; Paper 41 (036 Reply) at 7-8;
Paper 1 (072 Petition) at 14-15, 28-29, 37-39; Paper (072 Reply) at 7-8;
Ex.1003.033, .082, .096, .100 (036 Horst Decl.);

Ex. 1003.034, .084 (072 Horst Decl.);

Ex. 1006.583 (Tanenbaum96).
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Tanenbaum96: Transport entity may
reside on network interface

by the network layer. The hardware and/or software within the transport layer
A that does the work is called the transport entity. The transport entity can be in
| the operating system kernel, in a separate user process, in a library package bound
into network applications, or on the network interface card. In some cases, the

Paper 2 (036 Petition) at 35-36, 47; Paper 41 (036 Reply) at 6;

Paper 1 (072 Petition) at 44; Paper 46 (072 Reply) at 6;

Ex. 1003.059, .064 (036 Horst Decl.); Ex. 1003.062, .066, (072 Horst Decl.);
Ex. 1006.498 (Tanenbaum96).

In general, the transport entity may be part of the host’s operating system or it
may be a package of library routines running within the user’s address space. It
may also be contained on a coprocessor chip or network board plugged into the
host’s backplane. For simplicity, our example has been programmed as though it

Paper 41 (036 Reply) at 6;
Paper 46 (072 Reply) at 6;
Ex. 1006.530 (Tanenbaum96).
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Fast path transmit reuses the prototype
header

As an example of how this principle works in practice, let us consider TCP/IP.
Fig. 6-50(a) shows the TCP header. The fields that are the same between con-
secutive TPDUs on a one-way flow are shaded. All the sending transport entity
has to do is copy the five words from the prototype header into the output buffer,
fill in the next sequence number (by copying it from a word in memory), compute
the checksum, and increment the sequence number in memory. It can then hand
the header and data to a special IP procedure for sending a regular, maximum
TPDU. IP then copies its five-word prototype header [see Fig. 6-50(b)] into the
buffer, fills in the Identification field, and computes its checksum. The packet is
now ready for transmission.

Sequence number Identification

Checksum

Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are
taken from the prototype without change.

Paper 2 (036 Petition) at 36, 47-49; Paper 1 (072 Petition) at 29, 35-37;
Ex. 1003.061, .077-082 (036 Horst Decl.); Ex. 1003.063, .080-.085 (072 Horst Decl.);
Ex. 1006.584 (Tanenbaum96).




Tanenbaum96 teaches how to modify
Erickson’s template header for TCP

>
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/ Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are

taken from the prototype without change.

Paper 2 (036 Petition) at 36, 47-49, 54-63; Paper 1 (072 Petition) at 29, 35-37, 51-55;
Ex. 1003.061, .077-082, .091-.101 (036 Horst Decl.);

Ex. 1003.063, .080-.085, .112-.113 (072 Horst Decl.);

Ex. 1006.584 (Tanenbaum96);

Ex. 1005 (Erickson) Fig. 6.




Fast path receive updates a connection
record and copies data to user memory

i

The TPDU is then checked to see if it is a normal one: the state is ESTAB-
LISHED, neither side 1s trying to close the connection, the TPDU is a full one, no
special flags are set, and the sequence number is the one expected. These tests
take just a handful of instructions. If all conditions are met, a special fast path
TCP procedure is called.

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header i1s what 1s expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 2 (036 Petition) at 37-39, 48-49, 54-63; Paper 1 (072 Petition) at 30-31, 35-37, 70-71;
Ex. 1003.060, .078-082 (036 Horst Decl.); Ex. 1003.064, .080-.085 (072 Horst Decl.);
Ex. 1006.585 (Tanenbaum96).
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The connection record stores TCP state
iInformation

P an ki

heavy solid line) then later the path of a server (the heavy dashed line). When an
application on the client machine issues a CONNECT request, the local TCP entity
creates a connection record, marks it as being in the SYN SENT state, and sends a
SYN segment. Note that many connections may be open (or being opened) at the
same time on behalf of multiple applications, so the state is per connection and
recorded in the connection record. When the SYN+ACK arrives, TCP sends the

Paper 2 (036 Petition) at 38, 48-49, 54-63;

Paper 1 (072 Petition) at 30, 35-37;

Ex. 1003.065, .078-082, .091-.101 (036 Horst Decl.);
Ex. 1003.065, .080-.085 (072 Horst Decl.);

Ex. 1006.549 (Tanenbaum96).




The connection record is looked up
using the IP addresses and TCP ports

s il Y N oy

finding the connection record is easy: the VPI field can be used as an index into
the path table to find the virtual circuit table for that path and the VCI can be used
as an index to find the connection record. For TCP, the connection record can be
stored in a hash table for which some simple function of the two IP addresses and
two ports is the key. Once the connection record has been located, both addresses
and both ports must be compared to verify that the correct record has been found.

Paper 2 (036 Petition) at 37-38, 47-49, 54-63;

Paper 1 (072 Petition) at 30, 35-37;

Ex. 1003.064-.065, .078-082, .091-.101 (036 Horst Decl.);
Ex. 1003.064-.065, .080-.085 (072 Horst Decl.);

Ex. 1006.585 (Tanenbaum96).




Tanenbaum96 teaches how to modify
Erickson’s endpoint table for TCP
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[ty ABSTRACT

A method of coatrolling as inputioutput (110) device con-
mected 1o a computer to facilitate fast VO data trassfers. An
address space for the [0 device is created in the virnal
memory of Be computer. wherein the address space com
prises virtasl registers thal are vsed to directly costrol te
VO device. In essence, coatrol regisiers andior memory of
the VO device are mapped into the virual address space. and
the virtual sddress space is backed by costrol regisiers
aadior memory oa the L0 device. Thereafter. the 1 device
detects wries 10 the sddress space. As & resull. a pee-defiscd
sequence of actions can be triggered in the 1O device by
programming specified valoes (o the data writien into the
mapped virtual address space.

19 Claims, 7 Drawing Sheets
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cesses. Each entry within the endpoint table 514 points to
various protocol data 518 in the memory 512 in order to
accommodate multiple communication protocols, as well as
previously defined protocol scripts 516 in the memory 512,
which indicate how data or information is to be transferred
from the memory 512 of the /O device adapter to the
portions of main memory 502 associated with a user process.

Paper 2 (036 Petition) at 41-42, 47-49; Paper 1 (072 Petition) at 34-37; Ex. 1003.067-.068, .079-.082 (036 Horst Decl.);
Ex. 1003.069-.070, .081-.084 (072 Horst Decl.); Ex. 1005 (Erickson) at 5:53-67, Fig. 5.




Connection record in Tanenbaum96
corresponds to endpoint data in Erickson

Tanenbaum96

as an index to find the connection record. For TCP, the connection record can be
stored in a hash table for which some simple function of the two IP addresses and
two ports 1s the key. Once the connection record has been located, both addresses

Paper 2 (036 Petition) at 37-38, 47-49, 54-63; Paper 1 (072 Petition) at 30, 35-37;
Ex. 1003.064-.065, .078-082, .091-.101 (036 Horst Decl.);
Ex. 1003.064-.065, .080-.085 (072 Horst Decl.); Ex. 1006.585 (Tanenbaum96).

Erickson

cesses. Each entry within the endpoint table 514 points to
various protocol data 518 in the memory 512 in order to
accommodate multiple communication protocols, as well as
previously defined protocol scripts 516 in the memory 512,
which indicate how data or information is to be transferred
from the memory 512 of the I/O device adapter to the
portions of main memory 502 associated with a user process.

Paper 2 (036 Petition) at 41-42, 47-49; Paper 1 (072 Petition) at 34-37;

Ex. 1003.067-.068, .079-.082 (036 Horst Decl.); Ex. 1003.069-.070, .081-
.084 (072 Horst Decl.); Ex. 1005 (Erickson) at 5:53-67, Fig. 5.




TCP and UDP are alternative protocols
for the TCP/IP protocol suite

Layer (OSI names)

TELNET FTP W I SMTP—‘ l— DNS Application

Protocols < | TCP UDP Transport

P Network
ARPANET SATNET I Facket w LAN el ®

Fig. 1-19. Protocols and networks in the TCP/IP model initially.

Paper 2 (036 Petition) at 21; Paper 41 (036 Reply) at 2;

Paper 1 (072 Petition) at 39; Paper 46 (072 Reply) at 2;

Ex. 1003.060 (072 Horst Decl.); Ex. 1003.057 (036 Horst Decl.);
Ex. 1006.055 (Tanenbaum96).
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TCP and UDP: “Two main protocols” for
IP

e i Y re

6.4. THE INTERNET TRANSPORT PROTOCOLS (TCP AND UDP)

~ The Internet has two main protocols in the transport layer, a connection-
oriented protocol and a connectionless one. In the following sections we will
study both of them. The connection-oriented protocol is TCP. The connection-
less protocol is UDP. Because UDP is basically just IP with a short header added,
we will focus on TCP.

Paper 2 (036 Petition) at 21; Paper 41 (036 Reply) at 3;
Paper 1 (072 Petition) at 18-19; Paper 46 (072 Reply) at 3;
Ex. 1003.057 (036 Horst Decl.);

Ex. 1003.060 (072 Horst Decl.);

Ex. 1006.539 (Tanenbaum96).




036 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

a) A POSA would have naturally looked to Tanenbaum96 when
implementing Erickson’s TCP functionality

b) Tanenbaum96 does not teach away from the invention

c) A POSA would have a reasonable expectation of success using
Tanenbaum96 to implement Erickson’s TCP functionality

d) Dr. Horst's 2001 Article shows that "conventional wisdom" was to
offload TCP

H



Tanenbaum96 does not teach away
from invention

PO relies on following passage:

A tempting way to go fast is to build fast network interfaces in hardware. The
difficulty with this strategy 1s that unless the protocol 1s exceedingly simple,
hardware just means a plug-in board with & second CPU and its own program. To
avoid having the network coprocessor be as expensive as the main CPU, it is often
a slower chip. The consequence of this design is that much of the time the main

(fast) CPU is idle waiting for the second (slow) CPU to do the critical work. It is
a myth to think that the main CPU has other work to do while waiting. Further-
more, when two general-purpose CPUs communicate, race conditions can occur,
so elaborate protocols are needed between the two processors to synchronize them

correctly. Usually, the best approach is to make the protocols simple and have the
main CPU do the work.

Paper 30 (036 Response) at 24-25;
Paper 34 (072 Response) at 36-37.
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Tanenbaum96 does not teach away
from invention

Instead, it describes design preferences and tradeoffs

A tempting way to go fast is to build fast network interfaces in hardware. The
difficulty with this strategy is that unless the protocol is exceedingly simple,
hardware just means a plug-in board with a second CPU and its own program. To
avoid having the network coprocessor be as expensive as the main CPU, it is often
a slower chip. The consequence of this design is that much of the time the main

(fast) CPU is idle waiting for the second (slow) CPU to do the critical work. It is
a myth to think that the main CPU has other work to do while waiting. Further-
more, when two general—EquSe CPUs communicate, race conditions can occur,
so elaborate protocols are needed between the two processors to synchronize them

correctly. Usually, the best approach is to make the protocols simple and have the
main CPU do the work.

Paper 42 (036 Reply ISO Motion to Amend) at 6-7;
Paper 46 (072 Reply) at 6-7;
Ex. 1006.588-.589 (Tanenbaum96).
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Tanenbaum96: Fast processing is
straightforward in the “normal case”

6.6.4. Fast TPDU Processing

The moral of the story above is that the main obstacle to fast networking is
protocol software. In this section we will look at some ways to speed up this
software. For more information, see (Clark et al., 1989; Edwards and Muir, 1995;
and Chandranmenon and Varghese, 1995).

TPDU processing overhead has two components: overhead per TPDU and
overhead per byte. Both must be attacked. The key to fast TPDU processing is to
separate out the normal case (one-way data transfer) and handle it specially.
Although a sequence of special TPDUs are needed to get into the ESTABLISHED
state, once there, TPDU processing is straightforward until one side starts to close
the connection.

Paper 2 (036 Petition) at 15, 49, 58, 62; Paper 41 (036 Reply) at 7-8;
Paper 1 (072 Petition) at 14-15, 28-29, 37-39; Paper (072 Reply) at 7-8;
Ex.1003.033, .082, .096, .100 (036 Horst Decl.);

Ex. 1003.034, .084 (072 Horst Decl.);

Ex. 1006.583 (Tanenbaum96).




PO mischaracterizes the base reference

iIn the combination
PO argues:

Moreover, Petitioner provides no explanation as to how, or indeed, why a

POSITA would have modified Tanenbaum in such a way. Petitioner does not

Paper 30 (036 Response) at 26;
Paper 34 (072 Response) at 38.

But Petitioner is relying on modification of Erickson:

As set forth below, Erickson in view of Tanenbaum96 renders obvious
claims 1-7 of the 036 Patent. Erickson discloses the large majority of the
limitations through its description of fast path protocol processing of UDP/IP by an

I/O device adapter. Tanenbaum96 discloses corresponding details for TCP/IP. In

Paper 2 (036 Petition) at 50; Paper 41 (036 Reply) at 6;
see also Paper 1 (072 Petition) at 38; Paper 46 (072 Reply) at 6

H



Tanenbaum96 also teaches offloading
transport layer to interface card

by the network layer. The hardware and/or software within the transport layer
that does the work is called the transport entity. The transport entity can be in
the operating system kernel, in a separate user process, in a library package bound
into network applications, or on the network interface card. In some cases, the

Paper 2 (036 Petition) at 35-36, 47; Paper 41 (036 Reply) at 6;

Paper 1 (072 Petition) at 44; Paper 46 (072 Reply) at 6;

Ex. 1003.059, .064 (036 Horst Decl.); Ex. 1003.062, .066, (072 Horst Decl.);
Ex. 1006.498 (Tanenbaum96).

In general, the transport entity may be part of the host’s operating system or it
may be a package of library routines running within the user’s address space. It
may also be contained on a coprocessor chip or network board plugged into the
host’s backplane. For simplicity, our example has been programmed as though it

Paper 41 (036 Reply) at 6;
Paper 46 (072 Reply) at 6;
Ex. 1006.530 (Tanenbaum96).
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Dr. Horst: Tanenbaum96 does not teach
away from the combination

Q. But you wouldn’t consider TCP to be an
exceedingly simple protocol, would you?

A. The fast path of TCP that's only
transferring data is not that complicated. Even
the full TCP, there are plenty of examples of
people that have solved the problems
Tanenbaum is talking about and have done all
kinds of different levels of off-loading as |
described in my introductory section of the
report.

Paper 41 (036 Reply) at 8; Paper 46 (072 Reply) at 7-8;
Ex. 2028 (Horst Dep.) at 135:17-24.



Erickson’s benefits apply equally to TCP
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(57 ABSTRACT

A method of controlling a inpulioutput
mected 10 2 computer 1o facilitate fast VO
address space for the VO device is crey
memory of the compater, wherein the ad
prises virmal registers that are used 10 df
VO device. In esseace. control registers

the VO device are mapped into the virtual

the virtesl address space is backed by
snd‘or memory oo the VO device. Theread|
detects writes 1o the sadress space. As a rel
sequence of actions can be wiggered in

programening specified values into te dal
mapped virual sddress space.

19 Claims, 7 Drawing Shy

Thus, it will be recognized that the present invention
increases the efficiency of I/O operations in the following
ways:

1. Writing information to and from a user address space

without intermediate memory-to-memory copies.

2. Accessing an IO device simultaneously from multiple
user processes in a single node.

3. Eliminating calls to the operating system and the
associated context switches on a per IO basis.

4. Maintaining system security for the ¥O device by using
the operating system to initialize the virtual memory
address space of the user process.

5. Accessing the I/O device under the full control of the
resource allocation policies and permissions granted by
the operating system.

6. Working with a plurality of well-known standard
operating systems including. but pot limited to, UNIX,
0S/2. Microsoft Windows, Microsoft Windows NT, or
Novell Netware.

7. Providing low-latency high-performance control of /O
devices.

Paper 41 (036 Reply) at 8; Paper 46 (072 Reply) at 8;
Ex. 1005 (Erickson) at 3:1-22.




036 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

a) A POSA would have naturally looked to Tanenbaum96 when
implementing Erickson’s TCP functionality

b) Tanenbaum96 does not teach away from the invention

c) A POSA would have a reasonable expectation of success
using Tanenbaum96 to implement Erickson’s TCP
functionality

d) Dr. Horst's 2001 Article shows that "conventional wisdom" was to
offload TCP

H



Tanenbaum96 identified freely available
TCP/IP source code: Berkeley (BSD) UNIX

Tanenbaum96 (1996)

In contrast, one of the first implementations of TCP/IP was part of Berkeley

uNIX® and was quite good (not to mention, free). People began using it quickly,
which led to a large user community, which led to improvements, which led to an
even larger community. Here the spiral was upward instead of downward.

Paper 2 (036 Petition) at 15; Paper 41 (036 Reply) at 10;

Paper 1 (072 Petition) at 18; Paper 46 (072 Reply) at 10;

Ex. 1003.013, .020-.021 (036 Horst Decl.) 1] 26, 34; Ex. 1223.011-.014 (036 Horst Reply Decl.) [ 26-29.

Ex. 1003.014 (072 Horst Decl.) ] 26 ; Ex. 1223.011-.014 (072 Horst Reply Decl.) [ 26-29; Ex. 1006.061 (Tanenbaum96).




Tanenbaum96: Fast path/header prediction
IS widely used

i e

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 41 (036 Reply) at 10; Paper 46 (072 Reply) at 10;
Ex. 1003.039 (036 Horst Decl.) ] 70; Ex. 1003.040 (072 Horst Decl.) § 70;
Ex. 1006.585 (Tanenbaum96).



Berkeley TCP included fast-path header
prediction code

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

67. Code to implement the header prediction algorithm was incorporated

in the BSD 4.4-1.1te distribution.

Paper 41 (036 Reply) at 10;

(f;'asse LPlt{ I:I;I Ugazs?’s;g(r)l;g Paper 46 (072 Reply) at 10,
Title: FAST-PATH APPARATUS FOR RECEIVING DATA CORRESPONDING Ex. 1003.037-.038 (036 Horst Decl.) 1 67;
ATCP CONNECTION Ex. 1003.038-.039 (072 Horst Decl.) {1 67.

Declaration of Robert Horst, Ph.D. in Support of
Petition for Inter Partes Review
of U.S. Patent No. 7,237,036

H



Other college textbooks documented
Berkeley TCP/IP

Stevens Vol. 2 (1995)

TCD/ 1D

H This book describes and presents the source code for the common reference implemen-
| tation of TCP/IP: the implementation from the Computer Systems Research Group
VC (CSRG) at the University of California at Berkeley. Historically this has been distributed
| with the 4x BSD system (Berkeley Software Distribution). This implementation was
first released in 1982 and has survived many significant changes, much fine tuning, and
numerous ports to other Unix and non-Unix systems. This is not a toy implementation,
| but the foundation for TCP/IP implementations that are run daily on hundreds of thou-
B - sands of systems worldwide. This implementation also provides router functionality,
B letting us show the differences between a host implementation of TCP/IP and a router.

‘ We describe the implementation and present the entire source code for the kernel
implementation of TCP/IP, approximately 15,000 lines of C code. The version of the

Paper 2 (036 Petition) at 15; Paper 1 (072 Petition) at 18;

Paper 41 (036 Reply) at 10); Paper 46 (072 Reply) at 10;

Ex. 1003.013 (036 Horst Decl.) § 26; Ex. 1003.014-.015 (072 Horst Decl.) [ 26;

Ex. 1223.011-.014 (036 Horst Reply Decl.) 1] 26-29; Ex. 1223.011-.014 (072 Horst Reply Decl.) [ 26-29; Ex.1013.023 (Stevens2).




Stevens2 documented the BSD header
prediction code

Stevens Vol. 2 (1995)

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

68. The 1995 book (Stevens2) walks through the Jacobson BSD header

prediction code including the conditions for selecting the fast or slow path. In order

Case IPR. No. Unassigned Paper 41 (036 Reply) at 10;
AT Ty A US. PatentNo. 7237036 1 Paper 46 (072 Reply) at 10;
Title: FAST-PATH APPARA}\%%;%IE)RN];(EE(EI;][%\]S DATA CORRESPONDING Ex.1003.038-.039 (036 Horst Decl.) 1_[ 68
Ex. 1003.039-.040 (072 Horst Decl.) ] 68.

Declaration of Robert Horst, Ph.D. in Support of
Petition for Inter Partes Review
of U.S. Patent No. 7,237,036

H



User data does not need to span page
boundaries to support TCP

« PO claims:

column 8. (Ex. 2026, I 94.) Erickson itself acknowledges that its script “would

need to be enhanced if the user data were allowed to span page boundaries” (Ex.

1005 at 8:22-24)—something Petitioner’s own expert admits is not described by | Paper 30 (036 Response) at 29;
Paper 34 (072 Response) at 41.

« But data does not need to span page boundaries for TCP:

embodiments in the specification. However, even if Erickson was limited to a
single page, TCP segments are often smaller than a page. For example, in Ethernet
which is the most common media, TCP segments are typically about 1500 bytes,

which is smaller than a typical page size of 4K bytes. Thus, a POSA could have Paper 41 (036 Reply) at 12:

Paper 46 (072 Reply) at 11-12);
implemented a TCP embodiment without making changes to the Erickson Ex. 1223.019-.020 (036 Horst
Reply Decl.) § 40;

s s . Ex. 1223.019-.020 (072 Horst
adapter’s ability to cross page boundaries. Reply Decl.)  40.

ﬂ




Spanning page boundaries would have
been straightforward design choice

* Would merely require multiple calls to “vtophys” function
disclosed in Erickson

Header 706 portion of the datagram 702. The vtophys( )
function performs a translation of the user-provided virtual
address into a physical address usable by the adapter. In all

Paper 41 (036 Reply) at 12; Paper 46 (072 Reply) at 12;
Ex. 1005 (Erickson) at 8:14-16.

« Erickson contemplates spanning page boundaries

be fixed. The udpscript procedure would need to be
enhanced if the user data were allowed to span page bound-
aries. The udpchecksum( ) procedure generates a checksum

Paper 41 (036 Reply) at 12; Paper 46 (072 Reply) at 12;

Ex. 1003.032-.033, .046, .049-.050 (036 Horst Decl.) 1] 54,88, 93-94; Ex. 1003.033.034, .047-.048, .051-.052 (072
Horst Decl.) {[]] 54,88, 94-95;

Ex. 1223.020 (036 Horst Reply Decl.) 4] 41-43; Ex. 1223.020 (072 Horst Reply Decl.) 1] 41-43;

Ex. 1005 (Erickson) at 8:22-24.




Need design details before you can
predict speed

Patent Owner argues:

During his deposition, Dr. Horst also testified that it is impossible to

determine whether executing TCP code on Erickson’s adapter would be slower or

faster than the traditional slow path:

But speed is unpredictable without design parameters:

A. Just looking at the code, you couldn't tell.
You also need to have information on the
compiler, the processor used, the caches.
There’s all kinds of things that influence the
performance of code.

Paper 30 (036 Response) at 40; Paper 34 (072 Response) at 52;
Ex. 2029 (Horst Dep.) at 81:23-82:9;
Paper 41 (036 Reply) at 13; Paper 46 (072 Reply) at 12-13.




Combination does not have to be
predictably “faster”

44, Networks are built around standards that specify links with fixed

speeds. Over time, the Ethernet physical layer has evolved from 1 mbit/sec, to 10
mbit/sec, to 100 mbit/sec, to Gbit/sec and 10 Gbit/sec. At a given point in time,
offloading the networking protocol does not mcrease the link speed, which must
support the then-current standard, but may reduce the processing load on the main
CPU and transfer some of the load to the network adapter, freeing the main
processor to perform other work. In multiprocessor systems, moving the load
between processors 1s called “load balancing,” and the same concept can be
applied to networking 1f the network adapter has sufficient intelligence to take on
part of the load. The goal of reducing host processing load has been one of the

reasons for much of the prior work on protocol offloads. Guerrero and others have

Paper 41 (036 Reply) at 13; Paper 46 (072 Reply) at 12-13;
Ex. 1223.021-.022 (036 Horst Reply Decl.) § 44; Ex. 1223.021-.022 (072 Horst Reply Decl.) [ 44.




Definition of POSA does not matter for
obviousnhess determination

Petitioner:

and/or networking protocols. PO’s Response at 23. While I disagree with this

proposed level of ordinary skill, my opinions 1n this declaration would remain the

same even if Patent Owner’s opinion concerning the level of ordinary skill in the

art were applied.

Ex. 1210.005-.006 (036 Horst Decl. ISO Opp. to Motion to Amend) I 9
Ex. 1210.005 (072 Horst Decl. ISO Opp. to Motion to Amend) [ 9;

Ex. 1223.009 (036 Horst Reply Decl.) [ 21

Ex. 1223.009 (072 Horst Reply Decl.) [ 21

Patent Owner:

computer networking and/or networking protocols. (Ex. 2026 at | 33.) Any

differences between this and Petitioners’ proposed level of ordinary skill would

have no bearing on the analysis presented in this Response. The cited references

Paper 30 (036 Response) at 22; Paper 34 (072 Response) at 23.




036 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

a) A POSA would have naturally looked to Tanenbaum96 when
implementing Erickson’s TCP functionality

b) Tanenbaum96 does not teach away from the invention

c) A POSA would have a reasonable expectation of success using
Tanenbaum96 to implement Erickson’s TCP functionality

d) Dr. Horst's 2001 Article shows that "conventional wisdom"
was to offload TCP

H



Industry actively working on offloading
TCP/IP

IP Storage and the CPU Consumption Myth

Robert Horst
3ware, Inc
701 E. Middlefield Rd.
Mountain View, CA 94043

Abstract

This paper addresses a key issue

TR Networks customized to storage networking, such as
=== Fiber Channel, were developed largely due to the
= | perception that standard networking protocols are too
e heavyweight for attaching storage. Conventional wisdom

The growing popularity of giga

;ﬁg.;:fhgww says that [P storage 1s impractical without special purpose

significant advantages in cost and n
compared with Fibre Channel SANs.

=== NICs to accelerate the TCP/IP protocol stack. This papers

Networks customized to storage net
Fiber Channel, were developed larg

ransfer rate,
Nr{ ﬂ'r n the mefor
Apph carion bt»(hnm ks W

prrcpbon, hat sandard netieking OO0 2190 geneaion of eninees eicoers the ih s repeas
heavyweight for attaching storage. Conventional wisdom
says tht 1P sorage s impeacical witoutspecial pupone. eSS L Paper 41 (036 Reply) at 14; Paper 46 (072 Reply) at 13-14;
NICs to accelerate the TCRAP protocol stack. This pagers E(r!ﬂa:-ﬂrsn:;‘n)uug::\tkm lipll'l‘l\‘l’(«c]?n;::tm\lrad E 2300 IP S d h CPU C H M h 1
vs tha od f v ¢ b
Pyt Sevea e s of reasnin show ok e proses ol X. (IP Storage and the onsumption Myth) at 1.

future of storage nctworking will rely heavily on storage

devices connected to servers without special purpose

hardware accclerators.

ot the stas mhnhh ¢ been

!rmﬂlly awro\‘d uhmv-nlk cly be a long series of
enhancements and bug fixes. It scems extremely

H



Dr. Horst's article was focused on
networked storage, not other markets

IP Storage and the CPU Consumption Myth

3ware, |

Mountain View, CA 94043

The growing popularity of gigabit Ethernet has
prompted increasing interest in using standard IP
networks to attach storage devices to servers. These
Ethernet Storage Area Networks (E-SANs), have
significant advantages in cost and management case
compared with Fibre Channel SANs. Some IP storage
products are already on the market, and work to
standardize the protocols is progressing in the 1P Storage
working group of the [ETF [1].

Paper 41 (036 Reply) at 14-15; Paper 46 (072 Reply) at 14;
Ex. 2300 (IP Storage and the CPU Consumption Myth) at 1.

H




036 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the limitations of
claims 1-7 of the 036 Patent

a) The prior art: “said communication processing mechanism
containing a second processor” (all claims)

b) The prior art discloses “[second processor] running instructions to process
a message packet such that the context is employed to transfer data
contained in said packet to the first apparatus memory” (all claims)

c) The prior art discloses “the TCP state information is updated by said
second processor” (all claims)

d) The prior art discloses a “receive sequencer with directions to classify said
packet” on “said communication processing mechanism” (claim 2)

e) The prior art discloses a “receive sequencer with directions to generate a
summary” on “said communication processing mechanism (claim 3)

H



“Said communication processing
mechanism containing a second processor”

a» United States Patent (10) Patent No.:  US 7,237,036 B2
Boucher et al. (45) Date of Patent: Jun. 26, 2007
(54) FAST-PATH APPARATUS FOR RECEIVING (56) References Cited
DATA CORRESPONDING A TCP . PATENT DYOC .
CONNECTION U.S. PATENT DOCUMENTS

s een | 1, A device for use with a first apparatus that is connect-

(75} Inventors: Laurence B. Boucher. Saratoga (Continued)

FOREIGN PATENT DOCUMENT]

w ™) able to a second apparatus, the first apparatus containing a
memory and a first processor operating a stack of protocol
processing layers that create a context for communication,
the context including a media access control (MAC) layer
address, an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device com-
prising:

a communication processing mechanism connected to the

(*) Notice:
patent is isted u
US.C, 154(b) by 672 days.

(21)  Appl. No.: 10/260,112

(22) Filed: Sep. 27, 2002

(65) Prior Publication Data
US 2004/0073703 Al Apr. 15, 2004

Related U.S, Application Data
No. 10/092,967. filed on
0. 6,591,302, which is a

(63) Continuation of appli
Mar. 6. 2002, now
)

(60)  Provisional appl 60/098,296, filed on Aug,
27, 1998, provisional application No. 60/061.809,
filed on Oct. 14, 1997.

(31) Int. CL

I T first processor, said communication processing mecha-

ification S
6. 230,

7091245,

(58)  Field of C|
7

96, 469;
70724, 10: 712/19, 52
See application file for complete search history. 22 Claims, 89 Drawing Sheets

nism containing a second processor running instruc-

tions to process a message packet such that the context
o | 1s employed to transfer data contained in said packet to
L e the first apparatus memory and the TCP state informa-
e ] st tion is updated by said second processor.

s sy

Ex. 1001 (036 Patent), Claims 1-7.
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Erickson discloses a second processor

| O O

USOO5768618A
United States Patent 1ns) (11 Patent Number: 5,768,618
El_-idmm et al.__ 145) Date of Patent: Jun. 16, 1998

(54 METHOD FOR PERFORMING SEQUENCE  “The DASH Local Kersal Structure” by David F. Andersos
DPACORRDEVES SRR D i s st e, G50 i .
VALUES BEING WRITTEN INTO SNOOPED  —Lobt. Computer Science Division (BECS), University of

SUB PORTIONS OF ADDRESS SPACE
[75] Iovestors: Gene R. Erickson; Dowglas E.
Hundley

. A script is prepared by the operating system for the /O

device adapter to execute each time the specific user process
programs its specific virtual hardware. The user process is
given a virtual address in the user process’ address space that
allows the user process very specific access capabilities to
the I/O device adapter.

sequence of actions can be wiggered i the 1O device by
programming specified values (oo the data writien into e

Paper 2 (036 Petition) at 65;
Paper 41 (036 Reply) at 15;
Ex. 1005 (Erickson) at 4:18-23.




Erickson shows second processor on
adapter executes scripts

mm| memory on the I/O device adapter. If the I/O device adapter
}_,’:ig,i_‘j‘“ Puent ) detects access to the physical memory page. a predefined

e o SCELPL 15 then executed by the VO device adapter in order to

COMPUTER IN RESPONSE TO SPECIFIED
VALUES BEING WRITTEN INTO ﬁ\ﬂ(m

e direct the data as appropriate.

. both of h[:'ﬂ;‘m mmice)
{‘nﬂ:’aﬂf?ﬂ Sl betof Sm :m 2009. Bidg. 9207-A. Oak Ridge. TN 378318083
73] Avigace: NCR Corperation, Deyca. Obio Uhog. 1990 Paper 41 (036 Reply) at 16;
11 Appt. No: sTIATS Stk . o Tl e v, oroun g Ex. 1005 (Erickson) at 5:37-40.
[22] Filed: Dec. 21, 1998 New York (Sep. 22, 1993).

device adapter’s memory. The user process provides the
. | starting address and the length for the user data in its virtual
. == address space. and then “spanks™ a GO register to trigger the
- = WO device adapter’s execution of a predetermined script.

andlor
SS1I48 71993 Baropess Pu. O detects writes 10 the midress space. As a fesul. a pee-defiscd

1561 References Cited

FOREIGN PATENT DOC

OTHER PUBLICATIONS sequence of actions can be wiggered in the VO device by Paper 41 (036 Reply) at 16’
... Pt of Message-Passing Using Restricted m;:::ﬁ:::::mommmmnmm& . .
i, My et by S s Tt et Ex. 1005 (Erickson) at 7:41-44.
2103). 231267 (Mar. 1991) 19 Claiims, 7 Drawing Sheets

exception for the system bus controller. The bus controller
then transfers the data to the /O device adapter and initiates
the registers of the I/O device adapter to execute a prede-
termined script to process the data.

Paper 41 (036 Reply) at 16;

Ex. 1005 (Erickson) at 8:54-577|@



036 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “said communication processing mechanism
containing a second processor” (all claims)

b) The prior art discloses “[second processor] running instructions to
process a message packet such that the context is employed to
transfer data contained in said packet to the first apparatus memory”
(all claims)

c) The prior art discloses “the TCP state information is updated by said
second processor” (all claims)

d) The prior art discloses a “receive sequencer with directions to classify said
packet” on “said communication processing mechanism” (claim 2)

e) The prior art discloses a “receive sequencer with directions to generate a
summary” on “said communication processing mechanism (claim 3)

H



“[Second processor] running instructions
to process a message packet...”

a2 United States Patent (10) Patent No.: US 7,237,036 B2
Boucher et al. 45) Date of Patent: Jun. 26, 2007
(54) FAST-PATH APPARATUS FOR RECEIVING (56) References Cited
DATA CORRESPONDING A TCP S, PATENT - INTS . . .
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(75) Invemtors: Laurence B. Boucher, Saratoga, CA ot
(U J. Blig] n (Continued)

s, ooememees| able to a second apparatus, the first apparatus containing a
' memory and a first processor operating a stack of protocol
processing layers that create a context for communication,

"] the context including a media access control (MAC) layer

address, an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device com-

(73)  Assignee;

i Jose, CA (US)

(*) Notice:  Su

(1) Appl. No.: 101260112

( )
(22) Filed: Sep. 27, 2002 Law Group LLP

(65) Prior Publication Data
US 2004/0073703 A1
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(63)  Continuation of aj 092,967, filed on

P . 100
Pat. No. 6,591

Mar. 6, 2002, 302, which
. .
ued) .
rising:
(60) Pro 0. 60/098,296, filed on Aug.
27 ion No. 60/061,809,

a communication processing mechanism connected to the

L — first processor, said communication processing mecha-

(58)  Field of

arch ...
)2; 370474, 230,

nism containing a second processor running instruc-
tions to process a message packet such that the context
s | is employed to transfer data contained in said packet to
Do | the first apparatus memory and the TCP state informa-

NETWORK

R tion 1s updated by said second processor.

707/2-4,10: 712/19, 53
See application file for complete search history.

| Ex. 1001 (036 Patent), Claim 1.
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PO does not address prior art
combination petitioner relies on

U.S. Pat. No. 5,768,618 (“Erickson™) in view of Tanenbaum96
[1.3] [second processor| running instructions to process a message packet
such that the context 1s employed to transfer data contained 1n said packet to
the first apparatus memory and

Accordingly, Erickson in view of Tanenbaum96 disclose running
instructions (specified by the scripts) ro process a message packet such that
the context (including the script, registers 508 and 504, endpoint table 514,
endpomt protocol data 518, pre-negotiated information, and pointer to main
memory) is employed (to 1dentify the relevant protocol script to run, and
further to 1dentify where to write the received data) ro transfer data
contained in said packet to the first apparatus memory (memory of host
computer)

Paper 2 (036 Petition) at 66-68;
Paper 41 (036 Reply ) at 17;
Ex. 1003.109 (036 Horst Decl.).
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Erickson’s adapter stores protocol
information for moving data to the host

TUVRERLE 6RO TGO R

United States Patent ;s
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memory of B compuler. wherein the 2ddrcss space com-
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prises virtasl registers thal are used to diref
VO device. In essence. control registers and

aadior memory oa the L device. Thereafter]
detects writes 1o the sddress space. As a resul

meeesieia various protocol data 518 in the memory S12 in order to

mapped virtual address space.

romrmend aCCOMMOodate multiple communication protocols, as well as
previously defined protocol scripts 516 in the memory 512,
which indicate how data or information is to be transferred
from the memory 512 of the IO device adapter to the

T oanoemmiioyd cesses. Each entry within the endpoint table 514 points to

portions of main memory 502 associated with a user process.

Paper 2 (036 Petition) at 67;
Ex. 1005 (Erickson) at 5:61-67.




It would be obvious to use Tanenbaum96’s
fast-path connection records with Erickson

Now let us look at fast path processing on the receiving side of Fig. 6-49.
Step 1 is locating the connection record for the incoming TPDU. For ATM,

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 2 (036 Petition) at 60-61;

Paper 41 (036 Reply) at 17;

Ex. 1003.098-.099 (036 Horst Decl.) at A-12 —A-13;
Ex. 1006.584-.585 (Tanenbaum96).
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036 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “said communication processing mechanism
containing a second processor” (all claims)

b) The prior art discloses “[second processor] running instructions to process
a message packet such that the context is employed to transfer data
contained in said packet to the first apparatus memory” (all claims)

c) The prior art discloses “the TCP state information is updated by said
second processor” (all claims)

d) The prior art discloses a “receive sequencer with directions to classify said
packet” on “said communication processing mechanism” (claim 2)

e) The prior art discloses a “receive sequencer with directions to generate a
summary” on “said communication processing mechanism (claim 3)

H



“The TCP state information is updated
by said second processor”

az United States Patent (10) Patent No.:  US 7,237,036 B2
Boucher et al. 45) Date of Patent: Jun. 26, 2007
(54) FAST-PATH APPARATUS FOR RECEIVING (56) References Cited
DATA CORRESPONDING A TCP

U.S. PATENT DOCUMENTS

.o e 10 A device for use with a first apparatus that is connect-
iz L, oo able to a second apparatus, the first apparatus containing a
w | memory and a first processor operating a stack of protocol
processing layers that create a context for communication,
the context including a media access control (MAC) layer
address, an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device com-
prising:
a communication processing mechanism connected to the

(73) Assignee:

(*) Notice:  Sul

(21)  Appl. No.: 10/260,112
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(22) Filed:  Sep. 27, 2002 Law Group LLP
(65) Prior Publication Data
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Application Data

on No. 106092,967, filed on
Pat. No. 6,591,302, which is a

Related

(63) Continuation o
Mar. 6. 2002,

ed)

(60) Provisional 296, filed on Aug.
19 lication No. 60/061,809,

N first processor, said communication processing mecha-

(58)

nism containing a second processor running instruc-
tions to process a message packet such that the context

22 Claims, 89 Drawing Sheets

o ks | 1s employed to transfer data contained in said packet to
mo ] e e [ the first apparatus memory and the TCP state informa-
Z tion is updated by said second processor.
a | Ex. 1001 (036 Patent), Claim 1.
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It would be obvious to use Tanenbaum96’s
fast-path connection records with Erickson

Now let us look at fast path processing on the receiving side of Fig. 6-49.
Step 1 is locating the connection record for the incoming TPDU. For ATM,

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 2 (036 Petition) at 68-69;
Ex. 1003.110 (036 Horst Decl.);
Ex. 1006.584-.585 (Tanenbaum96).

H




Tanenbaum96: TCP state information is
stored in a connection record

heavy solid line) then later the path of a server (the heavy dashed line). When an
application on the client machine issues a CONNECT request, the local TCP entity
creates a connection record, marks it as being in the SYN SENT state, and sends a
SYN segment. Note that many connections may be open (or being opened) at the
same time on behalf of multiple applications, so the state is per connection and
recorded in the connection record. When the SYN+ACK arrives, TCP sends the

Paper 2 (036 Petition) at 68-69;
Ex. 1003.110-.111 (036 Horst Decl.)
Ex. 1006.549 (Tanenbaum96).




036 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “said communication processing mechanism
containing a second processor” (all claims)

b) The prior art discloses “[second processor] running instructions to process
a message packet such that the context is employed to transfer data
contained in said packet to the first apparatus memory” (all claims)

c) The prior art discloses “the TCP state information is updated by said
second processor” (all claims)

d) The prior art discloses a “receive sequencer with directions to
classify said packet” on “said communication processing
mechanism” (claim 2)

e) The prior art discloses a “receive sequencer with directions to generate a
summary” on “said communication processing mechanism (claim 3)



“Receive sequencer with directions to

classify said packet”
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directions to classify said packet, wherein said packet con-
tains control information corresponding to the stack of
protocol layers.

Provisional application No. 60/098.296, filed on Aug.

27, 1998, prov

onal application No. 60/061,809,

filed on Oct. 14, 1997,
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st for those message packets that are chosen for process-
ing by host software layers. A communi
for a message is defined that allows DMA controllers of the
INIC to move data. free of headers, directly to or from a

passed back 1o the host for

The INIC contains spect
much faster at their specific tasks than a general purpose
CPU. A preferred embodiment includes a trio of pipelined
processors with separate processors ed 10 transmit,
receive and management processing. with full duplex com-
munication for four fast Ethemet nodes.

22 Claims, 89 Drawing Shects
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Erickson’s adapter classifies received
packets by application and protocol
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memory of Be computer. wherein e address space com-
prises virtasl registers thal are vsed to directly costrol te
VO device. In essence, coatrol regisiers andior memory of
the VO device are mapped into the virtual address space. and
the virtual sddress space is backed by costrol registers
Betects WTiEes (0 the mddress space. As a resull. a pee-defiscd
sequence of actions can be wiggered in the 1O device by
programming specified values into the data wrinien into the
mapped virtual address space.

19 Claims, 7 Drawing Sheets
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Protocol scripts typically serve two functions. The first
function is to describe the protocol the software application
is using. This includes but is not limited to how to locate an
application endpoint, and how to fill in a protocol header

template from the application specific data buffer. The
second function is to define a particular set of instructions to
be performed based upon the protocol type. Each type of
protocol will have its own script. Types of protocols include.
but are not limited to, TCP/IP, UDP/IP, BYNET lightweight
datagrams. deliberate shared memory, active message
handler, SCSL and File Channel

Paper 2 (036 Petition) at 70; Paper 41 (036 Reply) at 18-19;
Ex. 1003.112 (036 Horst Decl.); Ex. 1005 (Erickson) at 5:41-51.




Tanenbaum96: Receive sequencer receives
and classifies packets

as an index to find the connection record. For TCP, the connection record can be
stored in a hash table for which some simple function of the two IP addresses and
two ports is the key. Once the connection record has been located, both addresses
and both ports must be compared to verify that the correct record has been found.

An optimization that often speeds up connection record lookup even more is
just to maintain a pointer to the last one used and try that one first. Clark et al.
(1989) tried this and observed a hit rate exceeding 90 percent. Other lookup
heuristics are described in (McKenney and Dove, 1992).

The TPDU is then checked to see if it is a normal one: the state is ESTAB-
LISHED, neither side is trying to close the connection, the TPDU is a full one, no
special flags are set, and the sequence number is the one expected. These tests
take just a handful of instructions. If all conditions are met, a special fast path
TCP procedure is called.

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When
this optimization and all the other ones discussed in this chapter are used together,
it is possible to get TCP to run at 90 percent of the speed of a local memory-to-
memory copy, assuming the network itself is fast enough.

Paper 2 (036 Petition) at 70-71; Paper 41 (036 Reply) at 18-19;
Ex. 1003.112-.114 (036 Horst Decl.); Ex. 1006.584-.585 (Tanenbaum96).
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Tanenbaum96: TCP packet contains
control information

Totallength

Destination port | |VER. | HL| TOS

Sequence number Identification Fragment offset.

Ackn owledgementnumbe " Header checksum

Window size

~ Destination address

PAtTe o L, STt e

(b)

Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are
taken from the prototype without change.

Paper 2 (036 Petition) at 72; Paper 41 (036 Reply) at 18-19;
Ex. 1003.114-.115 (036 Horst Decl.); Ex. 1006.584 (Tanenbaum96).
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036 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “said communication processing mechanism
containing a second processor” (all claims)

b) The prior art discloses “[second processor] running instructions to process
a message packet such that the context is employed to transfer data
contained in said packet to the first apparatus memory” (all claims)

c) The prior art discloses “the TCP state information is updated by said
second processor” (all claims)

d) The prior art discloses a “receive sequencer with directions to classify said
packet” on “said communication processing mechanism” (claim 2)

e) The prior art discloses a “receive sequencer with directions to
generate a summary” on “said communication processing
mechanism (claim 3)

H




“Receive sequencer with directions to
generate a summary”
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The device of claim 1, wherein said communication
processing mechanism includes a receive sequencer with
directions to generate a summary of a second message
packet received from the network, said second packet con-
taining control information corresponding to the stack of
protocol layers, and said instructions including an instruc-
tion to compare said summary with said context.
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passed back 10 the host for message prl»c::hsing b) the host.
The INIC contains specialized hardware circuits that are .
much faster at their specific tasks than a general purpase EX_ 1 001 (036 Patent) C|a|m 3
CPU. A preferred embodiment s a trio of pipelined ’

processors wilh separate processors devoted to transmi,
receive and management processing, with full duplex com-
munication for four fast Ethernet nodes.
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Tanenbaum96: Summary (IP addresses and
ports) compared against context

as an index to find the connection record. For TCP, the connection record can be
stored in a hash table for which some simple function of the two IP addresses and
two ports is the key. Once the connection record has been located, both addresses
and both ports must be compared to verify that the correct record has been found.

An optimization that often speeds up connection record lookup even more is
just to maintain a pointer to the last one used and try that one first. Clark et al.
(1989) tried this and observed a hit rate exceeding 90 percent. Other lookup
heuristics are described in (McKenney and Dove, 1992).

The TPDU is then checked to see if it is a normal one: the state is ESTAB-
LISHED, neither side is trying to close the connection, the TPDU is a full one, no
special flags are set, and the sequence number is the one expected. These tests
take just a handful of instructions. If all conditions are met, a special fast path
TCP procedure is called.

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When
this optimization and all the other ones discussed in this chapter are used together,
it is possible to get TCP to run at 90 percent of the speed of a local memory-to-
memory copy, assuming the network itself is fast enough.

Paper 2 (036 Petition) at 73-74; Paper 41 (036 Reply) at 18-19;
Ex. 1003.117 (036 Horst Decl.); Ex. 1006.584-.585 (Tanenbaum96).
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Tanenbaum96: TCP packet contains
control information

Destiation port | | VER. | IHL| TOS

Sequence number Identification

Acknowiadagmant mmber T

Header checksum

Destination address

e Ry

(b)

Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are
taken from the prototype without change.

Paper 2 (036 Petition) at 74; Paper 41 (036 Reply) at 18-19;
Ex. 1003.118 (036 Horst Decl.); Ex. 1006.584 (Tanenbaum96).
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Tanenbaum96: Comparison of summary to
context verifies packet is candidate for fast-path

as an index to find the connection record. For TCP, the connection record can be
stored in a hash table for which some simple function of the two IP addresses and
two ports is the key. Once the connection record has been located, both addresses
and both ports must be compared to verify that the correct record has been found.

An optimization that often speeds up connection record lookup even more is
just to maintain a pointer to the last one used and try that one first. Clark et al.
(1989) tried this and observed a hit rate exceeding 90 percent. Other lookup
heuristics are described in (McKenney and Dove, 1992).

The TPDU is then checked to see if it is a normal one: the state is ESTAB-
LISHED, neither side is trying to close the connection, the TPDU is a full one, no
special flags are set, and the sequence number is the one expected. These tests
take just a handful of instructions. If all conditions are met, a special fast path
TCP procedure is called.

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When
this optimization and all the other ones discussed in this chapter are used together,
it is possible to get TCP to run at 90 percent of the speed of a local memory-to-
memory copy, assuming the network itself is fast enough.

Paper 2 (036 Petition) at 73-75; Paper 41 (036 Reply) at 18-19;
Ex. 1003.117-119 (036 Horst Decl.); Ex. 1006.584-.585 (Tanenbaum96).
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036 Patent: Disputes

3. Motion to Amend 036 Patent should be denied

a) Patent Owner has improperly expanded the scope of the
claims

b) Patent Owner does not show adequate written description
support

c) Substitute claims are indefinite

d) Substitute claims are obvious

H



Substitute claim 23 adds an alternative to a
recited step in claim 1

Requires
“fast-path”

Original Claim 1

Substitute Claim 23

[1.P.1]. A device for use with a first apparatus that is
comnectable to a second apparatus,

[23.P.1] A device for use with a first apparatus that is
comnectable to a second apparatus,

[1.P.2]. the first apparatus containing a memory and a
first processor

[23.P.2] the first apparatus containing a memory and a
first processor

[1.P.3] operating a stack of protocol processing layers
that create a context for communication, the context
including a media access control (MAC) layer address,
an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device
comprising:

[23.P.3] operating a stack of protocol processing layers
that create a context for communication, the context
including a media access control (MAC) layer address, an
Internet Protocol (IP) address and Transmission Control
Protocol (TCP) state information, the device comprising:

[1.1] a communication processing mechanism connected

to the first processor,

[23.1] a communication processing mechanism connected
to the first processor,

[1.2] said communication processing mechanism
containing a second processor

[23.2] said communication processing mechanism
containing a second processor

[1.3] running instructions

[23.3] running instructions

to process a message packet

on the second processor, wherein the second processor
determining whether an incoming message packet should
be processed by the second processor,

[23.4] if the incoming message packet should be
processed by the second processor, processing the
incoming message packet, without involving the stack of
processing protocol processing layers,

such that the context is employed to transfer data
contained in said packet to the first apparatus memory
and

such that the context is employed to transfer data
contained in said packet to the first apparatus memory
and

[1.4] the TCP state information is updated by said
second processor.

[23.5] the TCP state information is updated by said
second processor,

[23.6] if the incoming message packet should not be
processed by the second processor, passing the incoming
message packet to the first processor for further
processi&E

Paper 36 (036 Opp. to Motion to Amend) at 6.

Requires either
“fast path” or
“slow path”




036 Patent: Disputes

3. Motion to Amend 036 Patent should be denied

a) Patent Owner has improperly expanded the scope of the
claims

b) Patent Owner does not show adequate written
description support

c) Substitute claims are indefinite

d) Substitute claims are obvious



PO must supply written description support
after Aqua Products

United States Patent and Trademark Office

Office of the Chief Administrative Patent Judge

MEMORANDUM
TO: Patent Trial and Appeal Board

FROM: David P. Ruschke
Chief Administrative Patent Judge
David.Ruschke(@uspto.gov

DATE: November 21, 2017

RE: Guidance on Motions to Amend in view of Aqua Products

Beyond that change, generally speaking, practice and procedure before the Board
will not change. For example, a patent owner still must meet the requirements for a
motion to amend under 37 C.F.R. § 42.121 or § 42.221, as applicable. That is, a motion
to amend must set forth written description support and support for the benefit of a filing
date in relation to each substitute claim, and respond to grounds of unpatentability

involved in the trial. Likewise, under 37 C.F.R. § 42.11, all parties have a duty of

Paper 50 (036 Sur-Reply for Motion to Amend) at 3;
Nov. 21, 2017 USPTO Memo @




PO identifies same 10 pages and 12 figures
from original disclosure

Claims

Exemplary Support in the
’112 Application

Proposed Claim 23

423, A device for use with a first apparatus that is
connectable to a second apparatus, the first
apparatus containing a memory and a first
processor operating a stack of protocol processing
layers that create a context for communication, the
context including a media access control (MAC)
layer address, an Internet Protocol (IP) address and
Transmission Control Protocol (TCP) state
information, the device comprising:

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL1.

Same written
description support
as 072 Patent

a communication processing mechanism connected
to the first processor,

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL. 1.

said communication processing mechanism
containing a second processor

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL1.

running instructions on the second processor.,
wherein the second processor determining whether
an incoming message packet should be processed

by the second processor,

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL 1.

if the incoming message packet should be
processed by the second processor, te-processing

the & incoming message packet, without involving
the stack of processing protocol processing layers,

such that the context is employed to transfer data
contained in said packet to the first apparatus
memory and the TCP state information is updated
by said second processor,

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL 1..

if the incoming message packet should not be
processed by the second processor, passing the

See, e.g., Ex. 2020 at
Abstract, Figs. 1-3, 4A-4D,

incoming message packet to the first processor for
further processing.

and 5-12, Pages 7-8, 10-17,
CL 1.

Paper 21 (036 Motion to Amend) Appendix A at i-ii.




Too late to provide written description
support in Reply

* PO provides alleged “exemplary” written description support for
the first time in its Reply

VII. THE PROPOSED AMENDMENTS ARE SUPPORTED BY THE
WRITTEN DESCRIPTION

65. It is my opinion that the proposed amendments are supported by the
written description, along with the Application (No. 10/260,112) and Provisional

Application (No. 60/061,809).

Paper 42 (036 Reply ISO Motion to Amend) at 6;
Ex. 2305 (Almeroth Decl. ISO Reply) at 22.
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Written description support provided by PO
IS insufficient

« Patent Owner cites to written description support not included
in its original motion (e.g., pages 18-21 of Ex. 2020)

« Patent Owner has not identified any written description support
for:

“running instructions on the second processor, wherein the second
processor determining...”

“such that the context [including a MAC layer address] is employed to
transfer data”

Paper 50 (036 Sur-Reply for Motion to Amend) at 5-6.



036 Patent: Disputes

3. Motion to Amend 036 Patent should be denied

a) Patent Owner has improperly expanded the scope of the
claims

b) Patent Owner does not show adequate written description
support

c) Substitute claims are indefinite

d) Substitute claims are obvious

H



Substitute claim 23 requires processing to
determine whether to continue processing

23.3) running instructions on the second processor, wherein the
second processor determining whether an incoming message packet
should be processed by the second processor,

Paper 36 (036 Opp. to Motion to Amend) at 10-11.



036 Patent: Disputes

3. Motion to Amend 036 Patent should be denied

c) Substitute claims are obvious

i. Prior art discloses “the second processor determining
whether an incoming messaqge packet should be
processed by second processor’ (limitation 23.3)

ii. Prior art discloses “processing the incoming message packet
[by the second processor]” (limitation 23.4)

iii. Prior art discloses “passing the incoming message packet to
the first processor for further processing” (limitation 23.5)

H



Erickson discloses a second processor

USOHOS768618A

United States Patent 9 (111 Patent Number: 5,768,618
Erickson et al. 451 Date of Patent: Jun. 16, 1998
[58) METHOD FOR PERFORMING SEQUENCE “The DASH Local Kemal Structue™ by David P. Anderson

OF ACTIONS IN DEVICE CONNECTED TO and Shin-Yuan Trou. Report No. UCR/CSD BR/463. Nov. 7.
COMPUTER IN RESPONSE TO SPECIFIED
VALUES BEING WRITTEN INTO SNOOPED
SUB PORTIONS OF

= A script is prepared by the operating system for the VO

(73] Assignee: NCR Corpory

1988, Comgputer Scicace Division (EECS). University of
Catlfccals Beckaley QIT)

211 Appl No: ST1.678

==~ device adapter to execute each time the specific user process

. . programs its specific virtual hardware. The user process is

2z given a virtual address in the user process’ address space that
=== allows the user process very specific access capabilities to
s the WO device adapter.

Paper 36 (036 Opp. to Motion to Amend ) at 13;
Ex. 1005 (Erickson) at 4:18-23.




Slow and fast applications can be used
simultaneously

USOHOS768618A

United States Patent 9 (111 Patent Number: 5,768,618

v 5 bt 107 “Determination” must be made

[54] METHOD FOR PERFORMING SEQUENCE “The DASH Local Keral Structure™ by David P. Anderson
OF ACTIONS IN DEVICE CONNECTED TO 20d Shin-Yuan Tzoe. Report No. UCB/CSD 88/463. Nov. 7.
COMPUTER IN RESPONSE TO SPECIFIED 1985 Comguter Scicace Division (EECS). Usiversity of

L] ]
VALUES BEING WRITTEN INTO SNOOPED -
SRR SR e b between two applications
[15] Iaventors: Gene R. E : Douglas E- “A Users” Guide 1o PICL—A Ponable Instrumcnted Com-

Handley. both of Poway: P. Keith munication Libeay” By G.A. Geist et al. Ouk Ridge

Muller: Curtis H. Stehley. both of San  Natiosal Laboratory. Mathematical Sciences Section. PO.
Diego. all of Calif

ne~ie | It will be recognized by those skilled in the art that using
4Ei5 4 the virtual hardware implementation of the present invention

does not preclude a user process from simultaneously using
a standard device driver on the same I/O device adapter. That
is. a user process can use the virtual hardware of the present

FOREIGN PATENT DOCUMENTS

W invention to provide a direct streamlined path to a given IO

OTHER PUBLICATIONS

mremerereil device adapter, while standard slower access to the IO

g in$
213). 251267 (Mar. 1991).

device adapter is concurrently provided to other user pro-
cesses within the same system by normal streams or other
device drivers.

L]
Paper 36 (036 Opp. to Motion to Amend) at 14;

Ex. 1005 (Erickson) at 8:65-9:7.



POSA would place header prediction on
Erickson’s adapter

e alicl

The TPDU is then checked to see if it is a normal one: the state is ESTAB-
LISHED, neither side is trying to close the connection, the TPDU is a full one, no
special flags are set, and the sequence number is the one expected. These tests
take just a handful of instructions. If all conditions are met, a special fast path
TCP procedure is called.

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 36 (036 Opp. to Motion to Amend) at 14-15;
Ex. 1006.585 (Tanenbaum96).
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036 Patent: Disputes

3. Motion to Amend 036 Patent should be denied

c) Substitute claims are obvious

i. Prior art discloses “the second processor determining
whether an incoming message packet should be processed
by second processor” (limitation 23.3)

ii. Prior art discloses “processing the incoming messaqge
packet [by the second processor]”’ (limitation 23.4)

iii. Prior art discloses “passing the incoming message packet to
the first processor for further processing” (limitation 23.5)

H



Second processor in Erickson copies
data from 1/O adapter to host

AR 000 0
USHOS7686 18A
United States Patent 19 (11 Patent

Erickson et al. 451 Date of|

FIG. § is a block diagram illustrating the system organi-
pEmmamswE W zation between a main memory and an IO device adapter

SUB PORTIONS OF ADDRESS SPACE Calliforaia. Berkeley
o e gmpemeen, 2 memory which is compatible with the present invention. The
Diego. all of Calif Box 2009, Bidg, 9}

3 s N o D e main memory 3502 implementation includes a hardware

“Architecture and Imj

[54] METHOD FOR PERFORMING SEQUENCE “The DASH Loxal K

e wnm wwien) register S04 and a buffer pool 506. The I/O device adapter

(52 US.CL e SM29 by Huberms Franke

e e e iMplementation includes a software register 508 and a

473

s w='=) physical address buffer map 510 in the adapter’s memory

U.S. PATENT DOCUMENTS Welter & Schmidt

o 512. An endpoint table 514 in the memory 512 is used to

. A mecthod of coatrollf
mected 10 2 computer

= weword organize multiple memory pages for individual user pro-

z prises virtual register

woeecz - cesses. Each entry within the endpoint table 514 points to

the virtual address

FOREIGN PATENT DOCUMENTS
snd/or memory oo thel

e =wwe=1 various protocol data 518 in the memory S12 in order to

ey SIS e gccommodate multiple communication protocols, as well as
4 previously defined protocol scripts 516 in the memory 512,
“ | which indicate how data or information is to be transferred
from the memory 512 of the IO device adapter to the

portions of main memory 502 associated with a user process.

| Paper 36 (036 Opp. to Motion to Amend ) at 17;
Ex. 1005 (Erickson) at 5:52-67.
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Erickson discloses fast receive and
transmit

FIG. 4 is a block diagram describing a direct application
United States Patent o | iNterface (DAI) and routing of data between processes and
seemet | an external data connection which is compatible with the
" e onme | present invention. Processes 402 and 464 transmit and

COMPUTER TO SPECIFIED
VALUES BEING WRITTEN INTO SNOOPED)

prrmosoesne 1 receive information directly to and from an interconnect 416

[75] Iavesiors: Gene R. Erickson;
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3. Motion to Amend 036 Patent should be denied

C)

Substitute claims are obvious

Prior art discloses “the second processor determining
whether an incoming message packet should be processed
by second processor” (limitation 23.3)

Prior art discloses “processing the incoming message packet
[by the second processor]” (limitation 23.4)

Prior art discloses “passing the incoming message
packet to the first processor for further processing”
(limitation 23.5)
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Slow path used after determination

Sending Receiving process —__ @
@P process TPDU passed to the receiving process\ ‘
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Network

Fig. 6-49. The fast path from sender to receiver is shown with a heavy line.
The processing steps on this path are shaded.

Paper 36 (036 Opp. to Motion to Amend) at 21-22;
Ex. 1006.583 -.584 (Tanenbaum96), Fig. 6-49.
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