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072 Patent: Instituted Grounds

* Erickson in view of Tanenbaum96

= 072 Patent: Claims 1, 2-8, 9, 10-14 and 15, 16-
21

Ex. 1005 — U.S. Patent No. 5,768,618 (Erickson)
Ex. 1006 — Tanenbaum, Andrew S., Computer Networks (Tanenbaum96)




072 Patent: Disputes

1. APOSA would have been motivated to combine
Tanenbaum96 with Erickson

2. Erickson in view of Tanenbaum96 discloses the
limitations of claims 1-21 of the 072 Patent

3. Motion to Amend 072 Patent should be denied
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072 Patent: Disputes

1. A POSA would have been motivated to
combine Tanenbaum96 with Erickson

» See 036 Patent, Dispute 1, slides 6-53

I EEEE——————————————— 2 | v



072 Patent: Disputes

2. The combination of Erickson and Tanenbaum96
discloses the limitations of claims 1-21 of the 072
Patent

a) The prior art discloses “dividing, by the interface device, the
data into segments” (all claims)

b) The prior art discloses “transferring status information for the
context to the interface device during the same operation as
transferring protocol header information to the interface device”
(claim 2)

c) The prior art discloses “receiving, by the interface device, receive
packets that correspond to the [context/protocol information], and
updating the [context/status information] by the interface device to
account for the receive packets” (claims 7, 14, 21)
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“Dividing, by the interface device, the
data into segments’
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1. A method comprising;

establishing, at a host computer, a transport layer connec-
tion, including creating a context that includes protocol
header information for the connection;

transferring the protocol header information to an interface
device;

transferring data from the network host to the interface
device, after transferring the protocol header informa-
tion to the interface device;

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from a template header containing the protocol header
information; and

prepending the headers to the segments to form transmit
packets.
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Ex. 1001 (072 Patent), Claim 1.




Tanenbaum96: TCP entity divides data
into segments (TCP packets)

A TCP entity accepts user data streams from local processes, breaks them up into
pieces not exceeding 64K bytes (in practice, usually about 1500 bytes), and sends
each piece as a separate IP datagram. When IP datagrams containing TCP data

Paper 1 (072 Petition) at 43;
Paper 46 (072 Reply) at 15;

Ex. 1003.100 (072 Horst Decl.);
Ex. 1006.540 (Tanenbaum96).

Paper 1 (072 Petition) at 43;
Paper 46 (072 Reply ) at 15;
Ex. 1003.100 (072 Horst Decl.);
Ex. 1006.543 (Tanenbaum96).




Tanenbaum96: Transport entity may
reside on network interface

by the network layer. The hardware and/or software within the transport layer
that does the work is called the transport entity. The transport entity can be in
the operating system kernel, in a separate user process, in a library package bound
into network applications, or on the network interface card. In some cases, the

Paper 1 (072 Petition) at 43-44;
Ex. 1003.100 (072 Horst Decl.);
Ex. 1006.498 (Tanenbaum96).

In general, the transport entity may be part of the host’s operating system or it
may be a package of library routines running within the user’s address space. It
may also be contained on a coprocessor chip or network board plugged into the
host’s backplane. For simplicity, our example has been programmed as though it

Paper 46 (072 Reply) at 6;
Ex. 1006.530 (Tanenbaum96).




Erickson teaches that its interface
device stores and transmits user data

USOO57686 18A
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(54) METHOD FOR PERFORMING SEQUENCE
l' ACTIONS IN DEVICE CONNECTED TO

semsdmsiad® | The IO device adapter stores the user data provided by the
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Erickson divides the data and transmits
data using adapter
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[ty ABSTRACT

A method of coatrolling as inputioutput (110) device con-
mected 1o a computer to facilitate fast VO data trassfers. An
address space for the [0 device is created in the virnal
memory of Be computer. wherein the address space com
prises virtasl registers thal are vsed to directly costrol te
VO device. In essence, coatrol regisiers andior memory of
the 0 device are mapped into the virtaal addeess space. 4nd
the virtual sddress space is backed by costrol regisiers
aadior memory oa the L0 device. Thereafter. the 1 device
detects writes 10 te sddress space. As a resull. a pee-defised
sequence of actions can be triggered in the 1O device by
programming specified valoes (o the data writien into the
mapped virtual address space.

19 Claims, 7 Drawing Sheets

udpscript (void *USERDATA__ADDRESS,

mt USERDATA__LENGTH,
template__t *template)

{

char *physaddress;

template->{P. TotalLength = sizeof (IPHeader) +
sizeof(UDPHeader) + USERDATA__LENGTH;

template ->IPDatagramiD = nextid() ;

ipchecksum (template) ;

template->UDPLength = sizeof (UDPHeader)
+ USERDATA__ LENGTH,;

physaddress = vtophys (USERDATA__ADDRESS,
USERDATA_1ENGTH) ;

udpchecksum (physaddress, USERDATA__LENGTH, template) ;

}

for transmission over the media. Instead, the adapter would
most likely retrieve the needed user data from the user
process’ virtual address space using direct memory access
(DMA) into the main memory over the bus and retrieving
the user data into some portion of the adapter’s memory,
where it could be referenced more efficiently. The program-

Paper 1 (072 Petition) at 44-46;

Ex. 1003.100-.101 (072 Horst Decl.); Ex. 1005 (Erickson) at 7:51-64, 8:30-35.




Erickson’s single page embodiment can
support TCP

 POSA would understand a typical page of virtual
address space (4K bytes) would be greater than a
typical MSS segment (1500 bytes)

The second script would transfer (via DMA) and transmit one maximum-segment-
size (MSS) segment of data *“(in practice, usually about 1500 bytes)” (Ex.1006,
Tanenbaum at .540) at a time from the block identified by the user data address
pointer and length passed to the script, until all of the data from the block was sent.
A POSA would understand that typical page sizes in 1996 were larger than 1500
bytes (e.g. 4K pages were common).

Paper 46 (072 Reply) at 16-17;
Ex. 1003.103 (072 Horst Decl.).
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/O traffic would not be a factor in
successfully implementing a TCP script

46.  In Erickson, or other network implementations, the bulk of the I/O bus
traffic 1s to transfer data (not control information) between the host memory and
the adapter. In Erickson’s original UDP scripts as well as all three proposed TCP

scripts, additional data movement across the I/O bus is not necessary. Erickson

Ex. 1005 at 8:27-37. In two of the proposed TCP scripts. the data transfer is
performed by multiple segment-sized DMA operations. while in the third script,
the data 1s transferred with one large DMA operation. Ex. 1003, 143,
Ex.1003.102-.103. The total amount of data transferred would be the same 1n all
cases. The differences i control traffic over the I/O bus for various options is
small and certainly not a factor m whether or not TCP could have been

successfully implemented.

Paper 46 (072 Reply) at 16-17;
Ex. 1223 (072 Horst Reply Decl.) 7] 46.



072 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “dividing, by the interface device, the data
into segments” (all claims)

b) The prior art discloses “transferring status information for the
context to the interface device during the same operation as
transferring protocol header information to the interface
device” (claim 2)

c) The prior art discloses “receiving, by the interface device, receive
packets that correspond to the [context/protocol information], and
updating the [context/status information] by the interface device to
account for the receive packets” (claims 7, 14, and 21)
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“transferring status information ... during the same
operation as ... protocol header information”
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072 patent: “Status information” can be
“basic frame header” information

ay United States Patent
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3. The method of claim 1, wherein creating headers for the
segments includes adding status information to the template

header.
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L TON24S; T09230, 709233,
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Paper 1 (072 Petition) 51;
Ex. 1001 (072 Patent) at claim 3.
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the payload data. It 1s quicker and simpler to keep a basic
frame header (i.e., a template header) permanently in the
| CCB and DMA this directly from the SRAM CCB buffer into

the DRAM buffer each time. Thus the payload checksum 1s
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Paper 1 (072 Petition) 51;
Ex. 1001 (072 Patent) at 32:56-59.




Erickson teaches “almost everything”
about datagram is “pre-negotiated”

0 O
United States Patent ;1 (1] Patent Number: 5,768,618
.nclmme al (45) Date of Patent: Jun. 16, 1998

(54) METHOD FOR PERFORMING SEQUENCE

%ﬁ”ﬁ%% In the present application, the access privileges given to
CTTEREEER. | the user processes are very narrow. Each user process has
ww-mm | basically pre-negotiated almost everything about the data-
Wi .xf| gram 602, except the actual user data 610. This means most
| of the fields in the three header areas 604, 606, and 608 are
S T 3 prcdctermined.

3;”ill 1801 chiemce. coatrol regsiers memmory of
o imt‘“ig:ga b et s Paper 1 (072 Petition) at 53;
i detcts Wi 0 e s sce. A8 s a e e Ex. 1005 (Erickson) at 6:57-6:62.
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- . . . programming specified valoes (0o the data writien into e
The Performance essage-Passing Using Restricted

by N Yusn Tiou amd  Mapped virtual address space.

Andcrion. in Software-Practice & vl
1-267 (Mar. 199 19 Claims, 7 Drawing Sheets




Erickson’s datagram template is a basic
frame header including status information

FIG. 7
iy Target Ethemet Address sz
o -w=ms  The script that executes the above function provides the
i m USERDATA__ADDRESS and USERDATA_LENGTH

oy WHich the USﬁl‘ pl‘OCEF: S p@grag:mcd in_to the adapter’s
P ersion = 4, IP Header | memﬂfy. ms lﬂfﬂm.lﬂn qmtc ]_lkely vmes ﬁ'{)m datag'am

Header Service Type

o £ Tt 602 to datagram 602. The script is also passed the appro-

B —
1+ Datagram Id

o oo priate datagram 702 template based on the specific software

)0 Fragment Offset = 0x00{ s - . -
. rteeetets  register (508 in FIG. S or 316 in FIG. 3). There are different

1 |P Header Checksum

 Faiwmessm| scripts for different types of datagrams 702 (e.g.. UDP or
2 TCP). Also, the script would most likely make a copy of the

80 IP Address of Destinatio

o datagram 702 template (not shown here). so that multiple
wr—u Tsweroowy  datagrams 602 for the same user could be simultaneously in

Header 07

(8 bytes) 30 Destination Port = 0x301 -
18 transit.

08 + UDP Length

o Paper 1 (072 Petition) at 53:
Ex.1003.111 (072 Horst Decl.);

Ex. 1005 (Erickson) at 8:2-4.
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“Same operation” because protocol
header includes status information

United States Patent ;s
.ndt.\m et ul

(4] METHOD FOR PERFORMING SEQUENCE
OF ACTIONS IN DEVICE CONNECTED TO
COMPUTER IN RESPONSE TO SPECIFIED

VAil.'lS BEING WRITTEN INTO SNOOPED
SUB PORTIONS OF ADDRESS SPACE

0 O

lllllll
(1) Patent Number: 5,768,618
[45) Date of Patent: Jun. 16, 1998

In this example, the user process and the device driver has
pre-negotiated the following fields from FIG. 6: (1) Ethernet

Header 604 (Target Ethernet Address. Source Ethernet
Address. and Protocol Type); (2) IP Header 606 (Version, IP
header Length. Service Type. Flag, Fragment Offset, Time__
to__Live. IP Protocol, IP Address of Source, and IP Address
of Destination); and (3) UDP Header 608 (Source Port and
Destination Port). Only the shaded ficlds in FIG. 6, and the
user data 610. need to be changed on a per-datagram basis.

Paper 1 (072 Petition) at 40, 53;
Ex. 1003.074, .112 (072 Horst Decl.);
Ex.1005 (Erickson) at 6:63-7:4.




072 Patent: Disputes

2. The combination of Erickson and Tanenbaum96 discloses the
limitations of claims 1-7 of the 036 Patent

a) The prior art discloses “dividing, by the interface device, the data
into segments” (all claims)

b) The prior art discloses “transferring status information for the
context to the interface device during the same operation as
transferring protocol header information to the interface device”
(claim 2)

c) The prior art discloses “receiving, by the interface device,
receive packets that correspond to the [context/protocol
information], and updating the [context/status information] by
the interface device to account for the receive packets”
(claims 7, 14, and 21)

H




“Recelving .... and updating ... by the
interface device”

ax» United States Patent

Boucher et al.

(10) Patent No.: US 7,673,072 B2

7. The method of claim 1, further comprising receiving, by

| the interface device, receive packets that correspond to the

context, and updating the context by the interface device to
account for the receive packets.

14. The method of claim 9, further comprising receiving,

by the interface device, receive packets that correspond to the

protocol information, and updating the status information by

1 the interface device to account for the receive packets.

21. The method of claim 15, further comprising receiving,

1 by the interface device, receive packets that correspond to the

4 context, and updating the status information by the interface

device to account for the receive packets.

Ex. 1001 (072 Patent), Claims 7, 14, 21.




PO ignores the teaching of the
combination

« Patent Owner argues about each reference separately:

70-71, 76; Ex. 2026, { 105.) Accordingly, Erickson does not disclose receiving
packets and updating the corresponding context or status information by the
interface device. Tanenbaum discloses conventional packet processing including
packet reception that, as described above in § VIILLA, is performed entirely on the

host. (Ex. 1006.584-589; Ex. 2026, { 106.) Thus, at least the limitation of Paper 34 (072

Response) at 34.

* But Petitioner relies on Erickson in view of Tanenbaum96:

Id. at 498 (underlining added, bold in original). Accordingly, it would be obvious
to one consulting Tanenbaum96 to implement Erickson’s fast path TCP protocol
processing for the /O device adapter to perform “receiving, by the interface

device, receive packets that correspond to the context, and updating the context by Paper 1 (072

Petition) at 62.

the interface device to account for the receive packets.” @




Obvious to use Tanenbaum96’s fast-path
connection records with Erickson’s adapter

Now let us look at fast path processing on the receiving side of Fig. 6-49.
Step 1 is locating the connection record for the incoming TPDU. For ATM,

The fast path updates the connection record and copies the data to the user.
While it is copying, it also computes the checksum, eliminating an extra pass over
the data. If the checksum is correct, the connection record is updated and an
acknowledgement is sent back. The general scheme of first making a quick check
to see if the header is what is expected, and having a special procedure to handle
that case, is called header prediction. Many TCP implementations use it. When

Paper 1 (072 Petition) at 61-62, 70-71;
Ex. 1003.110, .121-.122 (072 Horst Decl.);
Ex. 1006.584-.585 (Tanenbaum96).
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072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

a) Patent Owner has improperly expanded the scope of
claims 22-29

b) Patent Owner does not show adequate written description
support

c) Substitute claims 22-29 are indefinite

d) Substitute claims are obvious

H



“Protocol header information” untied to any
other information in substitute claim 22

Original Claim 1

Substitute Claim 22

[1]A method comprising:

[22] A method comprising:

[1.1] establishing, at a host computer, a transport layer
connection, including creating a context that includes
protocol header information for the connection;

[22.1] establishing, at a host computer, a transport layer
connection, including creating a context that includes a
media access control C) laver address, an Internet
Protocol (IP) address and Transmission Control
Protocol (TCP) state information

snformation—for the connection;

[1.2] transferring the protocol header information to an
interface device;

[22.2] transferring the context pretecol-header

information to an interface device;

[1.3] transferring data from the network host to the
interface device, after transferring the protocol header
information to the interface device;

[22.3] transferring data from the network host to the
interface device, after transferring the context pretecel
header-information to the interface device;

[1.4] dividing, by the interface device, the data into
segments;

[22.4] dividing, by the interface device, the data into
segments;

[1.5] creating headers for the segments, by the interface
device, from a template header containing the protocol
header information; and

[22.5] creating headers for the segments, by the interface
device, from a template header containing the protocol
header information including IP address and TCP state
information; and

[1.6] prepending the headers to the segments to form
transmit packets.

[22.6] prepending the headers to the segments to form
transmit packets.

Paper 54 (072 Sur-Reply for Opp. to Motion to Amend) at 3.




“Protocol header information” untied to “context”
would infringe claim 22, but not claim 1

[network] host [computer] [network] host [computer]

Context
Context
MAC address
Protocol Header I akarass
A TCP state information
Information
Context Information
Data Data
Interface Interface
Device Device
Template Template Header
Header v
Protocol Header
the Protocol Header Information: ?
Information IP address .
TCP state information

v v

Transmit Transmit
Packet Packet
Claim 1 Substitute Claim 22

Paper 40 (072 Opp. to Motion to Amend) at 7. @



072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

a) Patent Owner has improperly expanded the scope of claims
22-29

b) Patent Owner does not show adequate written
description support

c) Substitute claims 22-29 are indefinite

d) Substitute claims are obvious

H



PO must supply written description support
after Aqua Products

United States Patent and Trademark Office

Office of the Chief Administrative Patent Judge

MEMORANDUM
TO: Patent Trial and Appeal Board

FROM:  David P. Ruschke
Chief Administrative Patent Judge
David.Ruschke(@uspto.gov

DATE: November 21, 2017

RE: Guidance on Motions to Amend in view of Aqua Products

Beyond that change, generally speaking, practice and procedure before the Board
will not change. For example, a patent owner still must meet the requirements for a
motion to amend under 37 C.F.R. § 42.121 or § 42.221, as applicable. That is, a motion
to amend must set forth written description support and support for the benefit of a filing
date 1n relation to each substitute claim, and respond to grounds of unpatentability

involved in the trial. Likewise, under 37 C.F.R. § 42.11, all parties have a duty of

Paper 54 (072 Sur-Reply for Opp. to Motion to Amend) at 5;
Nov. 21, 2017 USPTO Memo



PO identifies same 10 pages and 12 figures for
every independent claim limitation

Paper 40 (072 Opp. to
Motion to Amend) at 4-5;
Paper 62 (072 Corrected

Exhibits for Motion to
Amend), Appx. A.

Claims Exemplary Support in the
’820 Application
Proposed Claim 22
122. A method comprising: See below.

establishing, at a host computer, a transport layer
connection, including creating a context that
includes a media access control (MAC) laver
address, an Internet Protocol (IP) address and
Transmission Control Protocol (TCP) state

information pretecel-headerinformation for the

connection;

See, e.g., Bx. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
ClL. 1.

Same written
description support
as 036 Patent

transferring the context pretecelheader information
to an interface device;

See, e.g., Ex. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL 1.

transferring data from the network host to the
interface device, after transferring the context

protocelheader information to the interface device;

See, e.g., Ex. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
ClL 1.

dividing, by the interface device, the data into
segments;

See, e.g., Ex. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
CL 1.

creating headers for the segments, by the interface
device, from a template header containing the
protocol header information including IP address
and TCP state information; and

See, e.g., Ex. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
Cl. 1.

prepending the headers to the segments to form
transmit packets.

See, e.g., Ex. 2024 at
Abstract, Figs. 1-3, 4A-4D,
and 5-12, Pages 7-8, 10-17,
ClL 1.




Too late to provide written description
support in Reply

« PO provides alleged “exemplary” written description support for
the first time in its Reply

VII. THE PROPOSED AMENDMENTS ARE SUPPORTED BY THE
WRITTEN DESCRIPTION

75. It is my opinion that the proposed amendments are supported by the

written description, along with the Application (No. 11/821,820) and Provisional

Application (No. 60/061,809).

Paper 47 (072 Reply ISO Motion to Amend) at 6;
Ex. 2305 (Almeroth Decl. ISO Reply) at 25.

H



Written description support provided by PO
IS insufficient

« Patent Owner cites to written description support not included
In its original motion

« Patent Owner has not identified any written description support
for:

“Transferring the context information to an interface device”

Creating a “template header” from any “protocol header information”

Paper 54 (072 Sur-Reply for Motion to Amend) at 7-8.

ﬂ



072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

a) Patent Owner has improperly expanded the scope of claims
22-29

b) Patent Owner does not show adequate written description
support

c) Substitute claims 22-29 are indefinite

d) Substitute claims are obvious

H



Claim 22 is indefinite

(22.1) establishing, at a host computer, a transport layer connection,
including creating a_context that includes a media access control
(MAC) layer address, an Internet Protocol (IP) address and
Transmission Control Protocol (TCP) state information for the

connection;

(22.2) transferring the context information to an interface device;

(22.3) transferring data from the network host to the interface device,

after transferring the context information to the interface device;

Paper 40 (072 Opp. to Motion to Amend) at 8-10;
Ex. 1210 (072 Horst Decl. ISO Opp. to Motion to Amend) [ 18.



072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

d) Substitute claims are obvious

i. Prior art discloses “creating a context that includes a MAC layer
address, an IP address, and TCP state information for the
connection” (limitation 22.1)

ii. Prior art discloses “transferring the context information to an interface
device” (limitation 22.2)

iii. Prior art discloses “transferring data ... after transferring the context
information to the interface device” (limitation 22.3)

iv. Prior art discloses “creating headers for the segments, by the interface
device, from a template header” containing “TCP state information”

(limitation 22.5) @



Erickson: "Pre-negotiated” header that
includes "almost everything” for UDP

FIG. 6 602

Hex Dec — — ra

0 0 [Ethemet 0 Target Ethernet Address

1 1 ||Header 0 (6 bytes)

2 2 [(1abytes) [0

3 3 04

4 4 05

5 5 06

6 6 07 | Source Ethemet Address

77 08 | (6 bytes)

8 8 804 039

9 9 0a

a 10 0b

b 1 0c

c 12 08 | Protocol Type (0x0800 = IP)

d 13 A0 L
e 14 | IP 45 Version = 4, |P Header Len (Words) = 5

f 15 | |Header 00_ [ Service Type

10 16 (20 bytes) 00 ! Total Length = 0x001d (29 bytes: 20-byte IP Header
117 1d plus 8-byte UDP header plus 1-byte user data)
12 18 el Datagram Id = Oxe0a1

13 19 al

14 20 40 | Flag Ox4 DO_NOT_FRAGMENT

15 21 00 Fragment Offset = 0x000

16 22 40 Time-to-Live = 0x40

17 23 11 Protocol = 0x11 (UDP)

18 24 606 a_| IP Header Checksum = Oxdalb

19 25 1b

la 26 80 | IP Address of Source = 128.1.192.7

b 27 01

ic 28 c0

1d 29 07

e 30 8 IP Address of Destination = 128.1.192.8

1t 31 0

20 32 o0

21 33 08

2 A4 UDFP

23 35 JHeader 07

24 36 [(8bytes) 30 Destination Port = 0x3018

25 37 18

26 38 00__| UDP Length = 0x0009 (8-byte UDP Header plus
27 39 608 09| 1-byte user data)

28 40 0c__| UDP Checksum = 0x0cf8

29 41 f8

2a 42 gser 810 |67 | 1byte user datagram = "g*

ata —
[Variable)

In the present application, the access privileges given to
the user processes are very narrow. Each user process has
basically pre-negotiated almost everything about the data-
gram 602. except the actual user data 6190. This means most
of the fields in the three header areas 604, 606. and 608 are
predetermined.

In this example, the user process and the device driver has
pre-negotiated the following fields from FIG. 6: (1) Ethernet
Header 604 (Target Ethernet Address. Source Ethernet
Address. and Protocol Type); (2) IP Header 606 (Version, IP
header Length. Service Type. Flag. Fragment Offset, Time__
to__Live, IP Protocol, IP Address of Source, and IP Address
of Destination); and (3 (Source Port and
Destination Port). Only the shaded fields in FIG. 6. and the
user data 610, need to be changed on a per-datagram basis.

Paper 40 (072 Opp. to Motion to Amend) at 11-12;
Ex. 1005 (Erickson) at 6:58-7:3, Fig. 6.




POSA would have replaced UDP header
with TCP header

Destination port | |VER. | HL| TOS Total length

i

Fragment offset

Sequence number Identification

Acknowledgementnumbe it Header checksum

Window size

.~ Destination address

@ I (0)

Checksum : Urrggq_t”p‘bi:rﬁér S

Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are
taken from the prototype without change.

Paper 40 (072 Opp. to Motion to Amend) at 12;
Ex. 1006 (Tanenbaum96) at .584, Fig. 6-50.

ﬂ




072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

d) Substitute claims are obvious

i.  Prior art discloses “creating a context that includes a MAC layer
address, an IP address, and TCP state information for the connection’
(limitation 22.1)

J

ii. Prior art discloses “transferring the context information to an
interface device” (limitation 22.2)

iii. Prior art discloses “transferring data ... after transferring the context
information to the interface device” (limitation 22.3)

iv. Prior art discloses “creating headers for the segments, by the interface
device, from a template header” containing “TCP state information”

(limitation 22.5) @



Erickson discloses transferring
“datagram template” to |1/O adapter

FIG. 7 =
Ethernet 0 Target Ethemet Address fT
(14 by EE e
I The script that executes the above function provides the
o e O USERDATA_ADDRESS and USERDATA_LENGTH
—sas  Which the user process programmed into the adapter’s
P [sjmermsy  memory. This information quite likely varies from datagram

(@0byes) "~ To Lengh 602 to datagram 602. The scrilx is also passed the appro-

B —
H 1+ Datagram Id

o trmmoorm|  priate datagram 702 template based on the specific software

Fragment Offset = 0x00(

i register (508 in FIG. S or 316 in FIG. 3). There are different

—_lao]e

Y e | scripts for different types of datagrams 702 (e.g.. UDP or
2 | TCP). Also, the script would most likely make a copy of the

—o T datagram 702 template (not shown here). so that multiple
o oo datagrams 602 for the same user could be simultaneously in

0
(8 bytes) 30 Destination Port = 0x301 -
18 transit.

M + UDP Length

+———+ UDP Checksum Paper 1 (072 Petition) at 42;

T Paper 40 (072 Opp. to Motion to Amend) at 13.
Ex. 1005 (Erickson) at 7:65-8:9.

H
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072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

d) Substitute claims are obvious

i.  Prior art discloses “creating a context that includes a MAC layer
address, an IP address, and TCP state information for the connection’
(limitation 22.1)

J

ii. Prior art discloses “transferring the context information to an interface
device” (limitation 22.2)

lii. Prior art discloses “transferring data ... after transferring the
context information to the interface device” (limitation 22.3)

iv. Prior art discloses “creating headers for the segments, by the interface
device, from a template header” containing “TCP state information”

(limitation 22.5) @



Data is transferred after the context
iInformation

m
]
>

BN RN NN N e P PP NP PO NSO~ P Q0 RN OONDNEWN=O

BREBBLEBENBRRERRNREIS IR I3ewvonswn-of

28889

FIG. 7

/,702

Ethemet

Header

(6 bytes)

(14 bytes)

Target Ethemet Address

(6 bytes)

slzislelzlzleslsle

=1
o

Source Ethemet Addres|

Protecol Type (0x0800

B&5(8I8|F

IP

ersion = 4, IP Header |

Header
(20 bytes) !

Service Type

v Total Length

[
"

B —
1+ Datagram Id

-d

S I ————
Flag 0x4 DO_NOT_FRA

Fragment Offset = 0x00(

Time-to-Live = 0x40

06 T 1 |P Header Checksum

IP Protocol = 0x11 (UDH

IP Address of Source =

IP Address of Destinatio

FIG. 7 is a block diagram illustrating a UDP datagram
template 702 (without a user data area) residing in the IO
device adapter’s memory. The user process provides the
starting address and the length for the user data in its virtual
address space, and then *“spanks” a GO register to trigger the
I/O device adapter’s execution of a predetermined script.
The IO device adapter stores the user data provided by the
user process in the I/O device adapter’s memory., and then
transmits the completed UDP datagram 702 over the media.

Paper 1 (072 Petition) at 42-43;

UDP

Header

Source Port = 0x0007 (echo datagram)

Paper 40 (072 Opp. to Motion to Amend) at 14;

(8 bytes)

883888‘-?[89.89[8»

I

Destination Port = 0x3018

Ex. 1210.024 (072 Horst Decl. ISO Opp. to Motion to Amend);

+ UDP Length

Ex. 1005 (Erickson) at 7:39-48, Fig. 7.

+ UDP Checksam

-d




072 Patent: Disputes

3. Motion to Amend 072 Patent should be denied

d) Substitute claims are obvious

i.  Prior art discloses “creating a context that includes a MAC layer
address, an IP address, and TCP state information for the connection”
(limitation 22.1)

ii. Prior art discloses “transferring the context information to an interface
device” (limitation 22.2)

iii. Prior art discloses “transferring data ... after transferring the context
information to the interface device” (limitation 22.3)

iv. Prior art discloses “creating headers for the segments, by the
interface device, from a template header” containing “TCP state

information” (limitation 22.5) @




POSA would have replaced UDP header
with TCP header

Total length

 Destination port | |VER | HL| TOS

Identification Frrag"n{é‘ﬁtﬁ "cfiffset

Sequence number

Header checksum

Source address

Window size

Checksum

" Destination address
R R T L T

(a_) ] B (b)..

Urgent pointer

Fig. 6-50. (a) TCP header. (b) IP header. In both cases, the shaded fields are
taken from the prototype without change.

Paper 40 (072 Opp. to Motion to Amend) at 12;
Ex. 1006 (Tanenbaum96) at .584, Fig. 6-50.

ﬂ




U.S. Patent No. 7,337,241
(241 Patent)

IPR2017-1392 (Intel)
IPR2018-0372 (Dell)
IPR2017-1728 (Cavium)
IPR2018-0328 (Wistron)

All citations herein are to the IPR2017-01405 case unless otherwise noted.



241 Patent: Instituted Grounds

* Erickson in view of Tanenbaum96 and
Alteon

= Claims 1, 2-8, 18, 22, and 23

* Erickson in view of Tanenbaum96
(Common to 036 and 072 Patents)”

» Claims 9, 10-16, 17, 19-21, and 24

* This combination is discussed on slides 6-53 (regarding 036 and 072 patents)

Ex. 1005 — U.S. Patent No. 5,768,618 (“Erickson”)
Ex. 1006 — Tanenbaum, Andrew S., Computer Networks (“Tanenbaum96”)
Ex. 1033 — “Gigabit Ethernet Technical Brief (“Alteon”)




241 Patent: Disputes

1. APOSA would be motivated to combine
a. Erickson and Tannenbaum96

b. Alteon with Erickson and Tannenbaum96

2. The prior art discloses all of the disputed
limitations of the 241 Patent

3. Alteon is Prior Art
4. Motion to Amend 241 Patent

- ’ 140



241 Patent: Disputes

1. APOSA would be motivated to combine

a. Erickson and Tannenbaum96

= See 036 Patent, Dispute 1, slides 6-53



241 Patent: Disputes

1. APOSA would be motivated to combine

a. Erickson and Tannenbaum96

b. Alteon with Erickson and Tannenbaum96

i. A POSA would have been motivated to apply Alteon’s
interrupt reductions to Erickson and Tanenbaum96

ii. Tanenbaum96 does not teach away from the combination
(see slides 33-40)

lii. Erickson and Alteon are compatible

Ex. 1005 — U.S. Patent No. 5,768,618 (“Erickson”)
Ex. 1006 — Tanenbaum, Andrew S., Computer Networks (“Tanenbaum96”)
Ex. 1033 — “Gigabit Ethernet Technical Brief (“Alteon”)




PO has admitted that using fewer than
one interrupt per packet was known

44 — 33 = At least 11 segments with no interrupts

UNITED STATES DEPARTMENT OF COMMERCE E |

United States

1.3 Too Many Interrupts

THIS IS TO CERTTFY THAT A
THE RECORDS OF THE UNIT]|

§ omcormowmens| A G4k SMB request (write or read-reply) is typically made up of 44 TCP segments when
4§ meemmoessisd  minning over Ethernet (1500 byte MTU). Each of these segments may result in-an

§ srucwmonsom @) interrupt to the CPU. Furthermore, since TCP must acknowledge all of this incoming

| data, it’s possible to get another 44 transmit-complete interrupts as a result of sénding out
the TCP acknowledgements. While this is possible, it is not terribly likely. Delayed
ACK timers allow us to acknowledge more than one segment at a time. And delays in
interrupt processing may mean that we are able to process more than one incoming

wanr|  network frame per interrupt. Nevertheless, even if we assume 4 incoming frames per

| input, and an acknowledgement for every 2 segments (as is typical per the ACK-every-
other-segment property of TCP), we are still left with 33 interrupts per 64k SMB request.

Paper 45 (241 Reply) at 6;
Ex. 1031.006 (1997 Provisional).




Erickson sought to avoid operating
system intervention

169. A chief concern of Erickson 1s to avoid intervention of the operating

system on a “per 'O basis.” Ex.1005. Erickson at 3:9-10. Erickson partially

addresses this problem by using scripts on the I'O device to process data. Alteon

Ex. 1003.101 (Horst Decl.) at [ 169.

Thus, it will be recognized that the present invention
increases the efficiency of I/O operations in the following
ways:

1. Writing information to and from a user address space

without intermediate memory-to-memory copies.

2. Accessing an IO device simultaneously from multiple

user processes in a single node.

3. Eliminating calls to the operating system and the
associated context switches on a per I/O basis.

Ex. 1005.010 (Erickson) at 3:1-10.

I EEE——————— i |




Alteon shows that sending fewer
interrupts was known and desirable

Gigabit Ethernet
Technical Brief

Using an intelligent adapter with an onboard RISC-based processor specially designed for
embedded application processing, Alteon’s Gigabit Ethernet technology not only reduces the
number of times data 1s copied among processing entities, it allows a single interrupt to be 1ssued
for multple data packets —radically altering the ratio of interrupts to packets, and eliminating the
scalability problems inherent in older adapter designs.

Alteon Gigabit Ethernet adapters have an interrupt timer that determines when to interrupt a host
CPU. This allows a single interrupt to be issued for multiple data packets that are sent into the
operating system buffer space. It also allows for “adaptive™ interrupts; that is, the NIC can alter the
number of interrupts issued per second based on network usage.

Alteon Networks, Inc.
6351 San Ignacio Avenue
San Jose, CA 95119

1-408-574-5500

First Edition
September 1996

Paper 4 (241 Petition) at 47-48;
Paper 45 (241 Reply) at 5;
Ex. 1033.022-.023 (Alteon).

H



241 Patent: Disputes

1. APOSA would be motivated to combine
a. Erickson and Tannenbaum96

b. Alteon with Erickson and Tannenbaum96

i. APOSA would have been motivated to apply Alteon’s interrupt
reductions to Erickson and Tanenbaum96

ii. Tanenbaum96 does not teach away from the combination
(see slides 33-40)

lii. Erickson and Alteon are compatible

- | 146



241 Patent: Disputes

1. APOSA would be motivated to combine

a. Erickson and Tannenbaum96

b. Alteon with Erickson and Tannenbaum96

i. APOSA would have been motivated to apply Alteon’s interrupt
reductions to Erickson and Tanenbaum96

ii. Tanenbaum96 does not teach away from the combination
(see slides 33-40)

lii. Erickson and Alteon are compatible

H



Erickson is not limited to a single page
architecture

US005768618A

United States Patent s {11 Patent Number: 5,768,618
FErickson et al. 145) Date of Patent: Jun. 16, 1998

[54] METHOD FOR PERFORMING SEQUENCE
OF ACTIONS IN DEVICE CONNECTED TO
COMPUTER IN RESPONSE TO SPECIFIED

wEmsymaeess® | address into a physical address usable by the adapter. In all

"TTEREREN.. | likelihood, the adapter would have a very limited knowledge
e of the user process’ virtual address space, probably only
e «: | knowing how to map virtual-to-physical for a very limited

range, maybe as small as a single page. Pages in the user
process’ virtual address space for such buffers would need to
be fixed. The udpscript procedure would need to be
enhanced if the user data were allowed to span page bound-

st | aries. The udpchecksum( ) procedure generates a checksum

Virtual Memory Remapping”. by Shin-Yuan Tzou and
David P Anderson, in Software~Practice & Experience. vol.
21(3). 251-267 (Mar. 1991).

[58] Field of

= -l Ex. 1005.012 (Erickson) at 8:16-24;
L Ex. 1223.024 (Horst Reply Decl.) at [ 47-49;
T Paper 45 (241 Reply) at 11-12.

intel‘ | 148



A single page is sufficient to hold
multiple TCP segments

UNITED STATES PATENT AND TRADEMARK OFFICE

embodiments in the specification. However, even if Erickson was limited to a
single page, TCP segments are often smaller than a page. For example, in Ethernet
which 1s the most common media, TCP segments are typically about 1500 bytes,

which 1s smaller than a typical page size of 4K bytes. Thus, a POSA could have

Title: FA

o] 1mplemented a TCP embodiment without making changes to the Erickson
REPLY

wasej a@dapter’s ability to cross page boundaries.

U Pate

P.O. Box 1450

Alexandria, VA 22313-1450

! Cavium, Inc.,
petitioner in this proceeding. Wistron Corporation, who filed a Petition in Case

IPR2018-00328, has been joined as a petitioner in this proceeding.

which filed a Petition in Case IPR2017-01728, has been joined as a

Ex. 1223.023-.024 (Horst Reply Decl.) at [ 46;
Paper 45 (241 Reply) at 11-12.



241 Patent: Disputes

2. The prior art discloses all of the disputed limitations of the
241 Patent

a) Erickson in view of Tanenbaum96 and Alteon discloses the
limitations of claims 1, 2-8, 18, 22, and 23 of the 241 Patent
(receive claims)

b) Erickson in view of Tanenbaum96 discloses the limitations of
claims 9, 10-16, 17, 19-21, and 21 of the 241 Patent
(transmit claims)

H



241 Patent: Disputes (Receive Claims)

a) Erickson in view of Tanenbaum96 and Alteon discloses the
limitations of claims 1, 2-8, 18, 22, and 23 of the 241 Patent

I The prior art discloses validation of network and transport layer
headers “without an interrupt dividing the processing” (claim 1)

ii.  The prior art discloses sending the data from each packet to a destination
in memory without sending any of the headers (claim 1)

iii.  The prior art discloses processing MAC layer headers without an interrupt
(claim 2)

iv. The prior art discloses processing an upper layer header by a second
mechanism (claim 3)

v. The prior art discloses sorting the packets by classifying each as having
IP and TCP headers (claim 6)

H



241 Patent: Claim 1

az United States Patent (o) Patent No.:  US 7,337,241 B2
Boucher et al. (45) Date of Patent: Feb. 26, 2008
(54) ;\bi.l-l;‘(i::ktlzl:;(\)'.‘-\:)lllif.I‘I?)R R’{-‘,’((.'ll":l\'[‘\(; 4991133 A 21991 'I)nm etal ...
' ortion e o 1. A method for network communication, the method
(75)  Inventors: Laurence B, Boucher, Saratoga, CA wo WO08/19412 5/1998 PO
(i Comprising:
T CA (US); Davi A iggc_n.r IR PUBLICATIONS . . .
RS o S R receiving a plurality of packets from the network, each of
o ai P the packets including a media access control layer
R [ G (s header, a network layer header and a transport layer
(57) ABSTRACT

(21) Appl. No.: 10/260,878

header;
processing the packets by a first mechanism, so that for
each packet the network layer header and the transport

(22)  Filed: Sep. 27, 2002

(65) Prior Publication Data
US 2004/0064578 A1 Apr. 1, 2004

(51) Int. CL

@ tea layer header are yalidated without an interrupt dividing
v S the processing of the network layer header and the

U.S. PATENT DOCUMENTS

transport layer header;
sorting the packets, dependent upon the processing, into
. first and second types of packets, so that the packets of
Lo, WQ the first type each contain data;

ﬁbﬁ?@fﬁ;’f&g{{ﬂﬁ—@x@ sending, by the first mechanism, the data from each
35

54

4366.538 A 12/1982
4485455 A 11/1984
4485460 A 111984
4,589,063 A 5/19%6 Shah et al. ...
4.700,185 A 1071987 Balph etal. ...

24 Claims, 89 Drawing Shees

| ransrorT packet of the first type to a destination in memory
| WO L allocated to an application without sending any of the

| DATALINK

media access control layer headers, network layer

36
56
;0\ —

INIC/CPD

Ex. 1001.142 (241 Patent), Claim 1.




The prior art combination teaches
header validation on the adapter

United States Patent @
Erickson et al.

US005768618A

1y Patent Number: 5,768,618
#5) Date of Patent: Jun. 16, 1998

[54] METHOD FOR PERFORMING SEQUENCE
OF ACTIONS IN DEVICE CONNECTED TO
MPUTER IN RESPONSE TO SPECIFIED
VALUES BEING WRITTEN INTO SNOOPED
SUB PORTIONS OF ADDRESS SPACE

[75] Inventors: Geme R. Erickson; Douglas E.
Hundley. both of Poway; P. Keith
Muller; Curtis H. Stehley. both of San
Diego. all of Calif.

[73] Assignce: NCR Corporation. Dayton, Ohio
[21] Appl. No.: 577,678

[22] Filed:  Dec. 21,1995

[51] Int. C1°

21,
395/829. 832, 846. 882. 284. 309. 500.
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5711 ABSTRACY

A method of controlling an inputi
nected to a computer to facilitate faf
address space for the U0 deviee i
memory of the computer, wherein

prises virtual registers that are used
LO device. In essence. control reg
the IO device are mapped into the:

the virtual address space is backd
and/or memory on the VO device. T}
detects writes to the address space.

sequence of actions can be trigger
programming specified values into
mapped virtual address space.

19 Claims, 7 Drawi

BeveE DRVER
AL VEMORY

B oex W udpchecksum (physaddress, USERDATA__LENGTH, template) ;

udpscript (void *USERDATA__ADDRESS,

{

char *physaddress;

template->P. Totallength = sizeof (IPHeader) +
template->IP DatagramiD = nextid() ;
ipchecksum (template) ;

template->UDPLength = sizeof (UDPHeader)

physaddress = vtophys (USERDATA__ADDRESS,

mt USERDATA__LENGTH,
template__t *template)

sizeof(UDPHeader) + USERDATA__LENGTH;

+ USERDATA__LENGTH,;

USERDATA_LENGTH) ;

Ex. 1005.007 (Erickson) at 7:21-33;
Paper 45 (241 Reply) at 5-6;

Ex. 1003.115 (Horst Decl.) at A-5;
Paper 4 (241 Petition) at 53-54.



The prior art combination teaches
header validation on the adapter

The header and data should be separately checksummed, for two reasons.
First, to make it possible to checksum the header but not the data. Second, to ver-
ify that the header is correct before starting to copy the data into user space. It is
desirable to do the data checksum at the time the data are copled to user space, but
if the header is incorrect, the copy may be to the wrong process. To avoid an
incorrect copy but to allow the data checksum to be done durlng copying, it is
essentlal that the two checksums be separate. | -

Ex. 1006.589 (Tanenbaum96);
Ex. 1003.059-.060 (Horst Decl.) at q 100;
Paper 45 (241 Reply) at 6.




There is "no reason to interrupt the
processing of the host computer”

Imals@uspio gov Paper 11
5$71-2M2-71822 Emered: November 30, 2017

Regarding the “without interrupt™ requirement of claim 17, all
processing to generate headers for packets to be sent from the network
interface device of Erickson is performed by the processing capability of
Erickson’s network interface device with no reason to interrupt the

processing of the host computer requesting the transmission.

Bisici Paper 11 (Institution Decision) at 19;
Institation of Inier Paries Review

27 CFR 542 108 Paper 41 (241 Reply) at 17;
' Ex. 1003.095-.096 (Horst Decl.) at I 159.

I. INTRODUCTION
Intel Corporation (“Petitioner™) requests inter partes review of claims

all claims (1-24) of US. Patent No. 7337,241 B2 (“the "241 patent.” Ex
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Priority application admits using fewer
than 1 interrupt per packet was known

3 = At least 11 segments with no interrupts

UNITED STATES DEPARTMENT OF COMMERCE g |

United States

1.3 Too Many Interrupts

THIS IS TO CERTTFY THAT A
THE RECORDS OF THE UNIT]|

§ omcormowmens| A G4k SMB request (write or read-reply) is typically made up of 44 TCP segments when
§ moovrowssod  ninping over Ethernet (1500 byte MTU). Each of these segments may result in-an
srucnossowe @l interrupt to the CPU. Furthermore, since TCP must acknowledge all of this incoming

| data, it’s possible to get another 44 transmit-complete interrupts as a result of sénding out
the TCP acknowiedgements. While this is possible, it is not terribly likely. Delayed
ACK timers allow us to acknowledge more than one segment at a time. And delays in
interrupt processing may mean that we are able to process more than one incoming

wanr|  network frame per interrupt. Nevertheless, even if we assume 4 incoming frames per

| input, and an acknowledgement for every 2 segments (as is typical per the ACK-every-
other-segment property of TCP), we are still left with 33 interrupts per 64k SMB request.

Ex. 1031.006 (1997 Provisional);
Paper 45 (241 Reply) at 6-7.




Alteon teaches using fewer than one
interrupt per packet

Gigabit Ethernet
Technical Brief

Using an intelligent adapter with an onboard RISC-based processor specially designed for
embedded application processing, Alteon’s Gigabit Ethernet technology not only reduces the
number of times data is copied among processing entities, it allows a single interrupt to be 1ssued
for multiple data packets —radically altering the ratio of interrupts to packets, and eliminating the
scalability problems inherent in older adapter designs.

Alteon Gigabit Ethernet adapters have an interrupt timer that determines when to interrupt a host
CPU. This allows a single interrupt to be issued for multiple data packets that are sent into the
operating system buffer space. It also allows for “adaptive™ interrupts; that is, the NIC can alter the
number of interrupts issued per second based on network usage.

Altseon Networks, Inc.

6351 San [, A - .
s Josa; It pesine E; 103202224102R3 (/I-\Iteon),
1-408-574-5500 aper 45 ( eply) at 5.
First Edition

September 1996
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Erickson teaches transfer without
interrupts using polling and snooping

TWO USER PROCESSES FIG. 2 DEVICE DRIVER
VIRTUAL MEMORY WITH VIRTUAL MEMORY
VIRTUAL HARDWARE PHYSICAL MEMORY IN KERNAL “« . . .
e ONI/QADHPTER . Incoming data is then written
] to the virtual memory and
A detected by polling or
SINGLE PAGE n a n ”

. snooping" hardware.
PRoRe vendas | |- ] _swote pace
VIRTUAL HARDWARE | .-~ £

e

Ex. 1005.003, -.012 (Erickson) at Fig. 2, 8:50-52;
Ex. 1223.025-.026 (Horst Reply Decl.) at §[{] 50-52;
Paper 45 (241 Reply) at 6.

I EEEEE————————— i |



Dr. Horst explains that snooping and
polling do not involve interrupts

UNITED STATES PATENT AND TRADEMARK OFFICE

hardware’.” Ex. 1005 at 8:50-52. Frickson clearly describes how the snooping

works to allow the adapter and host to read and write portions of each other’s

memory, and this type of snooping does not involve interrupts. Erickson’s

T OrToTIT < VY ITOT S

— software, then another context switch back to user space. Instead, Erickson’s
itle:

seead POIIING loop allows the user code to directly poll the STATUS register without any
REPLY 1
. involvement from the operating system.

ail Stop
PatemTr{i)a .
Py byt rademark Office Ex. 1223.025 (Horst Reply Decl.) at {] 50:
Alexandria, VA 22313-1450 Ex. 1005.012 (Erickson) at 6:25-31;

Paper 45 (241 Reply) at 6.
! Cavium, Inc., which filed a Petition in Case IPR2017-01728, has been joined as a

petitioner in this proceeding. Wistron Corporation, who filed a Petition in Case

IPR2018-00328, has been joined as a petitioner in this proceeding.
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241 Patent: Disputes (Receive Claims)

a) The combination of Erickson, Tanenbaum96 and Alteon
discloses the limitations of claims 1, 2-8, 18, 22, and 23 of the
241 Patent

. The prior art discloses validation of network and transport layer headers
“‘without an interrupt dividing the processing” (claim 1)

ili. The prior art discloses sending the data from each packet to a
destination in memory without sending any of the headers (claim 1)

iii.  The prior art discloses processing MAC layer headers without an interrupt
(claim 2)

iv. The prior art discloses processing an upper layer header by a second
mechanism (claim 3)

v. The prior art discloses sorting the packets by classifying each as having
IP and TCP headers (claim 6)

I EEEEE—————————————. > |



241 Patent: Claim 1

az United States Patent (10) Patent No.: US 7,337,241 B2

Boucher et al. (45) Date of Patent:

(54) FAST-PATH APPARATUS FOR RECEIVING 4991133 A 21991 Davis et al. 1 . A mEthOd for network COmmuniCati On, the methOd

l().;l\‘:;;‘,'g_:_{llgfl'()\'l)l\(} TO A TCP (Continued) . .
R rorziGN patent pocuM  COTY |pr]_Sl| ]g:
(75) Inventors: Lauren WO W0/98/19412 5/1998

e receiving a plurality of packets from the network, each of
g the packets including a media access control layer

iggen,
CA (US): Clive M. Philbrick,
CA (US): Daryl D. Starr,
Milpitas, CA (US)

(Continued)

D e i Tt header, a network layer header and a transport layer

(73)  Assignee: Alacritech, In

i n
(*) Notice:  Subject 10 any term of this (74) Attorney, Agent, or Firm—Mark L
patent is extene under 35 Law Group LLP

TR s header;
o e i processing the packets by a first mechanism, so that for
it s o ‘ each packet the network layer header and the transport
O liShons  awosan layer header are validated without an interrupt dividing
the processing of the network layer header and the
s transport layer header;
s & Wow 2 Cem Smmmcreiid sorting the packets, dependent upon the processing, into

4,580,063 A 5/1986 Shah et al. oocoiciineine TIOS

4700185 A 10/1987 Balph et al. e 370451 24 Claims, 89 Drawing Sk ﬁrst and Second types Of packetsg SO that the packets Of

46

—o the first type each contain data;

e 50 42 LAYER

fﬂ._&mm._l{g sending, by the first mechanism, the data from each
o 1 s packet of the first type to a destination in memory

(22) Filed: Sep. 27, 2002

(52) U . ... T09/250
(58) Field [ 709/250

(56)

4,366,538 A

| TRANSPORT

ol w7 o | | e allocated to an application without sending any of the
| DATA LINK

media access control layer headers, network layer

56
-

N

INIC/CPD

Ex. 1001.142 (241 Patent), Claim 1.




Erickson transfers data to applications in

the host directly without headers

US005768618A

United States Patent (9 11 Patent Number: 5,768

Erickson et al. 1451 Date of Patent: Jun. 16,

[54] METHOD FOR PERFORMING SEQUENCE “The DASH Local Kernal Structure”™ by David . An
OF ACTIONS IN DEVICE CONNECTED TO and Shin-Yuan Tzou. Report No. UCB/CSD 884463,

COMPUTER IN RESPONSE TO SPECIFIED

VALUES BEING WRITTEN INTO SNOOPED -1 Combuter Sceace Division (EBCS). Uaivel
SUB PORTIONS OF ADDRESS SPACE Callfornia, Berkricy 94720.
[75] Inventors: Gene R. Erickson; Douglas E. “A Users' Guide meA Portable Instrumented
H . both of Poway: P. Keith munication Library” By G.A. Geist et. al.. Oak
Muller; Curtis H. Stehley. both of San  National Laboratory. Mathematical Scicnces Sectio
Diego. all of Calif. Box 2009. Bldg. 9207-A. Oak Ridge. TN 3783
[73] Assignee: NCR Corporation, Dayton. Ohio (Aug. 1950,
“Architecture and Implementation of Vulcan™ By CY
[21] Appl. No.: 577,678 Stunkel. et. al.. IBM Research Division. Yorktown H
[22] Filed:  Dec 21,1995 New York (Sep. 22. 1993)
(5] Mot €L ... “MPI-F: An MPI Prototype Implementation on IB
52] US.CL ... by Hubertus Franke et. al.. pub. by IBM. T.J.

/821, 823, Rescarch Center. Yorktown Heights, New York 105
309. 500.
473

Primary Examiner—Moustafa M. Meky
[56) References Cited Attorney, Agent, or Firm—Merchant. Gould. Smith.|
U.S. PATENT DOCUMENTS Welter & Schmidt

4589063 5/1986 Shah et al. .. 571 ABSTRACT

5016161  5/199] Van Loo et al.

395/678 i
1991 Van Loo s o A method of controlling an input/output (VO) devi

nected to a computer to facilitate fast VO data transf

FIG. 4 is a block diagram describing a direct application
interface (DAI) and routing of data between processes and
an external data connection which is compatible with the
present invention. Processes 402 and 404 transmit and
receive information directly to and from an interconnect 410
(e.g.. /O device adapter) through the DAl interface 408. The
information coming from the interconnect 410 is routed
directly to a process 402 or 404 by use of virtual hardware
and registers, rather than using a traditional operating sys-
tem interface 406.

address space for the IO device is created in the virtual
memeory of the computer. wherein the address spacc com-
prises virtual registers that are used to directly control the
T/O device. In essence. control registers and/or memory of
the VO device are mapped {nto the virtual address space, and

5671442

FOREIGN PATENT DOCUMENTS the virtual address space is backed by control registers
and/or memory on the /O device. Thereafter, the IO device

351148 /1993 European Pac OFF. . detects writes ta the address space. As a result. a pre-defined
OTHER PUBLICATIONS sequence of actions can be triggered in the VO device by

“The Performance of Message_Passing Using Restricted  PTOSTATIIOE specified values into the data written into the
Virual Memory Remapping”. by Shin-Yuan Tzou and  ™Mapped virtual address space.
David P. Anderson. in Software-Practice & Experience. vol.

21(3). 251-267 (Mar. 1991). 19 Claims, 7 Drawing Sheets
pevie o
VETTAL VWO
AL VEMORY N KEFNAL
ONLIOADAPTER
|

408~\

402 \ DAI/FRONT END

A

410
\

INTERCONNECT

PROCESS

Y

404

r

PROCESS [« —>

A renyaG” | Ex. 1005.005, -.010 (Erickson) at Fig. 4, 5:6-14;
o THE APPLICATION Ex. 1003.119 (Horst Decl.) at A-9-10;
0S INTERFACE [* Paper 4 (241 Petition) at 56-57 56-58;
Paper 45 (241 Reply) at 7;

-y Ex. 1223.014-.015 (Horst Reply Decl.) at { 29.
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Alteon transfers data to applications in
the host without headers

Gigabi

Table 4. Steps in Data Reception using Second Generation NIC

Techni

Data Steps

Control Steps

Achieving

B

The NIC moves the first 64 bytes of the packet A. The NIC notifies the stack that it has moved 64

to the protocol stack through a pre-allocated

bytes of data by issuing an interrupt.

buffer. The first 64 bytes includes the header

information and some data.

The protocol stack moves any data from the
initial 64 bytes (minus the header) to the
application memory.

The NIC moves the rest of the data into

application memory. If application memory is

B. The protocol stack analyzes the headers and
tells the NIC where in application memory to
put the remaining data from the packet.

C. The NIC tells the stack that it has finished
moving the rest of the data packet into

not accessible, then an intermediate buffer is application memory by issuing an interrupt.
used and the data is copied to the application

memaory by the host in Step 4.

The protocol stack performs a checksum on
the packet in the application memory space.

D. The protocol stack informs the application that
data has arrived.

Alteon Networks, Inc.
6351 San Ignacio Avenue
San Jose, CA 95119

1-408-574-5500

First Edition
September 1996

Paper 4 (241 Petition) at 57;
Ex. 1003.124 (Horst Decl.) at A-15;
Ex. 1033.021 (Alteon).
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241 Patent: Disputes (Receive Claims)

a. The combination of Erickson, Tanenbaum96 and Alteon
discloses the limitations of claims 1, 2-8, 18, 22, and 23 of the
241 Patent

. The prior art discloses validation of network and transport layer headers
“‘without an interrupt dividing the processing” (claim 1)

ii.  The prior art discloses sending the data from each packet to a destination
in memory without sending any of the headers (claim 1)

lii. The prior art discloses processing MAC layer headers without an
interrupt (claim 2)

iv. The prior art discloses processing an upper layer header by a second
mechanism (claim 3)

v. The prior art discloses sorting the packets by classifying each as having
IP and TCP headers (claim 6)

I EEEEE—————————————— i |



241 Patent: Claim 2

az United States Patent

Boucher et al.

(10) Patent No.: US 7,337,241 B2
(45) Date of Patent: Feb. 26, 2008

(75)  laventors: Laurence B. Boucher, Saratoga, CA
. Blightman,

Ce (US). David A, Higgen,
Saratoga, CA ( Clive M. Philbrick,
San Jose, CA (US): Daryl . Starr,
Milpitas, CA (US)

(73) Assignee: Alacritech, Inc., San Jose, CA (US)

Naotice: Subject 10 any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by 879 days.

(21)  Appl. No.: 10/260,878

(22) Filed: Sep. 27, 2002

(65) Prior Publication Data

US 2004/0064578 Al Apr. 1, 2004

(51) Int. CL
GO6F 15/16 (2006.01)

SRR . 709/250
assification Search 709/250
See application file for complete search history.
(56) References Cited
U.S. PATENT DOCUMENTS

(52)
(58)

4.366.538 A 12/1982 Johnson et al
4485455 A 1171984 Boone et al
4.485.460 A 1171984 Stambaugh
4,589.063 A 51986 Shah et al
4.700,185 A 101987 Balph et al.

2. The method of claim 1, wherein processing the packets
by a first mechanism further comprises:
1 processing the media access control layer header for each
f packet without an interrupt dividing the processing of
the media access control layer header and the network
layer header.

hy

W

for a message is defined that allows DMA controllers of the
INIC 1o move data, free of headers, directly 1o or from a .
destination or source in the host. The context is stored in the EX_ 1001 . 1 42 (241 Patent), Clalm 2
INIC as a communication control block (CCB) that can be
passed back 1o the host for message processing by the host.
The INIC contains specialized hardware circuits that are
much faster at their specific tasks than a general purpose
CPU. A preferred embodiment includes a trio of pipelined
processors with separate processors devoted fo transmit,
receive and management processing, with full duplex com-
munication for four fast Ethernet nodes.

24 Claims, 89 Drawing Sheets
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Erickson teaches that the MAC layer
header is processed on the adapter

A 20l .. FIG.6 o
United States Patent s (1) Patent Number: 5,768,618 0 0 [Ehemat T Tagel T e
Erickson et al. 15) Date of Patent: Jun. 16, 1998 1 1 Header 2! (6 bytes)
2 2 |{1&bytes) 3
{541 METHOD FOR PERFORMING SEQUENCE “The DASH Local Kernal Structure™ by David . Anderson 3 3 )
OF ACTIONS IN DEVICE CONNECTED TO and Shin-Yuan Tzou. Report No. UCB/CSD 88/463. Nov. 7. 4 4 0
COMPTIL I SSROE TRSTECHE, 1 o s i S5 ey : s :
SUB PORTIONS OF ADDRESS SPACE Cotifomi Berkeley 94720 6 6 07| Source Ethenel Address
) : “A Users' Guide to PICL—A Portable Instrumented Com- 7 o8 | (6b
031 Toventors: g&f&vm&m {.m munication Library” By G.A. Geist et. al.. Oak Ridge 8 ; 604 09 (6 bytes)
Muller; Cortis H. Stebley. both of San  National Laboratory. Mathematical Sciences Section. PO, 2 B
Dicgo, all of Calif. Box 2009, Bidg, 9207-A. Oak Ridge. TN 37831-8083 9 190 g:
N . ] (Aug. 1990). a
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(51 Int. CL* GOSF 1542 “MPI-F: An MPI Prototype Implementation on IBM SP1” e 14 (P 45 | Version = 4, IP Header Len (Words) = 5
(521 US.CL . 395829 by Hubertus Franke et. al, pub. by IBM. T.J. Watson I 15 |Header _00_ | Service Type
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Ex. 1005.007 (Erickson), Fig. 6.




241 Patent: Disputes (Receive Claims)

a) The combination of Erickson, Tanenbaum96 and Alteon
discloses the limitations of claims 1, 2-8, 18, 22, and 23 of the
241 Patent

. The prior art discloses validation of network and transport layer headers
“‘without an interrupt dividing the processing” (claim 1)

ii.  The prior art discloses sending the data from each packet to a destination
in memory without sending any of the headers (claim 1)

iii.  The prior art discloses processing MAC layer headers without an interrupt
(claim 2)

iv. The prior art discloses processing an upper layer header by a
second mechanism (claim 3)

v. The prior art discloses sorting the packets by classifying each as having
IP and TCP headers (claim 6)
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241 Patent: Claim 3

(12)

United States Patent

Boucher et al.

(10) Patent No.: US 7,337,241 B2
45) Date of Patent: Feb. 26, 2008

(54

(75

(73)
(*)

@
@)
(65)

(51)

(52)
(58)

(56)

FAST-PATH APPARATUS FOR RECEIVING
DATA CORRESPONDING TO A TCP
CONNECTION

Inventors: Laurence B, Boucher, Saratoga, CA
(US): Stephen E. J. Blightman, San
Jose, CA (US): Peter K. Craft. San
g co, CA (US); David A. Higgen,
“A (US); Clive M, Philbrick,
CA (US): Daryl D. Starr,
Milpitas, CA (US)

Assignee:  Alacritech, Inc.. San Jose, CA (US)

Notice:  Subjeet to any disclaimer, the term of this
patent is extended or adjusted under 35
US.C. 154(b) by 879 days.
Appl. No.: 10/260,878
Filed: Sep. 27, 2002
Prior Publication Data
US 2004/0064578 Al Apr. 1, 2004

Int. CL.

GO6F 15/16 (2006.01)

US. CL . SRS - 7097250
Field of € fion Search 709/250

3. The method of claim 1, further comprising;:

processing an upper layer header of at least one of the
packets by a second mechanism, thereby determining
the destination, wherein the upper layer header corre-
sponds to a protocol layer above the transport layer.

he INIC provides a fast-path that avoids protocol
ng for most large multi-packet messages. greatly
accelerating data communication. The INIC also ts the
host for those message packets that are chosen for process-
ing by host software layers. A communication control block
for a message is defined that allows DMA controllers of the
INIC to move data, free of headers, ctly 1o or from a

See application file for complete search history.

References Cited
U.S. PATENT DOCUMENTS
4,366,538 A 121982 Johnson et al. ............ 364200
4485455 A 11/1984 Boone etal ... 364/900

4485460 A 11/1984  Stambaugh
4,589,063 A 5/1986 Shah et al.
4.700.185 A 1071987 Balph et al.

or source in the host. The context is stored in the
INIC as a communication control block (CCB) that can be
passed back 1o the host for message processing by the host.
The INIC contains specialized hardware circuits that are
much faster at their specific tasks than a general purpose
CPU. A preferred embodiment includes a trio of pipelined
processors with separate processors devoled fo transmit,
receive and management processing, with full duplex com-
munication for four fast Ethernet nodes.

24 Claims, 89 Drawing Sheets
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Tanenbaum96: The processing of
application headers

Protocols <

Networks {

— Layer (OS] names)
TELI\iET " FTP w [ SMTP ‘ [‘ DNS Application I
_ P UDP Transport
P Network
ARPANET SATNEJ [ Packet } LAN Fhysical +
Fig. 1-19. Protocols and networks in the TCP/IP model initially.

Paper 45 (241 Reply) at 8;
Paper 4 (241 Petition) at 60;
Ex. 1006.055 (Tanenbaum96).
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241 Patent: Disputes (Receive Claims)

a) The combination of Erickson, Tanenbaum96 and Alteon
discloses the limitations of claims 1, 2-8, 18, 22, and 23 of the
241 Patent

. The prior art discloses validation of network and transport layer headers
“‘without an interrupt dividing the processing” (claim 1)

ii.  The prior art discloses sending the data from each packet to a destination
in memory without sending any of the headers (claim 1)

iii.  The prior art discloses processing MAC layer headers without an interrupt
(claim 2)

iv. The prior art discloses processing an upper layer header by a second
mechanism (claim 3)

v. The prior art discloses sorting the packets by classifying each as
having IP and TCP headers (claim 6)
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241 Patent: Claim 6

a2 United States Patent

(10) Patent No.: US 7,337,241 B2

6. The method of claim 1, wherein sorting the packets
includes classifying each of the packets of the first type as
having an Internet Protocol (IP) header and a Transmission
Control Protocol (TCP).

Boucher et al. (45) Date of Patent: Feb. 26, 2008
(54) FAST-PATH APPARATUS FOR RECEIVING 4991133 A 21991 Davis et al. oo 364900
DATA CORRESPONDING TO A TCP (Continued)
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US.C. 154(b) by 879 days.
(21) Appl. No.: 10/260,878
(22) Filed: Sep. 27, 2002
(65) Prior Publication Data
US 200410064578 A1 Apr. 1, 2004 I
. host for those message packets that are chosen for process-
(1) Int. Cl. ing by host software layers. A communication control block
GO6F 15116 (2006.01y for a message is defined that allows DMA controllers of the
(52) U__-S- Cl. . e ane s - 709250 INIC to move data, free of headers, ctly 1o or from a
(58)  Field of Classification Search - 7091250 ination or source in the host. The context is stored in the
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The INIC contains specialized hardware circuits that are
much faster at their specific tasks than a general purpose
CPU. A preferred embodiment includes a trio of pipelined
processors with separate processors devoled fo transmit,
receive and management processing, with full duplex com-
munication for four fast Ethernet nodes.

24 Claims, 89 Drawing Sheets
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Tanenbaum96: Parsing the header to
determine packet’s protocol

When the network layer has assembled a complete datagram, it needs to know
what to do with it. The Protocol field tells it which transport process to give it to.
TCP is one possibility, but so are UDP and some others. The numbering of proto-
cols 1s global across the entire Internet and 1s defined in RFC 1700.

Paper 4 (241 Petition) at 63-64;
Ex. 1006.433 (Tanenbaum96).




241 Patent: Disputes (Transmit Claims)

b) Erickson in view of Tanenbaum96 discloses the limitations of
claims 9, 10-16, 17, 19-21, and 21 of the 241 Patent

i. The prior art discloses “prepending the MAC, network, and
transport layer headers at one time as a sequence of bits ”
(claim 9)

ii.  The prior art discloses prepending each packet header without an
interrupt dividing the prepending of the MAC, IP, and TCP headers
(claim 17)

lii. The prior art discloses dividing the data into multiple segments
and prepending a packet header to each of the segments by a
second processor/mechanism (claims 9 and 17)
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241 Patent: Claim 19

az United States Patent (o) Patent No:  US 7,337,241 B2
Boucher et al. 45) Date of Patent: Feb. 26, 2008

(54) FAST-PATH APPARATUS FOR RECEIVING

9. A method for communicating information over a net-
work, the method comprising:
obtaining data from a source in memory allocated by a
first processor;
dividing the data into multiple segments;

(73)  Inventon

;D A. Hi n,
A (US); Clive M. Philbrick,

(73)  Assignee

(*) Notice:

patent i ted u
US.C. 154(b) by 879 days.

) o o oz prepending a packet header to each of the segments by a
(22) Filed: Sep. 27, 2002 .

- second processor, thereby forming a packet corre-
oma sponding to each segment, each packet header contain-
(52) US.CL ... S 709/250

(58) Field of Clas:
See application file

s header and a transport layer header, wherein the net-

ing a media access control layer header, a network layer

carch .............
complete search history.

dE work layer header is Internet Protocol (IP), the trans-

4,589,063 A 51986 Shah et al. .
4.700.185 A 1071987 Balph et al.

port layer header is Transmission Control Protocol
(TCP) and the media access control layer header, the

upPP

(wgﬂ-—»mm network layer header and the transport layer header are
o s prepended at one time as a sequence of bits during the
o | w prepending of each packet header; and
< " transmitting the packets to the network.
)F ‘wa Ex. 1001.143 (241 Patent), Claim 19.

H



Erickson teaches the use of a template
to create headers

Ed

It would have been

obvious to prepend the

populated header to the
data at one time
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Header 02 | (6byles)
{14 bytes) |03
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08| (6bytes)
604 09
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0b
0c
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45 | Version = 4, IP Header Len (Words) = 5
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-
a

Datagram Id = Oxe0a1
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iP Protocol = 0x11 [UDP]

80 | IP Address of Source = 128.1.192.7

Total Length = 0x001d (29 byles: 20-byte IP Header
plus 8-byte UDP header 1-byte

TineioLye < a0 the user processes are very narrow. Each user process has
] P eace Covisir Dt basically pre-negotiated almost everything about the data-
o gram 602, except the actual user data 610. This means most
w - ramanerme-me  Of the fields in the three header areas 604, 606, and 608 are

predetermined.

In the present application, the access privileges given to

Ex. 1005.007, .011 (Erickson) at Fig. 6, 6:57-62

Paper 45 (241 Reply) at 13-14;

Paper 4 (241 Petition) at 73-74;
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608 il 1-byte user data)
Oc__| UDP Checksum = 0x0cf8
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Ex. 1003.075-79,.136-.141 (Horst Decl.) at {[{] 131-136, A-16 — A-31.
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Dr. Almeroth’s interpretation would result in
an invalid packet

FIG. 6
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Ethemet 01| Targe! Ethemet Address 1
Header 02 ! (6byles)
{14 bytes} [ 03
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05 |
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g; Ssagme Ethemet Address
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1
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EEAs da IP Header Checksum = Oxda1b
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execution of the udpscript() procedure, Erickson appears to also likely builds the o B
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UDP datagram in a traditional serial fashion, rather than prepending the MAC, |57 W aniiat ol Destnaion = VE2. 1. To03
[0
transport, and network headers “at one time™ as required by claim 9. S o <o o0 Gy
Header o7
@ @ igoytesi | 30 | Destination Port = 0x3018
18]
608 00 | UDP Length = 0x0009 {8-byte UDP Header plus
= 09 1 user data)
C':: UDP Checksum = Ox0cf8
g:‘ef 610 67 1 byte user datagram = "g"
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{Variable)

Ex. 2026.068 (Almeroth) at [ 134;
Ex. 1005.007 (Erickson) Fig. 6, 7:50-64;
Paper 45 (241 Reply) at 13-14.
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Erickson teaches the use of a template
to create headers

Trials@uspto, gov Paper 11
571-272-7822 Entered: November 30, 2017

s no e pACket. Id. at 7:46—47; see also id. at 6:48-56. We agree with Petitioner

wrows et avoarr) - that the header and data to be transmitted, both stored in the memory of the

INTEL CORPORATION,

e network interface device, would be combined in one of two obvious
A e Ovner, manners—either the header is prepended to the data or the data is appended
SRR to the header. Given the small number of known solutions to combining the

sestemve s o s, N€@der and data, 1t would have been obvious to try prepending the header to

WILLIAM M. FINK, Administrative Patent Judges

FISHIMAR: Adniae P Judee the data to transmit the packet. KSR Int’l Co. v. Teleflex Inc., 550 U.S. 398,
Institution ::Ii’t‘;llli'g:-.'u Review Paper 11 (|nStItutI0n DeCISIOﬂ) at 17‘18

37CFR §42.108

I. INTRODUCTION
Intel Corporation (“Petitioner”™) requests inter partes review of claims

all claims (1-24) of U.S. Patent No. 7337241 B2 (“the "241 patent,” Ex.
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241 Patent: Disputes (Transmit Claims)

b) Erickson in view of Tanenbaum96 discloses the limitations of
claims 9, 10-16, 17, 19-21, and 21 of the 241 Patent

i.  The prior art discloses “prepending the MAC, network, and
transport layer headers at one time as a sequence of bits ” (claim
9)

li. The prior art discloses prepending each packet header
without an interrupt dividing the prepending of the MAC, IP,
and TCP headers (claim 17)

lii. The prior art discloses dividing the data into multiple segments
and prepending a packet header to each of the segments by a
second processor/mechanism (claims 9 and 17)

I EEEEE———————— i | v



241 Patent: Claim 17

a2 United States Patent (10 Patent No.:  US 7,337,241 B2
Boucher et al. 45) Date of Patent: Feb. 26, 2008
(54) FAST-PATH APPARATUS FOR RECEIVING 4991133 A 21991 Da h d f . . . f -
AT SORISPONDING 10 A TCP (i 17. A method for communicating information over a

FOREIGN PATENT

w wesee | petwork, the method comprising:

(Continu

(73)  Inventon

OTHER PUBL

v providing, by a first mechanism, a block of data and a

T e Transmission Control Protocol (TCP) connection;

dividing, by a second mechanism, the block of data into

multiple segments;

prepending, by the second mechanism, an outbound
packet header to each of the segments, thereby forming
an outbound packet corresponding to each segment, the
outbound packet header containing an outbound media
access control layer header, an outbound Internet Pro-

I tocol (IP) header and an outbound TCP header, wherein

;D A. Hi n,
A (US); Clive M. Philbrick,

(73)  Assignee

(*) Notice:

patent i ted u
US.C. 154(b) by 879 days.

(21) Appl. No.: 10/260,878
(22) Filed:  Sep. 27,2002

(65) Prior Publication Data
US 2004/0064578 Al Apr. 1, 2004
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GO6F 15716 (2006.01)
(52) US.CL e .. 7097250
(58) Field of Classification Sca: 709/250
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See application file complete search history.
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e[ i the prepending of each outbound packet header occurs

(omﬂ-j—»mmé—Lé without an interrupt dividing the prepending of the

s outbound media access control layer header, the out-

L bound (IP) header and the outbound TCP header; and
* w\' s transmitting the outbound packets to the network.

Ex. 1001.143 (241 Patent), Claim 17.
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The MAC header is part of the
prepopulated header template

United States Patent
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OF ACTIONS IN DEVICE CONNECTED TO
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51 ABSTRACT

A method of controlling an input/output
nected to a computer to facilitate fast VO
address space for the IO device is creatf
memory of the computer, wherein the add
prises virtual registers that are used to dir
/O device. In essence. control registers aj
the VO device are mapped into the virtual a4
the virtual address space is backed by
and/or memory on the VO device. Thereafty
detects writes to the address space. As a res)
sequence of actions can be triggered in U
programming specified values into the datd
mapped virtual address space.

19 Claims, 7 Drawing Shed
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Ex. 1005.007 (Erickson) Fig. 6;
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There is "no reason to interrupt the
processing of the host computer”

Regarding the “without interrupt™ requirement of claim 17, all
processing to generate headers for packets to be sent from the network
interface device of Erickson is performed by the processing capability of
Erickson’s network interface device with no reason to interrupt the

processing of the host computer requesting the transmission.

Paper 11 (Institution Decision) at 19;
Paper 45 (241 Reply) at 14;
Ex. 1223.016 (Horst Reply Decl.) at § 31.
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241 Patent: Disputes (Transmit Claims)

b) Erickson in view of Tanenbaum96 discloses the limitations of
claims 9, 10-16, 17, 19-21, and 21 of the 241 Patent

i.  The prior art discloses “prepending the MAC, network, and
transport layer headers at one time as a sequence of bits ” (claim
9)

ii.  The prior art discloses prepending each packet header without an
interrupt dividing the prepending of the MAC, IP, and TCP headers
(claim 17)

lii. The prior art discloses dividing the data into multiple
segments and prepending a packet header to each of the
segments by a second processor/mechanism (claims 9 and

17)
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241 Patent: Claims 9, 17

az United States Patent (o) Patent No:  US 7,337,241 B2
Boucher et al. 45) Date of Patent: Feb. 26, 2008

(54) FAST-PATH APPARATUS FOR RECEIVING 4991133 A 21991 Davis et al. e 364900
DATA CORRESPONDING TO A TCP (Continued)

LONNECTIC

9. A method for communicating information over a net-
work, the method comprising:

obtaining data from a source in memory allocated by a
first processor;

dividing the data into multiple segments;

prepending a packet header to each of the segments by a
second processor, thereby forming a packet corre-
sponding to each segment, each packet header contain-
ing a media access control layer header, a network layer
header and a transport layer header, wherein the net-
work layer header is Internet Protocol (IP), the trans-
port layer header is Transmission Control Protocol
(TCP) and the media access control layer header, the
network layer header and the transport layer header are
prepended at one time as a sequence of bits during the
prepending of each packet header; and

transmitting the packets to the network.

17. A method for communicating information over a
network, the method comprising:

providing, by a first mechanism, a block of data and a
Transmission Control Protocol (TCP) connection;

dividing, by a second mechanism, the block of data into
multiple segments;

prepending, by the second mechanism, an outbound
packet header to each of the segments, thereby forming
an outbound packet corresponding to each segment, the
outbound packet header containing an outbound media
access control layer header, an outbound Internet Pro-
tocol (IP) header and an outbound TCP header, wherein
the prepending of each outbound packet header occurs
without an interrupt dividing the prepending of the
outbound media access control layer header, the out-
bound (IP) header and the outbound TCP header; and

transmitting the outbound packets to the network.

- TRANSPORT

-~ NETWORK -

52 387
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Ex. 1001.143 (241 Patent), Claims 9, 17.
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Erickson teaches that its interface
device stores and transmits user data
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WO USER PROCESSES
VRTUAL MEWORY WD
W

The /O device adapter stores the user data provided by the
user process in the I/O device adapter’s memory. and then
transmits the completed UDP datagram 702 over the media.
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57 ABSTRACT

A method of controlling an input/output (/0) device con-
nected to a computer to facilitate fast O data wransfers. An
address space for the IO device is created in the virual
memory of the computer, whercin the address space com-
prises virtual registers that are used to directly control the
VO device. In essence. control registers and/or memory of
the 1O device are mapped into the virtual address space. and
the virtual address space is backed by control registers
and/or memory on the O device. Thereafter, the 10 device
detects writes to the address space. As a result. a pre-defined
sequence of actions can be triggered in the L0 device by
programming specified values into the data written into the
mapped virtual address space.

19 Claims, 7 Drawing Sheets

Paper 4 (241 Petition) at 67;
Paper 45 (241 Reply) at 15-16;
Ex. 1005.012 (Erickson) at 7:39-41.




Erickson: Scripts executed by the

adapter implement TCP/IP
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US005768618A
i) Patent Number: 5,768,618
451 Date of Patent: Jun. 16, 1998

[54) METHOD FOR PERFORMING SEQUENCE
OF ACTIONS IN DEVICE CONNECTED TO
COMPUTER IN RESPONSE TO SPECIFIED
VALUES BEING WRITTEN INTO SNOOPED
SUB PORTIONS OF ADDRESS SPACE
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be performed based upon the protocol type. Each type of
protocol will have its own script. Types of protocols include,
but are not limited to, TCP/IP, UDP/IP, BYNET lightweight
datagrams, deliberate shared memory, active message
handler, SCSI, and File Channel

1571

A method of controlling an input/output (/0) device con-
nected to a computer to facilitate fast O data wransfers. An
address space for the IO device is created in the virual
memory of the computer, whercin the address space com-
prises virtual registers that are used to directly control the
VO device. In essence. control registers and/or memory of
the 1O device are mapped into the virtual address space. and
the virtual address space is backed by control registers
and/or memory on the O device. Thereafter, the 10 device
detects writes to the address space. As a result. a pre-defincd
sequence of actions can be triggered in the L0 device by
programming specified values into the data written into the
mapped virtual address space.

19 Claims, 7 Drawing Sheets

Paper 4 (241 Petition) at 73;
Paper 45 (241 Reply) at 15;
Ex. 1005.011 (Erickson) at 5:47-51.




Tanenbaum96: TCP segments data

A TCP entity accepts user data streams from local processes, breaks them up into
pieces not exceeding 64K bytes (in practice, usually about 1500 bytes), and sends
each piece as a separate IP datagram. When IP datagrams containing TCP data

Paper 4 (241 Petition) at 73;

Paper 45 (241 Reply) at 15-16;

Ex. 1003.149 (Horst Decl.) at A-39;
Ex. 1006.540 (Tanenbaum96).

The sending and receiving TCP entities exchange data in the form of seg-
ments. A segment consists of a fixed 20-byte header (plus an optional part) fol-
lowed by zero or more data bytes. The TCP software decides how big segments

Paper 4 (241 Petition) at 73;

Paper 45 (241 Reply ) at 15-16;
Ex. 1003.149 (Horst Decl.) at A-39;
Ex. 1006.543 (Tanenbaum96).




Tanenbaum96: Transport entity may
reside on network interface

by the network layer. The hardware and/or software within the transport layer
that does the work is called the transport entity. The transport entity can be in
the operating system kernel, in a separate user process, in a library package bound
into network applications, or on the network interface card. In some cases, the

Paper 4 (241 Petition) at 39;
Paper 45 (241 Reply) at 10;

Ex. 1003.150 (Horst Decl.) at A-40;
Ex. 1006.498 (Tanenbaum96).

In general, the transport entity may be part of the host’s operating system or it
may be a package of library routines running within the user’s address space. It
may also be contained on a coprocessor chip or network board plugged into the
host’s backplane. For simplicity, our example has been programmed as though it

Paper 45 (241 Reply) at 10;
Ex. 1003.152 (Horst Decl.) at A-42;
Ex. 1006.530 (Tanenbaum96).
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Alteon was easily accessible from
Alteon.com
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groupware, medical imaging. CAD/CAM applications. 3-D modeling. animation,
video. pre-press applications. server farms. seismic processing ..

The list goes on and on. The demand for high-speed network connections is
proliferating at a pace almost as rapid as the speed requirements of the applications
themselves. Evidence is everywhere: the rapid acceptance of 10/100 Mbps
connections on today’s desktop computers. Ethemet switching at the department
level. and the deployment of Fast Ethernet switches in corporate backbones are a
few examples of the need for faster and faster networks.

And still. bottlenecks remain Server network connections have been limited to 100
Mbps since FDDI was shipping in volume in the late 1980's. Fast Ethernet made it
easier to build intemerworking products, but did not provide a faster server
interface. Today. centralized servers are often configured with multiple 100 Mbps
network connections to meet bandwidth requirements.

Enter Gigabit Ethernet.
Ex. 1203.001 (Alteon Website): T
Paper 45 (241 Reply) at 3; itpcheh s oot 1067 staoncom o INTEL EXHIBIT 1203.001 "
Ex. 1223.015 (Horst Reply Decl.) at [ 26. .

mtel' ‘ 189




241 Patent: Disputes

3. Alteon is Prior Art

a) Alteon was available on Alteon.com before the
priority date

b) Alteon and Alteon.com were known to
POSAs

c) Patent Owner Submitted a Substantively
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Dr. Horst: Alteon was well known to

POSASs

NETWORKING

IBM, Alteon strike Gigahit Ethernet deal
= Partnership will bring no-hop routing
| capability to non-ATM networks
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INTEL EX.1220.006

28. Alteon was one of only a few known developers of Gigabit
networking technology 1in 1997. A POSA would have been motivated to look to
documentation provided by Alteon as a reference. Several large corporations had
partnered with Alteon to promote its Gigabit Ethemet Network Interface Card.
Alteon and Network Appliance demonstrated access to a NetApp F540 filer
equipped with an Alteon PCI-bus Gigabit Ethernet Network Interface Card
(NIC) at Networld+Interop 1n 1996: Ex. 1246. Also. Alteon and Sun
Microsystems partnered to deliver Gigabit Ethernet products and demonstrated

these at Networld+Interop in May 1997. Ex. 1247.

Ex. 1223.014 (Horst Reply Decl.) at [ 28;
Ex. 1220.006 (Networking Article);
Paper 45 (241 Reply) at 4.
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PO submitted a substantively identical
version of Alteon as prior art

Ex. 1033 ("Alteon") Ex. 1221 ("1997 Internet Pages from Alteon.com")

Gigabis Ethornes Technical Bricf
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Indopandes,
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Full-Duplex: Transmission

Figure 19. Fuli-duplex, point-ta-paint Ethernet segments Figure 10. Full-duplex, point-to-point Ethernet segments
An optional flow control mechanism being defined by IEEE 8023x, is available for full-duplex An optional flow conlrel mechanism being defined by TEEE 802 3x,is available for
transmission and works in a way similar to XON/XOFF flow control. A receiving station at one full-duplex transmission and works in a way similar to XON/XOFF flow control. A

end of the point-to-point connection can send a packet to the sending station at the opposite end of receiving stalion at one end of the poiat-lo-point connection can send a packet to the

2 packets for a specified period of sending station et the opposite end of the connection instructing the sending station
to stop sending packets for a specified period of time. The sending station ceases 1o

iransmit packets unlil the period Oftime has passed, or until it receives a new packet

from the receiving station with a time of zero, indicating that it is okay to resume

the eonnection instructing the sending station 1o stop sen
time. The sending station ceases to transmit packets uniil the period of time has passed, or until it
receives a new packet from the receiving station with a time of zero, indicating that it is okay to
TESUME tansmission.

transmission
Full-duplex Ethernet is being standardized by the IEEE 802.3x commitice. The full-duplex Full-duples Exheenet s being standascized by the 1EEE 802.3x comailzee, The
standard is not specific to any particular speed for Ethernet 1t can be used for Ethernet, Fast fub-duplex tandard it rot sperific to any particular speed for Ethernet, It can be
Ethernet, and Gigabit Ethernet used for Cthernet, Fast Ethernet, and Gigabit Ethernet

Half-duplex Transmission Half-duplex Transm

n
Using half-duplex transmission, signals travel in both dircctions on the wire, but ot

simultanecusly. The original §02.3 standard specifies half-duplex transmi:

Using half-duplex transmission, signals travel in both directions on the wire, but not
simultaneously. The original 802.3 standard specifies half-duplex transmission

To gain access to the network in a half-duplex environment, Ethernet has
traditionally employed Carrier Sense Multiple Access with Collision Detection
(CSMA/CD) as the standard access method, Using CSMA/CD, a station waits for a

To gain access to the network in a half-duplex environment, Ethernet has traditionally em ployed
Carrier Sense Multiple Access with Collision Detection (CSMA/CD) as the standard access

method. Using CSMA/CD, a station waits for a clear ehannel. When it detects clear channel, it clear channel. When it detects clear channel, it begins to send frames onto the wire
begins to send frames onto the wire. If two stations start sending data at the same time, a collision Iftwo stations start sending data at the same time, a collision oceurs, Each station
occurs. Each station must deteet the collision, abort the transmission, and wait for a random must detect the collision, abort the transmission, and wait for a random interval of
interval of fime before attempiing fo transmit data on the network again. lime before attempting 1o transmit data on the network again.
Half-duplex transmission is most commenly used on shared Ethernet segments. Us Half:duplex transmission is most commonly used on shared Ethernet segnients
poini-io-point cennections, shared segments have two or more siafions sharing a single port Urlike point-to-point connestions, shared segments have iwo or mare siations
Figure 11 shows a half-duplex, shared segment. sharing a single port. Figure 11 shaws a half-duplex, shared segment
5]
ALTEON

INTEL Ex.1033.017

Intel Ex. 1221.002

Ex. 1033.017 (Alteon); Ex. 1221.002 (PO Submission);
Ex. 1239.017 (Comparison); Ex. 1223.013-.014 (Horst Reply Decl.) at §] 27; Paper 45 (241 Reply) at 3-4.
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4. Motion to Amend 241 Patent should be denied

a) Patent Owner does not show adequate
written description support

b) Substitute claims 25-32 (Receive) are obvious

over Erickson in view of Tanenbaum96 and
Alteon

c) Substitute claims 33-48 (Transmit) are obvious
over Erickson in view of Tanenbaum96
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PO must supply written description support
after Aqua Products

United States Patent and Trademark Office

Office of the Chief Administrative Patent Judge

MEMORANDUM
TO: Patent Trial and Appeal Board

FROM: David P. Ruschke
Chief Administrative Patent Judge
David.Ruschke(@uspto.gov

DATE: November 21, 2017

RE: Guidance on Motions to Amend in view of Aqua Products

Beyond that change, generally speaking, practice and procedure before the Board
will not change. For example, a patent owner still must meet the requirements for a
motion to amend under 37 C.F.R. § 42.121 or § 42.221, as applicable. That is, a motion
to amend must set forth written description support and support for the benefit of a filing
date in relation to each substitute claim, and respond to grounds of unpatentability

involved in the trial. Likewise, under 37 C.F.R. § 42.11, all parties have a duty of

at 2.

Paper 54 (Sur-reply for Motion to Amend) m



PO identifies same disclosure for every

element without explanation

Paper 25 (Motion to Amend) at
Appendix A, p. i (emphasis added);
Paper 40 (Opp. Motion to Amend) at 3.

Claims

Exemplary Support in the
878 Application

Proposed Claim 25

[[11125. A method for network communication, the
method comprising:

See, e.g., Ex. 2021 at
Abstract, Figs. 3, Figs. 4A,
4B, 4C, and 4D, ] [0055]-
[0064], CI. 1.

receiving a plurality of packets from the network,
each of the packets including a media access
control layer header, a network layer header and a
transport layer header;

See, e.g., Fx. 2021 at
Abstract, Figs. 3, Figs. 4A,
4B, 4C, and 4D, ] [0055]-
[0064], CL. 1.

processing the packets by a first mechanism, so that
for each packet the network layer header and the
transport layer header are validated without an
interrupt dividing the processing of the network
layer header and the transport layer header;

See, e.g., Ex. 2021 at
Abstract, Figs. 3, Figs. 4A,
4B, 4C, and 4D, ] [0055]-
[0064], C1. 1.

sorting the packets, dependent upon the processing,
into first and second types of packets, so that the
packets of the first type each contain data;

See, e.g., Ex. 2021 at
Abstract, Figs. 3, Figs. 4A,
4B, 4C, and 4D, 9 [0055]-
[0064], CL. 1.

sending, by the first mechanism, the data from each
packet of the first type to a destination in memory
allocated to an application running on a host
computer without sending any of the media access
control layer headers, network layer headers or
transport layer headers to the destination or to a
host protocol stack running on the host computer.

See, e.g., Ex. 2021 at
Abstract, Figs. 3, Figs. 4A,
4B, 4C, and 4D, q [0017],
[0055]-[0064], C1. 1.




Too late to provide written description
support in reply

« Patent Owner provides alleged “exemplary” written description
support for the first time in its Reply

V. A PERSON OF SKILL IN THE ART WOULD UNDERSTAND THAT
THE SUBSTITUTE CLAIMS ARE SUPPORTED BY THE ‘878
APPLICATION AND THE 809 PROVISIONAL APPLICATION

19.  In my opinion, the 878 Application and “809 Provisional Application

provide adequate written description support for the substitute claims.

Paper 46 (Reply ISO Motion to Amend) at 6;
Ex. 2305.006 (Almeroth Decl. ISO Reply) at 6.
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Written description support inadequate

« Patent Owner’s identified e
support for sending data to v
a “destination in memory mm';g}ﬁ
allocated to an application :
running on the host ;/NDTE s kg0

PATH PROCESSING

computer” is insufficient

63

s ®

- The cited portions of the 878 cachE o mnmerm
Application (Ex. 2021) oD Loem - PATH PROCESSING
contains no reference to the | v 0 l
destination being allocated to DESTINATION creTE CCB R

— INHOST VIA MESSAGE
n Ii i n FAST-PATH
an applicatio T.
FIG. 3

Ex. 2021 (241 Application) at Fig. 3;
Paper 54 (SurReply ISO Opp Motion to Amend) at 4-5;

Paper 42 (Reply ISO Motion to Amend) at 3.
intel' ‘ 198
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4. Motion to Amend 241 Patent should be denied
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description support

b) Substitute claims 25-32 (Receive) are
obvious over Erickson in view of
Tanenbaum96 and Alteon

c) Substitute claims 33-48 (Transmit) are obvious
over Erickson in view of Tanenbaum96
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New limitation requires that the headers are
not sent to a host protocol stack

[[1]]125. A method for network communication, the
method comprising:

receiving a plurality of packets from the network,
each of the packets including a media access
control layer header, a network layer header and a
transport layer header;

processing the packets by a first mechanism, so that
for each packet the network layer header and the
transport layer header are validated without an
interrupt dividing the processing of the network
layer header and the transport layer header;

sorting the packets, dependent upon the processing,
into first and second types of packets, so that the
packets of the first type each contain data;

sending, by the first mechanism, the data from each
packet of the first type to a destination in memory
allocated to an application running on a host
computer without sending any of the media access
control layer headers, network layer headers or
transport layer headers to the destination or to a

Paper 25 (Motion to Amend) at host protocol stack running on the host computer.

Appendix A, p. i (emphasis added).
intel' ‘ 200




Erickson: Transfer of data without headers to
the application

408
402 DA;\, FRONT END FIG. 4 is a block diagram describing a direct application
410 interface (DAI) and routing of data between processes and
\ an external data connection which is compatible with the
o present invention. Processes 402 and 404 transmit and
@[I-—' receive information directly to and from an interconnect 410
D DRECTY TO (e.g.. J/O device adapter) through the DAl interface 408. The
TRADITIONAL TEAFLEIER information coming from the interconnect 410 is routed
= '“}E“F"CE directly to a process 402 or 404 by use of virtual hardware
% and registers, rather than using a traditional operating sys-

tem interface 406.

Ex. 1005.005, .011 (Erickson) at Fig. 4; 5:6-14;
Paper 4 (Petition) at 57.
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4. Motion to Amend 241 Patent should be denied

a) Patent Owner does not show adequate written
description support

b) Substitute claims 25-32 (Receive) are obvious
over Erickson in view of Tanenbaum96 and
Alteon

c) Substitute claims 33-48 (Transmit) are
obvious over Erickson in view of
Tanenbaum96
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[[9]]133. A method for communicating information
over a network, the method comprising:

New limitation requires dividing, prepending,
and transmitting without an interrupt

[[17]]41. A method for communicating information
over a network, the method comprising:

obtaining data from a source in memory allocated
by a first processor;

providing, by a first mechanism, a block of data
and a Transmission Control Protocol (TCP)
connection;

dividing the data into multiple segments;

dividing, by a second mechanism, the block of data
into multiple segments;

prepending a packet header to each of the segments
by a second processor, thereby forming a packet
corresponding to each segment, each packet header
containing a media access control layer header, a
network layer header and a transport layer header,
wherein the network layer header is Internet
Protocol (IP), the transport layer header is
Transmission Control Protocol (TCP) and the
media access control layer header, the network
layer header and the transport layer header are
prepended at one time as a sequence of bits during
the prepending of each packet header; and
transmitting the packets to the network, wherein the
dividing, prepending. and transmitting occur
without the second processor generating an
interrupt to the first processor.

prepending, by the second mechanism, an outbound
packet header to each of the segments, thereby
forming an outbound packet corresponding to each
segment, the outbound packet header containing an
outbound media access control layer header, an
outbound Internet Protocol (IP) header and an
outbound TCP header, wherein the prepending of
each outbound packet header occurs without an
interrupt dividing the prepending of the outbound
media access control layer header, the outbound
(IP) header and the outbound TCP header; and

transmitting the outbound packets to the network,
wherein the dividing, prepending, and transmitting
occur without the second mechanism generating an
interrupt to the first mechanism.

Paper 25 (Motion to Amend) at Appendix A, p. x, xii (emphasis added). @In




There is "no reason to interrupt the
processing of the host computer”

Regarding the “without interrupt™ requirement of claim 17, all
processing to generate headers for packets to be sent from the network
interface device of Erickson is performed by the processing capability of
Erickson’s network interface device with no reason to interrupt the

processing of the host computer requesting the transmission.

Paper 11 (Institution Decision) at 19;
Paper 45 (241 Reply) at 14;
Ex. 1223.016 (Horst Reply Decl.) at [ 31.
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The nextid() function does not require
interrupts

United States Patent @
Erickson et al.
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A method of controlling an inputi
nected to a computer to facilitate fas|
address space for the LO device is|
memory of the computer, wherein
prises virtual registers that are used
1O device. In essence. control regis
the IO device are mapped into the vi
the virtual address space is backod
and/or memory on the JO device. Thi
detects writes to the address space. Af
sequence of actions can be triggered
programming specified values into tf
mapped virtual address space.

ABSTRACT)

19 Claims, 7 Drawing
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udpscript (void *USERDATA__ADDRESS,

{

char *physaddress;
template->IP. Totallength = sizeof (IPHeader) +

template ->IP.DatagramiD =
ipchecksum (template) ;
template->UDPLength = sizeof (UDPHeader)
physaddress = viophys (USERDATA__ADDRESS,

udpchecksum (physaddress, USERDATA_LENGTH, template) ;

}

USERDATA__LENGTH,
template__t *template)

mt

sizeof{(UDPHeader) + USERDATA__LENGTH;

nextid() ;

+ USERDATA__LENGTH;

USERDATA_LENGTH) ;

Ex. 1005.012 (Erickson) at 7:50-65, 8:10-12;
Ex. 1255 (Horst Amend SurReply Decl.) at [ 12-14;
Paper 54 (SurReply Motion to Amend) at 10-11.

H



Erickson teaches the transfer to data
without interrupts via polling

TWO USER PROCESSES FIG. 2 DEVICE DRIVER
VIRTUAL MEMORY WITH VIRTUAL MEMORY
VIRTUAL HARDWARE PHYSICAL MEMORY IN KERNAL “« . . .
e ONI/ OADHFTER , Incoming data is then written
] to the virtual memory and
detected by polling or
L "snooping" hardware. The
reeRe TS | | |-t snooping hardware, after
v . detecting the write to virtual
a registers, generates an
exception for the system bus
| controller.”

Ex. 1005.012 (Erickson) at 8:56-57;

Ex. 1223.025-.026 (Horst Reply Decl.) at [ 50-52;
Paper 45 (241 Reply) at 6;

Paper 54 (SurReply ISO Mtn. to Amend) at 11.



