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Overview of the ‘036 Patent
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Overview of the ‘072 Patent

USD0TETI0TIBRZ

iz United States Patent 101 Paf
. “¥ (54) FAST-PATH APPARATUS FOR

TRANSMITTING DATA CORRESPONDING

T e e 0 TO A TCP CONNECTION

) s A S Ex. 1001.001 (‘072 Patent)

e 55 The transmit case works in much the same fashion. In

o s slow-path mode the packets are given to the INIC with all of

e ) the headers attached. The INIC simply sends these packets

= Gt L # outas if it were a dumb NIC. In fast-path mode, the host gives
2 oowel raw data to the INIC which it must carve into MSS sized
. 180 sepments, add headers to the data, perform checksums on the

e Tmeee el segment, and then send it out on the wire.

e[ S Ex. 1001.112 (‘072 Patent)
42 | ! & N
mﬁﬂ. . \.;(rpp_c_: ""ﬂ"“-i—l:iw&a(a_ﬁi

INTERFACE |

1 transport | I e
g el .
o |~ I
. '"‘f‘l NETWORK | | s
'\“I T r_4 -
— DATALINK
8 L
|
| 30 =
o |

‘—m-cpn [

‘072 Patent (IPR2017-01406 Ex. 1001) -01391/-01406 PO Demonstrative, 3

Alacritech, Ex. 2800 Page 3



01391 Corrected POR at 14

Challenged Claims of the ‘036 Patent (Claims 1-7)

1. A device for use with a first apparatus that is connect-
able to a second apparatus, the first apparatus containing a
memory and a first processor operating a stack of protocol
processing layers that create a context for communication,
the context including a media access control (MAC) layer
address, an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device com-
prising:

a communication processing mechanism connected to the
first processor, said communication processing mecha-
nism containing a second processor running instruc-
tions to process a message packet such that the context
1s emploved to transfer data contained 1n said packet to
the first apparatus memory and the TCP state informa-
tion 1s updated by said second processor.

Ex. 1001.142-43 (‘036 Patent)
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01406 Corrected POR at 15

Challenged Claims of the ‘072 Patent (Claims 1-21)

1. A method comprising:

establishing, at a host computer, a transport layver connec-
tion, including creating a context that includes protocol
header information for the connection;

transferring the protocol header information to an interface
device;

transferring data from the network host to the interface
device, after transferring the protocol header informa-
tion to the interface device;

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from a template header containing the protocol header
information; and

prepending the headers to the segments to form transmit
packets.

Ex. 1001.142 (‘072 Patent)
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01406 Petition at iii, iv

Challenged Claims of the ‘072 Patent (Claims 1-21)

9. A method comprising:

creating, at a computer. a context including protocol infor-
mation and status information for a network connection,
the protocol information providing a template header for
the network connection;

transferring the protocol information and status informa-
tion to an interface device;

transferring data from the computer to the interface device,
after transferring the protocol information and status
information to the interface device;

dividing, by the interface device, the data into segments;

creating headers tor the segments, by the interface device,
from the template header:

prepending the headers to the segments to form packets;
and

transmitting the packets on a network.

Ex. 1001.142 (‘072 Patent)
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01406 Petition at v

Challenged Claims of the ‘072 Patent (Claims 1-21)

15. A method comprising:

establishing, at a computer, a Transmission Control Proto-
col (TCP) connection corresponding to a context that
includes status information and Internet Protocol (IP)
addresses and TCP ports for the connection;

transferring the context to an interface device;

transferring data from the network host to the interface
device;

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from a template header that includes the IP addresses
and TCP ports; and

prepending the headers to the segments to form transmit

packets.

Ex. 1001.142 (‘072 Patent)
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Overview of Erickson
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[57] ABSTRACT
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Overview of Erickson
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Within the udpscript procedure described above. the
nextid( ) function provides a monotonically increasing
16-bit counter required by the IP protocol. The
ipchecksum( ) function performs a checksum for the IP
Header 706 portion of the datagram 702. The vtophys( )
function performs a translation of the user-provided virtual
address into a physical address usable by the adapter. In all
likelihood, the adapter would have a very limited knowledge
of the user process” virtual address space, probably only
knowing how to map virtual-to-physical for a very limited
range. maybe as small as a single e. Pages in the user
process’ virtual address space for such buffers would need to
be fixed. The udpscript procedure would need to be
enhanced if the user data were allowed to span page bound-
aries. The udpchecksum( ) procedure generates a checksum

shown).
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Overview of Erickson
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Overview of Tanenbaum

6.6.4. Fast TPDU Processing

The moral of the story above is that the main obstacle to fast networking is
protocol software. In this section we will look at some ways to speed up this
software. For more information, see (Clark et al., 1989; Edwards and Muir, 19935,
and Chandranmenon and Varghese, 1995).

Ex. 1006.583

Tanenbaum (Ex. 1006)
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Overview of Tanenbaum

by the network layer. The hardware and/or software within the transport layer
that does the work is called the transport entity. The transport entity can be in
the operating system kernel, in a separate user process, in a library package bound
into network applications, or on the network interface card. In some cases, the

Ex. 1006.498

Tanenbaum (Ex. 1006)
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Alacritech, Ex. 2800 Page 13



01391 Corrected POR at 14

‘036 Patent: the Combination Fails to Suggest “the TCP

State Information Is Updated by Said Second Processor”

1. A device for use with a first apparatus that is connect-
able to a second apparatus, the first apparatus containing a
memory and a first processor operating a stack of protocol
processing layers that create a context for communication,
the context including a media access control (MAC) layer
address, an Internet Protocol (IP) address and Transmission
Control Protocol (TCP) state information, the device com-
prising:

a communication processing mechanism connected to the
first processor, said communication processing mecha-
nism containing a second processor running instruc-
tions to process a message packet such that the context
1s emploved to transfer data contained 1n said packet to
the first apparatus memory and the TCP state informa-
tion 1s updated by said second processor.

Ex. 1001.142-43 (‘036 Patent)
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01391 Corrected POR at 47

‘036 Patent: the Combination Fails to Suggest “the TCP

State Information Is Updated by Said Second Processor”

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 125:14-20
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‘036 Patent: the Combination Fails to Suggest “the TCP

State Information Is Updated by Said Second Processor”

Ex. 2026 at 53

Almeroth Decl. (Ex. 2026)
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‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from a template header containing the protocol header
information; and

prepending the headers to the segments to form transmit
packets.

Ex. 1001.142 (‘072 Patent), Claim 1

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from the template header:;

prepending the headers to the segments to form packets;
and

transmitting the packets on a network.

Ex. 1001.142 (‘072 Patent), Claim 9

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device,
from a template header that includes the IP addresses
and TCP ports; and

prepending the headers to the segments to form transmit
packets.

Ex. 1001.142 (‘072 Patent), Claim 15
-01391/-01406 PO Demonstrative, 17
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and “Creating Headers for the Segments” (All Challenged Claims)
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[57] ABSTRACT

A method of controlling an inputfoutpat (10 de

FIG. 7 is a block diagram illustrating a UDP datagram
template 702 (without a user data area) residing in the /O
device adapter’s memory. The user process provides the
starting address and the length for the user data in its virtual
address space. and then “spanks” a GO register to trigger the
/O device adapter’s execution of a predetermined script.
The I/O device adapter stores the user data provided by the
user process in the IO device adapter’s memory. and then
transmits the completed UDP datagram 702 over the media.

An example of programming that triggers the I/O device

adapter is provided below:

Lo wions Rovesdi e Firz  Dected 10 compete o Taciiae fast VO daka g udpscript (void *USERDATA__ADDRESS,

2230557 101994 Shimodaira WD address space for the [0 device is created in th
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SET1442  W1997 Fomey ¢t al, . the LD devics are mapped into the virmal address sg
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in Softvare-Practice & Experience, vol,
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19 Claims, 7 Druwiag Sheeis

{
char *physaddress;
template->IP. Totallength = sizeof (IPHeader) +

sizeof(UDPHeader) + USERDATA__LENGTH;

template =[P DatagramiD = nextid() ;
ipchecksum (template) ;

T —— R template->UDPLength = sizeof (UDPHeader)
T ™ + USERDATA_ LENGTH;
L | physaddress = ﬂOPhFE(USER]}ATA_ADDRESS
pam — llndpchocksmn (physaddress, USHtDAT&_IMGm template) ;

Erickson (Ex. 1005)

Ex. 1005.012
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‘072 Patent “"Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Ex. 1003 at A-12

Horst Decl. (Ex. 1003)
-01391/-01406 PO Demonstrative, 19
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‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Ex. 1003 at A-13
-01391/-01406 PO Demonstrative, 20

Horst Decl. (Ex. 1003)
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01406 POR at 31

‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 98:16-99:17
-01391/-01406 PO Demonstrative, 21

Alacritech, Ex. 2800 Page 21



01406 Corrected POR at 32

‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Robert Horst
Petitioner's Expert

Ex. 2029 (Horst Dep. Tr.) at 99:19-100:2

-01391/-01406 PO Demonstrative, 22

Alacritech, Ex. 2800 Page 22
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‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

[-.2

Robert Horst

there's no way to know which one 1s faster.
Petitioner's Expert

Ex. 2029 (Horst Dep. Tr.) at 97:21-98:2

-01391/-01406 PO Demonstrative, 23
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01406 Corrected POR at 31

‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Within the udpscript procedure described above, the
nextid( ) function provides a monotonically increasing
16-bit counter required by the IP protocol. The
ipchecksum( ) function performs a checksum for the IP
Header 706 portion of the datagram 702. The vtophys( )
function performs a translation of the user-provided virtual
address into a physical address usable by the adapter. In all
likelihood, the adapter would have a very limited knowledge
of the user process’ virtual address space, probably only
knowing how to map virtual-to-physical for a very limited
range. maybe as small as a single page. Pages in the user
process’ virtual address space for such buffers would need to
be fixed. The udpscript procedure would need to be
enhanced if the user data were allowed to span page bound-
aries. The udpchecksum( ) procedure generates a checksum
value for both the UDP Header 708 plus the user data (not
shown}).

Ex. 1005 at 8:20-24

Erickson (Ex. 1005)

-01391/-01406 PO Demonstrative, 24
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‘072 Patent “Dividing, By The Interface Device, The Data Into Segments”

and “Creating Headers for the Segments” (All Challenged Claims)

Ex. 2026 at 48-49

Almeroth Decl. (Ex. 2026) -01391/-01406 PO Demonstrative, 25
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No Motivation to Combine — Dr. Horst's Admission

1P Storage and the CPU Consumption Myth

Robert Horst
Jware, Inc.
Tol E. Middlefield Rd.
Mountain Wiew, CaA 94043

EFOE

percon e fo bt el f the TCPI? accelerators have had mixed success, and the current
it e s o e | @CONOMIC justification for hardware acceleration is poor
s e ot st e W gipen the low cost of host CPU cycles. The I/0 load for
lierle effect on the IO performance in these emironments.

Abstract 1) . .

e i 1 o e e e | CORCIUSTON IS nOt well founded. In the past, network
serworking stack. Wil mary (mplicitly asswre that
accaleranion Ix requwived, the evidence shows thar shis
economic fustifieation for kardware aoceleration is pooy da
given the low cost of frost CPU cyeles. The MO load for m
U e s i " many  applications is dominated by disk latency, not
on Email, damba.rr,ﬁ;’c serving, and backap apphr.a!mui_ 1

w4 transfer rate, and hardware protocol accelerators have
L1 little effect on the /O performance in these environments.

ke v e o o e Application benchmarks were run on an IP storage
significant adva@:ic;i:n:‘js;:zi rr!;:'::i:mf:rjm;af - .
e e e i s 5 SUbSystem to measure performance and CPU utilization
::;:;J;Jrl;:|;rcot:£?1h|:r$;;5[ﬂlfgmssmg in the IP Storage

e e v ON Email, database, file serving, and backup applications.

Fiber Channel, were developed largely due to the

oo

perception that standard networking protocols are too
shows that the need for hardware aceeleration is largely a
myth. Several different lines of reasoning show that ihe
an
hardware ageelerators. new protocols proposed for IF storage, 15051 and 1FCP,
are far from stable, and even after the standards have been Ex. 2300 00]

e e e G vn {1 The results show that good performance can be obtained
NI to accelerate the TOPAP protocol stack. This papers . r .
_ _ without protocol acceleration.
future of storage networking will rely heavily on storage
devices connected to servers withowt special purpose
formally approved, there will likely be a long series of
enhancements and bug  fines, It seems extremely

0-TEE5- 1432-8001 $10.00 0 2001 IEEE 194

Horst 2001 Paper (Ex. 2300) -01391/-01406 PO Demonstrative, 26

Alacritech, Ex. 2800 Page 26



01391 Corrected POR at 37-38 / 01406 Corrected POR at 50-51

No Motivation to Combine — Dr. Horst's Admission

IP Storage and the CPU Consumption Myth

Robert Hors as the main CPU. If the performance does not keep up, at

701 E. Middlefield Rd.

vomainview Caoi0s | SOME  point an  accelerator becomes a decelerator.
. meusd SOMEWhere in between, performance is about equal with

Thiz paper addresges a key fsswe that arises when There are

st rage g v £ e wotenosoo O Without the attached processor, but the development

peresived peed for hardware acceleranion of the TCPIF CPU, Some cxal

ki & While implicitly assume that H
cecimenin s et we cois wone nene e @NA SUpport costs become a burden. The accelerator is
ronz’u:r?u rsh.ugr :.;.;r er.w.::m', in she ﬁu:; .llq'mur.': [ETH T s:xrlut[u[i.tf . . -

" (S prifind e GF ML SECCESS, dA e CHrTER| .
2;;nnnr|'cj|r.~.'grk'urm-r,for hardware acceleration is poo dg(:ﬂf?;:I]c:cuv usuall}, 3 dl f‘ferent CPU ar{::hlt'ecture th a“ th& maln C PU
aiven the low cgjf of irast CPU cyelfes. The IO load for many systems, tH }
many applications s domingted By disk latency, not 1) processor b - -
e and bduare oo o ime oo | ANA 16 usually has a different software development
litrle effect on the FO performatios in these emaranments of architecture o
Application benchmarks were run ar a_'}-' slarage rapid pace of teel . = +* s - L
e o mean eromance v (U wivwin e s @QVIFONMent.  Maintaining two such environments 1is
The results skow that good performence can be obdained processar, sach

vk ra o =wio; costly, and even if they were identical, there is overhead

from its artached
1. Imtroduction started, the {960

e ot o e e e for inventing and testing the software interface between
vt o s e e emizent the processors. The software development cost eventually
significant advaniages in cost an rnamnl:mc;ﬂ case and supgort ‘,'°51 . " -
comare wan rive cramet 1 some 7 sere st feills the front-end processor architecture, until the next

products are already on the moacket, and work w0 eovvironmient
standardize the protocols is progressing in the |P Stomge -
N # & e costly, and oven

L e s e @eNETation of engineers rediscovers the idea and repeats

Fiber Chamnel, were developad largely due to the E!.Ic]p::ccﬂrms. 1
perception that standard networking protecols are too Hlls the from-en the c CIE

hervyweight for attaching storage. Conventional wisdom ﬁ:‘"‘?on of en) }l’ &
says that 1P storage 15 impractical witheat special purpose e ’ _ i _ i
MICs o aceelerate the TOPAP protocel stack. This papers Some may arguee thad the problem was that ihe

shows that the noed for hardware aceeleration is largely a aceclerators should have been eptimized hardware instead

myth. Several different lines of reasoning show that the af embedded programmable PrOCESSONS. _Llnl'nnu.nmcl}-. Ex 2300 001
every protocol worthy of scceleration continues o evelve, . .

aned it is difficult 1o stay ahexd of the moving arpst, The
new protocaels proposed for [P storage, 15051 and FCF,
are far from stable, and even after the standards have been
formally approved, there will likely be a long series of
enhancements and  bug  fizes, It acems  extremely

future of storage networking will rely heavily on storage
devices connected fo servers withowt special purpose
hardware accelerators,

O-TE5- | 432-4001 100000 2001 IEEE 194
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No Motivation to Combine - Tanenbaum Teaching Away

Ex. 1006.588-89

Tanenbaum (Ex. 1006)
-01391/-01406 PO Demonstrative, 28
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No Motivation to Combine — Tanenbaum Teaches Away

Ex. 2026 at 39

Almeroth Decl. (Ex. 2026)
-01391/-01406 PO Demonstrative, 29
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No Motivation to Combine - Speed

Petitioner Reply, Paper 41 at 13

Petition Reply, Paper 41 .
-01391/-01406 PO Demonstrative, 30

Alacritech, Ex. 2800 Page 30
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No Motivation to Combine — Complexity

Ex. 2026.43

LU0 (25 AR -01391/-01406 PO Demonstrative, 31

Alacritech, Ex. 2800 Page 31
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No Motivation to Combine — Complexity

Ex. 2042

-01391/-01406 PO Demonstrative, 32

Alacritech, Ex. 2800 Page 32



01391 Corrected POR at 27 / 01406 Corrected POR at 40

No Motivation to Combine — Complexity

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 96:16-97:18
-01391/-01406 PO Demonstrative, 33
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No Motivation to Combine — Complexity

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 98:4-15

-01391/-01406 PO Demonstrative, 34

Alacritech, Ex. 2800 Page 34



01391 PO MFO at 4 /01406 PO MFO at 4-5

No Motivation to Combine — Complexity

Robert Horst
Petitioner's Expert

Ex. 2600 (Horst Dep. Tr.) at 13:21-14:11

-01391/-01406 PO Demonstrative, 35
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No Motivation to Combine — Complexity

Robert Horst
Petitioner's Expert

Ex. 2029 (Horst Dep. Tr.) at 16:19-17:7, 17:18-18:5
-01391/-01406 PO Demonstrative, 36
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Secondary Considerations: Long-Felt Need

1. Introduction

Asdata transmission speeds have increased dramatically in recent years, the processing of protocols has
become one of the major bottlenecks in data communications. Current experimental networks provide a
bandwidth in the Gb/s range. New multimedia applications require that networks guarantee the quality

Ex. 2031 at 1 (1993 IBM Research Division ACM SIGCOMM article)

1 Introduction

Many researchers have observed that the performance of remote applications have not kept pace with
modern communication network speeds. Part of this imbalance is attributed to the protocols used by
the remote applications, namely, UDP/IP and TCP/IP. It is now widely believed that the problems with
these protocols are not inherent in the protocols themselves but in their particular implementations [Dalt93,
Whet95]. The following factors are cited as contributors to the poor performance of UDP/IP and TCP/IP:

Ex. 2032 at 1 (1995 Univ. of Berkeley paper)

-01391/-01406 PO Demonstrative, 37
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01391 Corrected POR at 50/ 01406 Corrected POR at 57

Secondary Considerations: Long-Felt Need

Abstract

The communrication speed in wide-, metropolitan-, and
local-area networking has increased over the past decade
from Kbps lines to Gbps lines; i.e., six orders of mag-
nitude, while the processing speed of commercial CPUs
that can be employed as communications processor has
changed only two to three orders of magnitude. This dis-
crepancy in speed translates to “bottlenecks” in the com-
munications process, because the software that supports
some of the high-level functionality of the communication
process is now several order of magnitude slower than the
transmission media. Moreover, the overhead introduced
by the operating system (OS) on the communication pro-

Ex. 2033 at 1 (1990 IEEE article from AT&T Bell Labs)

 Abstract

Server network performance is increasingly dominated
by poorly scaling operations such as [/Q) bus crossings,
cache misses and interrupts. Their overhead prevents
performance from scaling even with increased CPU, link
or /O bus bandwidths. These operations can be reduced
by redesigning the host/adapter mierface to exploit add:-
tional processing on the adapter. Offloading processing
to the adapter is beneficial not only because it allows
more cycles to be applied but also of the changes it en-
ables in the host/adapter interface. As opposed to other
approaches such as RDMA, TCP offload provides bene-
fits without requiring changes to either the transpoit pro-
tocol or AP

Ex. 2034 at 1 (2005 USENIX Conference paper from IBM)

-01391/-01406 PO Demonstrative, 38
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Secondary Considerations: Long-Felt Need

01391 Ex. 2026 at 56; see also 01406 Ex. 2026 at 63
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Secondary Considerations: Industry Praise

Our measurement shows that an Alacritech NIC is able to sustain network bandwidth
comparable to that of Native NT for large messages, which is close to wire-speed. lis
accumulated host processor utilization, while lower than native NT's, is higher than that
with our offload implementation. Iis performance degrades when messages are smaller
-than 2k bytes because it has no means of aggregating out-going messages (i.¢. no Nagel
“Algorithm).

Ex. 2039 at 4 (2001 HP Labs research paper)

-01391/-01406 PO Demonstrative, 40
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01391 Corrected POR at 53/ 01406 Corrected POR at 60

Secondary Considerations: Industry Praise

“The ANX 1500 is an evolutionary advancement of Alacritech’s long
standing leadership in protocol acceleration, which is now applied not
just to protocols, bul to the optimization of all storage system
interactions,” said Jeff Boles, 8 technology analyst with Taneis Group.
“The ANX 1500 subsiantially augments the performance of existing NAS
investments from the best place possible — from right in the customer's
Ethernet network — without reconfiguration or changes in management
for the existing infrastructure. We think Alacritech is setling the stage for
& next generation of selutions that will accelerate storage from oulside
the storage array, and more cost effectively share an investment in
performance across many storage systems and clienis. 've 1alked to
eariy-slage customers using the product, and they believe i's game-
changing.” |

Ex. 2040 at 3 (Shoreline Ventures Press Release)

-01391/-01406 PO Demonstrative, 41
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Secondary Considerations: Industry Praise

01391 Ex. 2026 at 58; see also 01406 Ex. 2026 at 65
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Secondary Considerations: Failure of Others

Ex. 2041 at 2 (2003 HP Labs paper presented at HotOS IX conference)

Id. at2
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Secondary Considerations: Failure of Others

01391 Ex. 2026 at 59;
01406 Ex. 2026 at 66

-01391/-01406 PO Demonstrative, 44
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01391 Corrected POR at 54-55/ 01406 Corrected POR at 61-62

Secondary Considerations: Skepticism

Ex. 1006 at 588-589
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Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

wane | conclusion is not well founded. In the past, network
wenvenr| gecelerators have had mixed success, and the current
| economic justification for hardware acceleration is poor
.| given the low cost of nost CPU cycles. The I/0 load for
| many applications is dominated by disk latency, not
transfer rate, and hardware protocol accelerators have
little effect on the I/0O performance in these environments.
et | Application benchmarks were run on an IP storage
| - Sf' subsystem to measure performance and CPU utilization
ﬂ,ﬁ ,g | on Email, database, file serving, and backup applications.

ul The results show that good performance can be obtained
without protocol acceleration.

rtd 5 difficakt ahead fh e moving target. The
1m|uw| prapas .1 fos 1P storage, ISCS] and (FCP,
stable, v

dc
pereeption that |a.ml.ud
heavyw E,h t for attaching sorage, C
says that P storage ws impr;

e 1t
shews ha11h-¢ncud For hardware
myth. Several different lines of oy
future of 5 I.n age netwo |'1c|lg 'ILI\eI) hn::wl) on slorage
devices connectes d servers without special purpose
hardware aeeeler I.U

Ex. 2300 at 194 (2001 paper by Petitioner’s expert, Dr. Horst)

0-7605-1432-401 F1I0.00 & 2000 [EEE 194
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Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

Robert Horst

e as the main CPU. If the performance does not keep up, at
e | some  point  an  accelerator becomes a decelerator.
i e s 01 e e e e e SOMEWHEre in between, performance is about equal with

antaching storage devices directly to [P netwarks: the accelerators to offload prof
pereeived need for hardwarre acceleration of the TCPAP CPLL Some examples, su

mr e e et e e i oF Without the attached processor, but the development
' wevs) and support costs become a burden. The accelerator 1is

socelerators have kad mived siwccess. and the curreént

ﬁ°:;;f;;‘“::°:51 = usually a different CPU architecture than the main CPU,

rapid pace of techno Io..ye
A5 p«,lrc CCEnl Exan
The idea

on Email, i i) cations.
The results show that g\nr_\dpn_,ﬁ?rmurr' can be abiained

and 1t usually has a different software development
L. Intoduction o] environment.  Maintaining two such environments 1s

tas kb1up-zrrrrunced

ey m 1 costly, and even if they were identical, there is overhead

ianificant ppm 13 bec - * : =
e inventing and testing the software interface between
products are already on the markst, and wark |n- "d it usually has a ‘l

standardize the protocals is pragressing in the 1P Storage environment.  Maintair

S adiT T et the processors. The software development cost eventually

Fiber Channel, were developed largely due to the ::"]I":::crg:: e?:;:::l . . .
i hat s ard kil -
oo o acmg s G v e s ennd - 1118 the front-end processor architecture, until the next
says that |1 storage i impractical withoal special purpose the I‘:)'t'h:. 3
NICs to accelerate the TCRAP protocol stack. This papers Some may arguc "L
X ave

) sl ’ g sh e + * &
S e Sk generation of engineers rediscovers the idea and repeats
future of storage netwol ﬂc ing m'IL I\el) hea I) on slorage eveny prodocol worthy of 3

devices compecie d e servers without specinl purpose and it is difficalt 1o stay o

hardv oler new prolosols prapos ur th 1
e eeioralots are for from stable, and ev E C}rc Ei

Form \&ILy approved, thene
enhancemen ts and bup Tixes Tt scems extremely
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Ex. 2300 at 194
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Secondary Considerations: Skepticism

01391 Ex. 2026 at 61; see also 01406 Ex. 2026 at 68
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01391 Corrected Ex. of MTA, Appendix A at i

‘036 Patent - Contingent Motion to Amend

(Proposed Claim 23 - Substitute for Claim 1)

Proposed Claim 23

23. A device for use with a first apparatus that is connectable to a second apparatus,
the first apparatus containing a memory and a first processor operating a stack of
protocol processing layers that create a context for communication, the context
including a media access control (MAC) layer address, an Internet Protocol (IP)
address and Transmission Control Protocol (TCP) state information, the device
comprising:

a communication processing mechanism connected to the first processor,

said communication processing mechanism containing a second processor

running instructions on the second processor, wherein the second processor
determining whether an incoming message packet should be processed by the
second processor,

if the incoming message packet should be processed by the second processor, te
processing the a incoming message packet, without involving the stack of
processing protocol processing layers, such that the context is employed to transfer
data contained in said packet to the first apparatus memory and the TCP state
information is updated by said second processor,

if the incoming message packet should not be processed by the second processor,
passing the incoming message packet to the first processor for further

processing.

-01391/-01406 PO Demonstrative, 49
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01391 Corrected Ex. of MTA, Appendix A at i

Support for Proposed Claim 23 (Substitute for Claim 1)

RECEIVE PACKET
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BY CPD

VALIDATE PACKET, |
SUMMARIZE 'u-""*SF

HEADERS
| 61
Y (
5 ()___}// N | Ny
FASTPATIL ™. No | SENDPACKET TO
< CANDIDATE? > STACK FOR SLOW-
~ o PATH PROCESSING
_ ~_ |
67 i .
¢ YES o4 63 ~
. = . I -"J l;\\"‘- __-) | ]
[cacuE | _— “~_ NO | SENDPACKETTO
| CCBIN fe——»< MATCH WITH _ STACK FOR SLOW-
/ T [} . " U 1] e T O T |
| cPp | ~CCB?_~ PATH PROCESSING |
YES 99
Il Y
SEND TO |
DESTINATION CREATE CCB FOR
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FIG. 3
Ex. 2020.152
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01391 Opp to MTA at 15-16

Proposed Claim 23 (Substitute for Claim 1) Is Valid Over the Prior

Art

Petitioner Opposition to Motion to Amend, Paper 36 at 15-16

-01391/-01406 PO Demonstrative, 51
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01391 Reply MTA at 3-4

Proposed Claim 23 (Substitute for Claim 1) Is Valid Over the Prior

Art

Ex. 2305.22

Almeroth Decl. (Ex. 2305)
-01391/-01406 PO Demonstrative, 52
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‘072 Patent - Contingent Motion to Amend

(Proposed Claim 22 - Substitute for Claim 1)

Proposed Claim 22

22. A method comprising:

establishing, at a host computer, a transport layer connection, including
creating a context that includes a media access control (MAC) layer
address, an Internet Protocol (IP) address and Transmission Control

Protocol (TCP) state information pretocel-headerinformation for the

connection;

transferring the context pretecel-header information to an interface device;

transferring data from the network host to the interface device, after
transferring the context pretecel-header information to the interface device;

dividing, by the interface device, the data into segments;

creating headers for the segments, by the interface device, from a template
header containing the protocol header information including IP address
and TCP state information; and

prepending the headers to the segments to form transmit packets.

-01391/-01406 PO Demonstrative, 53
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01406 PO MTA Appendix A

Support for Proposed Claim 22 (Substitute for Claim 1)
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FIG. 6

Ex. 2024.154 Fig. 6
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01406 PO MTA Appendix B, Reply MTA at 12

Support for Proposed Claim 22 (Substitute for Claim 1)

2.1.4 The TCB cache

Consider a situation in which a TCP connection is being handled by the card and a
fragmented TCP segment for that connection armives, In this situation, it will be
necessary for the card to turn control of this connection over to the host.

This introduces the notion of a Transmit Control Block (TCB) cache. ATCB 1sa
structure that contains the entire context associated with a connection. This includes the
source and destination IP addresses and source and destination TCP ports that define the
connection. It also contains information about the connection itself such as the current
send and receive sequence numbers, and the first-hop MAC address, etc. The complete
set of TCBs exists in host memeoery, but a subset of these may be "owned" by the card at

any given time. This subset is the TCB cache. The INIC can own up to 256 TCBs at any
given time.

Ex. 2019 at 6

-01391/-01406 PO Demonstrative, 55
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Proposed Claim 22 (Substitute for Claim 1) Is Valid Over the Prior

Art

Ex. 2305.67

Almeroth Decl. (Ex. 2305) -01391/-01406 PO Demonstrative, 56
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4 Intel Corporation, Cavium, Inc., Wistron
Corporation, and Dell Inc.
V.
Alacritech, Inc.

Case Nos.: IPR2017-01392, IPR2017-01728,
IPR2018-00328, IPR2018-00372
U.S. Patent No. 7,337,241

Patent Owner’s Demonstratives

Hearing: September 13, 2018
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Corrected POR at 8-10

Overview of the ‘241 Patent

a2 United States Patent (10) Patent No.: US 7,337,241 B2
Boucher et al. 45) Date of Patent: Feb. 26, 2008
(54) FAST-PATH APPARATUS FOR RECEIVING 4991133 A 21991 Daviset al. .ooocevrrennee, 364/900
DATA CORRESPONDING TO A TCP (Continued)
CONNECTION
Corrected POR at 10.
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Corrected POR at 11

Overview of Interrupt Processing

Ex. 2026 at 31 (citing Ex. 2004).
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Overview of Interrupt Processing

Ex. 2026 at 32-33
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Corrected POR at 11-12

Overview of the ‘241 Patent

directly to 1ts intended destination. This fast-path bypasses
conventional protocol processing of headers that accompany
the data. The fast-path employs a specialized microproces-
sor designed for processing network communication, avoid-
ing the delays and pitfalls of conventional software laver
processing, such as repeated copying and interrupts to the

CPU. In effect, the fast-path replaces the states that are
241 Patent, Ex. 1001, 5:22-28.

CLENT A
INIC 4

— FAST-PATH i

p— TCP

P ip

MAC MAC

PHYSICAL SLOWPATH

themet 1
FIG. 24

241 Patent, Ex. 1001, Fig. 24.
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Corrected POR at 13

Overview of the ‘241 Patent

Interrupt reduction in the present invention is obtained by:

* Transmit and receive fast-paths functioning at an upper layer (session or
higher)

* Allinteractions between the NIC and host use full transfer sizes

can be sent to the network by the fast-path. Both the input
and output fast-paths attain a huge reduction in interrupts by
functioning at an upper laver level, i.e.. session level or
higher, and interactions between the network microproces-
sor and the host occur using the full transfer sizes which that
upper layer wishes to make. Fumt-path COmMIMUNICAons,
an mterrupt onlv occurs (at the most) at the beginmng and
end of an entire upper-laver message transaction, and there
are no interrupts for the sending or receiving o each lower
layer portion or packet of that transaction.

'241 Patent, Ex. 1001, 11:37-46.

e This arrangement permits (at most) one interrupt at the beginning and end
of an entire upper-layer message transaction (regardless of size)
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Challenged Claims of the 241 Patent (Claims 1-24)

1. A method for network communication, the method

comprising;

receiving a plurality of packets from the network, each of
the packets including a media access control layer
header, a network layer header and a transport layer
header:

processing the packets by a first mechanism, so that for
each packet the network laver header and the transport
laver header are validated without an interrupt
the processing of the network layer header and the
transport layer header;

sorfing the packets, dependent upon the processing, into
first and second types of packets, so that the packets of

the first type each contain data;

sending, by the first mechanism, the data from each
packet of the first type to a destination in memory
allocated to an application without sending any of the

media access control laver
eaders or transport laver headers to the destination.

-01392 PO Demonstrative, 7
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Challenged Claims of the 241 Patent (Claims 1-24)

9. A method for communicating information over a net-
work, the method comprising;:

obtaining, data from a source in memory allocated by a
first processor;

dividing the data into multiple segments;

prepending a packet header to each of the segments by a
second processor, thereby forming a packet corre-
sponding to each segment, each packet header contain-
ing a media access control layer header, a network layer
header and a transport layer header, wherein the net-
work layer header is Internet Protocol (IP), the trans-
port layer header is Transmission Control Protocol
(TCP) and the media access control layer header, the
network layer header and the transport layer header are
prepended at one time as a sequence of bits during the
prepending of each packet header; and

transmitting the packets to the network.
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Challenged Claims of the 241 Patent (Claims 1-24)

17. A method for communicating information over a
network, the method comprising:

providing, by a first mechanism, a block of data and a
Transmission Control Protocol (TCP) connection;

dividing, by a second mechanism, the block of data into
multiple segments;

prepending, by the second mechanism, an outbound
packet header to each of the segments, thereby forming
an outbound packet corresponding to each segment, the
outbound packet header containing an outbound media
access control layer header, an outbound Internet Pro-
tocol (IP) header and an outhound TCP header, wherein
the prepending of each outbound packet header occurs
without an interrupt dividing the prepending of the
outbound media access control layer header, the out-

bound (IP) header and the outbound TCP header; and
transmitting the outbound packets to the network.
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Overview of the Prior Art

Challenged Claims 103(a) References

1-8 Erickson, Tanenbaum, and Alteon
9-17, 19-21, and 24 Erickson and Tanenbaum
18, 22, and 23 Erickson, Tanenbaum, and Alteon
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Corrected POR at 28, 31

Alteon Does Not Qualify As A “Printed Publication”

Y «A given reference is ‘publicly accessible’ upon a
satisfactory showing that such document has been
disseminated or otherwise made available fo the
extent that persons interested and ordinarily skilled
in the subject matter or art exercising reasonable
diligence, can locate it.”

Bruckelmyer v. Ground Heaters, Inc., 445 F.3d 1374, 1378 (Fed. Cir. 2006) (emphasis added)

H— “['TThe [putative publications] were not accessible
to the public because they had not been either
cataloged or indexed in a meaningful way.”

In re Cronyn, 890 F.2d 1158, 1161 (Fed. Cir. 1989)
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Corrected POR at 28

Alteon Does Not Qualify As A “Printed Publication”

Corrected Pet. at 40.
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Corrected POR at 28

Alteon Does Not Qualify As A “Printed Publication”

 Appears to be the “first edition” of an
Alteon Networks internal technical brief
dated September 1996

* No indication on the document itself

that it was every published or accessible
in 1996

* Even Petitioner alleges it was only
“published on or before January 26,
1997”

Ex. 1033
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Corrected POR at 29-30

Alteon Does Not Qualify As A “Printed Publication”

Ex. 2026 at 51-52
-01392 PO Demonstrative, 14
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Corrected POR at 29-30

Alteon Does Not Qualify As A “Printed Publication”

Institution Decision, Paper 11 at 8-9.
-01392 PO Demonstrative, 15
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Corrected POR at 32-33

Alteon Does Not Qualify As A “Printed Publication”

Reply at 2.

 This new argument made in reply should be ignored
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The Combination Fails to Suggest Validation of Network and Transport Layer

Headers “"Without an Interrupt Dividing the Processing” of the Headers
Claims 1-8

1. A method for network commumnication, the method

comprising;

receiving a plurality of packets from the network, each of
the packets including a media access control layer
header, a network layer header and a transport layer
header;

processing the packets by a first mechanism, so that for
each packet the network laver header and the transport
layver header are validated without an interrupt
the processing of the network layer header and the

transport layer header, _ _
sorfing the packets, dependent upon the processing, into

first and second types of packets, so that the packets of
the first type each contain data;

sending, by the first mechanism, the data from each
packet of the first type to a destination in memory
allocated to an application without sending any of the
media access control layer headers, network layer
headers or transport layer headers to the destination.

-01392 PO Demonstrative, 17
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The Combination Fails to Suggest Validation of Network and Transport Layer

Headers “"Without an Interrupt Dividing the Processing” of the Headers
Claims 1-8

Reply at 4.
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Corrected POR at 35-36
Erickson Only Describes Header Creation (Transmit-side), Not Header

Validation (Receive-side) On the NIC

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 72:8-25
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Corrected POR at 35

Erickson Only Describes Header Creation (Transmit-side), Not Header

Validation (Receive-side) On the NIC

Ex. 2026 at 55-56 01392 PO Demonstrative, 20
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Corrected POR at 34

Alteon’s Reduced Interrupts Are For The Copy Operation, Not Network and

Transport Layer Validation

Ex. 1033.023

-01392 PO Demonstrative, 21
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Corrected POR at 34

Interrupts For the Copy Operation Are Distinct From the Interrupts For

Network and Transport Layer Validation

Ex. 2026 at 54-55
-01392 PO Demonstrative, 22
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Corrected POR at 32-33
Petitioner Does Not Rely on Tanenbaum for Validation of Network or

Transport Layer Headers Without an Interrupt Dividing the Processing

Pet. at 54-55.
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Corrected POR at 32-33
Patent Owner’s Priority Application Refers to ACK Interrupts, Not Interrupts

From Network and Transport Layer Validation

Reply at 6-7.

Ex. 1031.006
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The Combination Fails to Suggest Sending, By the NIC, Data From Each of

the Plurality of Packets to Application Memory Without Sending the Headers

1. A method for network communication. the method
comprising;

receiving a plurality of packets from the network, each of
the packets including a media access control laver
header, a network layer header and a transport laver
header;

processing the packets by a first mechanism, so that for
each packet the network layer header and the transport
layer header are validated without an interrupt dividing
the processing of the network layer header and the
transport layer header;

sorting the packets, dependent upon the processing, into
first and second types of packets, so that the packets of
the first type each contain data;

sending, by the first mechanism, the data from each
packet of the first type to a destination in memory

allocated to an application without sending any of the
media access control laver headers nehvor& laver
Eeaﬂers or traﬂsﬁm't !aier Eea@rs to tﬁE EEEEIEEEIEE:
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Corrected POR at 38-39

The Combination Fails to Suggest Sending, By the NIC, Data From Each of

the Plurality of Packets to Application Memory Without Sending the Headers

Ex. 1033.021

-01392 PO Demonstrative, 26
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Corrected POR at 38-39

Petitioner Only Relies on Erickson For Writing Data Into Memory Using DAI

and Doesn’t Cite to Tanenbaum At All

Pet. at 56-57 (see also Pet. at 56-58 (no reference to Tanenbaum)).
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Corrected POR at 43

No Motivation to Combine Erickson, Tanenbaum, and Alteon

Ex. 2026 at 63-64
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Corrected POR at 44-45

Erickson and Alteon Are Fundamentally Incompatible

Within the udpscript procedure described above. the
nextid( ) function provides a monotonically increasing
16-bit counter required by the IP protocol. The
ipchecksum( ) function performs a checksum for the IP
Header 706 portion of the datagram 702. The vtophys( )
function performs a translation of the user-provided virtual
address into a physical address usable by the adapter. In all
likelihood, the adapter would have a very limited knowledge
of the user process” virtual address space, probably only
knowing how to map virtual-to-physical for a very limited
range, maybe as small as a single page. Pages in the user
process’ virtual address space for such buffers would need to
be fixed. The udpscript procedure would need to be
enhanced if the user data were allowed to span page bound-
aries. The udpchecksum( ) procedure generates a checksum
value for both the UDP Header 708 plus the user data (not
shown).

Alteon (Ex. 1033)

Ex. 1005 at 8:20-24

Erickson (Ex. 1005)

Ex. 1033.023 -01392 PO Demonstrative, 29
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Corrected POR at 45-46

Erickson and Alteon Are Fundamentally Incompatible

Ex. 2026 at 66

-01392 PO Demonstrative, 30
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Corrected POR at 46

Erickson and Alteon Are Fundamentally Incompatible

Ex. 2028 (Horst Dep. Tr.) at 76:10-16

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 78:7-18
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Corrected POR at 43-44
Tanenbaum Teaches Away From Combining Erickson and

Alteon

Ex. 1006.588-89

Tanenbaum (Ex. 1006)
-01392 PO Demonstrative, 32
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The Combination Fails to Suggest Dividing the Data into Multiple Segments

and Prepending a Packet Header to Each Segment (Claims 9 and 17)

9. A method for communicating information over a net-
work, the method comprising:

obtaining data from a source in memory allocated by a
first processor;

dividing the data into multiple segments:

prepending a packet header to each of the segments by a
second processor, thereby forming a packet corre-
sponding to each segment, each packet header contain-
ing a media access control layer header, a network layer
header and a transport layer header, wherein the net-
work layer header is Internet Protocol (IP), the trans-
port layer header is Transmission Control Protocol
(TCP) and the media access control layer header, the
network layer header and the transport layer header are
prepended at one time as a sequence of bits during the
prepending of each packet header; and

transmitting the packets to the network.

17. A method for communicating information over a
network, the method comprising:

providing, by a first mechanism, a block of data and a
Transmission Control Protocol (TCP) connection;

dividing, by a second mechanism, the block of data into
multiple segments:;

prepending, by the second mechanism, an outbound
packet header to each of the segments, thereby forming
an outbound packet corresponding to each segment, the
outbound packet header containing an outbound media
access control layer header, an outbound Intemet Pro-
tocol (IP) header and an outbound TCP header, wherein
the prepending of each outbound packet header occurs
without an interrupt dividing the prepending of the
outbound media access control layer header, the out-
bound (IP) header and the outbound TCP header: and

transmitting the outbound packets to the network.
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Corrected POR at 52

The Combination Fails to Suggest Dividing the Data into Multiple Segments

and Prepending a Packet Header to Each Segment (Claims 9 and 17)

An example of user process programming that triggers the
VO device adapter is set forth below:

senduserdatagram (void *USERDATA__ADDRESS,
nt USERDATA__LENGTH)
/* wait till adapter available */
{
while (vhl__p->STATUS != IDLE) { };
vhr_p->STARTINGADDRESS = USERDATA_ADDRESS;
vhr_p->1 ENGTH = USERDATA_ILENGTH
/* trigger adapter ¥/
vhr p>GO =1
/* wait till adapter compleies */
while (vhl_p->STATUS = BUSY) {}:
}

Ex. 1005 at 7:21-33

The VO device adapter stores the user data provided by the
user process in the I/O device adapter’s memory. and then
transmits the completed UDP datagram 702 over the media.

An example of programming that triggers the /O device

adapter is provided below: Ex. 2026 at 71

udpscript (void *USERDATA _ADDRESS,
mt USERDATA__LENGTH,
template__t *template)

{

char *physaddress;

template->IP TotalLength = sizeof (FPHeader) +
sizeof{UDPHeader) + USERDATA_ LENGTH;

template->IPDatagramiD = nextid() ;

ipchecksum (template) ;

template->UDPLength = sizeof (UDPHeader)
+ USERDATA_ LENGTH;

physaddress = vtophys (USERDATA_ADDRESS,
USERDATA_LENGTH] ;

udpchecksum (physaddress, USERDATA_LENGTH, template) ;

}

Ex. 1005 at 7:50:64
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Corrected POR at 53

The Combination Fails to Suggest Dividing the Data into Multiple Segments

and Prepending a Packet Header to Each Segment (Claims 9 and 17)

Ex. 2026 at 71-72
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Corrected POR at 54-55

The Combination Fails to Suggest Dividing the Data into Multiple Segments

and Prepending a Packet Header to Each Segment (Claims 9 and 17)

Ex. 2026 at 71-72
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Corrected POR at 52-54

Petitioner’s Expert Manufactures Three Scripts Not Disclosed or Suggested

by Erickson (Claims 9 and 17)

Ex. 1003 at A-40
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Corrected POR at 53

Petitioner’s Expert Manufactures Three Scripts Not Disclosed or Suggested

by Erickson (Claims 9 and 17)

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 98:16-99:17 .
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Corrected POR at 54-55

No Expectation of Success Adapting a UDP Script to TCP

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 96:16-97:18
-01392 PO Demonstrative, 39
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Corrected POR at 54-55

No Expectation of Success Adapting a UDP Script to TCP

Robert Horst
Petitioner's Expert

Ex. 2028 (Horst Dep. Tr.) at 98:4-15
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Corrected POR at 54-55

No Expectation of Success Adapting a UDP Script to Work With

TCP

Ex. 2026 at 73
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Corrected POR at 57-58

Secondary Considerations: Long-Felt Need

1. Introduction

Asdata transmission speeds have increased dramatically in recent years, the processing of protocols has
become one of the major bottlenecks in data communications. Current experimental networks provide a
bandwidth in the Gb/s range. New multimedia applications require that networks guarantee the quality

Ex. 2031 at 1 (1993 IBM Research Division ACM SIGCOMM article)

1 Introduction

Many researchers have observed that the performance of remote applications have not kept pace with
modern communication network speeds. Part of this imbalance is attributed to the protocols used by
the remote applications, namely, UDP/IP and TCP/IP. It is now widely believed that the problems with
these protocols are not inherent in the protocols themselves but in their particular implementations [Dalt93,
Whet95]. The following factors are cited as contributors to the poor performance of UDP/IP and TCP/IP:

Ex. 2032 at 1 (1995 Univ. of Berkeley paper)
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Corrected POR at 57-58

Secondary Considerations: Long-Felt Need

Abstract

The communrication speed in wide-, metropolitan-, and
local-area networking has increased over the past decade
from Kbps lines to Gbps lines; i.e., six orders of mag-
nitude, while the processing speed of commercial CPUs
that can be employed as communications processor has
changed only two to three orders of magnitude. This dis-
crepancy in speed translates to “bottlenecks” in the com-
munications process, because the software that supports
some of the high-level functionality of the communication
process is now several order of magnitude slower than the
transmission media. Moreover, the overhead introduced
by the operating system (OS) on the communication pro-

Ex. 2033 at 1 (1990 IEEE article from AT&T Bell Labs)

 Abstract

Server network performance is increasingly dominated
by poorly scaling operations such as [/Q) bus crossings,
cache misses and interrupts. Their overhead prevents
performance from scaling even with increased CPU, link
or /O bus bandwidths. These operations can be reduced
by redesigning the host/adapter mierface to exploit add:-
tional processing on the adapter. Offloading processing
to the adapter is beneficial not only because it allows
more cycles to be applied but also of the changes it en-
ables in the host/adapter interface. As opposed to other
approaches such as RDMA, TCP offload provides bene-
fits without requiring changes to either the transpoit pro-
tocol or AP

Ex. 2034 at 1 (2005 USENIX Conference paper from IBM)
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Corrected POR at 57-58

Secondary Considerations: Long-Felt Need

Ex. 2026 at 76
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Corrected POR at 60-61

Secondary Considerations: Industry Praise

Our measurement shows that an Alacritech NIC is able to sustain network bandwidth
comparable to that of Native NT for large messages, which is close to wire-speed. lis
accumulated host processor utilization, while lower than native NT's, is higher than that
with our offload implementation. Iis performance degrades when messages are smaller
-than 2k bytes because it has no means of aggregating out-going messages (i.¢. no Nagel
“Algorithm).

Ex. 2039 at 4 (2001 HP Labs research paper)
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Corrected POR at 60-61

Secondary Considerations: Industry Praise

“The ANX 1500 is an evolutionary advancement of Alacritech’s long
standing leadership in protocol acceleration, which is now applied not
just to protocols, bul to the optimization of all storage system
interactions,” said Jeff Boles, 8 technology analyst with Taneis Group.
“The ANX 1500 subsiantially augments the performance of existing NAS
investments from the best place possible — from right in the customer's
Ethernet network — without reconfiguration or changes in management
for the existing infrastructure. We think Alacritech is setling the stage for
& next generation of selutions that will accelerate storage from oulside
the storage array, and more cost effectively share an investment in
performance across many storage systems and clienis. 've 1alked to
eariy-slage customers using the product, and they believe i's game-
changing.” |

Ex. 2040 at 3 (Shoreline Ventures Press Release)

-01392 PO Demonstrative, 46

Alacritech, Ex. 2800 Page 102



Corrected POR at 60-61

Secondary Considerations: Industry Praise

Ex. 2026 at 78
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Corrected POR at 61

Secondary Considerations: Failure of Others

Ex. 2041 at 2 (2003 HP Labs paper presented at HotOS IX conference)

Id. at2

-01392 PO Demonstrative, 48

Alacritech, Ex. 2800 Page 104



Corrected POR at 61

Secondary Considerations: Failure of Others

Ex. 2026 at 79
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Corrected POR at 61-63

Secondary Considerations: Skepticism

Ex. 1006 at 588-589
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Corrected POR at 61-63

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

wane | conclusion is not well founded. In the past, network
wenvenr| gecelerators have had mixed success, and the current
| economic justification for hardware acceleration is poor
.| given the low cost of nost CPU cycles. The I/0 load for
| many applications is dominated by disk latency, not
transfer rate, and hardware protocol accelerators have
little effect on the I/0O performance in these environments.
et | Application benchmarks were run on an IP storage
| - Sf' subsystem to measure performance and CPU utilization
ﬂ,ﬁ ,g | on Email, database, file serving, and backup applications.

ul The results show that good performance can be obtained
without protocol acceleration.

rtd 5 difficakt ahead fh e moving target. The
1m|uw| prapas .1 fos 1P storage, ISCS] and (FCP,
stable, v

dc
pereeption that |a.ml.ud
heavyw E,h t for attaching sorage, C
says that P storage ws impr;

e 1t
shews ha11h-¢ncud For hardware
myth. Several different lines of oy
future of 5 I.n age netwo |'1c|lg 'ILI\eI) hn::wl) on slorage
devices connectes d servers without special purpose
hardware aeeeler I.U

Ex. 2300 at 194 (2001 paper by Petitioner’s expert, Dr. Horst)

0-7605-1432-401 F1I0.00 & 2000 [EEE 194
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Corrected POR at 61-63

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

Robert Horst

e as the main CPU. If the performance does not keep up, at
e | some  point  an  accelerator becomes a decelerator.
i e s 01 e e e e e SOMEWHEre in between, performance is about equal with

antaching storage devices directly to [P netwarks: the accelerators to offload prof
pereeived need for hardwarre acceleration of the TCPAP CPLL Some examples, su

mr e e et e e i oF Without the attached processor, but the development
' wevs) and support costs become a burden. The accelerator 1is

socelerators have kad mived siwccess. and the curreént

ﬁ°:;;f;;‘“::°:51 = usually a different CPU architecture than the main CPU,

rapid pace of techno Io..ye
A5 p«,lrc CCEnl Exan
The idea

on Email, i i) cations.
The results show that g\nr_\dpn_,ﬁ?rmurr' can be abiained

and 1t usually has a different software development
L. Intoduction o] environment.  Maintaining two such environments 1s

tas kb1up-zrrrrunced

ey m 1 costly, and even if they were identical, there is overhead

ianificant ppm 13 bec - * : =
e inventing and testing the software interface between
products are already on the markst, and wark |n- "d it usually has a ‘l

standardize the protocals is pragressing in the 1P Storage environment.  Maintair

S adiT T et the processors. The software development cost eventually

Fiber Channel, were developed largely due to the ::"]I":::crg:: e?:;:::l . . .
i hat s ard kil -
oo o acmg s G v e s ennd - 1118 the front-end processor architecture, until the next
says that |1 storage i impractical withoal special purpose the I‘:)'t'h:. 3
NICs to accelerate the TCRAP protocol stack. This papers Some may arguc "L
X ave

) sl ’ g sh e + * &
S e Sk generation of engineers rediscovers the idea and repeats
future of storage netwol ﬂc ing m'IL I\el) hea I) on slorage eveny prodocol worthy of 3

devices compecie d e servers without specinl purpose and it is difficalt 1o stay o

hardv oler new prolosols prapos ur th 1
e eeioralots are for from stable, and ev E C}rc Ei

Form \&ILy approved, thene
enhancemen ts and bup Tixes Tt scems extremely

0-7605-1432-401 F1I0.00 & 2000 [EEE 194

Ex. 2300 at 194
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Corrected POR at 63

Secondary Considerations: Skepticism

Ex. 2026 at 81
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1409 MTA at Appx A

241 Patent - Contingent Motion to Amend

(Proposed Claim 25 - Substitute for Claim 1)

Proposed Claim 25

25. (proposed substitute for claim 1) A method for network communication, the method
comprising:

receiving a plurality of packets from the network, each of the packets including a media
access control layer header, a network layer header and a transport layer header;

processing the packets by a first mechanism, so that for each packet the network layer
header and the transport layer header are validated without an interrupt dividing the
processing of the network layer header and the transport layer header;

* ok ok

sending, by the first mechanism, the data from each packet of the first type to a destination
in memory allocated to an application running on a host computer without sending any of
the media access control layer headers, network layer headers or transport layer headers to
the destination or to a host protocol stack running on the host computer.
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Support for Proposed Claim 25 (Substitute

MTA at Appx A; Reply at 3-5

for Claim 1)

[0057] All rececived message frames which have been
determined by the CPD hardware assist to be fast-path
candidates are examined 53 by the network microprocessor
or INIC comparator circuits to determine whether they
match a CCB held by the CPD. Upon confirming such a
maich, the CPD removes lower layer headers and sends 69
the remaining application data from the frame directly into
its final destination in the host using direct memory access
(DMA) units of the CPD. This operation may occur imme-
diately upon receipt of a message packet, for example when
a TCP connection already exists and destination buffers have
been negotiated, or it may first be necessary to process an
initial header to acquire a new set of final destination
addresses for this transfer. In this latter case, the CPD will
queue subsequent message packets while waiting for the
destination address, and then DMA the queued application
data to that destination.

|

| SESS .'""?2‘"‘:
~— TRANS | @@\
REMOTE | ,o%~.1 |4 .1 38 35 | 70!
25 ~I | ~— NETW —! 66 !
HOST . PROCESSOR| | 36 _ | *
f i ~{ DLINK | l
: SRECEIVELOGIC|; = — bt
32J ____________ L\44
FIG. 4C

Ex. 2021 at Fig. 4C

Ex. 2021 at 9 [0057]

packet. The processor 55 checks for a match between the
hash and each CCB that is stored in the cache 62 and, finding
a match, sends the data (D2) 70 via a fast-path directly to the
destination in storage 35, as shown by arrow 72, bypassing
the session layer 42, transport layer 40, network layer 38 and
data link layer 36. The remaining data packets from the
message can also be sent by DMA directly to storage,
avoiding the relatively slow protocol layer processing and
repeated copying by the CPU stack 44.

Ex. 2021 at 1 [0061]
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MTA Reply at 11-12

Proposed Claim 25 (Substitute for Claim 1) Is Valid Over

the Prior Art

Ex. 1033.021
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MTA Reply at 15

Proposed Claim 25 (Substitute for Claim 1) Is Valid Over

the Prior Art

Ex. 2305 at 16
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1410 MTA at Appx A

'241 Patent - Contingent Motion to Amend

(Proposed Claim 33 — Substitute for Claim 9)

Proposed Claim 33

33. (proposed substitute for claim 9) A method for communicating
information over a network, the method comprising:

obtaining data from a source in memory allocated by a first processor;
dividing the data into multiple segments;

prepending a packet header to each of the segments by a second processor,
thereby forming a packet corresponding to each segment ... ; and

transmitting the packets to the network, wherein the dividing, prepending,
and transmitting occur without the second processor generating an
interrupt to the first processor.

* substantially similar amendments to remaining independent claim 17
(proposed substitute claim 41)
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MTA at Appx A; Reply at 3-5

Support for Proposed Claim 33 (Substitute for Claim 9)

35 by writing to a response buffer. Thus, fast-path transmis-
sion of data communications also relieves the host CPU of
per-frame processing. A vast majority of data transmissions
can be sent to the network by the fast-path. Both the input
and output fast-paths attain a huge reduction in interrupts by
functioning at an upper laver level, 1.e., session level or
higher, and interactions between the network microproces-
sor and the host occur using the full transfer sizes which that
upper layer wishes to make. For fast-path communications,
an interrupt only occurs (at the most) at the beginning and
end of an entire upper-layer message transaction, and there
are no mterrupts for the sending or receiving of each lower
layer portion or packet of that transaction.

Ex. 2021 at 9 [0064]
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MTA Reply at 19-20

Proposed Claim 33 (Substitute for Claim 9) Is Valid Over

the Prior Art

An example of user process programming that triggers the
I/O device adapter is set forth below:

senduserdatagram (void *USERDATA__ADDRESS,
int USERDATA_LENGTH)
/* wait till adapter avalable */
{
while (vhl__p->STATUS != IDLE) {}:
vhr_p->STARTINGADDRESS = USERDATA_ADDRESS,
= ATA_TENGTH
R A NN o icner bk OTH USERD,
E:l:j;:-:i "Sa_:.ﬂteﬁ _Pﬂtel‘lt - o Lln: ]r‘;:";rhm:: Juf.'-ifﬂ: \'II_,p-D'GO =1

[54] METHOD FOR PERFORMING SEQUENCE **Ihe DWASH Local Kermal Stnsoture™ by David B Anderson ," w“t nIl m m]m "
OF ACT

COMPUTIR T4 RESPOTSE T SPECTFIED T B L o I T while {VhL >STATUS = BUSY} {]"
e B WRFTEN 10 NOOFPED 1598 Cumpua Scae Division (EBES). Univrsiy of p B
SUB PORTIONS OF ADDRESS SPACE oenla, Berketey }
(73] Lavcmtors: Ges B Erkchove; Dovglas E- “A Users G 0 FICL—A Puriable Instmumcated Com
By, b ot BB It memicasion Library” By GiA. Geist =t al, Cak Kidgs
Muller. Cugtis 1. Stebley. boh of San National Laborstory, Maematical Scionces Section. PO,
Diicges, Ml of Calif. Box 2000, Bidg. U207_A. Ouk Ridge. TH 376314083

g 1990

173] Assigmes: NCR Corporstion. Dayiea. (fio
“Apchitecturs and Inplemestation of Valcaa® By Craig B,

121 Appl. No: STIETS Stuskel. e, al.. M Reseacch Division, Yorkiown Heights. E)C. ]005 Cll 7.‘21 '33
[22) Filea:  Thee 21, 1995 Mew York (Sep. 22, 1953),

“MIPI-F: An MPI Protstype Inghementasion oo IBM 591
o BUEEIS by Huberns Franke =t al. pub by TBM, T.J Waton
rch IS/ BIY.  Rescarch Center, Yormown Heights. New York 1059
3OS/E20, §32. £46. REZ 284, 300, SO0

473

Primary Examiser—Moustafs M. Meky
Amaemey, Aget, or Firm—Merthast, Gould. Seth, Edetl,
LS. BATENT DOCUB

Welser & Schmidt = =
udpseript (void *USERDATA__ADDRESS,
ASEO061  SAME Shoab of al [y} ABRSTRACT
Shigiar oot Vet : mi USERDATA _TENGTH,
SMGa61 b, L JUVETE 4 method of coatrolling s inputicutput () device con- m
hiene S Vo imad e «
SN0 100 scial o 4 \om  oected fo & computer to facilitsss fast BF data wmansfers. An "
Thos i Sedne d ep  adires pace fr the D) vl b creaid In e v ternplate__t *template)
Fredira ko SRS, memeey of e compuler, aheroin o adieess quce o
a3 =

Préses virual registers Ml aTe wsed 10 GUECTY COBT the

1568 References Cibed

: O device 1o cosnce. csaeel rgisers sadio mermsey 6
SETIAS) 0T Feeseyemal ... 3SEE  the WO device are mapped into the virual asdres space. and -
e —— the virmal sdaress space b backd by coagol regsacts char *p :

andior memory on the I3 device. Thereafier, the V0 device

U048 1199 Earepoas P OF detects wriles to the address space. As a resalt. 1 pre.defisod uw]m‘:.mw = s'lsz (EHM} +
OTHER FUBLICATIONS sequence of actions can be wiggered i the B0 davics try b
The Peefommance of Message_Passing Using Restricseq  PPORARSEng specificd values into the data writcs imio the

Vit Sy Remapiss by Shie Vhee T sad P il s soce sizeof{UDPHeader) + USERDATA_LENGTH,
Tl B2 e ey e & Bperience, vl 19 Clsims, 7 Dravwing Shorts [m]m.}mlnammm = mextid() ;
et e ipchecksum (template) ;

f template->UDPLength = sizeof {UDPHeader)

+ USERDATA_ LENGTH;
physaddress = viophys (USERDATA__ADDRESS,
, | USERDATA_LENGTH) ;
; ’ 'L}I:Ipcl:mckm.m (physaddress, USERDATA_TLENGTH, template) ;

INTEL Ex 1005 001

Ex. 1005 at 7:50:64
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Proposed Claim 33 (Substitute for Claim 9) Is Valid Over

the Prior Art

Ex. 2305 at 18-19
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Overview of the '205 Patent

uz United States Patent o Patent No.: US 7,124,205 B2
Craft et al. (as) Date of Patent: Oct, 17, 2006
{34} NETWORK INTERFACE DEVICE THAT SARSATS A V1996 Hifz et ol oo 35S/200.12

MNETWORK INTERFACE DEVICE THAT
FAST-PATH PROCESSES SOLICITED
SESSION LAYER READ COMMANDS

(57) ABSTRACT

A network interface device connected to a host provides
hardware and processing mechanisms for accelerating data
transfers between the host and a network. Some data trans-

lers are processed using a dedicated fast-path whereby the
(US). Clive M. Philbrick, San Jose, protocol stack of thelhost performs no network layer or
CA (UUS): Laurence B. Boucher. transport layer processing. Other data transfers are, however,
Saratoga, CA (US) handled n a slow-path by the host protocol stack. In one
embodiment, the host protocol stack has an [SCSI layer, but
a response to a solicited ISCSI read request command is
nevertheless processed by the network interface device in
fast-path. In another embodiment, an initial portion of a
response to a solicited command is handled using the
dedicated fast-path and then after an error condidtion occurs

Inventors: Peter K. Craft, San Francisco, CA

Assignee:  Alacritech, Inc.. San Jose, CA (US)

s processed by the network
n another embodiment, an i

ueal portion ¢
slow-path, The intrfice
ESEORE 10 COMMUniCale

6 Clms 25 Drestag St a subsequent portion of the response is handled using the the
i T slow-path. The interface device uvses a command status
“%"J message to communicate status to the host.
o | ‘
; | 205 Patent, Abstract
i | =

Ex. 1001 (“‘205 Patent”)
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OSI Model

Ex. 2026 at 21-22
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Layer 3: Network Layer

Ex. 2026 at 22-23
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IP Header

Ex. 2042
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Layer 4: Transport Layer

Ex. 2026 at 24-25
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TCP Header

Ex. 2042
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Message Processing Under TCP/IP

Ex. 2026 at 26-27; Ex. 2043
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Message Processing Under TCP/IP

Ex. 2026 at 27-28
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Overview of the '205 Patent

Corrected POR at 9-10

accelerated. Conventionallv such data is divided into pack-
ets for transportation over the network, with each packet
encapsulated in lavers of control information that are pro-
cessed one layer at a time by the CPU of the receiving
computer. Although the speed of CPUs has constantly

Ex. 1001, ‘205 Patent, 1:49-52

Ex. 1008, Figure 1.4
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Overview of the '205 Patent

Ex. 2026 at 29-30
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Overview of the '205 Patent

Ex. 2026 at 30
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Overview of the '205 Patent

Ex. 2026 at 30

Ex. 2026 at 31
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Corrected POR at 13-18; Supp POR at 3-4

Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

1. An apparatus comprising:

a host computer having a protocol stack and a destination
memory., the protocol stack including a session layer
portion, the session layer portion being for processing
a session layer protocol; and

a network interface device coupled to the host computer,
the network interface device receiving from outside the
apparatus a response to a solicited read command, the
solicited read command being of the session layer
protocol, performing fast-path processing on the
response such that a data portion of the response is
placed into the destination memory without the proto-
col stack of the host computer performing any network
layer processing or any transport layer processing on
the response.

3. The apparatus of claim 1, wherein the session layer
protocol 1s ISCSL
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Corrected POR at 13-18; Supp POR at 3-4

Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

8. A method, comprising:

issuing a read request to a network storage device, the
read request passing through a network to the network
storage device;

receiving on a network interface device a packet from the
network Stt:f-rage qEViCE in response to t!le read requi?st, 9. The method of claim 8. wherein the read request is in
tht? paCket mcluclmg data, the network interface device the form of a SCSI command, wherein the SCS] command
being coupled to a host computer by a bus, the host is attached to a header in accordance with an ISCSI protocol.
computer having a protocol stack for carrying out 10. The method of claim 8, wherein the read request is an
network layer and transport layer processing; ISCSI read request. '

performing fast-path processing on the packet such that
the data is placed into a destination memory without the
protocol stack of the host computer doing any network
layer processing on the packet and without the protocol

S‘EICI{ gf Ihe host cgm_puter doing any 't[ﬂllSPDIT la}!er 16. The method of claim 8, wherein the bus i1s a PCI bus,
processing on the packet; and wherein the read request is a ISCSI read request.

receiving on the network interface device a subsequent
packet from the network storage device in response to
the read request, the subsequent packet including sub-
sequent data; and

performing slow-path processing on the subsequent
packet such that the protocol stack of the host computer
does network layer processing and transport layer pro-
cessing on the subsequent packet.
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Corrected POR at 13-18; Supp POR at 3-4

Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

22. An apparatus comprising;

a host computer having a protocol stack and a destination
memory; and

a network interface device coupled to the host computer,
the network interface device receiving a first portion of
a response to an ISCSI read request command, the first
portion being processed such that a data portion of the
first portion is placed into the destination memory on
the host computer with the protocol stack of the host
computer doing substantially no network layer or trans-
port layer processing, the network interface device
recerving a second portion of the response to the ISCSI
read request command, the protocol stack of the host
computer doing network layer and transport laver pro-
cessing on the second portion.
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Corrected POR at 13-18; Supp POR at 3-4

Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

24. The apparatus of claim 22, wherein the ISCSI read
request command is passed from the host computer to the
network interface device, the ISCSI read request command
being accompanied by an indication of where the destination
memory is located on the host computer.

25. The apparatus of claim 24, wherein the indication
includes a scatter-gather list.

26. The apparatus of claim 24, wherein an indication of
where the destination memory is located on the host com-
puter is passed from the host computer to the network
interface device, the indication being passed to the network
interface device before the first portion of the response is
received onto the network interface device.

27. The apparatus of claim 22, wherein the response to the
[SCSI read request command is received onto the computer
via a single cable, the computer also receiving other network

communications over the single cable, the other network
communications not being [SCSI communications.

28. The apparatus of claim 22, wherein the host computer
does exception handling as a consequence of the computer
having received the second portion of the response.

29. The apparatus of claim 22, wherein the host computer
does error handling as a consequence of the computer
having received the second portion of the response.

30. The apparatus of claim 22, wherein an enclosure
contains both the host computer and the network interface
device.
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Corrected POR at 13-18; Supp POR at 3-4

Challenged Claims: 3, 9-10, 16, 22, 24-33,

35, 36

31. An apparatus comprising:

a host computer having a protocol stack and a destination
memory; and

means, coupled to the host computer, for receiving from
outside the apparatus a response to an ISCSI read
request command and for fast-path processing a portion
of the response to the ISCSI read request command, the
portion including data, the portion being fast-path
processed such that the data is placed into the destina-
tion memory on the host computer without the protocol
stack of the host computer doing significant network
layer or significant transport layer processing, the
means also being for receiving a subsequent portion of
the response to the ISCSI read request command and
for slow-path processing the subsequent portion such
that the protocol stack of the host computer does
network layer and transport layer processing on the
subsequent portion.

32. The apparatus of claim 31, wherein the network layer
and transport layer processing done on the subsequent
portion by the means includes error condition handling.

33. The apparatus of claim 31, wherein the network layer
and transport layer processing done on the subsequent
portion by the means includes exception condition handling.
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Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

35. A host bus adapter that is adapted for sending an ISCSI
solicited read request and for receiving a response in return,
the host bus adapter also being adapted for coupling to a host
computer that has a protocol stack, the protocol stack having
an ISCSI layer, the host bus adapter being adapted Ilor
processing the response such that a data portion of the
response 1s placed into a memory on the host computer

without the host computer doing any network layer or
transport laver processing on the response.
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Challenged Claims: 3, 9-10, 16, 22, 24-33, 35, 36

36. A method, comprising;

sending from a host bus adapter an ISCSI solicited read
request:

receiving onto the host bus adapter a response to the
ISCSI solicited read request; and

the host bus adapter processing the response such that a
data portion of the response is placed into a destination
memory on a host computer that 1s coupled to the host
bus adapter without a protocol stack of the host com-
puter doing any network layer processing on the
response and without the host computer doing any
transport layer processing on the response, the protocol
stack of the host computer having an ISCSI layer.
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Challenged Claims 103(a) References

3,9-10, 16, 22, 27-33, Thia + Satran | / Satran |l
35-36

24-26 Thia + Satran | / Satran Il + Carmichael
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Overview of Thia

4 |

A Reduced Operation Protocol
multiple-layer bypass architecty

v o o wese | % VEAUCEd Operation Protocol Engine (ROPE) for a
mesenssene multiple-layer bypass architecture

Absract — The Reduced Operation H
critical functions of a multiple-layer protocol stack, based on the “bypass concept” of a fast
path for data transfer. The motivation for identifying this separate processing path is that it
involves only a small subset of the complete protocel, which can then be implemented in ( [ )
hardware. Multiple-layer bypass also climinates some inter-layer operations 5£c|1 as quens EX' 1015 Thla at 1
and buffer management, context switching and movement of data across layers, all of which
are a significant overhead. ROPE is intended to support high-speed bulk data wansfer. The
paper describes the design of a ROPE chip for the OS1 Session and Transport layer protocols,
using VHDL. The design is practical in terms of chip complexity and area, using current gate
array technology, and simulation shows that it can support a data rate approaching 1 gigabit
per second,

Kerwanis: This paper presents a feasibility study for a new approach to hardware assistance. It
1mroa|  COMbines the relatively simple operations needed for data transfer across multiple layers and
womes|  provides a hardware “fast path” for them, which will be efficient for bulk data transfer. It is

muanications

guality-of-se

combination - — — P b 7

the dara stream. To alleviate the end-system bottleneck one may consider new protocols [10],

improved software implementation of existing protocals [3, 35], paralle] processing technigues

[14, 21, 38], special protocol strectures [15, 30] and hardware assist [22] by offloading all or ( 3 )

part of the protocol functions to an adaptor. ‘This paper takes the latter approach. EX' 10 15 Thla at 2
The key problems associated with offboard processing include:

O Partitioning the functionality between the host and the adaptor is difficult and may easily
lead to a complex_additional protocol between the two which mav cancel out or
offset the
iy be «
protocol

This peseasch

to obtain the simulation throughput results presented in section 5. This was sufficient for
our present purposes, to estimate the space complexity and timing of the chip, and the final
step of generating a chip layout for fabrication and fault analysis was not performed. As

Ex. 1015 (Thia) at 8
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Thia Is Inoperable and Not Enabled

Ex. 2026 at 38
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Thia Is Inoperable and Not Enabled

Ex. 2026 at 38
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i multi- " { Shared e
| tayen Qam t;.ig.]R(}PE
| protocol r P
e
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Path
i PFROVIDER A 1 PROVIDER B i
t 1
Figure 1 Bypass Architecture EX. 1015 (Thla) at 3
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Thia Is Inoperable and Not Enabled

14
A Reduce| . . " -
multiple-’3 The send bypass test identifies outgoing packets that are data packets in the data transfer
*t™| phase. The receive bypass test matches the incoming PDU headers with a template that

ool ilentifies the predicted bypassable headers. The bypass stack performs all the relevant
wee| Protocol processing in the data transfer phase. The shared data are used to maintain state

critical functi

sl consistency between the SPS and the bypass stack, including window flow control parameters

involves onl
hardware. M

=l ANA cOnnection identifiers. Whenever there is a change in the processing path between the

are a significy

W:;hm?* SPS and the bypass stack, checks are performed to ensure that there are no outstanding packets

=t 1N the current path, i.e. "no in-transit PDUs", before the change is made. A more detailed
ke discussion on this is presented in another paper [33].

1 Introduction
The advent of Fibre Optic technology, which offers high bandwidth and low bit error

rates, has shified the performance bottlencek from the communications channel to the com- EX_ 1015 (Thia) at 3
munications processing in the end-points of the system [26]. Other rends swch as improved
quality-of-service puarantees will reinforce this effect. The heavy processing load is due  a
combination of operating system overhead, proweol complexity, and per-octet processing on
the dara stream. To alleviate the end-system bottleneck one may consider new protocols [10],
improved software imgal et et o - e
[14, 21, 38], special
part of the protocol f}
The key problem|
O Partitioning the f
lead to a comple]
offset the potenti
miy be offloaded
protocol logic,

This peseach was dens o]

Ex. 2026 at 41
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Thia Does Not Disclose Network Layer Bypass

A Reduced Operatio
multiple-layer bypas:

Y.H. Thia (*)' and C.M

Newbridge Networks, Inc.,
Dept, of Systems and Comp

Abgmract — The Redug
critical functions of a multip
path for data transfer. The ny
involves only a small subse
hardware.  Multiple-layer by
and buffer management, con
are a significant overhead, H
paper describes the design of
using VHDL. The design is ]
array technology, and simuls
per second, in a connection

Keyword eodes: C.2.2, B.4|
Keywords: Metwork Protoc

1 Introduction

The advent of Fibre Op|
rates, has shifted the perforn)
munications processing in iy
quality-of-service puarantees
combination of operating sy
the data stream. To alleviate
improved software implemen
[14, 21, 38), special protocol
part of the protocol function

The key problems assoc

O Partitioning the functong
lead to a complex additi
offset the potential gain
miy be offioaded, but th
protocol logic,

T This seseach was dene whils Ov. TH

. Per-Octet | Per-Packer | Per-Group-Of-Packers
| Layer Procedure Bypass Chip Host (A) (B) Aggregated io Per-Packer | Remarks
I| JSor bulk daia iransfer (B)
1
| Encoding X
Presentation Encryption X
Compression X
| Context Alteration X X
|
) L.
| Synchronization x X
Management
Session
Token management X X
Checksum (Optional) X X
i x X Depends on
| Transport Timer Management X Implementation
(Class 4) Generation of ACK X X
packets (Flow Control)
Resequencing X X
Header Construction X X
i Header Decode X X
i x X Minimized
Buffer Management (Simple scheme)
Moved away
I Al 3 lavers - . . X X
E ¥ Context Switching X from host DS _E
' With multiple-layer Use of dual- !
. Dats Copying bypass, data Copying X ported memory |
| within layers is and DMA.. |
| elminated. |
|
Table 1 Bypassable versus Non-bypassable functions
Ex. 1015 (Thia) at 6
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Thia Does Not Perform Segmentation or Reassembly

Within the Bypass Path

14

A Reduced Operation Protocol Engine (ROPE) for a

The scope of functions included in a bypass may be narrowly defined, or more extended.
A bypass does not include fast connection setup but also does not interfere with it. There
is no segmentation/reassembly within the bypass path, but we do not see this as a major
restriction, as research suggests that fragmentation of PDUs should be restricted only to the
lower layers and should occur only once in the protocol stack [23]. The Segmentation and
Reassembly sublayer of the ATM adaptation layer is a good place for such functions [25].

TR TS, Gty DT
Keywords: Network Protocols, Data Communications Deviees |

Ex. 1015 (Thia) at 14

Ex. 2026 at 42
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Thia Does Not Disclose Transport Layer Bypass

Ex. 2026 at 43
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Ex. 1057 (“Satran II’) at 1
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Corrected POR at 33-34; Supp POR at 6

All Independent Claims Involve Network-Layer Bypass

response such that a data portion of the response is
placed into the destination memory without the proto-
col stack of the host computer performing any network
layer processing or any transport layer processing on
the response.

processed such that the data is placed into the destina-
tion memory on the host computer without the protocol
stack of the host computer doing significant network
laver or sigmificant transport laver processing, the
means also being for receiving a subsequent portion of

205 Patent, Claim 3 (through Claim 1)

‘205 Patent, Claim 31 (whence Claims 32-33 depend)

performing fast-path processing on the packet such that
the data is placed into a destination memory without the
protocol stack of the host computer doing any network
laver processing on the packet and without the protocol
stack of the host computer doing any transport layer
processing on the packet;

an [SCSI layer, the host bus adapter being adapted for
processing the response such that a data portion of the
response 1s placed into a memory on the host computer
without the host computer doing any network laver or
transport layer processing on the response.

‘205 Patent, Claims 9-10, 16 (through Claim 8)

‘205 Patent, Claim 35

first portion 1s placed into the destination memory on
the host computer with the protocol stack of the host

computer doing substantially no network layer or trans-
port laver processing, the network interface device

receiving a second portion of the response o the ISCSI

memory on a host computer that is coupled to the host
bus adapter without a protocol stack of the host com-
puter doing any network laver processing on the
response and without the host computer doing any
transport layer processing on the response, the protocol

205 Patent, Claim 22 (whence Claims 24-30 depend) 205 Patent, Claim 36
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Corrected POR at 35; Supp POR at 9-10

Petitioner Only Relies on Thia for Network-Layer Bypass

Pet. at 46; see also Pet. at 57, 66-67, 82, 88, 90

No contention Satran |, Satran Il, or Carmichael
disclose network-layer bypass.
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Corrected POR at 37-38; Supp POR at 11-12

Petitioner’s Argument as to Network-Layer Bypass

Pet. at 47; see also Pet. at 57, 67, 83-84, 88, 90
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Corrected POR at 37-38; Supp POR at 11-12

Thia Does Not Disclose Network-Layer Bypass

2 The Bypass Concept

2.3 Multiple-layer bypass
A bypass for multiple layers instead of just one gives additional gains by avoiding:

[0 Overhead of encoding and decoding the interface control information passed between
layers;

1 Executing the full general protocol logic for the layers to decide how to manipulate the
data;

0 Queueing of data at layer boundaries.

The advantage is increased further in cases where some layers, like the network and application
layers, have been further subdivided into sublayers.

Ex. 1015 (Thia) at 2, 4
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Corrected POR at 38-39; Supp POR at 12

Thia Does Not Disclose Network-Layer Bypass

The advantage is increased further in cases where some layers, like the network and application
layers, have been further subdivided into sublayers.

Ex. 1015 (Thia) at 2

| Ex. 2026 at 48-49
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Corrected POR at 39; Supp POR at 12

Thia Does Not Disclose Network-Layer Bypass

Ex. 2026 at 49
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Corrected POR at 35-36; Supp POR at 10-11

Thia Repeatedly Excludes Network-Layer Bypass

Abstract — The Reduced Operation Protocol Engine (ROPE) presented here offloads
critical functions of a multiple-layer protocol stack, based on the “bypass concept” of a fast
path for data transfer. The motivation for identifying this separate processing path is that it
involves only a small subset of the complete protocol, which can then be implemented in
hardware. Multiple-layer bypass also eliminates some inter-layer operations such as queue
and buffer management, context switching and movement of data across layers, all of which
are a significant overhead. ROPE is intended to support high-speed bulk data transfer. The
paper describes the design of a ROPE chip for the OSI Session and Transport layer protocols,
using VHDL. The design is practical in terms of chip complexity and area, using current gate
array technology, and simulation shows that it can support a data rate approaching 1 gigabit
per second, in a connection attached to an end-system.

Ex. 1015 (Thia) at 1

7 Summary

It can be concluded from this study that it is feasible to implement the bypass stack (at
least for the transport and session layers) in VLSI and that the performance would be at
least an order of magnitude higher than software protocol processing. The bypass system
offloads the critical protocol functions and the associated non-protocol-specific functions onto
a “Reduced Operation Protocol Engine” (ROPE). The gate count for the bypass chip can

Ex. 1015 (Thia) at 13
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Corrected POR at 35-36; Supp POR at 10-11

Thia Repeatedly Excludes Network-Layer Bypass

Ex. 1015 (Thia) at 6
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Corrected POR at 35-36; Supp POR at 10-11

Thia Repeatedly Excludes Network-Layer Bypass

6 Considerations for the Session and Presentation
layers (not implemented)

The next steps would logically be to enhance the Session [18, 19] processing to the BSS
(Basic Synchronized Subset) or BAS (Basic Activity Subset) level, or to add Presentation
processing

In the BSS, synchronization points occur but the session services do not actually save
session SDUs and do not themselves perform the recovery operations. These activities are the
responsibility of the application layer or the application program. The session layer merely
decrements the serial number back to the synchronization point and the user must apply it
to determine where to begin recovery procedures. Hence these activities are best handled on
the host processor and are not very suitable for bypassing. The benefit they would confer (if
bypassed) would be to reduce the frequency of switching paths.

Presentation processing can definitely be bypassed. During the data transfer phase, it
consists only of the Presentation data encoding/decoding functions. Substantial performance
gains could result if the presentation conversions are simple and are used consistently, although
the inflexibility of a hardware version is an evident weakness. One possible application of
ROPE with hardwired presentation conversion is in video servers with the proposed encoding
standards such as MPEG [13].

Ex. 1015 (Thia) at 13
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Corrected POR at 33-34; Supp POR at 6

All Independent Claims Involve Network-Layer Bypass

response such that a data portion of the response is
placed into the destination memory without the proto-
col stack of the host computer performing any network
layer processing or any transport layer processing on
the response.

processed such that the data is placed into the destina-
tion memory on the host computer without the protocol
stack of the host computer doing significant network
laver or sigmificant transport laver processing, the
means also being for receiving a subsequent portion of

205 Patent, Claim 3 (through Claim 1)

‘205 Patent, Claim 31 (whence Claims 32-33 depend)

performing fast-path processing on the packet such that
the data is placed into a destination memory without the
protocol stack of the host computer doing any network
laver processing on the packet and without the protocol
stack of the host computer doing any transport layer
processing on the packet;

an [SCSI layer, the host bus adapter being adapted for
processing the response such that a data portion of the
response 1s placed into a memory on the host computer
without the host computer doing any network laver or
transport layer processing on the response.

‘205 Patent, Claims 9-10, 16 (through Claim 8)

‘205 Patent, Claim 35

first portion 1s placed into the destination memory on
the host computer with the protocol stack of the host

computer doing substantially no network layer or trans-
port laver processing, the network interface device

receiving a second portion of the response o the ISCSI

memory on a host computer that is coupled to the host
bus adapter without a protocol stack of the host com-
puter doing any network laver processing on the
response and without the host computer doing any
transport layer processing on the response, the protocol

205 Patent, Claim 22 (whence Claims 24-30 depend) 205 Patent, Claim 36
-01405 PO Demonstrative, 41
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Corrected POR at 40-42; Supp POR at 12-13

All Independent Claims Bypass Most or All Transport

Layer Processing on the Response or Packet

response such that a data portion of the response is
placed into the destination memory without the proto-
col stack of the host computer performing any network
layer processing or any transport layer processing on
the response.

processed such that the data is placed into the destina-
tion memory on the host computer without the protocol
stack of the host computer doing significant network
laver or significant transport layver processing, the
means also being for receiving a subsequent portion of

205 Patent, Claim 3 (through Claim 1) 205 Patent, Claim 31 (whence Claims 32-33 depend)

performing fast-path processing on the packet such that
the data is placed into a destination memory without the
protocol stack of the host computer doing any network
laver processing on the packet and without the protocol
stack of the host computer doing any transport layer
processing on the packet;

an ISCSI layer, the host bus adapter being adapted for
processing the response such that a data portion of the
response 1s placed into a memory on the host computer
without the host computer doing any network laver or
transport layer processing on the response.

205 Patent, Claims 9-10, 16 (through Claim 8) 205 Patent, Claim 35

first portion 1s placed into the destination memory on
the host computer with the protocol stack of the host
computer doing substantially no network laver or trans-
port layver processing. the network interface device
receiving a second portion of the response to the ISCSI

bus adapter without a protocol stack of the host com-
puter doing anv network laver processing on the
response and without the host computer doing any
transport laver processing on the response, the protocol
stack of the host computer having an ISCSI layer.

‘205 Patent, Claim 22 (whence Claims 24-30 depend) 205 Patent, Claim 36
-01405 PO Demonstrative, 42
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Corrected POR at 43; Supp POR at 13-14

Among Other Things, the Transport Layer Reassembles

Packets

Ex. 2044

Ex. 2026 at 52
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Corrected POR at 43; Supp POR at 13-14

Thia Only Discloses Bypassing "Some” Transport Layer

Functionality (and Not Reassembly)

1 reictet | Per-Packer | Per-Group-0f-Packeis
_J Layer Procedure Bypass Chip Host Peml’llc-'-‘ " ,.-:, i Hggrrga:d to Per-Packet | Remarks |
Il & £l * -
; — 4.5 Second Design, including major procedures for Transport Class 4 (Implemented)
| g . \ . . . P .
N —— This section describes extensions to the first design, which only supports Session BCS
esentation P . . : 1
compression| AN TP2 functionality, to include some common TP4 functionality. Procedures for checksum,
.- ——— retransmission on timeout and resequencing were implemented. Extensions to the Session
| gl n E 5 M
! e—— layer f'unLtmmfhty and !::rm:e:df_lras for presentation layer conversion were not implemented,
Session Management | but are also discussed in section 6.
Token management X X g
Ex. 1015 (Thia) at 10
Checksum (Optional) X X
. Depends on
{ Transport | | imerManagement X x X Implementation
(Class4) | Generation of ACK X «
packets (Flow Control)
Resequencing X X
Header Construction X X
i Header Decode X X
; < Yr——
‘ Buffer Management X (Simple scheme)
E All 3 layers | Context Switching X X X mc:n:r;:;_t
ﬁ
& With multiple-layer X Use of dual- !
Data Copying bypass, data Copying ported memory
within layers is and DMA.. |
| elminated. |
|
Table 1 Bypassable versus Non-bypassable functions
Ex. 1015 (Thia) at 6 -01405 PO Demonstrative, 44
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Corrected POR at 43; Supp POR at 13-14

Thia Expressly Discloses It Does Not Bypass Reassembly

and Further Teaches Away From Doing So

The scope of functions included in a bypass may be narrowly defined, or more extended.
A bypass does not include fast connection setup but also does not interfere with it. There
is no segmentation/reassembly within the bypass path, but we do not see this as a major
restriction, as research suggests that fragmentation of PDUs should be restricted only to the
lower layers and should occur only once in the protocol stack [23]. The Segmentation and
Reassembly sublayer of the ATM adaptation layer is a good place for such functions [25].

Ex. 1015 (Thia) at 14
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Corrected POR at 40-42; Supp POR at 12-13

All Independent Claims Require Bypass of All or All Significant

Transport Layer Processing on the Response or Packet

response such that a data portion of the response is
placed into the destination memory without the proto-
col stack of the host computer performing any network
layer processing or any transport layer processing on
the response.

processed such that the data is placed into the destina-
tion memory on the host computer without the protocol
stack of the host computer doing significant network
laver or significant transport layver processing, the
means also being for receiving a subsequent portion of

205 Patent, Claim 3 (through Claim 1)

‘205 Patent, Claim 31 (whence Claims 32-33 depend)

performing fast-path processing on the packet such that
the data is placed into a destination memory without the
protocol stack of the host computer doing any network
laver processing on the packet and without the protocol
stack of the host computer doing any transport layer
processing on the packet;

an ISCSI layer, the host bus adapter being adapted for
processing the response such that a data portion of the
response 1s placed into a memory on the host computer
without the host computer doing any network laver or
transport layer processing on the response.

‘205 Patent, Claims 9-10, 16 (through Claim 8)

‘205 Patent, Claim 35

first portion 1s placed into the destination memory on
the host computer with the protocol stack of the host
computer doing substantially no network laver or trans-
port layver processing. the network interface device
receiving a second portion of the response to the ISCSI

bus adapter without a protocol stack of the host com-
puter doing anv network laver processing on the
response and without the host computer doing any
transport laver processing on the response, the protocol
stack of the host computer having an ISCSI layer.

‘205 Patent, Claim 22 (whence Claims 24-30 depend) 205 Patent, Claim 36
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Corrected POR at 49; Supp POR at 14

Thia Discloses a Theoretical System

4 VLSI implementation of a Reduced Operation Protocol
Engine (ROPE) chip using VHDL

The VHSIC Hardware Description Language (VHDL) [6, 27] was used to model and
synthesize the chip. VHDL is an industry standard language which can be used to represent
all levels of abstraction, from logic gates to the system level. By utilizing VHDL as a
specification tool, it is possible to begin simulation and debugging of complex systems

before details regarding the implementation are fully specified. It also offers the potential
of an automatic path from the protocol specification to VLSI implementation, in which any
maodifications to the specification can be easily propagated to the gate level design.

Ex. 1015 (Thia) at 6-7
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Corrected POR at 49; Supp POR at 14

Thia Discloses a Theoretical System

4.2 Architectural Description

Figure 2 shows the block diagram of the system. The host processor and NIA components
provide logical interfaces for simulation of behaviour, but they insert no timing delays. For
modeling purposes they were described as being infinitely fast, either as a source or as a sink.
This places the maximum stress on the ROPE chip.The architectural considerations involved
in the chip design can be summarized as follows:

{J  Movement of data across the host bus interface are minimized by using an on-chip DMA
for fast block data transfer to/from the host system memory.

1 On-chip dual-ported memory is used, rather than the host memory, to avoid critical
constraints on bus access latency and throughput.

[J The control registers of the bypass chip are /O mapped to the host processor. This
enables the host processor to configure the bypass chip directly.

The presentation module shown in the Figure was allowed for in the data structures but
was not fully designed.

Ex. 1015 (Thia) at 7
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Corrected POR at 50-51; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 59
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Corrected POR at 51; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 59
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Corrected POR at 51-52; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 59-60
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Corrected POR at 52; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 60
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Corrected POR at 52; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 60
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Corrected POR at 52-53; Supp POR at 14

No Motivation to Repeat a Feasibility Study with iSCSI

Ex. 2026 at 61
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Corrected POR at 54-56; Supp POR at 14

Secondary Considerations: Long-Felt Need

1. Introduction

Asdata transmission speeds have increased dramatically in recent years, the processing of protocols has
become one of the major bottlenecks in data communications. Current experimental networks provide a
bandwidth in the Gb/s range. New multimedia applications require that networks guarantee the quality

Ex. 2031 at 1 (1993 IBM Research Division ACM SIGCOMM article)

1 Introduction

Many researchers have observed that the performance of remote applications have not kept pace with
modern communication network speeds. Part of this imbalance is attributed to the protocols used by
the remote applications, namely, UDP/IP and TCP/IP. It is now widely believed that the problems with
these protocols are not inherent in the protocols themselves but in their particular implementations [Dalt93,
Whet95]. The following factors are cited as contributors to the poor performance of UDP/IP and TCP/IP:

Ex. 2032 at 1 (1995 Univ. of Berkeley paper)
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Secondary Considerations: Long-Felt Need

Abstract

The communrication speed in wide-, metropolitan-, and
local-area networking has increased over the past decade
from Kbps lines to Gbps lines; i.e., six orders of mag-
nitude, while the processing speed of commercial CPUs
that can be employed as communications processor has
changed only two to three orders of magnitude. This dis-
crepancy in speed translates to “bottlenecks” in the com-
munications process, because the software that supports
some of the high-level functionality of the communication
process is now several order of magnitude slower than the
transmission media. Moreover, the overhead introduced
by the operating system (OS) on the communication pro-

Ex. 2033 at 1 (1990 IEEE article from AT&T Bell Labs)

 Abstract

Server network performance is increasingly dominated
by poorly scaling operations such as [/Q) bus crossings,
cache misses and interrupts. Their overhead prevents
performance from scaling even with increased CPU, link
or /O bus bandwidths. These operations can be reduced
by redesigning the host/adapter mierface to exploit add:-
tional processing on the adapter. Offloading processing
to the adapter is beneficial not only because it allows
more cycles to be applied but also of the changes it en-
ables in the host/adapter interface. As opposed to other
approaches such as RDMA, TCP offload provides bene-
fits without requiring changes to either the transpoit pro-
tocol or AP

Ex. 2034 at 1 (2005 USENIX Conference paper from IBM)
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Corrected POR at 54-56; Supp POR at 14

Secondary Considerations: Long-Felt Need

Ex. 2026 at 63-64
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Secondary Considerations: Industry Praise

Our measurement shows that an Alacritech NIC is able to sustain network bandwidth
comparable to that of Native NT for large messages, which is close to wire-speed. lis
accumulated host processor utilization, while lower than native NT's, is higher than that
with our offload implementation. Iis performance degrades when messages are smaller
-than 2k bytes because it has no means of aggregating out-going messages (i.¢. no Nagel
“Algorithm).

Ex. 2039 at 4 (2001 HP Labs research paper)
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Corrected POR at 57-58; Supp POR at 14

Secondary Considerations: Industry Praise

“The ANX 1500 is an evolutionary advancement of Alacritech’s long
standing leadership in protocol acceleration, which is now applied not
just to protocols, bul to the optimization of all storage system
interactions,” said Jeff Boles, 8 technology analyst with Taneis Group.
“The ANX 1500 subsiantially augments the performance of existing NAS
investments from the best place possible — from right in the customer's
Ethernet network — without reconfiguration or changes in management
for the existing infrastructure. We think Alacritech is setling the stage for
& next generation of selutions that will accelerate storage from oulside
the storage array, and more cost effectively share an investment in
performance across many storage systems and clienis. 've 1alked to
eariy-slage customers using the product, and they believe i's game-
changing.” |

Ex. 2040 at 3 (Shoreline Ventures Press Release)
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Secondary Considerations: Industry Praise

Ex. 2026 at 65
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Secondary Considerations: Failure of Others

Ex. 2041 at 2 (2003 HP Labs paper presented at HotOS IX conference)

Id. at2
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Secondary Considerations: Failure of Others

Ex. 2026 at 66
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Secondary Considerations: Skepticism

Ex. 1006 at 588-589
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Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

wane | conclusion is not well founded. In the past, network
wenvenr| gecelerators have had mixed success, and the current
| economic justification for hardware acceleration is poor
.| given the low cost of nost CPU cycles. The I/0 load for
| many applications is dominated by disk latency, not
transfer rate, and hardware protocol accelerators have
little effect on the I/0O performance in these environments.
et | Application benchmarks were run on an IP storage
| - Sf' subsystem to measure performance and CPU utilization
ﬂ,ﬁ ,g | on Email, database, file serving, and backup applications.

ul The results show that good performance can be obtained
without protocol acceleration.

rtd 5 difficakt ahead fh e moving target. The
1m|uw| prapas .1 fos 1P storage, ISCS] and (FCP,
stable, v

dc
pereeption that |a.ml.ud
heavyw E,h t for attaching sorage, C
says that P storage ws impr;

e 1t
shews ha11h-¢ncud For hardware
myth. Several different lines of oy
future of 5 I.n age netwo |'1c|lg 'ILI\eI) hn::wl) on slorage
devices connectes d servers without special purpose
hardware aeeeler I.U

Ex. 2300 at 194 (2001 paper by Petitioner’s expert, Dr. Horst)

0-7605-1432-401 F1I0.00 & 2000 [EEE 194
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Secondary Considerations: Skepticism

A specific recent example is the Intel 1°O (Intelligent
I/O) imitiative. The idea was to have a communications
processor, such as an Intel 1960, on the motherboard to
serve as an I/O processor to offload and 1solate the CPU

IP Storage and the CPU Consumption Myth

o1 E M d R from 1its attached /0 devices. At the time the initiative
Mountain View, CA 94043 .
o started, the 1960 embedded processor was adequate to the

i pper e o ko e it e i e ey o e | 15K, DUL 1tS performance did not increase at the same rate

artaching rtorage devices directly to [P networks: the accelerators to offload processing tasks from)

A ~ o . . h
ol e e e s eerd - @s the main CPU. It the performance does not keep up, at
accelerarion i ”'?"”\"" the evidence shows thar this communications processars 15 flled with

el W founded.  fh the k cctations, : I b d [
cclorators hove had i suceeas, arid 1 "f,“, ot bl of fonend communicaio| OIS MO nt an accelerator gcomes 4 ecelerator.
"mm"’:‘:f;"-""'_f"fﬂ“f;" ﬁ"; Iéﬂ-"d"':"kﬂf"‘}';‘:ﬂl mm date from the el.‘uly ays 0I';lnain{rame al = » 3
iven the fow cost aff dos 3 i “PLI wa
B s et 4 s I L Somewhere in between, performance 1s about equal with
:;z;}:;- rate, ;ﬂn}ixn =::::lr = However, it s become incncasingly difficul

e ffect an the 0 perfarmance in these envin 3.

Appitcation benchmarks were
subEyEtem o mes
on Email, darabare,
The results show thar g\nr_\dpn_,ﬁ?rmurr* can be abiained
without profocel aceeeratio

menassoEtd or without the attached processor, but the development
2 i and support costs become a burden. The accelerator is

usually a different CPU architecture than the mamn CPU,
ol T, S khkmﬂmﬁmmmﬁ and it usually has a different software development

o N ; . . LI o e a burden. Th
s abumee o cos wd e L e sy €OIVIFONMent.  Maintaining two such environments 1s

and it uswally has a different software

1. Introduction

The growing popularity of gigabit Ethemnet has

products are already on the markst, and wark 1o
environment.  Mainlaining twe such o

s e e s S e costly, and even if they were identical, there is overhead

e A i h
Metworks castomized by Slorage networking, such as for inventing and testing the software inter
the processars. The software development <o

Fiber Channel, were developed largely due o the ' . . . .

oot st nnvming oo o 1 e et oo woies | fOT IMVenting and testing the software interface between
heawyweight for aitaching siorage, Convensional wisdom Eenaration of engineers sediscovers the ide

ays that [P ctical without special = Eyee.

e e T o ek e ey ame e e the processors. The software development cost eventually
shows that fhe need For hardware aceeleration is largely a soeleta should have boen optumized han

myth. Several different |1.||ci of reasonmyg show that the ‘:vu‘-rylp:cgmTf—:|?$:{“£:c|]::;:ﬁ§|;ﬂl'ﬂi k * ]-I h fv. d - -l h
Sfmrr:nmn::;?tn?:ﬁ;II\I;:E:L:L?";I:‘::“I:I‘Inr:;i ;rtd it is difficalt to ;ray ahead of the movin I- S I E: r[}n [- E:n F I-GE'E 5 Sﬂr ar": h ltEﬁEtU I-E 5 u ﬂ t l. t E nex t
hardware aceelerators.

mew prooesls proposed for [P slomge, 150!

o e o generation of engineers rediscovers the idea and repeats
the cycle.
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Ex. 2300 at 194
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Corrected POR at 60-61

Secondary Considerations: Skepticism

Ex. 2026 at 68

-01405 PO Demonstrative, 66
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MTA-1 at Appx A

205 Patent - Contingent Motion to Amend

Proposed Claim 37

37. (proposed substitute for claim 3) he apparatus of claim 1, wherein
the session layer protocol is ISCSI, and wherein the fast-path processing
reassembles the data portion of the response with a second data portion
of a second response.

* substantially similar amendments to dependent claims 9-10 and 16
(proposed substitute claims 38-40)

-01405 PO Demonstrative, 67
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MTA-1 at Appx A; MTA-2 at Appx A

205 Patent - Contingent Motion to Amend

Proposed Claim 41

41. (proposed substitute for claim 22) An apparatus comprising:
a host computer having a protocol stack and a destination memory; and

a network interface device coupled to the host computer, the network
interface device receiving a first and second portions of a response to an
ISCSI read request command, the first and second portions being
processed such that a first data portion of the first portion and a second
data portion of the second portion are reassembled and [[is]] placed into
the destination memory on the host computer with the protocol stack of
the host computer doing substantially no network layer or transport
layer processing, the network interface device receiving a [[second]]
third portion of the response to the ISCSI read request command, the
protocol stack of the host computer doing network layer and transport
layer processing on the [[second]] third portion.

* Substantially similar amendments to independent claims 35, 36, and
31 (proposed substitute claims 49-51)
** Proposed substitutes for dependent claims 24-30 and 32-33
(substitute claims 42-48 and 52-53) update the claim dependency
-01405 PO Demonstrative, 68
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MTA at 2-3

Support for “reassembles the data portion of the

response”

[0092] To perform this read, the file system instructs INIC
622 to fetch the 64 KB of data from network storage unit 640
into the INIC 622 file cache. The INIC 622 then sends a
request for the data over network 644 to network storage unit
6440). The request may take the form of one or more SCSI
commands 1o the storage unit 640 to read the blocks, with
the commands attached to TCP/IP headers, according to
[SCSI or similar protocols. A controller on the storage unit
640 responds to the commands by reading the requested
blocks from its disk drive or drives, adding [SCSI or similar
protocol headers to the blocks or frame-sized portions of the
blocks, and sending the resulting frames over network 644
to INIC 622. The frames are received by the INIC 622,
processed by the INIC 622 sequencers, matched with the
storage CCB, and reassembled as a 64 KB file stream in the
INIC file cache that forms part of the requested 100 KB file.
Once the file stream is stored on INIC 622 file cache, SMB
constructs a read reply and sends a scatter-gather list denot-
ing that file stream to INIC 622, and passes the reply to the
INIC 622 to send the data over the network according to the
server CCB. The INIC 622 employs the scatter-gather list to
read data packets from its file cache, which are prepended
with IP/TCP/NetBios/SMB headers created by the INIC
based on the server CCB, and sends the resulting frames
onto network 604. The remaining 36 KB of the file 1s sent
by similar means. In this manner a file on a network storage
unit may be transferred under control of the server without
any of the data from the file encountering the I/O bus or
server protocol stack.

‘124 Application, EX2022

-01405 PO Demonstrative, 69

Alacritech, Ex. 2800 Page 186



MTA-Reply at 2-3

Support for “reassembles the data portion of the

response”

EX2305 at 4

-01405 PO Demonstrative, 70
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response”

MTA at 2-3; MTA-Reply at 2-3

Support for “reassembles the data portion of the
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MTA-Reply at 2-3

Support for “reassembles the data portion of the

response”

EX2305 at 4

-01405 PO Demonstrative, 72
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Support for

MTA-Reply at 2-3

“reassembles the data portion of the

response”

[0057] Once the CCB indicates the destination, fast-path

Upon matching the packet summary with the CCB, assum-
ing no exception conditions exist, the data of the packet,
without network or transport layer headers, is sent by direct
memory access (DMA) unit 68 to the destination in file
cache 80 or file cache 24 denoted by the CCB.

‘124 Application, EX2022

EX2305 at 3
-01405 PO Demonstrative, 73
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MTA Reply at 12-13

Thia Does Not Disclose Reassembly

The scope of functions included in a bypass may be narrowly defined, or more extended.
A bypass does not include fast connection setup but also does not interfere with it. There
is no segmentation/reassembly within the bypass path, but we do not see this as a major
|| restriction, as research suggests that fragmentation of PDUs should be restricted only to the
lower layers and should occur only once in the protocol stack [23]. The Segmentation and
Reassembly sublayer of the ATM adaptation layer is a good place for such functions [25].

Ex. 1015 (Thia) at 14

-01405 PO Demonstrative, 74
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MTA Reply at 12-13

Thia Does Not Disclose Reassembly

Ex. 2305 at 10

-01405 PO Demonstrative, 75
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MTA Reply at 9-12

Thia Does Not Disclose Reassembly

Ex.2305at8 -01405 PO Demonstrative, 76

Alacritech, Ex. 2800 Page 193



MTA Reply at 9-12

Thia Does Not Disclose Reassembly

Ex. 2305 at 8-9
-01405 PO Demonstrative, 77
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/ INTEL CORPORATION, CAVIUM, INC., DELL INC.
V.
ALACRITECH INC.

Case Nos.: IPR2017-1409, 1410, 1736, 1737;
IPR2018-338, 339
U.S. Patent No. 8,131,880

Patent Owner’s Demonstratives

Hearing: September 13, 2018

-1409, -1410 PO Demonstrative, 1
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1409 POR at 8; 1410 POR at 8

Overview of the ‘880 Patent

INTELLIGENT NETWORK INTERFACE
DEVICE AND SYSTEM FOR ACCELERATED
COMMUNICATION

Inventors: Laurence B. Boucher, Saratoga, CA
(US); Stephen E. J. Blightman, San
Jose, CA (US); Peter K. Craft, San
I'rancisco, CA (US); David A, Higgen,
Saratoga, CA (US); Clive M. Philbrick,
San Jose, CA (US); Daryl D. Starr,
Milpitas, CA (US)

Assipnee: Alacritech, Inc., San Jose, CA (US)

EX1001 at Abstract

‘880 Patent (EX1001)

-1409, -1410 PO Demonstrative, 2
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1409 POR at 8; 1410 POR at 8

Problems Addressed by the ‘880 Patent

Too many data moves:

EX1001 at 1:57-2:14

Inefficient use of the PCI bus:

Too much processing by the CPU:

EX1001 at 2:15-54

EX1001 at 3:17-41

Too many interrupts:

% ok ¥

Interrupts tend to be very costly to the system.

EX1001 at 2:55-3:16

-1409, -1410 PO Demonstrative, 3
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1409 POR at 9-12

‘880 Patent - Independent Claim 1

EX1001

-1409, -1410 PO Demonstrative, 4
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1409 POR at 9-12

‘880 Patent - Independent Claim 1

EX1001

-1409, -1410 PO Demonstrative, 5
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1410 POR at 10-11

‘880 Patent — Independent Claim 32

EX100T 1409, -1410 PO Demonstrative, 6
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1410 POR at 11

‘880 Patent - Independent Claim 41

41. An apparatus for transferring a packet to a host com-

puter system, comprising:

a traffic classifier, disposed in a network interface for the
host computer system, configured to classify a first
packet received from a network by a communication
flow that includes said first packet;

a packet memory, disposed in the network interface, con-
figured to store said first packet;

EX1001

-1409, -1410 PO Demonstrative, 7
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1410 POR at 11

‘880 Patent — Independent Claim 43

EX1001

-1409, -1410 PO Demonstrative, 8
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1409 Inst. Dec. at 17; 1410 Inst. Dec. at 19

‘880 Patent - Instituted Grounds

_ Challenged Claims 103(a) References

IPR2017-01409 1,5-10, 12, 14, 16, 17, 20-23, Thia and Tanenbaum
27, 28, 45, and 55

IPR2017-01410 32, 34, 35, 39, and 41-43 Thia and Tanenbaum
IPR2017-01410 37 and 38 Thia, Tanenbaum, and Nahum

-1409, -1410 PO Demonstrative, 9
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1409 POR at 19-20, 27, 63-64; 1410 POR at 13, 15, 25

Thia and Tanenbaum Were Considered During Original

Prosecution

(56) References Cited
k* %k %
k* %k %
Examiner ;‘Je”}; Dannison/ Date Considered {)3;22;25 10
'880 Patent (EX1001) '880 File History (EX1002.477, 491)

-1409, -1410 PO Demonstrative, 10

Alacritech, Ex. 2800 Page 204



1409 POR at 20; 1410 POR at 15-16

A Reduced Operation Protocol Engine (ROPE) for a

Multiple-layer Bypass Architecture (“Thia”)

EX1015.002

EX1015.008

Thia (EX1015)
-1409, -1410 PO Demonstrative, 11
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1409 POR at 20-21, 24; 1410 POR at 16

Thia Is A Non-Enabling Reference

Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 12
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1409 POR at 24; 1410 POR at 18-19

Thia Is A Non-Enabling Reference

EX1015.003

Thia (EX1015)

-1409, -1410 PO Demonstrative, 13
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1409 POR at 25; 1410 POR at 20

Thia Does Not Disclose Reassembly By The ROPE Chip

EX1015.014

EX2026 at 19 122-23
W 409, -1410 PO Demonstrative, 14
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1409 POR at 25-26; 1410 POR at 20-21

Thia Discloses OSI, Not IP or TCP/IP

EX1015.001

EX2026 at 19 125-126
1/!/1 409, -1410 PO Demonstrative, 15
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1409 POR at 26-30; 1410 POR at 21-24

Tanenbaum Teaches Away From Offloading TCP/IP

Protocol Processing From The Host CPU

EX1006.588-89

Tanenbaum (EX1006)
-1409, -1410 PO Demonstrative, 16
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1410 POR at 24

EX1079.001

Nahum (EX1079)
-1409, -1410 PO Demonstrative, 17
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1409 POR at 9-12, 31-32; 1410 POR at 10-11, 30

Claims 1 & 32 (Yassociating an operation code with said

[first] packet . . .")

32. A method of transferring a packet received at a network
interface from a network 1o a host computer system, compris-
ng:
receiving a packet from a network at a network interface of
a host computer system;

parsing a header portion of said packet to extract an iden-
tifier of a source entity and an identifier of a destination
entity;

generating a flow key from said source identifier and said

destination identifier to identify a communication How
comprising said packet. wherein said flow key includes
a TCP connection for the communication flow and a first

Il smmadisime anaane Aacnteal TR A lacsne adAdwanas

EX1001

-1409, -1410 PO Demonstrative, 18
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1409 POR at 32-33; 1410 POR at 30-31

Petitioners Have Not Identified Any "Operation Code”;

They Argue It "Would Have Been Obvious”

1409 Petition at 49-50; 1410 Petition at 53-54

-1409, -1410 PO Demonstrative, 19

Alacritech, Ex. 2800 Page 213



1409 POR at 34-35; 1410 POR at 31-33

Thia Performs Bypass Without An Operation Code

EX1015.007 (annotations added)
-1409, -1410 PO Demonstrative, 20
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1409 Petition at 26; 1410 Petition at 26

Thia Performs Bypass Without An Operation Code

r LISER A -| | USER B
i I  Receive i [ Receive
Bypassed Bypassed
Path Path

y
SPs . SPS ! ‘
Standard d :‘”’z“ Standard Bypass

tac

multi- i Shared i i- Stack
( . o (e, ROPE I (mult it i Shared —— (e.g ROPE
layer) Diaia chip) I layer) Data =
protocol I P protocol clop
stack : A stack

Bypassed
Path

[ PROVIDER A | PROVIDER B
! |
|

Figure 1 Bypass Architecture

EX1015.003
-1409, -1410 PO Demonstrative, 21
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1409 POR at 34-35; 1410 POR at 33

It Would Not Have Been Obvious to Use Thia With an

Operation Code—There Is No Reason To Do So

EX2026 at ] 139
Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 22
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1409 POR at 34-35; 1410 POR at 33

It Would Not Have Been Obvious to Use Thia With an

Operation Code—There Is No Reason To Do So

EX2026 at 1 140

Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 23
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1409 POR at 35-37; 1410 POR at 33-34

Thia’s "no in-transit PDU"” Flag Is Not An Operation Code

EX1015.003

EX1015.010

Thia (EX1015)

-1409, -1410 PO Demonstrative, 24
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1409 POR at 36-37; 1410 POR at 34-35

Thia’s “"no in-transit PDU” Is Not An Operation Code

EX2026 at 19 143-144

Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 25
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1409 POR at 36; 1410 POR at 34

Thia’s “"no in-transit PDU” Is Not An Operation Code

Decl. of Dr. Kevin Almeroth (EX2026)

EX2026 at 11 141-42 -1409, -1410 PO Demonstrative, 26

Alacritech, Ex. 2800 Page 220



1409 POR at 37-38; 1410 POR at 35-36

Thia’s “"no in-transit PDU” Is Not An Operation Code

EX1015.004

Thia (EX1015)

-1409, -1410 PO Demonstrative, 27
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1409 POR at 38; 1410 POR at 36

Thia’s “"no in-transit PDU” Is Not An Operation Code

EX2026 at 1 146

Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 28
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1409 POR at 39-41; 1410 POR at 36-37

Thia’s "BYPASS_START"” Is Not An Operation Code

EX1015.009

Thia (EX1015)

-1409, -1410 PO Demonstrative, 29
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1409 POR at 39-41; 1410 POR at 37-38

Thia’s "BYPASS_START"” Is Not An Operation Code

1409 Petition at 51

1409 Petition

-1409, -1410 PO Demonstrative, 30
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1409 POR at 41-42; 1410 POR at 38-39

It Would Not Have Been Obvious To Use An Operation

Code With "BYPASS_START"

Decl. of Dr. Kevin Almeroth (EX2026)

EX2026 at 1 149 -1409, -1410 PO Demonstrative, 31
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1409 POR at 42-43; 1410 POR at 39-40

Thia’s Incoming PDU Header Does Not Contain An

Operation Code

1409 Inst. Dec. at 10; 1410 Inst. Dec. at 11

Argument not raised by Petitioners

-1409, -1410 PO Demonstrative, 32
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1409 POR at 42-43; 1410 POR at 39-40

Thia’s Incoming PDU Header Does Not Contain An

Operation Code

Thia, EX1015.003

|
Almeroth Decl., EX2026 at 19 152-153
-1409, -1410 PO Demonstrative, 33
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1409 POR at 43-44; 1410 POR at 40

Thia Does Not Disclose “associating an operation code

with said first packet”

1. A method of transferring a packet to a host computer
system, wherein the packet is received at a communication

device from a network, comprising: 32. A method of transferring a packet received at a network
N interface from a network 10 a host computer system, compris-
ing:
k % 3k
Almeroth Decl., EX2026 at 154 -1409, -1410 PO Demonstrative, 34
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1410 POR at 26-28

Claim 32 (“said flow key includes . . . a first hop medium

access control (MAC) layer address”)

32. A method of transferring a packet received at a network
interface from a network to a host computer system, compris-

ng: % % %

EX1001

I e a§14 9, -1410 PO Demonstrative, 35
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1410 POR at 26-28

Claim 32 (“said flow key includes . . . a first hop medium

access control (MAC) layer address”)

32. A method of transferring a packet received at a network
interface from a network to a host computer system, compris-

ng: % % %

EX1001

Dr. Almeroth Decl., EX2026 at 19 125_?&)9 -1410 PO Demonstrative. 36
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1410 POR at 26-27

No Suggestion of the Element in Prior Art

“To imbue one of ordinary skill in the art with knowledge of the
invention in suit, when no prior art reference or references of record
convey or suggest that knowledge, is to fall victim to the insidious
effect of a hindsight syndrome wherein that which only the inventor
taught is used against its teacher.”

In re Ethicon, Inc., 844 F.3d 1344, 1355-56 (Fed. Cir. 2017), citing and quoting W.L. Gore &
Assocs., Inc. v. Garlock, Inc., 721 F.2d 1540, 1553 (Fed. Cir. 1983)

-1409, -1410 PO Demonstrative, 37
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1409 POR at 44-45; 1410 POR at 41-42, 45-46, 50

Claim 45 (1409 Pet.); Claims 32, 41 and 43 (1410 Pet.)

32. A method of transferring a packet received at a network
interface from a network to a host computer system. compris-

ng: % % %

43. A computer system for receiving a packet from a net-
work, comprising:

* k %

41. An apparatus for transferring a packet to a host com-
puter system, comprising:

% ¥ %k

EX1001

1409 Petition at 43; 1410 Petition at 28

-1409, -1410 PO Demonstrative, 38
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1409 POR at 44-45; 1410 POR at 41-42, 45-46, 50

Claim 45 (1409 Pet.); Claims 32, 41 and 43 (1410 Pet.)

32. A method of transferring a packet received at a network
interface from a network to a host computer system. compris-

ng: % % %

43. A computer system for receiving a packet from a net-
work, comprising:

* k %

41. An apparatus for transferring a packet to a host com-
puter system, comprising:

% ¥ %k

EX1001

1409 Petition at 43; 1410 Petition at 28

-1409, -1410 PO Demonstrative, 39
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1410 POR at 42-44, 47-50

Claim 41 (“a flow re-assembler, disposed in the network

interface, configured to re-assemble . . ."); also Claim 43

EX1015.014

Dr. Almeroth Decl., EX2026 at 154
-1409, -1410 PO Demonstrative, 40
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1410 POR at 44-45, 47-50

Claim 41 (“a flow re-assembler, disposed in the network

interface, configured to re-assemble . .

1410 Pet. At 77

Thia, EX1015.009

Thia, EX1015.011 (Fig. 4,
excerpted and annotated)

.""); also Claim 43

-1409, -1410 PO Demonstrative, 41
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1409 POR at 45-47; 1410 POR at 47-50

Claim 55 (1409 Pet.); Claim 43 (1410 Pet.)

43. A computer system for receiving a packet from a net-
work, comprising:
% *k %k

EX1001

Thia, EX1015.009

Thia, EX1015.011 (Fig. 4,
excerpted and annotated)

-1409, -1410 PO Demonstrative, 42
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1409 POR at 45-47; 1410 POR at 47-50

Claim 55 (1409 Pet.); Claim 43 (1410 Pet.)

EX1001

1409 Petition at 86-87
-1409, -1410 PO Demonstrative, 43
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1409 POR at 47-48; 1410 POR at 51-52

No Motivation to Combine Thia and Tanenbaum

= All Challenged Claims are limited to TCP protocol bypass
= Petitioners admit Thia does not disclose TCP

1409 Petition at 43; see also 1410 Petition at 73

= Petitioners rely on Tanenbaum for TCP

1409 Petition at 32; see also 1410 Petition at 78

-1409, -1410 PO Demonstrative, 44
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1409 POR at 49-50; 1410 POR at 53-54

No Motivation to Combine Thia and Tanenbaum

= Tanenbaum teaches speeding up the host software

Tanenbaum, EX1006.583

= Tanenbaum teaches away from offloading TCP protocol
processing to, e.g., Thia’s ROPE chip

Tanenbaum, EX1006.5884%9, -1410 PO Demonstrative, 45
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1409 POR at 50-51; 1410 POR at 54-55

No Motivation to Combine Thia and Tanenbaum

Tanenbaum, EX1006.016

Tanenbaum, EX1006.060-.061

-1409, -1410 PO Demonstrative, 46
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1409 POR at 50-51; 1410 POR at 54-55

No Motivation to Combine Thia and Tanenbaum

Decl. of Dr. Kevin Almeroth (EX2026)

-1409, -1410 PO Demonstrative, 47
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1409 POR at 51-52; 1410 POR at 55-56

No Motivation to Combine Thia and Tanenbaum

= Thia is limited to standard OS/ protocols

Thia, EX1015.001

OSl only

* % %
Table 1 Bypassable versus Non-bypassable functions

Thia, EX1015.006 .
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1409 POR at 51-52; 1410 POR at 55-56

No Motivation to Combine Thia and Tanenbaum

Decl. of Dr. Kevin Almeroth (EX2026)
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1409 POR at 51-52; 1410 POR at 55-56

No Motivation to Combine Thia and Tanenbaum

Thia, EX1015.007

Dr. Almeroth Decl., EX2026 at 11 174683-1410 PO Demonstrative, 50
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1409 POR at 53; 1410 POR at 56-57

No Motivation to Combine Thia and Tanenbaum

Thia, EX1015.014

Dr. Almeroth Decl., EX2026 at 11 174086-1410 PO Demonstrative, 51
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1409 POR at 53-54; 1410 POR at 57

No Motivation to Combine Thia and Tanenbaum

= Thia was aware of TCP/IP, but never suggested extending its
system to TCP protocol

In [8], dedicated VLSI chips are used to
support TCP checksums. Also, some newer lightweight transport protocols are specially
designed for VLSI implementation [1, 3].

Thia, EX1015.002

This is consistent with results presented by Clark [5] which claims
that TCP processing can achieve up to 800 Mbps (without checksum) on current RISC-based
processors. With OSI checksum, the throughput performance drops to 313.3 Mbps.

Thia, EX1015.013
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1409 POR at 54-56; 1410 POR at 58-60

Secondary Considerations: Long-Felt Need

1. Introduction

Asdata transmission speeds have increased dramatically in recent years, the processing of protocols has
become one of the major bottlenecks in data communications. Current experimental networks provide a
bandwidth in the Gb/s range. New multimedia applications require that networks guarantee the quality

Ex. 2031 at 1 (1993 IBM Research Division ACM SIGCOMM article)

1 Introduction

Many researchers have observed that the performance of remote applications have not kept pace with
modern communication network speeds. Part of this imbalance is attributed to the protocols used by
the remote applications, namely, UDP/IP and TCP/IP. It is now widely believed that the problems with
these protocols are not inherent in the protocols themselves but in their particular implementations [Dalt93,
Whet95]. The following factors are cited as contributors to the poor performance of UDP/IP and TCP/IP:

Ex. 2032 at 1 (1995 Univ. of Berkeley paper)
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1409 POR at 54-56; 1410 POR at 58-60

Secondary Considerations: Long-Felt Need

Abstract

The communrication speed in wide-, metropolitan-, and
local-area networking has increased over the past decade
from Kbps lines to Gbps lines; i.e., six orders of mag-
nitude, while the processing speed of commercial CPUs
that can be employed as communications processor has
changed only two to three orders of magnitude. This dis-
crepancy in speed translates to “bottlenecks” in the com-
munications process, because the software that supports
some of the high-level functionality of the communication
process is now several order of magnitude slower than the
transmission media. Moreover, the overhead introduced
by the operating system (OS) on the communication pro-

Ex. 2033 at 1 (1990 IEEE article from AT&T Bell Labs)

 Abstract

Server network performance is increasingly dominated
by poorly scaling operations such as [/Q) bus crossings,
cache misses and interrupts. Their overhead prevents
performance from scaling even with increased CPU, link
or /O bus bandwidths. These operations can be reduced
by redesigning the host/adapter mierface to exploit add:-
tional processing on the adapter. Offloading processing
to the adapter is beneficial not only because it allows
more cycles to be applied but also of the changes it en-
ables in the host/adapter interface. As opposed to other
approaches such as RDMA, TCP offload provides bene-
fits without requiring changes to either the transpoit pro-
tocol or AP

Ex. 2034 at 1 (2005 USENIX Conference paper from IBM)
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1409 POR at 54-56; 1410 POR at 58-60

Secondary Considerations: Long-Felt Need

1409 Ex. 2026 at 70; see also 1410 Ex. 2026 at 78

-1409, -1410 PO Demonstrative, 55

Alacritech, Ex. 2800 Page 249



1409 POR at 57-58; 1410 POR at 61-62

Secondary Considerations: Industry Praise

Our measurement shows that an Alacritech NIC is able to sustain network bandwidth
comparable to that of Native NT for large messages, which is close to wire-speed. lis
accumulated host processor utilization, while lower than native NT's, is higher than that
with our offload implementation. Iis performance degrades when messages are smaller
-than 2k bytes because it has no means of aggregating out-going messages (i.¢. no Nagel
“Algorithm).

Ex. 2039 at 4 (2001 HP Labs research paper)
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1409 POR at 57-58; 1410 POR at 61-62

Secondary Considerations: Industry Praise

“The ANX 1500 is an evolutionary advancement of Alacritech’s long
standing leadership in protocol acceleration, which is now applied not
just to protocols, bul to the optimization of all storage system
interactions,” said Jeff Boles, 8 technology analyst with Taneis Group.
“The ANX 1500 subsiantially augments the performance of existing NAS
investments from the best place possible — from right in the customer's
Ethernet network — without reconfiguration or changes in management
for the existing infrastructure. We think Alacritech is setling the stage for
& next generation of selutions that will accelerate storage from oulside
the storage array, and more cost effectively share an investment in
performance across many storage systems and clienis. 've 1alked to
eariy-slage customers using the product, and they believe i's game-
changing.” |

Ex. 2040 at 3 (Shoreline Ventures Press Release)
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1409 Corrected POR at 57-58; 1410 Corrected POR at 61-62

Secondary Considerations: Industry Praise

1409 Ex. 2026 at 71-72; see also 1410 Ex. 2026 at 80
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1409 POR at 58-59; 1410 POR at 62-63

Secondary Considerations: Failure of Others

Ex. 2041 at 2 (2003 HP Labs paper presented at HotOS IX conference)

Id. at2
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1409 Corrected POR at 59; 1410 Corrected POR at 62-63

Secondary Considerations: Failure of Others

1409 Ex. 2026 at 72-73; see also 1410 Ex. 2026 at 81
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1409 POR at 59-61; 1410 POR at 63-65

Secondary Considerations: Skepticism

Ex. 1006.588-89

Tanenbaum (Ex. 1006)
-1409, -1410 PO Demonstrative, 61
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1409 POR at 59-61; 1410 POR at 63-65

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

wane | conclusion is not well founded. In the past, network
wenvenr| gecelerators have had mixed success, and the current
| economic justification for hardware acceleration is poor
.| given the low cost of nost CPU cycles. The I/0 load for
| many applications is dominated by disk latency, not
transfer rate, and hardware protocol accelerators have
little effect on the I/0O performance in these environments.
et | Application benchmarks were run on an IP storage
| - Sf' subsystem to measure performance and CPU utilization
ﬂ,ﬁ ,g | on Email, database, file serving, and backup applications.

ul The results show that good performance can be obtained
without protocol acceleration.

rtd 5 difficakt ahead fh e moving target. The
1m|uw| prapas .1 fos 1P storage, ISCS] and (FCP,
stable, v

dc
pereeption that |a.ml.ud
heavyw E,h t for attaching sorage, C
says that P storage ws impr;

e 1t
shews ha11h-¢ncud For hardware
myth. Several different lines of oy
future of 5 I.n age netwo |'1c|lg 'ILI\eI) hn::wl) on slorage
devices connectes d servers without special purpose
hardware aeeeler I.U

Ex. 2300 at 194 (2001 paper by Petitioner’s expert, Dr. Horst)

0-7605-1432-401 F1I0.00 & 2000 [EEE 194
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1409 POR at 59-61; 1410 POR at 63-65

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

Robert Horst

e as the main CPU. If the performance does not keep up, at
e | some  point  an  accelerator becomes a decelerator.
i e s 01 e e e e e SOMEWHEre in between, performance is about equal with

antaching storage devices directly to [P netwarks: the accelerators to offload prof
pereeived need for hardwarre acceleration of the TCPAP CPLL Some examples, su

mr e e et e e i oF Without the attached processor, but the development
' wevs) and support costs become a burden. The accelerator 1is

socelerators have kad mived siwccess. and the curreént

ﬁ°:;;f;;‘“::°:51 = usually a different CPU architecture than the main CPU,

rapid pace of techno Io..ye
A5 p«,lrc CCEnl Exan
The idea

on Email, i i) cations.
The results show that g\nr_\dpn_,ﬁ?rmurr' can be abiained

and 1t usually has a different software development
L. Intoduction o] environment.  Maintaining two such environments 1s

tas kb1up-zrrrrunced

ey m 1 costly, and even if they were identical, there is overhead

ianificant ppm 13 bec - * : =
e inventing and testing the software interface between
products are already on the markst, and wark |n- "d it usually has a ‘l

standardize the protocals is pragressing in the 1P Storage environment.  Maintair

S adiT T et the processors. The software development cost eventually

Fiber Channel, were developed largely due to the ::"]I":::crg:: e?:;:::l . . .
i hat s ard kil -
oo o acmg s G v e s ennd - 1118 the front-end processor architecture, until the next
says that |1 storage i impractical withoal special purpose the I‘:)'t'h:. 3
NICs to accelerate the TCRAP protocol stack. This papers Some may arguc "L
X ave

) sl ’ g sh e + * &
S e Sk generation of engineers rediscovers the idea and repeats
future of storage netwol ﬂc ing m'IL I\el) hea I) on slorage eveny prodocol worthy of 3

devices compecie d e servers without specinl purpose and it is difficalt 1o stay o

hardv oler new prolosols prapos ur th 1
e eeioralots are for from stable, and ev E C}rc Ei

Form \&ILy approved, thene
enhancemen ts and bup Tixes Tt scems extremely

0-7605-1432-401 F1I0.00 & 2000 [EEE 194

Ex. 2300 at 194
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1409 Corrected POR at 61; 1410 Corrected POR at 64

Secondary Considerations: Skepticism

1409 Ex. 2026 at 81, see also 1410 Ex. 2026 at 83
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1409 MTA at Appx A

‘880 Patent — Contingent Motions to Amend

Proposed Claim 61

61. (proposed substitute for claim 1) A method of transferring a packet
to a host computer system, wherein the packet is received at a
communication device from a network, comprising:

storing a first packet received at a network interface for the host
computer system in a packet memory:;

k ok ok

if said first packet conforms to the TCP protocol:
storing a data portion of said first packet in a re-assembly buffer;

storing said header portion in a header buffer, wherein the header
buffer is separate from the packet memory;

re-assembling said data portion of said first packet with a data
portion of a second packet in the communication flow:; and

processing, by the network interface, said first and second packets
according to the TCP connection, including updating a control block
representing the TCP connection on the network interface.

-1409, -1410 PO Demonstrative, 65
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1410 MTA at Appx A

‘880 Patent — Contingent Motions to Amend

Proposed Claim 79

79. (proposed substitute for claim 32) A method of transferring a packet
received at a network interface from a network to a host computer
system, comprising:

* ok ok

storing said header portion in a header buffer, wherein the header
buffer is separate from said packet memory;

re-assembling the data portion of said packet with a data portion
of another packet in the communication flow: and

processing, by the network interface, said
packet and said other packet according to the TCP
connection.

* substantially similar amendments to remaining independent claims 41
(proposed substitute claim 85) and 43 (proposed substitute claim 87)

-1409, -1410 PO Demonstrative, 66
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1409 MTA Reply at 1-2

Support for “storing a first packet . . . in a packet

memory”

237 Application, EX2025

‘809 Provisional, EX2019 at 53, 56, 76
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1409 MTA Reply at 2-4; 1410 MTA Reply at 1-3

Support for Storing the Header In a Header Buffer

Separate From Packet Memory

237 Application, EX2025

237 Application, EX2025

‘809 Provisional, EX2019 at 53, 57
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1409 MTA Reply at 5-6; 1410 MTA Reply at 5-6

“Separate From” Is Not Indefinite

Decl. of Dr. Lin, EX1210

Decl. of Dr. Almeroth, EX2{3{i§o, -1410 PO Demonstrative, 69
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1409 MTA Reply at 7-9; 1410 MTA Reply at 7-9

The Cited Art Does Not Disclose Storing the Header In a

Header Buffer Separate From Packet Memory

EX1015.011
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1409 MTA Reply at 7-9; 1410 MTA Reply at 7-9

The Cited Art Does Not Disclose Storing the Header In a

Header Buffer Separate From Packet Memory

1409 MTA Opp. at 12-13, 20-21
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1409 MTA Reply at 7-9; 1410 MTA Reply at 7-9

The Cited Art Does Not Disclose Storing the Header In a

Header Buffer Separate From Packet Memory

1409 MTA Opp. at 12-13, 20-21

1409 MTA Opp. at 22-23 -1409, -1410 PO Demonstrative, 72
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1409 MTA Reply at 4-5; 1410 MTA Reply at 4-5

Support for Packet Data Re-Assembly

237 Application, EX2025

‘809 Provisional, EX2019 at 57, 76
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1409 MTA Reply at 9-10; 1410 MTA Reply at 10

The Cited Art Does Not Disclose Packet Data Re-

Assembly

EX1015.014

Dr. Almeroth Decl., EX2305 at 9 28-29
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Corrected POR at 9

Overview of the '104 Patent

a2 United States Patent (10 Patent No.: US 9,055,104 B2
Philbrick et al. (45) Date of Patent: *Jun. 9, 2015
(54)  FREEING TRANSMIT MEMORY ON A (56) References Cited

NETWORK INTERFACE DEVICE PRIOR TO

FREEING TRANSMIT MEMORY ON A
NETWORK INTERFACE DEVICE PRIOR TO
RECEIVING AN ACKNOWLEDGMENT THAT
THANSMIT DATA HAS BEEN RECEIVED BY
A REMOTE DEVICE

Inventors: Clive M. Philbrick, San Jose, CA (1JS);
Peter K. Craft, San Francisco, CA (115)
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nplete search history. 24 Claims, 4 Drawing Sheets

(57) ABSTRACT

A transmit ollload engine (TOE) such as an intelligent net-
work interface device (INIC), video controller or host bus
adapter (HBA) that can communicate data over transport
protocols such as Transport Control Protocol (TCP) for a
host. Such a device can send and receive data for the host to
and from a remote host, over a TCP connection maintained by
the device. For sending data, the device can indicate to the
host that data has been transmitied from the device to a
networl, prior to receiving, by the device from the network,
an acknowledgement (ACK) for all the data, accelerating data
transmission. The greatest sequence number for which all

Ex. 1001 (“104 Patent’)

‘104 Patent, Abstract
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Corrected POR at 7

Message Processing Under TCP/IP

Ex. 2043

-01393 PO Demonstrative, 3
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Corrected POR at 9-10

Message Processing Under TCP/IP

One way that TCP guarantees delivery of data 1s through

the use of acknowledgments (ACKs) and the sequenced
delivery of the data. That 1s. after data has been sent in sequen-

104 patent 2:10-12

been received. As shown in the prior art diagram of FIG. 1, to
transmit data corresponding to a TCP connection from a local
host having an attached INIC to a remote host over a networlk,
the local host first sends 20 to the INIC a command to transmit
the data. The INIC then 22 acquires the data, divides it mto
segments and adds TCP and IP headers to each data segment
to create a TCP/IP packet corresponding to each segment.
Next, the INIC transmits 24 the resulting packets onto the
networlk. After the remote host has recerved and validated the

104 patent 2:15-23

-01393 PO Demonstrative, 4
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Corrected POR at 10

Message Processing Under TCP/IP

network. After the remote host has received and validated the
packets, the remote host sends ACKs back to the local host
indicating how much of the data has been successfully
recetved.

Upon recetving an ACK 26 for all the transmitted data, the
INIC sends a command complete 28 to the local host indicat-
g that the transmit command has been completed by the
transport function of the INIC, and an upper layer such as a
session layer of the host is informed that its request to transmit
data has been completed. For the case in which an ACK is not

104 patent 2:23-32

-01393 PO Demonstrative, 5
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Corrected POR at 10

Message Processing Using The Claimed Invention

Ex. 2026 at 28
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Corrected POR at 11

Overview of the '104 Patent

Upon recetving the signal that the data was sent, the host
can send a yet another command to the interface device to
transmit additional data. Relieving the interface device from
the duty of maintaining the command until all the data for the
command has been ACKed frees memory space on the inter-
face device for storing another command, allowing the inter-
face device to transmit more data. This is particularly useful

104 patent 4:1-7

-01393 PO Demonstrative, 7
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Corrected POR at 11-12

Overview of the '104 Patent

In one embodiment, the interface device caches thirty-two
of the most active TCP connections in SRAM, while about
four thousand TCP connections are maintained in DRAM.
SRAM memory may be relatively expensive especially in
terms ol on-chip real estate. and therefore SRAM memory
space may be relatively scarce. For each of the thirty-two
active TCP connections in this embodiment, pointers to (also
known as indications of) up to three transmit commands are
stored: commands that have been sent, commands that are
being sent, and commands that are to be sent. Once these three
pointers or indications have been stored, that connection can
not transmit any more data in this embodiment. Particularly
tor the situation in which a number of transmit commands are
desired to be sent in a rapid sequence for a connection, wait-
ing tor an ACK to be returned corresponding to one of the
commands can stall the transmission of data. This embodi-
ment avoids that delay by freeing the SRAM that stores the
command pointers or indications once the data has been sent
and typically prior to receiving an ACK for all that data, while
sending a signal to the host that the data has been sent.

104 patent 4:24-43

-01393 PO Demonstrative, 8
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Corrected POR at 12-16; Supp POR at 3-4

Challenged Claims: 1, 6, 9, 12, 15, and 22

1. A method for communication involving a computer, a
network, and a network interface device of the computer, the
network mterface device being coupled to the network, the
method comprising:

receving, by the network interface device from the com-

puter, a command to transmit application data from the
computer to the network;

sending, by the network interface device to the network,

data corresponding to the command. including prepend-
ing a transport layer header to at least some of the data;

sending, by the network interface device to the computer, a

response to the command indicating that the data has
been sent from the network interface device to the net-
work, priorto receiving, by the network interface device
from the network, an acknowledgement (ACK) that all
the data corresponding to the command has been
received; and

maintaining, by the network interface device, a Transport

Control Protocol (TCP) connection that the command,
the data and the ACK correspond to.

‘104 Patent, Claim 1
-01393 PO Demonstrative, 9
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Corrected POR at 12-16; Supp POR at 3-4

Challenged Claims: 1, 6, 9, 12, 15, and 22

12. A method for communication involving a computer, a
network, and a network interface device of the computer, the
network interface device being coupled to the network, the
method comprising:

recetving, by the network interface device from the com-

puter. a pointer to a command to transmit data from the
computer to the network;

sending, by the network interface device (o the network,

data corresponding to the command;

sending, by the network interface device to the computer, a

response to the command indicating that the data has
been sent from the device to the network, prior to recerv-
ing. by the network interface device from the network,
an acknowledgement (ACK) that all the data has been
received; and

maintaining, by the network interface device, a Transport

Control Protocol (TCP) connection that the command,
the data and the ACK correspond to.

‘104 Patent, Claim 12
-01393 PO Demonstrative, 10
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Corrected POR at 12-16; Supp POR at 3-4

Challenged Claims: 1, 6, 9, 12, 15, and 22

22. A system for communication involving a computer, a
network, and a network interface device of the computer, the
network interface device being coupled to the network. the
system comprising:

means for receiving, by the network interface device from

the computer, a command to transmit data from the
computer to the network;

means for sending. by the network interface device to the

network, data corresponding to the command. including
means for prepending a transport layer header to at least
some of the data; and

means for sending, by the network interface device to the

computer, an indication that the data has been sent from
the network interface device to the network. prior to
receiving, by the network mtertace device from the net-
work, an acknowledgement (ACK) that the data has
heen recerved.

‘104 Patent, Claim 22
-01393 PO Demonstrative, 11
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Corrected POR at 21; Supp POR at7
Overview of the Prior Art

Challenged Claims 103(a) References

1,6,9,12,15,and 22 Connery in view of knowledge of a POSA

1,6,9,12, 15 Connery in view of Boucher
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Overview of Connery

Corrected POR at 17-18

United States Patent [

Connery et al.

[34] OFFLOAD OF TCP SEGMENTATION TO A
SMART ADAPTER

[75]  Inventers Glenn William Connery; W, Paul
Sherer, both of Sunnyvale, Gary
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[73]  Assignee: 3Com Corporation, Santa Clara, Calif.
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Corrected POR at 17-18

Connery Was Already Considered by the PTO

U.8. Deparmment of Commerce, Patent end Trademark g
INFORMATION DISCLOSURE STATEMENT BY Al
FREEING TRANSHIT WENORY OF ARETWORK ITEA INFORMATION DISCLOSURE STATEMENT BY APPLICANT
PRIOR TO RECEVING AN ACKNOWLEDGMENT THAT Tj
HAS BEEN RECEIVED BY A REMOTE DEVI
KM |73 5,892,903 April 6, 1999 = ——
74 5,808,713 April 27, 1999
75 5,913,028 June 15, 1999 Wang, et a", - ) ??5 200...3.3__ ¥
76 5,920,566 July 6, 1999 Aviel Hendel et al 370 401 . . . &
| asm | sz, o Mondotson 1. o e ‘. Ex. 1002 (“Prosecution File History”) at . 167
78 5,931,918 August 3, 1909 Row et al. 70D 300 |
79 5,835,205 August 10, 1999 Murayama et al. 09 216
80 5,937,169 August 10,1998 | Conrery et al, | 305 | 2008
s I I
|IED l
1% 79 5,935,205 August 10, 1980 Murayama et al, L T0g 216
84
85 |
. &0 5,937 160 August 10, 1990 Connery et al. 395 2008
87
= 81 5,941,060 August 24, 1999 Ram et al. 710 128
80 SN S B I |
90 -
91 6,015,513 January 18, 2000 Glen H. Lowe 709 250
92 6,021,446 February 1, 2000 Genlry et al 709 303 | o o o
52 | somar | remay i e LTI Prosecution File History at .167
94 6,026,452 February 15, 2000 William Michael Pitts [ 710 | s
a5 6,034,963 - Ma_r_c_h 7, 2000 Minami et al ; 370 | 401
W, . 36_ ! 6,038,562 March 14, 2000 -
4 97 6,041,058 March 21, 2000
Exeminer  avin Mail Date Considered — o o
*EXAMINER: Initial if reference considered, whalher or not cilatiol - 3 i r
in conformance gl ot FYFHEEER AT o : 14 i |
o B PR EMOE B TONS Examiner Kevin Mail Date Considersd 207201 1

Prosecution File History at .167
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Corrected POR at 18

United States Patent [

Connery et al.

[34] OFFLOAD OF TCP SEGMENTATION TO A
SMART ADAPTER

[75]  Inventers Glenn William Connery; W, Paul
Sherer, both of Sunnyvale, Gary
Jaswewskl, Los Gatos; JTames 8.
Binder, San Jose, all of Calif,

o,

Tt

[73]  Assignee: 3Com Corporation, Santa Clara, Calif.

[21]  Appl. No.: 08/960,238

[22]  Filed: Oher., 20, 1997
[51] Imt. CL* . oo GOEF 1338
[52] LS.l . J5200.8

[58] Field « 1, DIG. 2;
L55, 200.6, 200,68, 2HLE
[56] References Cited

U5 PATENT DOCUMENTS
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(111 Patent Numbj
145]  Date of Pater|

“loterner Protocol: DARPA
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[57] ABSTRACT

A method is provided for sending data from a data source
executing a network protocol such as the TCP/IP protocol
stack, which includes a process for generating headers for
packets according to the network protocol. The method
includes sending such data on a network through a smart
network interface. The network protocol defines a datagram
in the data source, including generating a header template
and supplying a data payload. The datagram is supplied to
the network interface. At the network interface, a plurality of
packets of data are generated from the datagram. The
plurality of packets include respective headers, such as
TCP/IP headers, based on the header template, and include
respective segments of the data payload. The network inter-
face supports packets having a pre-specified length, and the
data payload is greater than the pre-specified length, such as
two to forty times larger or more. Thus, the higher layer
processing specifics a very large datagram, which is auto-
matically segmented at the network interface layver, instead
of at the TCP layer.
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Overview of Connery

United States Patent [ (1] Patent Number: 5,937,169
Connery et al. 145]  Date of Patent: Aug. 10, 1999
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Overview of Boucher

PCT WORLD INTELLECTUAL PROFERTY ORGANIZATION
Intemationnl Burean

INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERA =
o e ot sl (113 International Poblication Number: WO 00/13091

#6F Al
GOGK 1300 {43) International Publication Date:
(21) International Application Number: POTIUS9R24943 | (1) Designated States: AU, CA, 1L, JP, KR, MX, 5G, Burasian I
patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, T™), European
{22} International Filing Date: 20 Movember 1998 (20.11.98) patem (AT, BE, CH, CY, DE, DK, ES, FL, FR, GB, GR, | 7 ”
| IE, IT, LU, MC, NL, PT, SE). i ( )
| _ Ex. 1049 ("Boucher’) at 1
| (30) Priority Data:
09141,713 I8 August 1998 (28.08,.98) US| Published |
With international search report,

L A B S o A o B gy St (7173 Applicants and Inventors: BOUCHER, Laarence, B,
T R 5005 Nitoe D, Samom Ch 30 [USTUS]: 20605 Montolve Drive, Samtoga, CA 935070

(US). BLIGHTMAN, Siephen, E., 1. [GB/USL 3733

et o I mEE (US). BLIGHTMAN, Stephen, E, ). [GB/USE 3733

(U$), HIGGEN, David, A. (GBAUSE 17980 Las Alames

DRUISh: 3133 Ropcon ey S om, G 35128 FU8Y Arlen Court, 5mm lose, CA 95132 (UI5), CRAFT, Peier,

STARR, Daryl [US/US), 445 Folsom Court, Milpitas, CA

(74) Ay is.::‘i\:j; Mark, A, et al.; Suite 250, 7041 Koll Center R- [.I-I;':"I-LIE.]F Ijﬁ H::“Tr Stn‘rrl 5‘-“” I'-'I?II'H.:- ! E:Iﬁl .I.Iq-

e . (US). HIGGEN, David, A. [GB/USE 17880 Los Alamos
I _ Drive, Saratoga, CA 45070 (US), PHILBRICK, Clive, M.
(54) Title:  INTELLIGENT NETWORK INTERFACE DEVICE AND §YSTEM FOR ACCELERATING COMMUNIC llﬁl “”_JS_'I: I I":ll.-l R.l:.:'-f:nu wa-lr'l ; jnﬂ. [:A %!L'li {US}.

o3 STARR, Daryl [US/US]) 446 Folsom Court, Milpitas, CA

SR I I 95035 (US).
2 305' v ‘ Boucher at 1
“HosT S CPD 3 ,
| |

il W R (54) Title: INTELLIGENT NETWORK INTERFACE DEVICE
o et ket a3 oty AND SYSTEM FOR ACCELERATING COMMUNICATION

and offlicading time—intensive processing tasks from the host CPU (28). The
that do not fit fast-path critesia, with the devies providing assistance such as val
selected for either fast-path or slow—path (158) processing. A context (507 for - -
free of headers, directly to or from a destination or souree In the host. The context can be passed back to the host for message processing |
by the host. The device contains specialized hardware circuits that are much faster at their specific tasks than a peneral purpose CPUL A
preferred embodiment includes a trio of pipelined processors (482, 484, 486) devoted to receive, transmit and wility processing, providing
full duplex communication for four Fast Ethernet nodes.

Boucher at 1
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Boucher Was Already Considered by the PTO

U5, Dipartment of Commeres, Patent and Trademark OFf: s sicosioe o vra 1 |

INFORMATION DISCLOSURE STATEMENT BY AT
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HAS BEEN RECEIVED BY A REMOTE DEVI

KM/ | 105 20010004354 | January 10, 2001
106| 20010013058 | Augusts, 2001 | o ) T
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198| 2001/0014954 August 16, 2001 PFurcell st al 714 4
[ | [ioo] aovoomsots | samayiozn | e e | o | Prosecution File History at .172
200| 2001/0048681 | December 6, 2001 Billc et ai a0 | @89
201 | 2001/0053148 December 20, 2001 . Bilic at al - 370_ 3&9_
202| 20020073223 June 13, 2002 B. Scott Darnell et al T09 232
203 ! 20020112176 August 15, 2002 Makofka et al 713 200
204/ 200
205 208 . ) ) _
206 200
207|200 || I 215 WO 09/652109 December 16, 1999 PCT/USMAOM 3184
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o[ u ¥ [216| woocoraoer March 9, 2000 | PCT/USD8/24943
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Breign Patent Documents.
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215 WO 9985219 December 16, 1999
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216| WO 00M13091 March 9, 2000
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Corrected POR at 19

Overview of Boucher

PCT WORLD INTELLECTUAL PROFERTY ORGANIZATION
Intemationnl Burean

INTERMNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(51) International Patent Classification ¢ : (11) International Publication Number: WO 00113091
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GOGY 13/00 {43) International Publication Date: 9 March 2000 (09.03.00)
{21) International Application Number: PCTAIS9R24943 | (81) Designated States; AL CA, 1L, JP, KR, MX, 50, Burasian
patent (AM, AZ, BY, KG, KZ, MD, RU, TJ, T™), European
{22} International Filing Date: 20 Movember 1998 (20.11.98) patem (AT, BE, CH, CY, DE, DK, ES, FL, FR, GB, GR, |

IE, IT, LU, MC, NL, PT, SE). |

41,713 8 August 1998 (26.08,98) US| Published
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| |
| (30) Priority Data:
4 o |

| (71) Applicant: ALACRITECH CORPORATION [US/US]; Suite
" 302, 888 N. First Street, San Jose, CA 95112 (US).

TrEERE e “The device provides a fast-path (159) that avoids protocol
wmerliininesy | processing for most messages, greatly accelerating data
:%A‘JSIR{U?}@] [US/US): 446 Folsem Court, Milpitas, CA

o ce| | ATANSTEr and offloading time-sensitive processing tasks from
the host CPU (28). The host retains a fallback processing

(54) Title:  INTELLIGENT NETWORK INTERFACE DEVICE ANI

(5T) Abstract

_______ capability for messages that do not fit fast-path criteria . . . .”
3 ; STORA
E : |
= 30 i = ‘ Boucher, Abstract
Rfihgso;E \;L“‘ CFD 3 | ‘

An Inelligent network Interface cand or communleation processing device (30) works with a host computer (20 for data
communication. The device provides a fast-path (159 that avoids protocs] processing for most messages, greatly sccelerating datn ransfer
and offloading time-intensive processing tasks from the heost CPU (28). The host retains a falloack processing capubility for messages
thast do not fit fast-path criteria, with the device providing assistance such s validation even for slow-path messapes, and messages being |
selected for either fasi-path or slow—path (158) progessing. A context (507 for a connection is defined that allows the device 1o move data, |
fiee of headers, directly to or from a destination or souree In the host. The context can be passed back to the host for message processing |
by the host. The device contains specialized hardware circuits that are much faster at their specific tasks than a peneral purpose CPUL A
preferred embodiment includes a trio of pipelined processors (482, 484, 486) devoted to receive, transmit and wility processing, providing
full duplex communication for four Fast Ethernet nodes.
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Corrected POR at 12-16; Supp POR at 3-4

All Independent Claims Involve Sending a Response Prior

to Receiving an ACK that All Data Has Been Transmitted

sending, by the network interface device to the computer, a
response to the command indicating that the data has
been sent from the network interface device to the net-
work, prior to receiving, by the network interface device
from the network, an acknowledgement (ACK) that all
the data corresponding to the command has been
received; and

‘104 Patent, Claim 1

sending, by the network interface device to the computer, a
response to the command indicating that the data has
been sent from the device to the network, prior to receiv-
ing, by the network interface device from the network,
an acknowledgement (ACK) that all the data has been
received; and

‘104 Patent, Claim 12

means for sending, by the network interface device to the
computer, an indication that the data has been sent from
the network interface device to the network, prior to
receiving, by the network interface device from the net-
work, an acknowledgement (ACK) that the data has
been received.

‘104 Patent, Claim 22
-01393 PO Demonstrative, 20
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Corrected POR at 25-29; Supp POR at 9-10
Petition Relies on Unasserted Prior Art, Including Conclusory,

Unproven Knowledge of a POSA

Pet. at 59
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Corrected POR at 25-29; Supp POR at 9-10
Petition Relies on Unasserted Prior Art, Including Conclusory,

Unproven Knowledge of a POSA

Pet. at 60

Pet. at 62
-01393 PO Demonstrative, 22
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Corrected POR at 29-30; Supp POR at 10-11

Connery Fails to Disclose Sending a Response Prior to

Receiving an ACK

Ex. 2026 at 39
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Corrected POR at 30-32; Supp POR at 11

Longer Latency in ACK Path Does Not Render the Claimed

Invention Obvious

Ex. 2026 at 40
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Corrected POR at 30-32; Supp POR at 11

Petitioner’s Arguments Are Based on Hindsight

Ex. 2026 at 41
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Corrected POR at 32-35; Supp POR at 11-13
Petersen Is Not Part of an Instituted Ground and Fails to

Support Dr. Horst’s Opinion

If enabled, and when the transmit complete condition
1s satisfied, a transmit complete interrupt is generated
for handling by the interrupt controller 60 in the trans-
mit DMA module 67.

Ex. 1044 (“Peterson”) at 9:33-36

Pet. at 60
-01393 PO Demonstrative, 26
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Corrected POR at 32-35; Supp POR at 11-13
Petersen Is Not Part of an Instituted Ground and Fails to

Support Dr. Horst’s Opinion

Robert Horst
Petitioner's Expert

Ex. 2029 (Horst Dep. Tr.) at 112-13
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Corrected POR at 32-35; Supp POR at 11-13
Petersen Is Not Part of an Instituted Ground and Fails to

Support Dr. Horst’s Opinion

Ex. 2026 at 42
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Corrected POR at 36-37; Supp POR at 13-14

Sending a Response Prior to Receiving an ACK

Would Not Have Been Obvious

Ex. 2026 at 43
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Corrected POR at 36-37; Supp POR at 13-14

Sending a Response Prior to Receiving an ACK

Would Not Have Been Obvious

Ex. 2026 at 43
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Corrected POR at 40-41; Supp POR at 14

No Motivation to Modify Connery

Ex. 2026 at 45
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Corrected POR at 42-44; Supp POR at 15

Secondary Considerations: Long-Felt Need

1. Introduction

Asdata transmission speeds have increased dramatically in recent years, the processing of protocols has
become one of the major bottlenecks in data communications. Current experimental networks provide a
bandwidth in the Gb/s range. New multimedia applications require that networks guarantee the quality

Ex. 2031 at 1 (1993 IBM Research Division ACM SIGCOMM article)

1 Introduction

Many researchers have observed that the performance of remote applications have not kept pace with
modern communication network speeds. Part of this imbalance is attributed to the protocols used by
the remote applications, namely, UDP/IP and TCP/IP. It is now widely believed that the problems with
these protocols are not inherent in the protocols themselves but in their particular implementations [Dalt93,
Whet95]. The following factors are cited as contributors to the poor performance of UDP/IP and TCP/IP:

Ex. 2032 at 1 (1995 Univ. of Berkeley paper)
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Corrected POR at 42-44; Supp POR at 15

Secondary Considerations: Long-Felt Need

Abstract

The communrication speed in wide-, metropolitan-, and
local-area networking has increased over the past decade
from Kbps lines to Gbps lines; i.e., six orders of mag-
nitude, while the processing speed of commercial CPUs
that can be employed as communications processor has
changed only two to three orders of magnitude. This dis-
crepancy in speed translates to “bottlenecks” in the com-
munications process, because the software that supports
some of the high-level functionality of the communication
process is now several order of magnitude slower than the
transmission media. Moreover, the overhead introduced
by the operating system (OS) on the communication pro-

Ex. 2033 at 1 (1990 IEEE article from AT&T Bell Labs)

 Abstract

Server network performance is increasingly dominated
by poorly scaling operations such as [/Q) bus crossings,
cache misses and interrupts. Their overhead prevents
performance from scaling even with increased CPU, link
or /O bus bandwidths. These operations can be reduced
by redesigning the host/adapter mierface to exploit add:-
tional processing on the adapter. Offloading processing
to the adapter is beneficial not only because it allows
more cycles to be applied but also of the changes it en-
ables in the host/adapter interface. As opposed to other
approaches such as RDMA, TCP offload provides bene-
fits without requiring changes to either the transpoit pro-
tocol or AP

Ex. 2034 at 1 (2005 USENIX Conference paper from IBM)
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Corrected POR at 42-44; Supp POR at 15

Secondary Considerations: Long-Felt Need

Ex. 2026 at 47-48
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Corrected POR at 45-46; Supp POR at 15

Secondary Considerations: Industry Praise

Our measurement shows that an Alacritech NIC is able to sustain network bandwidth
comparable to that of Native NT for large messages, which is close to wire-speed. lis
accumulated host processor utilization, while lower than native NT's, is higher than that
with our offload implementation. Iis performance degrades when messages are smaller
-than 2k bytes because it has no means of aggregating out-going messages (i.¢. no Nagel
“Algorithm).

Ex. 2039 at 4 (2001 HP Labs research paper)
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Corrected POR at 45-46; Supp POR at 15

Secondary Considerations: Industry Praise

“The ANX 1500 is an evolutionary advancement of Alacritech’s long
standing leadership in protocol acceleration, which is now applied not
just to protocols, bul to the optimization of all storage system
interactions,” said Jeff Boles, 8 technology analyst with Taneis Group.
“The ANX 1500 subsiantially augments the performance of existing NAS
investments from the best place possible — from right in the customer's
Ethernet network — without reconfiguration or changes in management
for the existing infrastructure. We think Alacritech is setling the stage for
& next generation of selutions that will accelerate storage from oulside
the storage array, and more cost effectively share an investment in
performance across many storage systems and clienis. 've 1alked to
eariy-slage customers using the product, and they believe i's game-
changing.” |

Ex. 2040 at 3 (Shoreline Ventures Press Release)
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Corrected POR at 45-46

Secondary Considerations: Industry Praise

Ex. 2026 at 49
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Corrected POR at 46-47; Supp POR at 15

Secondary Considerations: Failure of Others

Ex. 2041 at 2 (2003 HP Labs paper presented at HotOS IX conference)

Id. at2
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Corrected POR at 47

Secondary Considerations: Failure of Others

Ex. 2026 at 50
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Corrected POR at 47-49; Supp POR at 15

Secondary Considerations: Skepticism

Ex. 1006 at 588-589
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Corrected POR at 47-49; Supp POR at 15

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

wane | conclusion is not well founded. In the past, network
wenvenr| gecelerators have had mixed success, and the current
| economic justification for hardware acceleration is poor
.| given the low cost of nost CPU cycles. The I/0 load for
| many applications is dominated by disk latency, not
transfer rate, and hardware protocol accelerators have
little effect on the I/0O performance in these environments.
et | Application benchmarks were run on an IP storage
| - Sf' subsystem to measure performance and CPU utilization
ﬂ,ﬁ ,g | on Email, database, file serving, and backup applications.

ul The results show that good performance can be obtained
without protocol acceleration.

rtd 5 difficakt ahead fh e moving target. The
1m|uw| prapas .1 fos 1P storage, ISCS] and (FCP,
stable, v

dc
pereeption that |a.ml.ud
heavyw E,h t for attaching sorage, C
says that P storage ws impr;

e 1t
shews ha11h-¢ncud For hardware
myth. Several different lines of oy
future of 5 I.n age netwo |'1c|lg 'ILI\eI) hn::wl) on slorage
devices connectes d servers without special purpose
hardware aeeeler I.U

Ex. 2300 at 194 (2001 paper by Petitioner’s expert, Dr. Horst)

0-7605-1432-401 F1I0.00 & 2000 [EEE 194
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Corrected POR at 47-49; Supp POR at 15

Secondary Considerations: Skepticism

IP Storage and the CPU Consumption Myth

Robert Horst

e as the main CPU. If the performance does not keep up, at
e | some  point  an  accelerator becomes a decelerator.
i e s 01 e e e e e SOMEWHEre in between, performance is about equal with

antaching storage devices directly to [P netwarks: the accelerators to offload prof
pereeived need for hardwarre acceleration of the TCPAP CPLL Some examples, su

mr e e et e e i oF Without the attached processor, but the development
' wevs) and support costs become a burden. The accelerator 1is

socelerators have kad mived siwccess. and the curreént

ﬁ°:;;f;;‘“::°:51 = usually a different CPU architecture than the main CPU,

rapid pace of techno Io..ye
A5 p«,lrc CCEnl Exan
The idea

on Email, i i) cations.
The results show that g\nr_\dpn_,ﬁ?rmurr' can be abiained

and 1t usually has a different software development
L. Intoduction o] environment.  Maintaining two such environments 1s

tas kb1up-zrrrrunced

ey m 1 costly, and even if they were identical, there is overhead

ianificant ppm 13 bec - * : =
e inventing and testing the software interface between
products are already on the markst, and wark |n- "d it usually has a ‘l

standardize the protocals is pragressing in the 1P Storage environment.  Maintair

S adiT T et the processors. The software development cost eventually
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Corrected POR at 48-49

Secondary Considerations: Skepticism

Ex. 2026 at 52

-01393 PO Demonstrative, 43
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Intel Corporation, Cavium, Inc., Wistron
Corporation, and Dell Inc.
V.
Alacritech, Inc.

Case Nos.: IPR2017-01391, IPR2017-01392, IPR2017-01406,
IPR2017-01409, IPR2017-01410

_/

Patent Owner’s Demonstratives
Motions to Exclude

Hearing: September 13, 2018

Motions to Exclude, PO Demonstrative, 1

Alacritech, Ex. 2800 Page 312



PO OTE at 3

PO’s Motion to Exclude: Dates on Tanenbaum

PO’s Objection to Evidence, Paper 10 at 3.

Motions to Exclude, PO Demonstrative, 2
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PO MTE at 4

PO’s Motion to Exclude: Dates on Tanenbaum

© 1696 by Prentice Hall PTR
Prentice-Hall, Inc.

A Simon & Schuster Company

Upper Saddle River. New Jersey 07458

Ex. 1006.005

Tanenbaum (Ex. 1006)

Motions to Exclude, PO Demonstrative, 3
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PO MTE at 3

PO’s Motion to Exclude: Dates on Tanenbaum

Library of Congress Cataloging in Publication Data

Tanenbaum. Andrew S. 1944,
Compulter networks / Andrew 5. Tanenbaum. -- 3rd ed.
p.  cm.
Includes bibliographical references and index.
ISBN 0-13-349945-6

I.Computer networks. 1. Title.

TK5105.5.T36 1996 96-4121
04.6--dc20 CIP
Ex. 1006.005

Tanenbaum (Ex. 1006)
Motions to Exclude, PO Demonstrative, 4

Alacritech, Ex. 2800 Page 315



PO MTE at 5

PO’s Motion to Exclude: Dates on Tanenbaum

“Accordingly, we determine that to the extent that the dates
presented in [the] Exhibit [] are relied upon as proof of dates relevant to
the creation or publication date of [the] Exhibit [] itself, those dates are
inadmissible hearsay.”

Standard Innovation Corp. v. Lelo, Inc., IPR2014-000148, Paper 42 at 15-16 (April 23, 2015)

Motions to Exclude, PO Demonstrative, 5
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PO MTE at 4

PO’s Motion to Exclude: Dates on Tanenbaum

The Library of Congress > Cataloging in Publication Program

Cataloging in Publication Program

Print Subscribe Share/Save Give Feedback
A Cataloging in Publication record (aka CIP data) is a bibliographic record prepared by the Library of Congress for a book
that has not yet been published. When the book is published, the publisher includes the CIP data on the copyright page
thereby facilitating book processing for libraries and book dealers. Learn more about the program

Library of Congress Website Ex. 2500.001

How can | get cataloging for a book which is already published?

CIP data is available only for works that are not yet published. Published works are not eligible for CIP data|

Library of Congress Website Ex. 2501.002

Motions to Exclude, PO Demonstrative, 6
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PO OTE at 3

PO’s Motion to Exclude: Major Declaration

PO’s Objection to Evidence, Paper 10 at 3.

Motions to Exclude, PO Demonstrative, 7
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PO’s Motion to Exclude: Major

Declaration

Petitioner Opp. to MTE at 8

Declaration from Santa Clara University

I, Rice Majors, declare:

I. 1 am an Associate Uy

including the SCU Librarys|onling

......... _procedures regarding the receipt, il

may be used in the library

3. The SCU Library hol

iveﬁity Librarian at Santa Clara University

Library (“SCU Library”). T am familiar with the SCU Library system and practices,

catalog and SCU Library’s policies and

ndexing, and availability of books and periodicals.

2. According to SCU Library’s policies and procedures, |ibrary materials
have been indexed in the online cafalog (from 1992 to the present) and are

made freely available to employees and students of Santa Clara University, and

building by members of the general

public. The SCU Library catalpg is searchable by subject, author, and title

(since 1992) and by keyword (since the mid-1960)

ds a copy of a publication by Tanenbaum,

Andrew 8., Compuier Networks. P
(*Tanenbaum™), The SCU Library
4. When a monograph
date of cataloging is set and relain
Date™ for Tanenbaum is Novemby
have been available for use within

I declare under the penalty

renlice Hall PTR, Third Edition (1996)
ordered this title on August 9, 1996.

s received and cataloged by the SCU Library, the

td in the catalog record, The catalog date (“Cat

r 1, 1996 (see Exhibit A). The volume would
a few weeks of that date.

f petjury that T understand that willful false

statements and the like are punishable by

] F . M ot e ©
Hreormprtsotmmentor totir under—Sechot

of Title 18 of the United States Code and may jeopardize the validity of the application or

Majors Declaration, Ex. 1011.001

Motions to Exclude, PO Demonstrative, 8
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Reply to MTE at 4-5; Petitioner Opp. to MTE at 9

PO’s Motion to Exclude: Major Declaration
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Lo (16) Statements in Ancient Documents. A statement in a document that
was prepared before January 1, 1998, and whose authenticity is established.

Fed. R. Evid. 803(16)

Page 1

Ex. 1011.003.
Motions to Exclude, PO Demonstrative, 9
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Petitioner Opp. to MTE at 9

PO’s Motion to Exclude: Major Declaration

iy o (6) Records of a Regularly Conducted Activity. A record of an act, event,
condition, opinion, or diagnosis if:

(A) the record was made at or near the time by — or from information
transmitted by — someone with knowledge;

(B) the record was kept in the course of a regularly conducted activity of a
business, organization, occupation, or calling, whether or not for profit;

(C) making the record was a regular practice of that activity;
(D) all these conditions are shown by the testimony of the custodian or
another qualified witness, or by a certification that complies with Rule 902(11)

or (12) or with a statute permitting certification; and

(E) the opponent does not show that the source of information or the method or
circumstances of preparation indicate a lack of trustworthiness.

Fed. R. Evid. 803(6)
Motions to Exclude, PO Demonstrative, 10
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Petitioner Opp. to MTE at 9

PO’s Motion to Exclude: Major Declaration

PR
i

S

o
o

Residual Exception
(a) In General. Under the following circumstances, a hearsay statement is not
excluded by the rule against hearsay even if the statement is not specifically

covered by a hearsay exception in Rule 803 or 804:

(1) the statement has equivalent circumstantial guarantees of
trustworthiness;

(2) it is offered as evidence of a material fact;

(3) it is more probative on the point for which it is offered than any other
evidence that the proponent can obtain through reasonable efforts; and

(4) admitting it will best serve the purposes of these rules and the interests
of justice.

Fed. R. Evid. 807(a)

Motions to Exclude, PO Demonstrative, 11
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