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Abstract—This paper describes the 8 kb/s speech coding al-
gorithm G.729 which has been recently standardized by ITU-T.
The algorithm is based on a conjugate-structure algebraic CELP
(CS-ACELP) coding technique and uses 10 ms speech frames. The
codec delivers toll-quality speech (equivalent to 32 kb/s ADPCM)
for most operating conditions. This paper describes the coder
structure in detail and discusses the reasons behind certain design
choices. A 16-b fixed-point version has been developed as part of
Recommendation G.729 and a summary of the subjective test
results based on a real-time implementation of this version are
presented.

Index Terms—Analysis-by-synthesis, speech coding.

I. INTRODUCTION

SINCE 1990, Study Group 15 (SG15) of the ITU-T has
been involved in a standardization process for a speech

coding algorithm at 8 kb/s. The main applications for this
coder are 1) personal communication systems (PCS), 2) digital
satellite systems, and 3) other applications such as packetized
speech and circuit multiplexing equipment. The speech quality
produced by this coder should be equivalent to that of 32
kb/s ADPCM (G.726) for most operating conditions. These
conditions include clean and noisy speech, multiple encodings,
level variations and nonspeech inputs. The intended wireless
applications require that the coder is robust against channel
errors. These errors could be either random or bursty, and the
coder should be able to withstand them without introducing
major annoying effects. Moreover, if the radio channels suffer
from long fades, and complete frames are lost, the decoder
should be able to conceal these missing frames with a minimal
loss in speech quality.

Two candidate algorithms were submitted: one from NTT
[1]–[3] and the other from France Telecom CNET/University
of Sherbrooke [4]. Both candidates were equivalent to (or
better than) 32 kb/s ADPCM in most test conditions; however,
they failed some conditions. At the March 1994 meeting
of SG15, both proponents agreed to join their efforts to
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produce a coder that combines the best features of both
algorithms, and to undertake further research to meet all
performance requirements. At this time, AT&T joined these
algorithmic optimization efforts. A floating-point version of
the resulting coder was tested in January 1995, and it was
accepted at the ITU-T meeting in February 1995. In the final
recommendation the algorithm is specified in terms of 16-
b fixed-point arithmetic. This version was tested in October
1995, and the recommendation was accepted for ratification
in November 1995 [5].

In this paper, we describe the important aspects of the
algorithm, which is referred to as conjugate-structure algebraic
CELP (CS-ACELP). Additional information can be found in
[6]–[10]. The complete algorithm, including ANSI-C source
code, can be found in [11].

This paper is organized as follows. In Section II we describe
the coding algorithm in detail. In Section III we describe
features of this coder that were included to increase the
robustness against transmission errors. Section IV reports on
the performance, and Section V discusses implementation
aspects. Finally, the conclusions are given in Section VI.

II. DESCRIPTION OF THECS-ACELP SPEECH CODER

The coder is based on a code-excited linear prediction
(CELP) coding model [12]. In this model the locally decoded
signal is compared against the original signal and the coder
parameters are selected such that the mean-squared weighted
error between the original and reconstructed signal is mini-
mized.

The CS-ACELP coder is designed to operate with an
appropriately bandlimited signal sampled at 8000 Hz. The
input and output samples are represented using 16-b linear
PCM. The coder operates on frames of 10 ms, using a 5 ms
look-ahead for linear prediction (LP) analysis. This results in
an overall algorithmic delay of 15 ms. The encoding principle
is shown in Fig. 1. After processing the 16-b input samples
through a 140 Hz highpass filter, tenth-order LP analysis
is performed, and the LP parameters are quantized in the
line spectral pair (LSF) domain [13] with 18 b [7]. The
input frame is divided into two subframes of 5 ms each.
The use of subframes allows better tracking of the pitch and
gain parameters and reduces the complexity of the codebook
searches. The quantized and unquantized LP filter coefficients
are used for the second subframe while in the first subframe
interpolated LP filter coefficients are used. For each subframe
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Fig. 1. Block diagram of the CS-ACELP encoder.

the excitation is represented by an adaptive-codebook and a
fixed-codebook contribution. The adaptive and fixed-codebook
parameters are transmitted every subframe.

The adaptive-codebook component represents the period-
icity in the excitation signal using a fractional pitch lag
[14] with 1/3 sample resolution. The adaptive-codebook is
searched using a two-step procedure. An open-loop pitch lag is
estimated once per frame based on the perceptually weighted
speech signal. The adaptive-code book index and gain are
found by a closed-loop search around the open-loop pitch lag.
The signal to be matched, referred to as the target signal, is
computed by filtering the LP residual through the weighted
synthesis filter.

The adaptive-codebook index is encoded with 8 b in the
first subframe and differentially encoded with 5 b in the
second subframe. The target signal is updated by removing the
adaptive-codebook contribution, and this new target is used
in the fixed-codebook search. The fixed codebook is a 17-b
algebraic codebook [10]. The gains of the adaptive and fixed
codebook are vector quantized with 7 b using a conjugate-
structure codebook [7] (with moving-average (MA) prediction
applied to the fixed-codebook gain as in [4] and [15]). The bit
allocation for a 10 ms frame is shown in Table I.

The function of the decoder (see Fig. 2) consists of decoding
the transmitted parameters (LP parameters, adaptive-codebook
vector, fixed-codebook vector, and gains) and performing
synthesis to obtain the reconstructed speech, followed by a
postprocessing stage [8], consisting of an adaptive postfilter
and a fixed highpass filter.

A. Preprocessing

The 16-b PCM input samples to the speech encoder are fil-
tered with a second-order pole/zero highpass filter with a cutoff
frequency of 140 Hz. This highpass filter prevents undesired

low-frequency or DC components. To prevent overflow in the
fixed-point implementation, the input values are divided by
two. The filtered and scaled signal is referred to as , and
will be used in all subsequent encoder operations.

B. LP Analysis and Quantization

LP analysis is performed once per speech frame using the
autocorrelation method [16] with a 30 ms asymmetric window.
Every 80 samples (10 ms), the autocorrelation coefficients
of windowed speech are computed and converted to LP
coefficients using the Levinson–Durbin algorithm [16]. Then
the LP coefficients are transformed to line spectral frequencies
(LSF) [13] for quantization and interpolation purposes. The
interpolated quantized and unquantized LSF coefficients are
converted back to LP coefficients to construct the synthesis and
weighting filters for each subframe. The short-term analysis
and synthesis filters are based on tenth-order LP filters. The
LP synthesis filter is defined as

(1)

where , are the (quantized) LP coefficients.
1) Windowing and Autocorrelation Computation:The LP

analysis window consists of two parts: the first part is half a
Hamming window and the second part is a quarter of a cosine
function cycle. The window is given by

(2)

There is a 5 ms look-ahead in the LP analysis, which means
that 40 samples are needed from the future speech frame. This
translates into an extra algorithmic delay of 5 ms at the encoder
stage. The use of an asymmetrical window allows reduction
in the look-ahead without compromising quality [17]. The LP
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Fig. 2. Block diagram of the CS-ACELP decoder.

TABLE I
BIT ALLOCATION OF G.729 CS-ACELPFOR A 10 ms FRAME. FOR SOME

PARAMETERS, THE NUMBER OF BITS FOR EACH 5 ms SUBFRAME IS

IDENTIFIED. THE TOTAL NUMBER OF BITS FOR A 10 ms FRAME = 80

analysis window is applied to 120 samples from past speech
frames, 80 samples from the present speech frame, and 40
samples from the future frame. The use of a 30 ms window
was found to provide a smoother evolution of the LP filter,
thereby providing better speech quality.

The autocorrelation coefficients are computed from the
windowed speech

(3)

To avoid arithmetic problems for low-level input signals the
value of has a lower boundary of . A 60
Hz bandwidth expansion [18] is applied, by multiplying the
autocorrelation coefficients with

(4)

where Hz is the bandwidth expansion and
Hz is the sampling frequency. The bandwidth expansion on
the autocorrelation coefficients reduces the possibility of ill-
conditioning in the Levinson algorithm (especially in fixed
point). In addition, it reduces underestimation of the formant
bandwidths, which could create undesirably sharp resonances.

To further reduce the possibility of ill-conditioning due to
bandpass filtering of the input, the value of is multiplied
by a white-noise correction factor , which is equiva-
lent to adding a noise floor at 40 dB [19]. The modified
autocorrelation coefficients are used to obtain the LP filter
coefficients , by using the Levinson–Durbin
algorithm [16].

2) Quantization of the LSF Coefficients:The LP filter co-
efficients are converted to line spectral
frequencies (LSF) using Chebyshev polynomials [20]. In this
procedure the roots are found in the cosine domain. Since the
quantizer is vector quantization (VQ) based, it is more conve-
nient to represent the LSF’s as normalized radian frequencies.
The relation between these two representations is given by

(5)

where are the LSF coefficients in the cosine domain, and
the LSF coefficients in the frequency domain.

To keep the algorithmic delay as low as possible, the update
of the LP coefficients is done every 10 ms. However, most
speech spectra vary slowly in time, and a slower update (e.g.,
20 ms) would provide a better tradeoff between spectral repre-
sentation and bit rate. Since the higher update rate introduces
a strong correlation between coefficients from frame to frame,
a good compromise is to use predictive VQ. During onsets
this correlation is not very strong. To accommodate both
types of correlation the predictor switches between two modes,
one representing a strong correlation and one representing a
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mild correlation. Another advantage of using a separate bit
for the switch is that it effectively reduces the size of the
codebook, thereby reducing the storage requirements. To limit
propagation of channel errors, the predictor is based on an
MA filter. The length of this filter was determined empirically
using a large data base [2], and it was found that a fourth-order
MA predictor forms a good compromise between performance
and error propagation. The quantizer is organized as follows:
a switched fourth-order MA prediction is used to predict the
LSF coefficients of the current frame. The difference between
the computed and predicted coefficients is quantized using a
two-stage vector quantizer. The first stage is a 10-D VQ using
codebook with 128 entries (7 b). The second stage is a
10-b VQ that has been implemented as a split VQ using two
5-D codebooks, and containing 32 entries (5 b) each.
The reason for using a nonsplit first-stage is that it allows for
the exploitation of the correlations between the first 5 LSF and
last 5 LSF coefficients. At the second stage these correlations
are less strong, and the split reduces search time and storage
requirements.

To explain the quantization process, it is convenient to
first describe the decoding process. Each quantized value is
obtained from the sum of two codewords, as follows:

(6)

where , and are the codebook indices. To guarantee
that the reconstructed filters are stable the vectoris arranged
such that adjacent elements have a minimum distance of

(see [11]). This rearrangement process is done twice.
First with a value of , then with a value
of . The incorporation of this process into
the quantization procedure, assures that each of the possible
reconstructed vectors produces a stable filter. After this
rearrangement process, the quantized LSF coefficients
for the current frame , are obtained from the weighted sum
of previous quantizer outputs , and the current quantizer
output

(7)

where are the coefficients of the switched MA predictor as
defined by codebook , and the one bit codebook index .
At startup the initial values of are given by
for all .

After computing , the corresponding filter is checked
for stability and unnatural sharp resonances by checking the
ordering property (i.e., ). If
this condition is not met, the frequencies are moved using a
heuristic process, which enforces a minimum spacing of 50
Hz between the coefficients [11].

The procedure for encoding the LSF parameters can be
outlined as follows. For each of the two MA predictors the best
approximation to the current LSF coefficients has to be found.
The best approximation is defined as the one that minimizes

the weighted mean-squared error

(8)

The weights emphasize the relative importance of each LSF.
Spectral resonances (closely spaced LSF’s) are perceptually
more important, and several (heuristic) procedures to derive
these coefficients can be found in the literature (cf. [21]).
The following heuristic procedure was found to improve
performance and be computationally efficient. The weights

are made adaptive as a function of the unquantized LSF
coefficients,

if
otherwise

if
otherwise

if
otherwise

(9)

In addition, the weights and are multiplied by each.
The vector to be quantized for the current frame is

obtained from

(10)

The first codebook is searched and the entry that
minimizes the (unweighted) mean-squared error (MSE) is
selected. This is followed by a search of the second codebook

, which defines the lower part of the second stage. The
weighted MSE of (8) is computed, and the vector which
results in the lowest error is selected. Using the selected first
stage vector and the lower part of the second stage, the
higher part of the second stage is searched from codebook.
The vector that minimizes the weighted MSE is selected.
The resulting vector is rearranged twice using
the procedure outlined earlier. This process is done for each of
the two MA predictors defined by , and the MA predictor

that produces the lowest weighted MSE is selected.
3) Interpolation of the LSF Coefficients:The quantized

(and unquantized) LP coefficients are used for the second
subframe. For the first subframe, the quantized (and unquan-
tized) LP coefficients are obtained by linear interpolation of
the corresponding parameters in the adjacent subframes. The
interpolation is done on the LSF coefficients in the cosine
domain rather than the frequency domain. Interpolating in
either domain did not produce noticeable audible differences,
and the cosine domain was selected because of ease of
implementation. Once the LSF coefficients are quantized and
interpolated, they are converted back to the LP coefficients.

C. Perceptual Weighting

The weighted speech signal in a subframe is obtained
by filtering the speech through a perceptual weighting filter
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. This perceptual weighting filter [22] is based on the
unquantized LP filter coefficients , and is given by

(11)

The use of the unquantized coefficients gives a weighting filter
that matches better the original spectrum. The values of
and modify the frequency response of the filter , and
thereby the amount of noise weighting. It is difficult to find
fixed values of and that provided good performance for
different input signal characteristics. For example, differences
in the low-frequency cutoff would lead to different choices for
these coefficients. Hence, the values ofand are made a
function of the spectral shape of the input signal. For signals
with a lot of low-frequency energy, the amount of weighting
is increased.

This adaptation is done once per 10 ms frame, but an
interpolation procedure for each first subframe is used to
smooth this adaptation process. The spectral shape is obtained
from a second-order linear prediction filter, obtained as a
by-product from the Levinson–Durbin recursion. The reflec-
tion coefficients are converted to log area ratio (LAR)
coefficients by

(12)

The LAR coefficients are used because they have better
interpolation properties than reflection coefficients [23]. The
LAR coefficients corresponding to the current 10 ms frame are
used for the second subframe. The LAR coefficients for the
first subframe are obtained through linear interpolation with
the LAR parameters from the previous frame. The spectral
envelope is characterized as being either flat or tilted

. For each subframe this characterization is obtained
by applying a threshold function to the LAR coefficients. To
avoid rapid changes, a hysteresis is used by taking into account
the value of in the previous subframe

if and and
if or and

otherwise
(13)

If the interpolated spectrum for a subframe is classified as
flat , the weight factors are set to and

. If the spectrum is classified as tilted ,
the value of is set to 0.98, and the value of is adapted
to the strength of the resonances in the LP synthesis filter,
but is bounded between 0.4 and 0.7. If a strong resonance is
present, the value of is set closer to the upperbound. This
adaptation is done to reduce the amount of unmasked noise at
the formant frequencies. The adaptation ofis done by using
a heuristic criterion based on the minimum distance between
two successive LSF coefficients for the current subframe. The
minimum distance is given by

(14)

The value of is computed using

, bounded by (15)

The values of and for the different conditions were
obtained through many informal listening experiments using
expert listeners. The process was done in stages by selecting
speech material that could be characterized to fall into one of
the categories: 1) flat spectrum , 2) tilted spectrum

and no strong resonances, and 3) tilted spectrum
with strong resonances. This allowed independent

optimization of the weight factors. In all experiments both
single and double encodings were considered. In general, the
improvements due to this adaptation of the weights are most
noticeable for double encodings.

D. Pitch Analysis

The pitch analysis technique described in [4] is used. An
open-loop pitch lag is estimated once per 10 ms frame us-
ing the weighted speech signal . The adaptive-codebook
approach is used to represent the periodic component in
the excitation signal. The selected adaptive-codebook vector
is represented by an index, which corresponds to a certain
fractional lag value.

For each subframe the target signal, , and the impulse
response, , of the weighted synthesis filter are computed.
A closed-loop adaptive-codebook search is performed in the
first subframe around the index corresponding to the open-loop
pitch lag estimate . A 1/3 fractional sample resolution is
used in the range and integers only are used in
the range 85–143. It was found that this choice of resolution
provides a good trade-off between performance and bit rate.
The adaptive-codebook index in the first subframe is encoded
with 8 b. In the second subframe, a 1/3 fractional sample
resolution is used in the range where

is the integer part of the adaptive-codebook lag in the
first subframe. This range is adapted for the cases where
straddles the boundaries of the lag range. The lag in the second
subframe is differentially encoded with 5 b. Since the open-
loop pitch estimate provides a form of pitch tracking, the
differential coding does not introduce noticeable degradations
in the speech quality.

1) Open-Loop Pitch Lag Estimation:The open-loop pitch
lag estimation uses the weighted speech signal , and is
done as follows: in the first step, 3 maxima of the correlation

(16)

are found in the following three ranges: 1) , 2)
, and 3) . Note that for

signal values from the previous frame are used. The retained
maxima , where are the lag values corresponding to the
maxima in the three lag regions , are normalized
through

(17)
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