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Enhancement and Bandwidth Compression

of Noisy Speech

JAE S. LIM, MEMBER, lEEE, AND ALAN V. OPPENHEIM, FELLOW, IEEE

in aired Paper

Abstract-Over the past several years there has been considerable
attention focused on the problem of enhancement and bandwidth
compression of speech degraded by additive background noise. This
interest is motivated by several factors including a broad set of irnpor
taut applications, the apparent lack of robustness in current speech-
compressiou systems and the development of several potentially
promising and practical solutions. One objective of this paper is to
provide an overview of the variety of techniques that have been pro-
posed for enhancement and bandwidth compression of speech degraded
by additive background noise. A second objective is to suggest a uni-
tying framework in terms of which the relationships between these
systems is more visible and which hopefully provides a structure which
will suggest fruitful directions for further research.

l. INTRODUCTION

PIIftHERB ARE a wide variety of contexts in which it isdesired to enhance speech. The objective of enhance-
ment may perhaps be to improve the overall quality, to

increase intelligibility, to reduce listener fatigue, etc. Depen d-
ing on the specific application, the enhancement system may
be directed at only one of these objectives or several. For
example, a speech communication system may introduce a
low-amplitude long-time delay echo or a narrow-band additive

disturbance. While these degradations may not by themselves
reduce intelligibility for the purposes for which the channel
is used, they are generally objectionable and an improvement
in quality perhaps even at the expense of some intelligibility
may be desirable. Another example is the communication
between a pilot and an air traffic control tower. in this

environment, the speech is typically degraded by background
noise. 0f central importance is the intelligibility of the speech
and it would generally be acceptable to sacrifice quality if the
intelligibility could be improved. Even with normal unde-
graded speech, it is sometimes useful or desirable to provide
enhancement. As a simple example high-pass filtering of nor-
mal speech is often used to introduce a “crispness” which is
generally perceived as an improvement in quality.

The speech-enhancement problem covers a broad spectrum
of constraints. applications and issues. Environments in which
an additive background signal has been introduced are com-
mon, The background may be noise-like such as in aircraft,
street noise, etc. or may be speech-like such as an environment
with competing speakers. Other examples in which the need

Manuscript received lune 22. 1919: revised August 28, 19‘”. This
work was supported in part by the Defense Advance Research Projects
Agency monitored by the Office of Naval Research under Contract
NW014-15-C-0951-NR049-328 at M.l.T. Research Laboratory of Elec-
tronics and in part by the Department of the Air Force under Contract
Fuses-raccoon: at M.l."l'. Lincoln Laboratory.

The authors are with M131“. Research Laboratory of Electronics and
MJJ’. Lincoln leoratory. Cambridge, MA 02139.

for speech enhancement arises include correcting for reverber-
ation, correcting for the distortion of the speech of underwater
divers brcathing a helium-oxygen mixture, and Correcting
the distortion of speech due to pathological difficulties of the
speaker or introduced due to an attempt to speak too rapidly.
Even for these examples, the problem and techniques vary,
depending on the availability of other signals or information.
For example, for enhancement of speech in an aircraft a
separate microphone can be used to monitor the background
noise so that the characteristics of the noise can be used to

adjust or adapt the enhancement system. At the air-traffic
control tower. however, the only signal available for enhance-
ment is the degraded speech.

Another very important application for speech enhancement
is in conjunction with speech bandwidth compression sys-
tems. Because of the increasing role of digital communication
channels coupled with the need for encrypting of speech and
increased emphasis on integrated voice-data networks, speech-
bandwidth-compression systems are destined to play an in-
creasingly important role in speech-communication systems.
The conceptual basis for narrow-band speech-compression
systems stems from a model for the speech signal based on
what is known about the physics and physiology of speech
production. Because of this reliance on a model for the signal
it is not unreasonable to expect that as the signal deviates from
the model due to distortion such as additive noise, the per-
formance of the speech compression system with regard to
factors such as quality, intelligibility. etc, will degrade. it
is generally agreed that the performance of current spatiall-
compression systems degrades rapidly in the presence of
additive noise and other distortions and there is currently

considerable interest and attention being directed at the
development of more robust speech compression systems.
There are two basic approaches which are typically considered
either of which may be preferable in a given situation. One
approach is to base the bandwidth compression on the as-
sumption of undistorted speech and develop a preprocessor
to enhance the degraded speech in preparation for further
processing by the bandwidth compression system. It is impor-

tant to recognize that in enhancing speech in preparation
for bandwidth compression the effectiveness of the prepro-

ceuor is judged on the basis of the output of the bandwidth-
compression system in comparison with the output if no
preprocessor is used. Thus, for example, it is possible that
the output of the preprocessor would be judged by a listener
to be inferior (by some measure) to the input but that the
output of the bandwidth-compression system with the pre-
processor is preferred to the output without it. In this case,
the preprocessor would clearly be considered to be effective

00]8-9219f79IIZOO—1586500JS © 1979 IEEE
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in enhancing the speech in preparation for bandwidth com-

pression. Another approach to bandwidth compression of
degraded speech is to incorporate into the model for the signal
informatidn about the degradation. A number of systems
based on such an approach have recently been proposed and
will be discussed in detail in this paper.

As is evident from the above discussion, the general problem

of enhancing speech is broad and the constraints, information,
and objectives are heavily dependent on the specific context
and applications. in this paper, we consider only a small
subset of possible topics, specifically the enhancement and
bandwidth compression of speech degraded by additive noise.
Furthermore, we assume that the only signal available is the

degraded speech and that the noise does not depend on the
original speech. Many practical problems, some of which have
already been discussed, fall into this framework and some
problems that do not can be transformed so that they do.
For example, multiplicative noise or convolutional noise
degradation can be converted to an additive noise degradation
by a homomorphic transformation [1], [2]. As another
example, signal-dependent quantization noise in pulse-code
modulation {PCM} signal coding can be converted to a signal
independent additive noise by a pseudo-noise technique
{SI-[51.

Even within the limited framework outlined above, there is a
diversity of approaches and systems. One objective of this
paper is to provide an overview of the variety of techniques
that have been proposed for enhancement of speech degraded
by additive background noise both for direct listening and as
a preprocessor for subsequent bandwidth compression. Many
of these systems were developed independently of each other
and on the surface often appear to be unrelated. Thus another

objective of the paper is to provide a unifying framework in
terms of which the relationship between these systems is more

visible, and which hopefully will provide a structure which
will suggest further fruitful directions for research.

In Section II, we present an overview of the general topic.
In this overview we classify the various enhancement systems
based on the information assumed about the speech and the
noise. Some systems based on time-invariant Wiener filtering,
for example, rely only on an assumed noise power spectrum
and on long-time average characteristics of speech, such as the
fact that the average speech spectrum decays with frequency
at approximately 6 dBfoctave. Other systems rely on aspects
of speech perception or speech production in general or on a
detailed model of speech.

Sections III-V present a more detailed discussion of several
of these categories of speech-enhancement systems. In partic-
ular, Section III is concerned with the general principle of
speech enhancement based on estimation of the short-time
spectral amplitude of the speech. This basic principle encom—
passes a variety of techniques and systems including the
specific methods of spectral subtraction, parametric Wiener
filtering, etc. In Section IV, speech enhancement techniques
which rely principally on the concept of the short-time period-
icity of voiced speech are reviewed, including comb-filtering
and related systems. Section V discusses a variety of systems
that rely on more specific modeling of the speech waveform.
As we will discuss in detail, in some cases. parameters of the
model are obtained from an analysis of the degraded speech and
used to synthesize the enhanced speech. In other cases, the
results of an analysis based on a model for speech are used
to control an enhancement filter, perhaps with the procedure

1531'

being iterative so that the output of an enhancement filter is
then subjected to further analysis, etc. Many of these systems
also incorporate a number of the techniques introduced in
Section III, including Wiener filtering and spectral subtraction.

In Sections III-V, the focus is entirely on systems for en-
hancement with the evaluation of the systems being based

on listening without further processing. In Section Vi, we
consider the related but separate problem of bandwidth

compression of speech degraded by additive noise.
In Section VII, we discuss in some detail the evaluation of

the performance of the various systems presented in the earlier
sections. In general, the performance evaluation of a speech-
enhancement system is extremely difficult, in large measure
because the appropriate criteria for evaluation are heavily
dependent on the specific application of the system. Relative
importance of such factors as quality, intelligibility, listener
fatigue, etc., may vary considerably with the application. In
Section VII, we summarize the performance evaluations that
have been reported for the various systems presented in this
paper. Since the evaluation of different systems has generally
been based on different procedures,.environments, etc., no

attempt is made in the section to compare individual systems.
In general, however, we will see that while many of the en-
hancement systems reduce the apparent background noise
and thus perhaps increase quality, many of them to varying
degrees, reduce intelligibility. In the context of bandwidth
compression, however, various systems provide an increase
in intelligibility over that obtained without the incorporation
of speech enhancement.

1]. Ovsnvrsw or SverMs son ENHANCEMENT AND
Barrow! [mt COM PRESSIDN or Norsv Season

As indicated in the previous section, our focus in this paper
is on degradation due to the presence of additive noise. Even
within this limited context there are a wide variety of ap-
proaches which have been proposed and explored. Conceptu-
ally any approach should attempt to capitalise on available
information about the signal, i.e., the speech, and the back—
ground noise. Speech is a special subclass of audio signals
and there are reasonable models in terms of which the speech
waveform can be described and categorized. The more speci-
fically we attempt to model the speech signal, the more poten-
tial 'for separating it from the background noise. On the other
hand, the more we assume about the speech the more sensitive
the enhancement system will be to inaccuracies or deviations
from these assumptions. Thus incorporating assumptions and
information about the speech signal represents tradeoffs which
are reflected in the various systems. In a similar manner sys-
tems can attempt to incorporate detailed information about
the background noise. For example, the type of processing
suggested if the background noise is a competing speaker is
different than if it is wide-band random noise. Thus enhance-
ment systems also tend to differ in terms of the assumptions
made regarding the background noise. As with assumptions
related to the signal, the more an enhancement system at—
tempts to capitalize on assumed characteristics of the noise
the more susceptible it is likely to be to deviations from these
assumptions.

Another important consideration in speech enhancement
stems from the fact that the criteria for enhancement ulti«
mately relate to an evaluation by a human listener. in different
contexts the criteria for evaluation may differ depending on
whether quality, intelligibility, or some other attribute is the
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most important. Thus speech enhancement must inevitably
take into account aspects of human perception. As we will
indicate shortly, some systems are heavily motivated by per-
ceptual considerations, others rely more on mathematical

criteria. In such cases, of course, the mathematical criteria
must in some way be consistent with human perception, and,
while an optimum mathematical criterion is not known, some
mathematical error criteria are understood to be a better

match than others to aspects of human perception.
In the following discussion we briefly describe some aspects

of speech production and speech perception that in varying
degrees play a role in speech-enhancement systems. Following
that we present a brief overview of a representative collection
of speech-enchancement systems. with the intent of cate-

gorizing these systems in terms of the various aspects of
speech production and perception on which they attempt to
capitalize.

Speech is generated by exciting an acoustic cavity, the vocal
tract, by pulses of air released through the vocal cords for
voiced sounds, or by turbulence for unvoiced sounds. Thus
a simple but useful model for speech production consists of
a linear system, representing the vocal tract, driven by an
excitation function which is a periodic pulse train for voiced
sounds and wide-band noise for unvoiced sounds, as illustrated
in Fig. 1. Furthermore, since the linear system represents an
acoustic cavity, its response is of a resonant nature, so that
its transfer function is characterized by a set of resonant
frequencies, referred to as formants, as illustrated in Fig. 2(a).
Thus, if the excitation and vocal-tract parameters are fixed,
then as indicated in Fig. 2(b), the speech spectrum has an
envelope representing the vocal-tract transfer function of

Fig. 2(a) and a fine structure representing the excitation.
Many of the techniques for speech enhancement, particu-

larly those in Sections III and V are conceptually based on
the representation of the speech signal as a stochastic process.
This characterization of speech is clearly more appropriate in
the case of unvoiced sounds for which the vocal tract is driven

by wide-band noise. The vocal tract of course changes shape
as different sounds are generated and this is reflected in a

PROCEEDINGS OF THE IEEE, VOL. 67. NO. 12, DECEMBER I979

time varying transfer function for the linear system in ‘Fig. 1.
However, because of the mechanical and physiological con-
straints on the motion of the vocal tract and articulators
such as the tongue and lips, it is reasonable to represent the
linear system in Fig. l as a slowly varying linear system so that
on a short—time basis it is approximated as stationary. Thus
some specific attributes of the speech signal, which can be
capitalized on in an enhancement system are that it is the
response of a slowly varying linear system, that on a short-
time basis its spectral envelope is characterized by a set of
resonances, and that for voiced sounds, on a short-time basis
it has a harmonic structure. This simplified model for speech
production has generally been very successful in a variety of

engineering contexts including speech enchancement, synthe-
sis, and bandwidth compression. A more detailed discussion
of models for speech production can be found in [6]-[8]..

The perceptual aspects of speech are considerably more __
complicated and less well understood. However, there are a
number of commonly accepted aspects of speech perception
which play an important role in speech-enchancement systems.
For example, consonants are known to be important in the
intelligibility of speech even though they represent a relatively
small fraction of the signal energy. Furthermore, it is generally
understood that the short-time spectrum is of central impor-
tance in the perception of speech and that, specifically, the
formants in the short-time spectrum are more important than
other details of the spectral envelope. It appears also, that the
first formant, typically in the range of 250 to 800 Hz, is less
important perceptually, than the second formant [9], [10].
Thus it is possible to apply a certain degree of high pass filter-
ing [11], [12] to speech which may perhaps affect the first
formant without introducing serious degradation in intelligi-
bility. Similarly lowpaSs filtering with a cutoff frequency
above 4 kHz, while perhaps affecting crispness and quality
will in general not seriously affect intelligibility. A good repre-
sentation of the magnitude of the short-time spectrum is also
generally considered to be important whereas the phase is
relatively unimportant. Another perceptual aspect of the
auditory system that plays a role in speech enhancement is the
ability to mask one signal with another. Thus, for example,
narrow-band noise and many forms of artificial noise or deg-
radation such as might be produced by a vocoder are more
unpleasant to listen to than broad-band noise and a speech-
enhancement system might include the introduction of broad-
band noise to mask the narrow-band or artificial noise.

All speechenhancement systems rely to varying degrees on
the aspects of speech production and perception outlined
above. One of the simplest approaches to enhancement is the
use of low-pass or bandpass filtering to attenuate the noise
outside the band of perceptual importance for speech. More
generally, when the power spectrum of the noise is known,
one can consider the use of Wiener filtering, based on the long-
time power spectrum of speech. While in some cases such as
the presence of narrow-band background noise, this is reason-
ably successful, Wiener filtering based on the long-time power
spectrum of the speech and noise is limited because speech is
not stationary. Even if speech were truly stationary, mean-
square error which is the error criterion on which Wiener

filtering is based is not strongly correlated with perception and
thus is not a particularly effective error criterion to apply to
speech processing systems. This is evidenced, for. example, in
the use of masking for enhancement. By adding broad-band
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noise to mask other degradation, we are, in effect, increasing

the mean-square error. Another example that suggests that
mean-square error is not well matched to the perceptually
important attributes in speech is the fact that distortion of the
speech waveform by processing with an all-pass filter results
in essentially no audible difference if the impulse response of
the all-pass filter is reasonably short but can result in a sub-
stantial mean-square error between the original and filtered
speech. In other words, mean-square error is sensitive to phase
of the spectrum whereas perception tends not to be.

Masking and bandpass filtering represent two simple ways
in which perceptual aspects of the auditory system can be
exploited in speech enhancement. Another system whose
motivation depends heavily on aspects of speech perception

was proposed by Thomas and Niederjohn [12] as a preproces-
sor prior to the introduction of noise in those applications
where noise-free speech is available for processing. In essence,
their system applies high-pass filtering to reduce or remove the
first formant followed by infinite clipping. The motivation

for the system lies in the observation that at a given signal-
to~noisc ratio infinite clipping will increase, relative to the

vowels, the amplitude of the perceptually important low-
amplitude events such as consonants thus making them less
susceptible to masking by noise. In addition, for vowels
the filtering will increase the amplitude of higher formants
relative to the first formant, thus making the perceptually

more important higher formants less susceptible to degrada-
tion. In the speech enhancement problem considered in this
paper, noise-free speech is not available for processing as re-
quired in the above system. Thomas and Ravindran [13],
however, applied high-pass filtering followed by infinite
clipping to noisy speech as an experiment. While quality may
be degraded by the process of filtering and clipping, they claim
a noticeable improvement in intelligibility when applied to
enhance speech degraded by wide-band random noise. One
possible explanation may be that the high-pass filtering opera-
tion reduces the masking of perceptually important higher
formants by the relatively unimportant low-frequency
components.

Another system which relies heavily on human perception of
speech was proposed by Drucker [l4] . Based on some per-
ceptual tests, Drucker concluded that one primary cause for
the intelligibility loss in speech degraded by wide-band random
noise is the confusion among the fricative and plosive sounds
which is partly due to the loss of short pauses immediately
before the plosive sounds. By high-pass filtering one of the
fricative sounds, the Is! sound, and inserting short pauses
before the plosive sounds (assuming that their locations can
be accurately determined), Drucker claims a significant im-
provement in intelligibility.

In discussing perceptual attributes we indicated that the
short-time spectral magnitude is generally considered to be
important whereas the phase is relatively unimportant. This
forms the basis for a class of speech enhancement systems
which attempt in various ways to estimate the short-time
spectral magnitude of the speech without particular regard to
the phase and to use this to recover or reconstruct the speech.
This class of systems includes spectral subtraction techniques
originally due to Weiss er a1. [15], [I6], and which have
recently received a great deal of attention [171—[221 and
optimum filtering techniques such as Wiener filtering and
power spectrum filtering. These systems will be discussed in

1589

considerable detail in Section III. As we will see, many of

these systems which appear on the surface to be different
are in fact identical or very closely related.

In addition to directly or indirectly utilizing perceptual
attributes most enhancement systems rely to varying degrees

on aspects of speech production. For example, in Section IV.
we describe in detail a variety of systems that attempt, in

some way, to capitalize on short-time periodicity of speech
during voiced sounds. As a consequence of this periodicity,
during voiced intervals the speech spectrum has a harmonic
structure which suggests the possibility of applying comb
filtering or as proposed by Parsons [23] attempting to extract
in other ways, the components of the speech spectrum only
at the harmonic frequencies. In essence, knowledge of the
harmonic structure of voiced sounds allows us in principle to
remove the noise in the spectral bands between the harmonics.

As discussed in Section IV, speech enhancement by comb

filtering can also be viewed in terms of averaging successive
periods of the noisy speech to partially cancel the noise.
Another system, which attempts to take advantage of the
quasi-periodic nature of the speech was proposed by Sambur
[24]. As developed in more detail in Section IV, his system
is based on the principles of adaptive noise cancelling. Unlike
the classical procedure Sambur’s method is designed to cancel
out the clean speech signal, taking advantage of the quasi-
periodic nature of the speech to form an estimate of the
speech at each time instant from the value of the signal one
period earlier.

In the model of speech production, we represented the
speech signal as generated by exciting a quasi-stationary linear
system with a pulse train for voiced speech and noise for
unvoiced speech. Based on this model, an approach to speech
enhancement is to attempt to estimate parameters of the
model rather than the speech itself and to then use this to

synthesize the speech, i.e., to enhance speech through the
use of an analysis—synthesis system. A particularly novel
application of this concept was used by Miller [25] to remove
the orchestral accompaniment from early recordings of Enrico
Caruso. In this system homomorphic deconvolution was used
to estimate the impulse response of the model in Fig. 1. A
similar approach to noise reduction was proposed by Suzuki
[26], [27] whereby the short-time correlation function of
the degraded speech is used as an estimate of the impulse
response of the linear system. This system is referred to as
splicing of auto correlation mnction (SPAC). A modification
of SPAC is referred to as splicing of cross-correlation func-
tion (SPOC). A number of systems also attempt to model
the vocal-tract impulse response in more detail. As we dis-
cussed previously the vocal-tract transfer function is charac»
terized by a set of resonances or for-manta that are perceptually
important. This suggests the possibility of representing the
vocal-tract impulse response in terms of a pole-zero model
with the analysis procedure directed at estimating the associ-
ated parameters. The poles in particular would provide a
reasonable representation of the formants.

All-pole modeling of speech has had notable success in
analysis—synthesis systems for clean speech. A number of
recent efforts have been directed toward estimating the param-
eters in an all-pole model from noisy observations of the
speech such as the systems by Magill and Un [28] , Lim and
Oppenheim [29], Lim {18], and Done and Rushforth [30].
Extensions to pole-zero modeling have also been proposed
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by Musicus and Lim [3]] and Musicus [32]. These various
approaches are described and compared in detail in Section V.

The above discussion was intended as a brief overview of

the general approaches to speech enhancement. In the next
three sections we explore in more detail many of the systems
mentioned above. In particular. in Section III, we focus on
speech-enhancement techniques based on short-time spectral
amplitude estimation. In Section IV our focus is on speech
enhancement based on periodicity of voiced speech and in
Section V on speech-enhancement techniques using an analysis—
synthesis procedure.

III. SPEECH ENHANCEMENT TECHNIQUES Basso on

SHORT-TIME SPECTRAL AMPLITUDE Esrimarlon

In general, in enhancement of a signal degraded by additive
noise, it is significantly easier to estimate the spectral ampli-
tude associated with the original signal than it is to estimate
both amplitude and phase. As we discussed in Section II,
it is principally the showtime spectral amplitude rather than
phase that is important for speech intelligibility and quality.
As we discuss in this section, there are a variety of speech-
enhancement techniques that capitalize on this aspect of
speech perception by focusing on enhancing only the short-
time spectral amplitude. The techniques to be discussed can
be broadly classified into two groups. In the first, presented
in Section III-A, the short-time spectral amplitude is estimated
in the frequency domain, using the spectrum of the degraded
speech. Each short-time segment of the enhanced speech
waveform in the time domain is then obtained by inverse
transforming this spectral amplitude estimate combined with
the phase of the degraded speech. In the second class, dis
cussed in Section III-B the degraded speech is first used to
obtain a filter which is then applied to the degraded speech.
Since these procedures lead to zero-phase filters, it is again
only the spectral amplitude that is enhanced, with the phase
of the filtered speech being identical to that of the degraded
speech.

In both classes of systems discussed below no conceptual
distinction is made between voiced and unvoiced speech and in
particular in contrast to the techniques to be discussed in
Section IV the periodicity of voiced speech is not exploited.
Both classes of systems in this section are most easily inter-
preted in terms of a stochastic characterization of the speech
signal. While this characterization is more justifiable for
unvoiced speech it has been shown empirically to also lead
to successt procedures for voiced speech.

A. Speech Enhancement Based on Direct Estimation
ofShort~Tirne Spectral A amplitude

When a stationary random signal 3(a) has been degraded by
uncorrelated additive noise dot) with a known power density
spectrum, the power density spectrum or spectral amplitude
of the signal is easily estimated through a process of spectral
subtraction. Specifically, if

ytnl=rini+d(n) (l)

and Prue), P,(w), and Pd(w} represent the power density
spectra of you), son}, and dot), respectively, then

Py(to) = P,(w) + Patio-J). (2)

Consequently. a reasonable estimate for P,(co) is obtained by
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subtracting the known spectrum Pauli) from an estimate of

Plies} developed from the observations of y{n).
Speech, of course, is not a stationary signal. However, with

rife) in (1) now representing a speech signal and with the- pro-

cessing to be carried out on a short~time basis we consider 3(n ),
din), and y(n) multiplied by a time-limited window w(n).
With yw(n), dw(n), and rw(n) denoting the windowed signals
y(n), 1101), and fin) and Ywuo), Dw(tu), and Swan) as their
respective Fourier transforms we have

Jud") = Swirl} + fin-(fl) {3)
and

now = uncut + IlewJI' + 8..th - Etna)

+ Slim) ' Dwfw} (4}

where Dunn) and 8:100) represent complex conjugates of _
Dwfio) and Swljw). The function lS,,.(t.o]I'z will be referred
to as the short-time energy spectrum of speech. For speech

enhancement based on the short-time spectral amplitude. the
objective is to obtain an estimate ISw(co)l of lSw(co)! and from
this, an estimate ?w(n) of .rwfn).

From the estimate 3"“,(n), speech can be generated in a
variety of different ways. One approach is to use an analysis
window function w(n) that generates 3(a) when all the frames

of swfn} are overlapped and added with the appropriate time
registration. Such a window function satisfies the equation

2 WAR}: 1. (S)for all n of interest

where wI-(n) represents the ith window frame. Two such ex.
amples are overlapped triangular and [ramming windows.
Using such a window function, speech is then generated by
adding up the estimates of the windowed segments.

Various speech-enhancement techniques discussed in this
section differ primarily in how ISw(to)l is specifically esti-
mated from the noisy speech. In one spectral subtraction
technique referred to as power spectrum stall:tmction,l ISw(¢-J)l
is estimated based on {4). From the observed data ywfii),
IY,,,.(cu)i2 can be obtained directly. The terms IDw(w)l2,
Swan) 1);qu and Sun!) 'Dw(to) cannot be obtained ex-
actly and in the power spectrum subtraction technique they

are approximated by EllDw(w}l’]. Elswtw)-D;(w)l and
Emacs) 'Dw(to)] where E { -] denotes the ensemble average.
For (1(a) zero mean2 and uncorrelated with 1(a), E{Swan} '

1351101)] and ElS,',‘,.(w) - 13,9th are zero and an estimate
!S,,,(tu)l1 of Baltic)? , is suggested from (4) as

litre-m! = Ithc-zll‘ - remnant]. (6)

where E[ [Dwftoflz] is obtained either from the assumed known
properties of (Kn) or by an actual measurement from the back-
ground noise in the intervals where speech is not present. The

estimate l.§’,,,(r.u)l1 based on (6) is not guaranteed to be non-
negative since the right-hand side can become negative, and a
number of somewhat arbitrary choices have been made. In
some studies, the negative values are made positive by changing

the sign. In some other studies I§,,,(r.o)l1 is set to zero if

1The name “power spectrum subtraction“ comes from the close

similarity between (2) and (6).The nero mean assumption for the additive random noise is made
only for notational convenience.
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Fig. 3. A typical speech enhancement system based on the power spec—
trum (correlation) subtraction technique. The negative result aftersubtraction is set to zero.

 

 

|Y,.,,[oo)l2 is less than EllDw(w)I2]. The latter approach has
been more extensively used in the literature, and as will be
seen later it can be related directly to the optimum filtering

technique discussed in Section III-B.
Given an estimate of ISwttoN, there are a variety of different

ways to estimate Swfil). One method which has been used
extensively in the class of systems discussed in this section and
is also consistent with the notion that short-time phase is rela-

tively unimportant is to approximate Midas), the phase of
Sw(co), by leflo), so that

' the) = |§w(w)| exp [is mm} m
and

as») = F“ [§w(w)]. (s)

A typical algorithm for speech enhancement by the power
spectrum subtraction technique is shown in Fig. 3.

Except for some details and interpretations, the power
spectrum subtraction technique discussed above is a special
case of a more general system originated by Weiss er al. [15] ,
[16] . Specifically, the power spectrum subtraction technique
can also be interpreted in terms of estimating the short-time
correlation d,(n) as

can) =¢,tn) - swam] (9)
where

W

e,(n}= 2 sw(k)‘sw(k~n)=F‘1[|Sw(to}‘|2] (ID)ku—H

and (6,01) and @101) are similarly defined- For this reason, the
power spectrum subtraction technique is also referred to as
the correlation subtraction technique. Weiss er al. focused on
estimating the short-time correlation function and in place
of a squaring operation used an arbitrary positive real con-
stant “a". In their technique, then, by defining twin) to be
F“ uswwyl‘] , am is estimated as

it») = in») - slim):
=F"[|Yo(w}l‘l -E[F"llflw(w}l‘ll. on

Based on th‘n estimate and the assumption that ztswm) equals
inputs), the windowed speech swat) is estimated. The speech
enhancement system proposed by Weiss er a1. is shown in
Fig. 4.

The system in Fig. 4 can be simplified both computationally
and conceptually {18] , [19] by recognizing that the expecta-
tion and Fourier transform operations in (l 1) are interchange-
able and'therefore (l l] is equivalent to

|§w(w}l‘ = Inter“ - EIlDwtwil‘l . (12)

NOISY SPEECH
hint

fl?
Est Imam—3L1PROCESSED

SPEECH

Fig. 4. A speech-enhancement system proposed by Weiss er al.
[15|.1161-
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E[F" [In. new”

 

M01 SY SPEECH

ruin] F_ a

~—~| T r I
PHASE INFORMITLON

PROCESSED
SPEECH

Fig. 5. A simplification of the system in Fig. 4. The negative resultafter subtraction is set to zero.
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Such a simplified system based on (12) is shown in Fig. 5. As
is evident in Fig. 5 the system proposed by Weiss er al. is a
technique to estimate the short-time spectral amplitude of
speech by a particular form of spectral subtraction. The per-
formance of the system in Fig. 5 as a speech enhancement

system was evaluated by Lint (l9) and the results will be
discussed in Section VII. When the constant “a” is set to
unity, the system in Fig. 5 reduces to the speech enhancement
system developed by Bull [20] .

The parameter “a” in [12} obviously affords a degree of
flexibility over the system based on (6). A further generaliza-
tion is to introduce an additional degree of flexibility by esti-
mating |Sw(tc}| through the relation

|§..,(w)|" = IYwiwll‘ — kEIIDwtw)l"] {13)

where now there are the two parameters a and k. This general-
ization with a and k as parameters was considered for speech
enhancement by Lim [18] and Berouti er al. [21]. Just as
with the specific form of spectral subtraction in (6), each
short-time speech segment is in effect estimated by utilising
the phase associated with the noisy speech, and negative values
on the right-hand side of (13) can be dealt with through the
use of full~wave or half-wave rectification. The additional
possibility of also utilizing a frequency dependent threshold
on the right-hand side of (13) was considered by Berouti
st of. [21 I .

Another approach, which leads to a further modification of
spectral subtraction was proposed by McAulay and Malpass
[33]. In this approach, the problem was formulated by as-
suming that at each frequency the noise is Gaussian and devel-
oping the maximum likelihood estimate of ISwth'l. The
resulting estimate has the form

|§w(w)i = harm): + i ”Yawn: - EllDw(w}I'll”‘. (14)
A further variation, proposed by McAulay and Malpass [33]
modifies (14) by a factor which is chosen to represent as a
function of IthwM the probability that speech is in fact
present in the signal y(n). Modification of (14) by this factor
is based on the notion that as the probability that only noise
is present increases, it might perhaps be preferable to further
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reduce the estimate of lSw(0J}I. Other techniques for speech
enhancement similar or very closely related to the various
spectral subtraction techniques discussed above include the
work of Curtis and Niedeijohn [l7] and Preuss [22] .

In this section, we have discussed a variety of different tech-
niques to estimate the short time spectral amplitude of speech.
Many of them can be viewed as attempting to enhance the
speech—tmnoise (SIN) ratio by not affecting the spectral com-
ponents corresponding to relatively high SIN ratio but attenu»
sting those corresponding to relatively low SIN ratio. To illus-
trate this point, consider the spectral subtraction method

corresponding to (13) with the assumption that c = 2 and that
the right-hand side is positive. Expressing the estimate Sw(w)
in' the form of a zero-phase frequency response 11(0)) applied
to thfw),

H(oJ) = an»; = (W)”’ (is)gwfi") '

Equation (15) can be rewritten as

a g 1;:

H(o1=(—————x'(‘°)3‘)

Iliad-tall1

X‘uo)

IY..(w)1’

Elwwtoilil ‘

From (17), X(w) can be interpreted as a speech-plus-noise—to-
noise ratio at each frequency to. In Fig. 6 is plotted 20 log
Hun} for different values of the constant “k” as a function

of 20 log Xfw). It is clear from the figure that the frequency
components of lejoi) corresponding to low SIN ratio are
severely attenuated. As another example, a similar plot repre-
senting the speech enhancement system corresponding to (14)
derived from maximum likelihood considerations (33) is also
shown in Fig. 6. The results in Fig. 6 are generally applicable
to various short—time spectral amplitude estimation techniques
discussed in this section and will be useful in understanding
the results of the performance evaluation discussed in Section
VII.

x’(w)= (17)

B. Speech Enhancement Techniques Based on Wiener
Filtering

in the previous section, the basis for enhancement was
the explicit estimation of the short-time spectral magnitude
through a process of spectral subtraction. in this section,
we discuss techniques in which a frequency weighting for an
“optimum" filter is first estimated from the noisy speech.
This filter is then applied either in the time domain or fre-
quency domain to obtain an estimate of the undegraded

speech. Thus with Yw(<.o), lew). and Swan) again denoting
the short-time spectra emaciated with the windowed time

functions you), d(n), and 5(a), the mtimate §w{w) of Swtw)takes the form

shaman-amen. (18)

As we saw in (IS), the techniques in Section III-A can also be
put into this form and consequently the essential difference
between the techniques presented in that section and those to

be discussed here rests in the basis on which the frequency
weighting like) is obtained. In this section we focus on pro-
cedures for obtaining H(co) based on the principles of Wiener
filtering. However, as we will see toward the end of this
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Fig. 6. Attenuation curves for two spectral subtraction techniques
(equations (13) and (14)). See text for details.
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section, an implicit form of this procedure leads, in fact to
frequency weightings identical to several discussed in Section
III-A.

As is well known, for ytn) =s(n)+d(n-l in which .901) and
d(n) represent uncorrelated stationary random processes with
power density spectra FAQ) and PAN}. respectively, the
linear estimator of fin} which minimizes the mean-square error
is obtained by filtering y(n) with the noncausal Wiener filter
for which the frequency response is

Hm) = .nfl‘i’l— ,
P,{o)) + Pde)

The noncausal Wiener filter of (19} cannot be applied directly
to estimate :01} since speech cannot be assumed to be station-
ary and the spectrum PAN) cannot be assumed known. An
approach often used is to approximate the noncausal Wiener

filter with an adaptive Wiener filter with frequency response

= ElISw(w)|’]
Ellswtwntl +EIIDw(w)I’1‘

As in Section III-A, the function EIIDwmoJII] may be ob-
tained either from the assumed known statistics of- dl'n) or by

averaging many frames of |l£l,,,(r.o)l2 during silence intervals in
which the statistics of the background noise can be assumed

to be stationary. In estimating E[lSw(to)|3] , there are a variety
of possibilities. Callahan [34] first estimates summit]
by locally averaging Il’wtotfll2 over many frames of noisy
speech. Then E[|Dw(co)|’] is subtracted from the estimated

E[le(w)I’l to form an estimate of EIISw(co)I']. An
equally reasonable method is to first estimate El ligating] by
smoothing ll’,,,(o.i)|2 rather than averaging IYwuolF over many
frames of noisy speech and then subtracting EIIDw(co)l3] from
the estimated EIIthwJI’]. As other possibilities E[|Sw(co)|’]
may be’approximated as l§w(co)l" or by smoothing Isidro)!“
where ISwtonll2 is obtained from the short-time spectral am-
plitude estimation techniques discussed in Section III-A.

Given [fit-J), the short-time speech segment is then obtained
as specified by (18) applied either in the time domain or in the
frequency domain. It should be noted that in all of the above

procedures. the frequency weighting H(to) has zero phase and

thus from as) the phase associated with the estimate swan)
is that of thjw). Thus just as with the procedures in Section
III-A, it is only the spectral magnitude of Swan} which is
estimated.

Generalizations of Wiener filtering may also be considered.
One such generalization which has been studied extensively
[35], [36] in the context of image restoration has the fre-

(19)

MW) (20) 
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quency response given by
B

Htw)=( PM") ) (21)Palm) + a ' Pam)

for some constants “a“ and “.8” and has been referred to as

parametric Wiener filters. By Varying the constants “a” and
“B", filters with different characteristics can be obtained.
For example if or and 13 are unity, then (21) corresponds to
Wiener filtering as specified in (19). If a: is unity and 6 is ”2,
then (21) corresponds to power spectrum filtering (3 7) which
has the characteristics that the enhanced signal has the same

power spectrum P,(co) used in (2]). Again, due to the non-
stationarity of speech, equation (21) has to be modified. The

approximation of P,(w) and Puffin!) by the corresponding
shorttir'ne energy spectra and generation of speech based on
the estimated HG») have already been discussed. With this

approximation, the frequency response associated with short-
time parametric Wiener filtering would then be expressed as

raw) 2 [ Ensotom rEllSw(w)l‘+aEl|Dw(w)lzl '

In the Wiener filter of (20) or its generalized form of (22)
it is assumed that the term representing P3043) or E[|S,,,(¢o)|2]
is first obtained and the frequency weighting is then applied

to Yw{w). An alternative is to treat (20) and (22) as implicit
relationships. For example, let us estimate El lSw(w)|"‘] as

fillSw(w)l’] = one)!“ (23)

where Swan) is the estimate of the short-time spectrum of
the speech. Then,

(22)

§...(w) = Htwletw)

moon“
.8

.. Yet ) (24)Lawns);2 + ocnnwmnlli wgwtm) =[

|§o(w)l'
5

A IY I. 25ISwtw)I'+aE[lDo(c-z)l‘l] "M ( Jlino)! =[
This, of course, is an implicit relationship, from which we
would like to obtain ISw(oJ)l and thus we refer to it as implicit
Wiener filtering. For example, two solutions to (23) for ,3 = l,-'2
are

|§wtwll =0 (26a)

dorm): = “rotor” - astwwtownm. (261:)

Thus, a solution for |§,,(o:)l consistent with (25) is (26b) for
positive values under the radical and (26a), i.e., zero otherwise.
This, of course, is precisely the spectral subtraction method
of (13) with a = 2. Similarly, ford = l a solution to (25) is

lineal = limos + sumo)? — mrwocwn’n‘“
(27)

For o= U4 this is identical to the maximum likelihood esti-
mate of (14).

Another potential generalization of Wiener filtering stems
from considering an iterative approach to estimating

EllSwuollzl

in (22). For example, let us consider an iterative procedure
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whereby I§w(w),| denotes the estimate of lSw(i.o)| on the
ith iteration with

Sw(w)f+l =H£(w) Yw(w)- (28)

The transfer function Hater) is in the form of (22) with
EIISw(co)l1] estimated from Sw(W)1. In such iterative pro-
cedures there are, of course, issues of convergence which will
in general depend on the way in which the iteration is started
and on specifically how E[lSw(w)i3] is estimated from Sofia-1}:-

IV. SPEECH-ENHANCEMENT TECHNIQUES BASED ON
Psnroorcrrv or Voicso SPEECH

In this section, we discuss speech enhancement techniques
which capitalize on the observation that waveforms of voiced
sounds are periodic with a period that corresponds to the
fundamental frequency: Even with this basic underlying prin-
ciple many different approaches are possible. In Section IV-A,
we discuss an approach based on comb filtering to pass the
harmonics of speech but reject the frequency components
between the harmonics. In Section IV-B, we consider the
extraction of speech harmonics from a high resolution spec-
trum of noisy speech. In Section lV-C, we discuss the use of
adaptive noise cancelling techniques to reduce the background
noise by capitalizing on the periodicity of voiced sounds to
provide a reference input.

A. Speech Enhancement Based on Adaptive Comb Filtering

The periodicity of a time waveform manifests itself in the
frequency domain as harmonics with the fundamental fre-
quency corresponding to the period of the time waveform as is
shown in Fig. 7. In Fig. 7(a) is shown a segment of a periodic
time waveform and in Fig. 7(b) is shown the associated magni-
tude spectrum. Since the energy of a periodic signal is con-
centrated in bands of frequencies as is evident in Fig. 7(b) and
the interfering signals in general have energy over the entire
frequency bands, to the extent that accurate information of
the fundamental frequency is available, a comb filter as shown
in Fig. 7(c) can reduce noise while preserving the signal.

Even though voiced speech is only approximately periodic,
the concept of comb littering to reduce the background noise
in noisy speech may still be applicable. One approach to en-
hancing degraded speech through comb filtering was taken by
Shields [38] . A typical impulse response of a comb filter as
applied by Shields is shown in Fig. 8(a). The spacing “T"
in the figure represents the pitch period and a different value
of “T“ is chosen in processing different parts of voiced speech
to adapt globally to the time varying nature of speech. Frazier
er al. [39], observed that even with accurate fundamental
frequency information Shields’ adaptive comb filtering tech-
nique distorts speech signals significantly due to the time
varying nature of speech even on a short-time (local) basis.
To reduce some of this distortion, Frazier er al. [39] suggested
a filter that adapts itself both globally and locally to the
time varying nature of speech. A typical impulse response of
Frazier’s adaptive filter is shown in Fig. 8(b). The spacing
“T1” in Fig. Btb) is adapted to the local variation of the pitch
periods of voiced speech. A typical algorithm for speech
enhancement by adaptive comb filtering (or adaptive filtering)
is shown in Fig. 9.

8. Speech Enchcncement Based on Harmonic Selection
The adaptive filtering technique discussed in Section IV-A

requires accurate pitch information and therefore a separate

 



Ex. 1014 / Page 12 of 33

rt‘ 2

(a)

Fig. 7. (a) A periodic time waveform. (b) Magnitude spectrum of the
time waveform in (a). (c) Frequency response of an ideal comb filter.

system that estimates the pitch infonnation is necessary. In

the context of an application in which the interfering back-
ground noise is a competing speaker, Parsons [23] developed
a system which is closely related to comb filtering with the
pitch information obtained as an integral part of the system.
Voiced speech is windowed and a high-resolution short-time
spectrum is obtained. In the short-time spectrum, the period-
icity of speech exhibits itself as local spectral peaks some of
which are due to the main speaker and some others of which
are due to a competing speaker. Parsons developed a tech-

nique in which each of the local spectral peaks in the high-
resolution short-time spectrum is distinguished between the
main speaker and a competing speaker. Then speech is gener-
ated based on the spectral content that corresponds to the
peaks of the main speaker. Since the essence of Parsons’ sys-
tem is location and selection of speech harmonics of a speaker
from the lush-resolution spectrum of degraded speech, it can
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Fig. 8. (a) impulse response of a typical adaptive comb filter by Shields
[38]. (b) Impulse response of a typical adaptive filter by Frazier
2! cl. [39L
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Fig. 9. A typical algorithm for speech enhancement by adaptive comb
filtering or adaptive filtering.

be approximately viewed as a frequency-domain implementa-
tion of a pitch information extrecter and an adaptive filter.

C. Speech Enhancement Based on Adaptive Noise Ccncelin
Techniques '

A class of techniques referred to as adaptive noise canceling
have been developed which are based on the availability of
both the degraded signal y(n)=s(n}+d(n) and a reference
signal r(n) which is uncorrelated with s(n) but correlated with
d(n). A black diagram representation of such a system is
shown in Fig. 10. By adaptively filtering r(n) an estimate of
the component d(n) that is correlated with r(n) is formed and
subtracted from y(n). Adaptive noise canceling is applicable
to processing of inputs whose properties are unknown, and
good performance can be achieved if a suitable reference input
is available. A detailed discussion of the principles, implemen-
tations, etc. of adaptive noise cancelling can be found in [40] .

As mentioned in the introduction, the discussion in this
paper is restricted to systems for which the only signal avail-
able is the degraded speech and thus adaptive noise canceling
as outlined above would not be applicable. However, Sambur
[24] developed a system which utilizes the principles of adap-
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Fig. It). An adaptive noise cancelling system.

(b)

Fig. 11. (a) An adaptive noise cancelling technique for speech enhance-
ment by Snmbur [24],. (b) Another adaptive noise cancelling tech-
nique for speech enhancement.

tive noise canceling by generating a reference input, capital-
izing on the periodicity of voiced speech. Specifically, let the
reference input r(n) be given by r(n)=y{n — T), where T
represents the pitch period. To the extent that periodicity is
strictly observed,

r01) =s(rt - T) +d(n - T) = .901) +d(n - T). (29)

Reversing the roles of sfn) and (1(a) in Fig. 10, r(n) can be
viewed as uncorrelated with ribs) to the extent that the corre-
lation of (101) is short and the adaptive filter has a short im-
pulse response relative to the pitch period T. Since the com-
ponent :0!) in r(n) is identical to the r(n) in the primary input
y(n), the output of the adaptive filter in Fig. 10 would corre-
spond to an estimate of stn). The adaptive noise cancelling
technique proposed by Sambur is shown in Fig. 11(a). An
alternative approach to Sambur’s technique is shown in Fig.
110:]. In the figure, a reference input r(n) is specified as

r0!) =y(n) - y(n - T)-

To the extent that periodicity is strictly observed,

r(n) =80!) +d(n) - r{n - T) - d(n - T) = o'(n) - do: - T).
(31)

Then r(n) is uncorrelated with 3(a) but is highly correlated
with d(n) thus satisfying the condition for adaptive noise
canceling.

The adaptive noise canceling technique in Fig. ll(b) can be
related to comb filtering discumed in Section lV-A. Specifi-

(30)
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cally, if we assume that the adaptive process has converged
and the adaptive filter is short enough so that 4101) can be
assumed to be uncorrelated with (101 ~ T), the results in [40]
can be used to show that the frequency response of the filter
is given by

131(k)}

3“”) = Pita) + Pa'fw)
(32}

where d'tjn) = dig}! - T). Since Pd(w)=Pd'(cc), H(w) in (32)
equals l,-"2 and dot) in the figure is given by

firm éytnl- tyrn — 1").

From (33) and Fig. 11(b),

(33)

to) = % yo) + % yin — T). (34)

Equation (34) is the result obtained by a comb filter whose
impulse response equals % 6(a) - % 5(n - T).

in this section, we have discussed various speech enhance-

ment techniques which capitalize on the periodicity of voiced
speech. Depending on how the periodicity of voiced speech is
specifically exploited, different techniques have been devel-
oped. All of them, however, have the common feature that
they are based only on the periodicity of voiced speech and
require accurate pitch information. Techniques for extracting
the pitch information from noisy speech will be discussed in
Section VI. Some performance evaluation results and poten-

tial advantages and disadvantages of the techniques discussed
in this section will be presented in Section VII.

V. SPEECH-ENHANCEMENT TECHNIQUES Basso
on a SPEECH MODEL

A digital model of sampled speech that has been used in a
number of practical applications and has a basis [6] -[8] in
the physics of speech production system was shown in Fig. l.
[n the model, the excitation source is either a quasi-periodic
train of pulses for voiced sounds or random noise for unvoiced
sounds. The digital filter represents the effects of the vocal
tract, lip radiation, and, for voiced sounds, the glottal source.
Since the vocal tract changes in shape as a function of time,
the digital filter in Fig. 1 is in general time varying. However,
over a short interval of time, the digital filter may be approxi-
mated as a linear time invariant system. Many systems which
capitalise on the underlying speech model discussed above
have been proposed in the literature for speech enhancement
and in this section we discuss some of those techniques.

in the speech enhancement technique based on an under-
lying speech model, the parameters of the speech model are
first estimated and then speech is generated based on the
estimated parameters. The parameters of the model consist of
the source parameters (pitch information) and the system
parameters (vocal—tract information). The problem of esti-
mating the source parameters from noisy speech will be dis-
cussed in Section VI, where we discuss techniques for band-
width compression of noisy speech, and in this section we
consider techniques for estimating the system parameters.
Given the estimated parameters of a speech model, speech can
be generated by a synthesis system based on the same under-
lying speech model or by designing a filter with the estimated
speech model parameters and then filtering the noisy speech.
The former approach requires both the source and system

parameters while the latter approach generally requires only
the system parameters as will be discussed later.
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The techniques to estimate the system parameters of a
speech model, of course. depend on the specific model as-
sumed. Even for the same speech model, however, there are
again a variety of different techniques that may be used in
estimating the model parameters. in Section V-A, we discuss
speech enhancement techniques based on an all-pole model
of the vocal tract and in Section V-B, techniques based on a
pole-zero mode] of the vocal tract. in Section V-C, we discuss
techniques based on nonparametric speech models.

A. Speech Enhancement Techniques based on an All-Pole
Model of Speech

In an all-pole model of speech, the transfer function V(z) in
Fig. l is modeled on a short-time basis as all-pole of the form

1

V(z)= ,,
1- Z a '34

It
k=1

where “,0" represents the order of all-pole model. Thus on a
short-time basis the speech waveform .r(n) is assumed to satisfy
a difference equation of the form

(35)

(36)

P

s(n)= Z tip '30: - k)+u(n}k=l

where nor!) is a pulse train for voiced speech or random noise
for unvoiced speech.

Equation (36) is sometimes referred to as an autoregressive
model or as a linear prediction model since the current sample
3(a) can be viewed as being predicted from a linear combi-
nation of past samples of 3(a) with an error of n(n}. For nota-
tional convenience, the all pole parameters will be denoted in
vector form as

(37)

The problem of estimating a given a segment of .901) has been
considered extensively I41] , [42] in the literature. in the
absence of background noise, many different approaches {41]
to estimate a lead to solving essentially the same set of linear
equations of the form

R'o=r (38)

where R is a p X p matrix and r is a p X 1 matrix. Depending
on how the matrices R and r are specifically obtained from
3(a), equation (38) is referred to as either the correlation or
covariance method of linear prediction analysis. The principal
advantages of the correlation method are that R in (38) is a
Toeplitz matrix so that particularly efficient algorithms (43)
to solve (38) exist and the resulting all-pole coefficients are
guaranteed to be stable.

The problem of estimating the all-pole parameters from the
noisy speech is a much more difficult problem and different
approaches generally lead to different results. One approach
is to simply solve (38) for all-pole parameters a where the
components of R and r are estimated amounting for the pres-
ence of noise. In the correlation method of linear prediction
analysis, the components of R and r consist of the first p + 1
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points of the correlation of .rw(n) representing 3(a) multiplied
by a time-limited window w(n) as introduced in Section "IA.

The Fourier transform of the correlation of awffl) is |S,,,.(cc)l2
and in Section III we have discussed various techniques to

estimate [Sw(t.o)l from the noisy speech. Then one approach

would be to estimate IS,,,(au)l2 from the noisy speech by one
of the techniques discussed in Section III. form R andr from
the inverse transform of this estimate and then solve for a in

(38). Techniques to estimate the all-pole coefficients in this
way have been considered by Magill and U11 [28] , Kobatake
er al. [44] , and Lim [18].

A more theoretical approach to the problem of estimating
the all pole coefficients a is to use well-known parameter
estimation rules. Before we discuss this approach in greater
detail, we review very briefly the general principles of param~
eter estimation.

Let A and R denote the parameter space and the observation
space, and assume that there is a probabilistic mapping be- '

tween these spaces with a point cc in the parameter space
mapped to a point r in the observation space. The parameter
estimation problem is to estimate the value of a: from the
observation r, using some estimation rule. The three estima~
tion rules known as maximum likelihood (ML), maximum
a posteriori (MAP), and minimum mean-square error (MMSE)
estimation have many desirable properties and thus have been
studied [45], [46] extensively in the literature. For non-
random parameters, the ML estimation rule is often used. In
the ML estimation, the parameter value is chosen such that the
chosen value most likely resulted in the observation r. Thus

the value of or is chosen such that pRMOrIa), the probability
density function of R conditioned on A, is maximized at the
observed r and the chosen value of a. The MAP and MMSE

estimation rules are commonly used for parameters that can
be considered as random variables whose a prior-i density
function is known. in the MAP estimation rule, the parameter

Value is chosen such that the a posteriori density pA1 R(oc|r) is
maximized at the observed r and the chosen value of or. ML
and MAP estimation rules lead to identical estimates of the

parameter value when the a priori' density of the parameter
in the MAP estimation rule is assumed to be flat over the

parameter space. For this reason, the ML estimation rule is
often viewed as a special case of the MAP estimation rule. In

the MMSE estimation rule ERR), the estimate of or, is obtained
by minimizing the mean-square error E[(&(R)— on“). The
MMSE estimate of o: is given by E[alr] , the a posteriori mean
of (1 given r. Therefore, when the maximum of the :1 parte-

n‘on‘ density function pAIRmIr) coincides with its mean, the
MAP estimation and MMSE estimation rules lead to identical
estimates.

Lim and Oppenheim [29] have considered estimation of the
all-pole coefficients 9 using MAP estimation, thus maximizing
p(aly) where3 y represents the samples of noisy speech with
the assumption that the excitation is white Gaussian noise.

The approach was motivated partly by the fact [29], [47]
that in the absence of background noise the MAP estimation
procedure with white Gaussian noise excitation leads to the

correlation method of linear prediction analysis which has

’For a more accurate representation, a probability density function
px(*) and the density function evaluated at x=xo should be distin-
guished. For notational convenience. pfxa) will be used in both cases
and the distinction will be left to the context in which it is used.
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Fig. 12. Linearized MAP (LMAP) algorithm for estimation of the all pole
parameters a and the speech vector .9 from the noisy speech vector y.

been successful in the analysis of both voiced and unvoiced

speech. In the presence of background noise. the MAP param-
eter estimation rule leads to solving a set of nonlinear equa—

tions (29). However, if a is estimated by maximizing p(a, 51y),
where 5 represents the samples of noise-free speech, then an
iterative algorithm which requires solving only sets of linear
equations can be developed. The iterative algorithm, referred
to as linearized MAP (LMAP) begins with an initial estimate

39 and then estimates s asEIs lamyl . With this estimate of s,
a new estimate 31 is obtained by the correlation method of
linear prediction analysis. With the new 31, the above pro-
cedure is repeated to obtain a newer estimate 61. It can be
shown {29) that estimating s as EIsI’a}, y] is a linear problem
and further that the above iterative procedure increases
phi, s Ly) in each iteration.

If an infinite amount of data is assumed to. be available, it
can be shown that estimating r as E[s18,-, y] is equivalent to
filtering the noisy speech with a noncausal Wiener filter whose
frequency response is given by

P,(w)

Pita) +Palw) (39)H(t.o) =

P309) = (40)
1p

1- 2 ex 'exp (-ftok}1c=1

where at in (40) corresponds to ii; and 3'2 represents the gain
in the excitation. A typical LMAP algorithm with the assump-
tion of an infinite amount of data is shown in Fig. 12. As is
clear from the figure, the approach based on maximizing
phi, Sly) estimates not only the all-pole coefficients but the
noise-free speech vector 5. Thus either’r‘can be utilized as the
estimate of 3(a), or the coefficients 3 can be used to synthesize
an estimate of the).

[n the LMAP algorithm, when a is estimated from 3 by the
correlation method of linear prediction analysis, the values
3‘ are used to form the short-time correlation which consists of
components of the form of s(t') '30). The LMAP algorithm
estimates s(t‘}s{j} by

SH} : :0) = Elsti)|3.y.l 'Els(i)l3.yl.

As an alternative, 30') ' :0} may be estimated directly by

so) = so) = and) - some, yl.

An iterative algorithm based on (42} has been referred to [29]
as revised LMAP (RLMAP) algorithm. It can be shown that

(4!)

(42)

159‘?

estimating r(i) ' 3(1' ) using (42) again requires solving only a
set of linear equations and as with the LMAP algorithm the
assumption of infinite data leads to a computationally simple
procedure which has a frequencydomain representation.
Furthermore, it can be shown {18] , [29] that each iteration
in the RLMAP algorithm increases p(oly} instead ofptje, sly),
thus corresponding to a true MAP parameter estimation rule.

As an alternative approach to estimate the all-pole param-
eters from a noisy observation, we may model the noisy all-

pole process by a pole~zero process, estimate the poles and
zeros, and then identify the all-pole parameters from the esti-
mated poles and zeros. Specifically, if we assume the excita-
tion in an all-pole process is white Gaussian noise and the
additive noise is also white Gaussian uncorrelated with the

excitation, then it can be shown [48] that the noisy all-pole
process can be modeled by a pole-zero system whose poles are
identical to those of the original all-pole system. By using a

pole-zero parameter estimation technique, the poles and zeros
of the pole‘zero system may be estimated and the resulting
poles may be identified as the poles of the original all-pole
process. This approach has been applied by Done and Rush-
forth [30] to estimate all~pole parameters from a noisy time
series, and may be applied to estimate the all-pole parameters
from noisy speech.

In the above we have discussed several approaches to esti-

mating the parameters in all-pole model of the vocal tract. In
the LMAP algorithm, the noise-free speech is estimated in the
process of estimating the all-pole parameters and thus the
estimate of noise-free speech can be directly used as the out

put of the enhancement system. In other approaches, how-
ever, speech has to be generated from the estimated all-pole
parameters. One way to generate speech is to use a speech
synthesis system based on the same underlying speech model
used in the analysis. This approach requires an estimation of
the source parameters. An alternative approach which does
not require an estimation of the source parameters is to form
Psuo) in (40) from the speech model parameters and then
form an optimum filter H043) as in (21). Then speech can be
generated by filtering the noisy speech. If the filtering is
performed in the same manner as in SectionAIll-B, i.e., H(w)
applied to Ywuo) to obtain the estimate Swan}, the tech»
niques discussed in this section again can be viewed as a par-
ticular method of estimating the short-time spectral amplitude
of speech discussed in Section Ill. The difference lies in the
fact that the techniques discussed in this section were devel-

oped by attempting to capitalize on a particular speech model.

B. Speech—Enhancement Techniques Based on o Pole-Zero
Model ofSpeech

Even though the all—pole model of speech has been used in
many speech communication problems, it is known [1‘], [8]
that a variety of sounds can be more adequately modeled by
a pole-zero system. In a pole-zero model of speech, the trans-
fer function We) in Fig. l is modeled on a short-time basis
to be of the form
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Fig. 13. A noisy speech model based on a pole-zero speech model.
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where :3 represents the order of zeros. Thus on a short-time
basis the speech waveform r(n) is assumed to satisfy an auto-
regressive moving average difference equation of the form

It

s(n)= i ak's(n-k)+ Z bk-um-k)kl! kao
(44)

where not) represents the source excitation, and a and b are
the system parameters of the model. An alternative represen-
tation of (44) is

(45a)

P

IO?!) = 2 at - x0: - k) +1101}k=1

.r(n) = i bk 'x(n - k).k-o

This corresponds to the overall system being represented as
the cascade of an all-pole and an all-zero model as indicated
in Fig. 13.

In general, estimating the zero parameters 5 in the presence
of noise is a very difficult problem since zeros are much more
easily masked by the background noise than poles. Neverthe-
less, techniques similar to those discussed in Section V-A have
been developed to estimate the zeros inthe presence of noise.
One approach is to enhance speech first by the techniques
discussed in Section III and then use available pole-zero pa-
rameter estimation techniques [49]-—[52] applicable to noise-
free signals.

Another approach to the problem of estimating the model
parameters a and b is to use well known parameter estimation

rules. Musicus and Lirn [31] and Musicus [32] considered
using the MAP estimation rule and have shown that the itera-
tive algorithms discussed in Section V—A for an all-pole model
can be generalized to a pole-zero model. Specifically, the
LMAP algorithm can be generalized by attempting to maxi-

mize phi, b, x ,Iy) where .1: represents the samples of :01) in

(45) and Fig. 13. Thegeneralized algorithm begins with an
initial estimate so and bu, from which the estimate 1 of x is
formed as x =Elxlao, ha, y]. With this estimate ofx, a new
estimate a. and b. , is obtained as 3,, 51-=E[c, b“I91 With
the new a, and b, the above procedureis repeated to obtain
an updated estimate a, and be. It can be shown (32) that
the steps discussed above involve solving only sets of linear
equations and further that the above iterative procedure in-
creases p(c, h, xly) in each iteration.

in the generalized LMAP algorithm discussed above, when
a and b are estimated from f, the values ii are used to form
products of the form x(i) ' x0}. The generalized LMAP
algorithm estimates x0“) - x(i) as

no can =E[x(i)|3, 3..” comm, 31y]. (46)

(45 b)
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As an alternative, x(i) - x(;' ) may be estimated directly as

no *xc) = Elxfi) ‘xml a, Sly]. (47)

As with the all-pole case, an iterative algorithm based on (47)
increases p(c, bly) in each iteration (32). In both the general-
ized LMAP and RLMAP algorithms, an infinite data assump-
tion leads to a computationally simple procedure which has
a frequency domain representation. Generation ,of speech
from the estimated model parameters is essentially the same as
in the all~pole model case discussed in Section V-A.

C. Speech-Enhancement Tech niquer Based on a
Nonparametric Model of Speech

In Sections V-A and V-B, we have considered speech en-
hancement techniques based on a parametric model of the
vocal—tract transfer function V(z). Nonparametric representa-
tions for V(z) such as homomorphic analysis of speech can
also be considered (53). For a nonparametric representation

of Va), it is the impulse response v01) which is estimated
rather than the model parameters. Two specific speech en-
hancement techniques which are based on a nonparametric
model of speech are a system developed by Miller [25] to
remove record noise and the orchestral accompaniment from
early recordings of Enrico Caruso, and a system by Suzuki
[26], [27']. The two systems were briefly discussed in Sec-
tion II.

A simple alternative approach to capitalize on a nonparamet-
ric representation of speech is to first enhance speech by any
of the techniques discussed in Section III, and then estimate

the impulse response by deconvolution techniques [1], [54]
based on a nonparametric representation of speech such as
homomorphic speech analysis [53] . A more theoretical ap-
proach to estimating the impulse response based on classical
estimation rules is a much more difficult problem. Even
though iterative algorithms similar to those discussed in Sec-
tions V-A and V-B can in principle be developed, relating the
algorithms to an estimation rule such as MAP estimation is
not an easy task.

VI. TECHNIQUES FOR BANDWIDTH COMPRESSION or
Norsv SPEECH

Much of the discussion in the previous sections focused on
the problem of processing degraded speech in preparation for
listening, with the objective of improving quality, intelligibility
or some other attribute. A related but distinct problem is that
of processing degraded speech in preparation for coding by a
bandwidth compression system. It is commonly understood
that robustness is a problem in bandwidth compression of
speech, specifically that performance degrades quickly [55]-
[57] as the signal-to—noise ratio decreases. Thus it is impor—
tant to develop techniques for bandwidth compression which
specifically account for the presence of noise.

There are two basic approaches typically considered. The
first, depicted in Fig. 14 corresponds to using a conventional
bandwidth compremlon system preceded by a preprocessor to
first reduce the background noise. In this case any of the
variety of noise reduction systems which were discussed pre«
viously could potentially be used. A number of systems for
bandwidth compression of noisy speech in the form of Fig. 14
have been implemented and evaluated. Typically, whereas the
intelligibility of the output of the noise reduction system is less
than that of the input, the intelligibility of the output of the
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Fig. 15. A system for classification of noisy speech by McAulay [63]. [64] .

bandwidth compression system is higher than would be
achieved if the noise recuction system were not present.

An alternative approach is to directly incorporate into the
bandwidth compression system the knowledge that the model
for the input signal is speech plus additive noise. For example,
various systems for compression of undegraded speech are
based on parametric modeling of the speech waveform [41],
[42]. The parameters are coded and transmitted and at the
receiver are then used to resynthesize the speech. One partic-
ularly successful form for such a system referred to as linear
predictive coding (LPG) represents the speech signal in the
form of Fig. l with the vocal-tract transfer function modeled
on a short-time basis as an all-pole filter. As was discussed in
Section V—A, there are available a variety of successful
approaches to estimating the parameters of the vocal-tract
transfer function. The remaining parameters are those used to
represent the excitation function and correspond to a deci-
sion as to whether, for each segment, the speech is voiced or
unvoiced, and if voiced a determination of the fundamental
frequency. Again, for the case of undegraded speech, there are
a variety of successful systems for estimating the excitation
parameters [581461].

For speech degraded by additive background noise we can,
in a similar fashion, attempt to estimate the parameters. In
particular, in Section V—A we discussed for degraded speech
the estimation of the parameters in an all-pole model and in
Section V—B the estimation of the parameters in a pole-zero
model using MAP parameter estimation techniques. In the
context of that discussion the parametric modeling was
directed at an enhancement system. Clearly, however, the
parameters can be coded with the speech resynthesized at the
receiver, just as is done with conventional LPC. In addition
to the resulting bandwidth compression, the system also per-
forms as a speech enhancement system.

Another example of a speech compremion system which has
been modified to account for the presence of additive noise is
the spectral envelope estimation vocoder developed by Paul

[62] . In his speech compression system, the vocal tract trans-
fer function is estimated by first carrying out a high-resolution

spectral analysis for each speech frame. The peaks corre-
sponding to the spectral envelope at the frequencies of the has
monies of the fundamental frequency are then located. Next,
the spectrum is interpolated between these frequencies to ob-
tain an estimate of the spectral envelope, corresponding to the
vocal-tract transfer function. In the modification of the sys-
tem when background noise is present, the assumed spectrum
for the background noise is subtracted from the spectral en—
velope obtained for the degraded speech. This new estimate
for the vocal tract transfer function is then used to provide the
parameters for the synthen'zer.

The above approaches provide several alternatives for ob-
taining parameters representing the vocal-tract transfer func-
tion. In general it appears to be considerably more difficult
to extract excitation parameters from degraded speech. Em-
tally all algorithms for determination of excitation parameters
with undegraded speech become seriously degraded with even
moderate signal-to-noise ratios and to a large extent the esti-
mation ot excitation parameters from noisy speech remains a
current area of research. Particularly difficult and unresolved
is the determination of whether a given segment of speech is
voiced, unvoiced or silence. McAulay [631, [64] has pro-
posed one system for optimum speech classification based on
the principles of decision theory. The resulting system is
shown in Fig. 15. This system requires an estimate of the fun—
damental frequency under the hypothesis that the speech is
voiced. For voiced speech, one approach for determination of
the fundamental frequency that has been particularly succes-
ful is the maximum likelihood pitch estimator as proposed by
Wise er a1. [65]. They formulated the problem as that of esti-
mating an unknown periodic signal in white Gaussian noise of
unknown intensity. The resulting procedure for obtaining the
optimum estimate of the pitch period corresponds to con-
structing a bank of comb filters each tuned to a slightly dif-
ferent pitch period and choosing as the estimate the pitch cor-
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responding to the comb filter for which the output energy is
largest.

Another, somewhat different approach to obtaining an exci-
tation for the synthesizer, which requires a higher data rate has
been proposed by Magill and Un [28]. The overall system for
noise reduction is based on the use of all-pole modelling of the
vocal tract transfer function as outlined in Section V, with an
excitation function obtained by passing the result of low-pass
filtering the residual signal for the noisy speech through a non-
linear distortion to broaden its bandwidth.

VII. PERFORMANCE EVALUATION

The performance evaluation of the various systems discussed
in this paper is a very difficult task, partly because the per-
formance of a system may vary depending on the particular
application under consideration. Some systems which improve
speech quality may decrease speech intelligibility. Some sys-
tems which improve speech intelligibility in the context of
bandwidth compremion may decrease speech intelligibility in
the context of speech enhancement. Some systems which im-
prove speech quality when the speech degradation is due to
additive random noise may not even be applicable if the deg-
radation is due to a competing speaker.

A further complicating factor in evaluating the system per-
formance is that the objective of various systems discussed in
this paper is generally an improvement in some aspects of
human perception such as an improvement in speech intelligi-
bility or quality, or reduction of listener fatigue. Since the
human perceptual domain is not well understood, a careful
system evaluation requires a subjective test such as a speech in-
telligibility or quality test. A careful subjective test can be
tedious and time consuming, and generally requires processing
a large amount of data.

Because of the difficulty involved in the evaluation, only a
few systems have been carefully evaluated by a subjective test
for some particular environments. A few others have only
been evaluated based on an objective measure such as SIN
ratio improvement even though such an objective measure
does not correlate well with a subjective measure. In this sec-
tion, we summarize the performance evaluation that has been
reported for some of the systems presented in this paper.
Since the evaluation has been based on different procedures,
test material, environments, etc., no attempt is made to com-
pare individual systems. In Section VII-A, the evaluation of
high-pass filtering and clipping for speech enhancement is
summarized. It has been reported that this system noticeably
improves intelligibility despite the fact that speech quality is
seriously degraded. In Section VII-B, the evaluation of high-
pass filtering for the specific phoneme Is} and creating short
pauses before plosive sounds for speech enhancement has been

summarized. It is reported that this system noticeably im-

proves speech intelligibility if tue locations of the phoneme Is!
and the plosive sounds are accurately known. In Section VII-C,
the evaluation of one of the spectral subtraction techniques is
summarized. In the context of speech enhancement the sys-
tem does not improve speech intelligibility but improves speech
quality. In the context of bandw'idth compreslon, the system
appears to improve intelligibility. In Section VII-D, the evalu-
ation of adaptive comb filtering for speech enhancement is
summarized. Here again despite an improvement in SIN ratio,
the system reduces intelligibility. In Section VII-E, the evalua-
tion of splicing of autocorrelation function {SPACJ indicating
an improvement in speech quality is summarized. In Section
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Fig. 16. Intelllgibllity scores of high-pass filtering and clipping, and
high—pass filtering, clipping and differentiation for enhancement ,of
speech deyaded by wide-band random nuke. after Thomas and
Ravindran [13].

Vll-F, the evaluation of the LMAP and RLMAP techniques is
summarized. The LMAP technique appears to improve speech
quality both in the context of speech enhancement and band-
width compression. Based on an objective measure, the LMAP
and RLMAP techniques estimate speech synthesis parameters
more accurately in the context of bandwidth compression.

A. High-Pass Filtering and Clipping

As was discussed in Section II, high—pass filtering and clipping
have been considered for speech enhancement by Thomas and
Ravindran [13] . Their evaluation was based on a speech intel-
ligibility test with the test material of Harvard PB-SO (phoneti-
cally balanced) word lists when the degradation is wide-band
random noise. They also evaluated high-pass filtering, clipping
and differentiation for speech enhancement. The results of
their evaluation are shown in Fig. 16.

Before we discuss the results of the evaluation, we review
very briefly speech intelligibility tests. In a typical speech
intelligibility test [66] , [67] , listeners are presented with test
material and asked to identify the test material or answer
questions based on the test material. For example, listeners
may be presented with sentences, words or syllables and asked
to write the test material that they heard or choose one out of
several options which most closely resembles what they heard.
Alternatively, listeners may be presented with a paragraph and
asked to answer questions based on the contents of the
presented paragraph. From the responses of the listeners the

intelligibility score, the percentage of “correct” answers based
on some predetermined criterion, is computed. For a given
type of degradation, the intelligibility score is generally ob-
tained for several different levels (amounts) of degradation.
The amount of degradation is represented in terms of SIN
ratio. For the same type and level of degradatoin, the intelli-
gibility score can vary considerably depending on the test pro-
cedure, test material, training of subjects, etc. Furthermore,
the definition of SIN ratio employed varies from one evalua-
tion to another. Therefore, two systems evaluated differently
and possibly with a different definition of SIN ratio cannot
be compared based on the intelligibility scores alone. How-
ever, it is generally established that if one system is superior to

 



Ex. 1014 / Page 19 of 33

LI‘M AN D OPPEN'HEIM: ENHANCEMENT AN D BANDWIDTH COMPRESSION

o------ +3 PsocrssecINTELLlGlBILITYSCORE(percent)
I—-—I UNPROCESSED 

.__;___|__L_.__I_..-8 —e o a
SIM FmTIO (63}
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Fig. 13. lntelllgibillty scores of a spectral subtraction technique for en-
hancement of speech degraded by wide-hand random noise. after
le[19].

another when evaluated by the same test, a similar result also
holds when evaluated by different types of intelligibility tests.

The results in Fig. 16 imply that the two systems studied by
Thomas and Ravindran [l3] noticeably improve speech intelli-
gibility when the degradation is due to additive wide-band
random noise. Since the results reported are somewhat un-
expected and the implication of the results is quite important.
we feel that a more extensive intelligibility test should be per-
formed to verify the results. Even though the intelligibility
may be improved. the clipping operation significantly distorts
speech and the quality of speech would be noticeably degraded.
If the possible improvement in intelligibility is primarily due
to blah-pass filtering as discussed in Section II, than the
clipping operation would be unnecessary and the degradation
of speech quality is not a problem.

B. System by Dmcker

As was discumed in Section II, for speech enhancement
Druclter [14] considered high-pass filtering the phoneme is;

160)

and introducing a short pause before plosive sounds such as
in}, iii, and [iii assuming their accurate locations are known.
He evaluated the system based on an intelligibility test using
words as test material when the degradation is due to wide-
band random noise. The results of the evaluation are shown in

Fig. 17. The results show that the system improves the intel-
ligibility considerably. However, the system assumes that the
phoneme [sf and the plosive sounds can be accurately located.

C. Spectral Subtraction

The spectral subtraction technique for speech enhancement
shown in Fig. 5 was evaluated by Lint [191 using nonsense
sentences as test material when the degradation is wideband
random noise. When the parameter “a” equals two, the sys-

tem corresponds to the power spectrum (or correlation) sub-
traction technique. When “a" equals one, the system cor-

responds to the speech enhancement system considered by
Boll [201. The results of the test are shown in Fig. 18 as a
function of SIN ratio and the constant “a". The results of
the test show that intelligibility is not improved at the SIN
ratios at which the intelligibility scores of unprocessed non-
sense sentences range between 20 and 70 percent. However,

processed speech with a = l or 0.5 sound [19] distinctly “lees
noisy" and of “higher quality”4 at relatively high SIN ratios.

The evaluation results discussed above may be partially ex-

plained by considering Fig. 6. From the figure, when the
background noise is wide-band random noise, most spectral
subtraction techniques emphasize large amplitude spectral
components of noisy speech relative to those with smaller
amplitudes. Since unvoiced speech or higher formants of
voiced speech generally have lower energy relative to lower
formants of voiced speech, spectral subtraction in a white
noise environment has the effect of emphasizing lower for-
mants of voiced speech while deemphasizing unvoiced speech
or higher formants of voiced speech. Such an operation im—
proves the SIN ratio but may in fact decrease speech intelligi-
bility, which is the result observed by Lirn [19].

The evaluation result of the same spectral subtraction tech-

nique discussed above with a = 1 was reported by Bell [20]
when the degradation is due to helicopter noise. The results
based on a Diagnostic Rhyme test [711,172] indicate that at

the SEN ratio at which the intelligibility score of unprocessed
speech material is about 84 percent, the system does not im-
prove intelligibility but improves quality, which is consistent
with the results by Lint. When the system is used as a preprcr
comer for a bandwidth compression system, some improve-
ment in intelligibility was reported over the bandwidth com-
pression system without the incorporation of a preprocessor.
A similar result to the above has also bcenreported by Preuss
[22] for a slightly different spectral subtraction technique
when the background noise is airborne command post noise.

D, Adaptive Comb Filtering and Adaptive Filtering

The adaptive filtering technique by Frazier at at. [39] dis-
cussed in Section IV was evaluated by Perlmutter st cl. ['73]
using nonsense sentences as test material when the degradation
is due to a competing speaker. The pitch information used in

4The “quality” of speech is much more difficult to quantify than the
'fintelugibiflty“ of speech and its meaning can vary considerably among
different listeners. Consequently. there is a years: diversity in the
techniques employed to measure speech quality than intelligibility. In
presenting results on speech quality in this paper. no attempt will be
made to discuss various different speech quality tests employed. Dh-
cussions on speech quality tests can be found in [681-1 TOI.
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Fig. 19. intelligibility scores of Frazier's filtering technique for en-
hancement of speech degraded by a competing speaker. (After Perl-
mutter eral. [v3].)

the adaptive filtering was obtained from noise-free speech.
The results of the test are shown in Fig. 19. Their results indi—
cate that even with accurate pitch information, the adaptive
filtering technique decreases intelligibility at the SIN ratios at
which the intelligibility of unprocessed nonsense sentences
range between 20 and 70 percent.

A modification of Frazier’s adaptive filtering technique was
evaluated using nonsense sentences as test material when the
degradation is due to wide-band random noise [74]. The
pitch information used in the processing was obtained from
noise-free speech. The results of the test are shown in Fig. 20.
Again, the results show that even with accurate pitch informa-
tion, the adaptive filtering technique tends to decrease the in-
telligibility at various SIN ratios. Since in practice accurate
pitch information is not available and cannot be expected to
be obtained from degraded speech, the intelligibility scores
will be even lower than shown in Figs. 19 and 20.

To the extent that voiced speech is periodic, the SIN ratio
improvement for voiced speech using Frazier’s adaptive fil-
tering can be analytically calculated. For the modified adaptive
filters [74] , the SIN ratio increase is 3.5, 7, and 10 dB corre-
sponding to the filter lengths of 3, 7, and I3 pitch periods.
It is interesting to note that a higher SIN ratio increase leads to
a lower intelligibility score. This is partly due to the fact that
voiced speech is not strictly periodic and the periodicity
assumption is more seriously violated by a filter with a longer
impulse response thus causing a higher signal distortion.
Despite the decrease in speech intelligibility, speech processed
by an adaptive filter sounds “less noisy“ due to the capability
of the system to increase the SEN ratio.

E. SPA C

As was discussed in Section [1, a speech enhancement system
based on splicing of autocorrelation function (SPAC) was
developed by Suzuki [26}. The system was evaluated by
Nakatsui [75] based on a speech quality test when the
degradation is due to Wide-band random noise. The results of

the test show that above 5 dB of SIN ratio, SPAC does not
improve speech quality. In fact, at high SIN ratios, SPAC is
expected to decrease speech quality since SPAC replaces one
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improved by Lin-1 er at. [T4] for enhancement or speech degraded by
wide-band random noise. (After Lim er a1. [74] .)

period of speech with a correspondfiig period of short-time
autocorrelation function thus causing some speech distortion.
Below about 5 dB of SIN ratio, however, some improvement
in speech quality by SPAC was reported.

F. LMAP and RLMAP

The LMAP technique discussed in Section V was evaluated
by Lim [ [8] based on a speech quality test using sentences as
test material when the degradation is due to wide-band ran~
dom noise. The results of the test indicate that the LMAP

technique improves speech quality at various SIN ratios both
in the context of speech enhancement and bandwidth com-
pression of noisy speech.

Both the LMAP and RLMAP algorithms were evaluated by
Lira [18] based on an objective measure in the context of
bandwidth compression of noisy speech. In the evaluation, a
number of sequences of noisy synthetic data were generated
by exciting known all pole filters with white Gaussian noise
or a train of pulses and then adding wide-band random noise
at various SIN ratios. From the noisy synthetic data, all pole
coefficients were estimated by the correlation method of
linear prediction analysis, the LMAP and RLMAP algorithms
discussed in Section V. The estimated all pole coefficients
were then compared with the known all pole coefficients to
form an error measure defined by

" p

3:15.] [logll-Zayeprfiwi)!—:r m

p 2

-log|l~23;'exp(-j‘wi)l] 'dw (43}{-1

where “k" is a constant, a; and 3; represent the known and
estimated all pole coefficients. The error measure E defined
by (48) has some correlatiOn with perceptually important
aspects of speech (41). in Fig. 21(a) is shown the error E
averaged over many different sets of all pole coefficients when
the excitation is white Gaussian noise. In Fig. 21(b) is shown
the averaged error B when the excitation is a train of pulses.
The results in Fig. 21 indicate that based on objective mea-
sure given by {48) the LMAP or RLMAP algorithm estimates
the all pole coefficients more accurately than the correlation
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Fig. 21. Performance comparison of correlation method. LMAP and
RLMAP techniques in estimating all-pole parameters from noisy
Synthetic data. (After Lip: [18].) (s) Random-noise excitation.
(1:) Pulse train excitation.

method of linear prediction at various SIN ratios when the
background noise is wide-band random noise.

VIII. CONCLUSIONS

In this paper, we have attempted to survey a variety of sys-
tems for speech enhancement and to incorporate them within
a common framework. As was evident in the discussion it is
possible to generate an almost unlimited number of systems
many of which are conceptually plausible. Furthermore many
of these systems lead to an improved speech to noise ratio
which is perceived as higher quality, particularly when the test
material is familiar to the listener so that intelligibility is not
an issue. However, almost all of these systems in fact reduce
intelligibility and those that do not tend to degrade the
quality. This suggests then that there remains considerable
further work to be done and room for improvement.

As an additional important consideration the evaluation of
an enhancement system is very much dependent on the con-
text in which it is to be used. In some applications it is intel-
ligibility that is of overriding importance and in others it is
quality. Additionally a system may perhaps slightly reduce in-
telligibility but also reduce Intener fatigue so that with an
extended listening task intelligibility is eventually increased.
To our knowledge none of the systems discussed have been
evaluated in terms of their potential to reduce listener fatigue.

Essentially all of the systems considered here have their basis
in a mathematically optimal procedure such as minimisation
of mean square error or maximization of a probability

1 603

function, followed by a number of empirical variations. It is
generally known that these criteria are not particularly well
matched to auditory perception and it remains to develop a
mathematical error criterion that strongly correlates with
human perception.

An area in which speech enhancement systems have been
successful is in the context of bandwidth compression. Since

speech bandwidth-compression systems tend to degrade
quickly in the presence of background noise, preprocessing
with a speech-enhancement system prior to bandwidth com-
pression leads to higher intelligibility after compression than
would be obtained without the preprocessor. In addition as
was discussed in Section VI some systems are specifically for-
mulated as analysis-synthesis or bandwidth-compression

systems with noisy inputs. of particular difficulty in narrow-
band speech compression systems is the determination of
excitation parameters including pitch and a voiced, unvoiced
or silence decision.

We hope that the framework developed in this paper will
provide the basis for further research into speech enhancement
techniques and will avoid the rediscovery of existing tech-
ques. In our opinion, the problem remains an important and
vital one with a need for trash approaches and insights which
we hope will emerge over the next several years.
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Manning. Eric 6.. see Tobagi. Found A.; PROC v66 nil Nov 78 [4231447
(2314)

Martin. Clyde E; PROC v67 at Jan .79 187483 (BM-It).- Reriew o
Heymann. M.; Structure and Realization Problems in the Theory 0
Dynamical Systems: Springer-Verlng (New York, NY) 1975

Martin. James; Future Developments in Telecommunications;
Prentice-Hall (Englewood Cliffs. NJ) [978. Review by Mates. Fred;
PROC v67 n9 Sep 79 [313 (200'!)

[Martin Jenn-Louis. see Cauterntart. Michel; PROC v67 it? In! 79

singling-m” "Cir” n L 0cm»: M 79861~862 (2mV. K” see art. . .; PR 0
Mates, Fred: PROC v6? n9 Sep 79 13113 (2001'),- erieiv of Martin. James;

Future Develo meats in Telecommunications; Prentice-Hall
(Englewood Clif 5. NJ) 1973

Manual-lag?“ see Yuki, Shuomi; PROC 967 all? Oct 79 1459-1460(1F
Matthews. I'L. Ed: Surface Wave Filters: Desi . truction, and Use;

Wiley (New York. NY) 1977. Review by . Kenneth IL; PROC
to? a? Jul 79 toss-108? (2301)

Marne. John. see Denyer. Peter 3.; ”(CC rd? of Jan 79 42-50 (IBM)

 



Ex. 1014 / Page 28 of 33

IEEE PROC 1979 INDEX - 6

May. E. J. P, m Prasad. N_ K.; PROC v67 :12 Feb 7'9 320-322 (2A07)
McClellan. James H., m Lang, Stephen W; PROC v67 M May 79

860-861 (21:05) -
MeCne, J. J. (3.: A note on the Hamming wei tin of linear-FM pulses

inn}; PROC v67 nil Nov 79 [575-1577 Ali'sMe l. J.; The Theory of Information and Coding: A
Mathematical Framework for Communication: Addison—Wesley
(Reading. MA) i977. Review by Longo. Giuseppe; PROC v67 nit}
0c: 79 1467-1468 (1007)

Mead, Chrlea N. see Thomas. Lewis 1.. 1L; PROC v67 n9 Sep 79
13224337 (2CIZ)

Meaghan Barnard, Jr.. see Steinberg, Bernard D.: PROC v67 :19 Sep 79
13704371 (2004)

Mehra. km E. and Dimitri G. Lainiotis; System Identification:
Advances and Case Studies; Academic (New York. NY) i976. Review
a E khoff, Peter; PROC v6? n4 Apr 79 702 (3F13)

M alas I)... see Melen, Roger 1).; PROC v67 n9 Sep 79 [274-12851605

Mele(l. Roger ‘D.. Albert Macovski and James D. Meindl; Application of
inte ted electronics to ultrasonic medical instrunients: PROC v67
:19 55:; 79 DIM-1185 (1605}

Meredith, lit-ole. .ree Monroe. Judson; Kendall/Hum (Dubuque. IA)1977
Mmu. R. 191., m Shaw. G. A; PROC v67 in? Jul 7'9 1031-1083

(2am)
Mmtt, Russell 1111.: The ocessing ol' hexagonally sampled

two-dimensional s' ; PR C 96? :16 Jun 7‘9 930-949 (iDlO)
Met-tel. Herbert IL: nternational and National Radio F 1.1qu

Interference Regulations. Mnlti-Volume EMC Encyclopedia ties.Vol. 1; Dan White Consul'rontr. inc. {Gainmille VA) 79 8. Review by
Hill. Jim: PROC v67 n70 Oct 7'9 1469 (1009)

Mestha, A.. C. Vidallon and S. Geronimi: The time domain solution of
the Volterra functional equation: Ap lication to nonlinear circuit
anal sis (LIL); PROC v67 113 Mar 79 331-432 (2AM)

M Alexander Fa see Ahmed. Mahluz; PROC v67 :14 Apr 79466-483 (11306)
Mlgdal. A. 3.: Qualitative Methods in Quantum Theo ; Benjamin (New

York, NY) f977. Review by Bartram. Ralph H.: P or: v67 in Apr ?9701-702 (3F12)
Milli, Milka M. and Miodrag V. Gmitrovic; Efficient calculation of the

Eliscrete state transition matrix (Ltr.); PROC v67 :14 Apr 79 680-6823E05)
Mlller. Edward F, Jr.; PROC v67 of Jan 79 [87 (JBMk Review 0 Holt.

R. C.; Fundamentals of Structured Programmin Using ortran
with SEN: and Watfiv.S: Restart Pub. (Reston. VA 1977

mum. lealrll. M Yamashita. Sadahiko; PROC v67 «72 Dec 79
1666-1667 (IF14) '

Mlln. S. Lsee Smupak, 1.; PROC v67 n7 Jot-1.79 180-181 (3A1 1)
Min. Benji! K, Gm! ed. and Desmond F. Shmhan Guest ed; Scanning

the tongs—Special issue on mtma'' tunzod' filters; PROC v6.7 is! Jon 793-5 1A )

Mlfln. Raj. Wai Lee K0 and Yahya Rahmat-Sarnii: Transform a proach

tonalzectromagnetic scattering; PROC v67 it” Nov 79 l 6-15031 1

Ming-oh?) Manila), see Furuya. Kazultito: PROC v67 in! Apr 79 694(3?!)

Mblaltlta, T... see Nakayama. 1.; PROC v67 all Dec 79 1669-1670 (10-03}
Mblla. Taken, Katsuyoshi Tamagawa and Takeshi Watahilii;

Ternary-to-analog converters using resistor ladders (Ltr.): PROC v67
nSAu 791165-i166(lF07)

Moflatgmlfivfl I... see Chan. Luen C.; PROC v67 :17 Jul 79 991-10001
Mollie. Judson, Carole Meredith and Kathleen Fisher; Science of

Scientific Wri ‘ ; Kendall/Hon: (Dubuciue. 1A} 7977. Review by
Schlesinger. E ‘37; PROC v67 of Jon 79 88-189 (3305)Home. Richard 5.. an Adrian K. Fun : Radar determination of winds at
sea; PROC v67 7!” Nov 791504- 521 (1036}

Mama, M. Gregor and Sarosh N. Talukdar; Electric powar load
maria t: Some technical. economic, regulatory and social
issues; PROC v67n2 Feb 79 241-312(1DD9)
. Correction PROC v67 n9 Se 79 I371 (2005}

-Mm M. Gm. m Riah, illiam R.; PROC v67 7110 Oct 79
1416-1427 (ICIZ)

Mort. Sflnaake. see Shinriki, Masanori; PROC v67 in? Feb 79 322-324
(mm

Monte. 1... Robert: PROC v67 n5 May 79 875 (2GO6); Review of Taylor.

E. Bell; DigtRlASi 9 al Processing in FORTRAN; Lexington Book:' ) re

, V V. and Ilia B. Muehnik; Linguistic analysis of experimentalcurves: PROC v67 n5 May 79 714-73 (IAl2)
Mattel. Ronald A., see Pridhem. Roger G.; PROC v67 :16 Jun 79 904-9191312

Much ill: IL. see Mottl’. Vadim V.; PROC v67 n5 May 79 714-736
PM?”

M . [Josiah Kaveli aurlid Glen liaisekeoonstructivea ‘cationsto trasonics: R v67.MA 79
slow-(law) ppli pr _

Murcia. Tattoo; PROC v6? in? Feb 79 335 (2308); Review of Linguist.
Claude 5.: Active Network Design with Signal Filtering
A lications: Steward(1..on Beach. CA) I977

Math. see Cassara. F.; PRO v67 :12 Feb 79 330-332 (2303)
Myers. Basil R.; Digital filters with a Fibonacci-based impulse response

(Lin): PROC V6? of} Nov 7'9 1562-1563 (1603)

N

Nadier. Min-ton: Out ut-extended sequential machines (Ltr.); PROC v67
n5 Mo 79 364- (21:09)

Nani, Junlléhl. see lnui. Osamu; PROC' rd? of Jan 79 20-24 (IBM)
Natalie. Koujt. see Yuki. Shuomi; PROC v67nitl Der 791459-1460(1Fl3)
Nakayama. J.. H. Ogura. T. Miyashita and T. Shibayanta;

Two-dimensional imaging by means of multifrequency hologram
matrix—An ultrasound experiment (Lon): PROC v67 iii? Dec 79
[669-1670 (1003)

Mandi. R. and A. K. Bandyopadhyay: A high-input impedance
invertin noninverting active gain block (Ltr.}: PROC v67 “Apr 79
690(3F l)

Nandt. R.: A new active-R nonidea] series resonator and its application in
a low-pass filter realization (LIL); PROC v67 :17 Jul 79 1078-1080
(2A0?

Randi, IL; )A new equal-valued grounded-capacitor resonator realization
using current conveyor (Lu-J: PROC v67 n5 May 79 870—371 (2001)

Nandi, IL; Inte ble insensitive subaudio-frequen sine-wave generator
using DV VS/DVCCS (Ltr.); PROC v67 it J Nov 79 1568-1569
{1614)

Nandl. IL; New grounded-ca acitor ideal differentiatot's (Luz); PROC
v67 114 Apr 79 685-687(3E10)

Nandi. IL: New grounded-capacitor realizations of a third-order low—pas:
Butterworth characteristic using the DVCCSIDVCVS (LIL); PROC
v67 n? In! 79 1080-1031 (2A09)

Nandt, IL: Novel active-R ideal frequency-dc ndent negative-resistance
simulation (LIL); PROC v67 n7 Jul 79 1 (2MB)

Naraaoug, Chain and Dan Hammer-strum: The latency reduction of
bidirectional magnetic bubble memories (Lin); PROC v67 in? Feb 79
328-330 (ZBOI)

”Wis" m Bhattacharyya. B. 3.; PROC v65 it!) Dec 77 1726-17271 l )
Nedllllstdi. Astral; Improved low-fr uen

PROC v67 it” Nov 79 1569-1570 01

New. Geoffrey H. C.; Theory of ‘ve mode-locking in giant pulse
lasers: PROC v67 113 Mar 79 3 0-396 (1004)

Nflxherg, Ramon; Spectra] estimation: An impossibility? (LIL): PROC
v6.7 :13 Mar 79 437-433 (ZAlfl)

Comments. PROC v6? n12 Dec 79 1672-1673 (1606)
Noegren. Philip E” see Preston. Kendall. In: PROC v67 n5 Mg! 79

826-856 (2C 13}

current amplifiers (Lin);

0

(Mess. lame IL: Comments on 'A grounded inductance simulation

usingo the DVCCSXDVCVS': PROC r67 n72 Der: 79 1662-1663(lFl )

Ognra. 1-1.. see Nakayarna. 1.; PROC‘ v67 372 Dec 79 1669-1670 {1603

OhugLosm} see l-loyano. Atsushi; PROC ed? a! Jan 79 170-1 1( A 1.

Oltnttglta.0 Tobin. see Hoyano. Atsuslti: PROC v67 ill' Jail 7'9 170-171A 1]

0k Shlnya. see Yakuwa. Kazuo; PROC v67 n7 Jon 79115-119 (2AM)

Ollner. A. A, Ed; Acoustic Surface Waves; S r-Verf? (NW York,NY) 1978. Review by van de Vaart. 1-1.: P 0C v6 n71 Nov 79
1579-1530(2A11)

Oliver. G. Clinics, Jr... see Thomas, Lewis .1.. Jr.; PROC v67 n9 Sq» 791322-1337 {2C12)
Once. Morin: Crystal. ceramic. and mechanical filters in Japan: PROC

v67 n7 Jan 7'9 75-10Q(1F07)
Ophir. Jonathan and Nabil F. Maklad: Digital scan converters in

diagnostic ultrasound ima 'nfi: ”ICC :67 M A 79 654-664 (3037]. Correcrion. PROC M7115 av 79 1577 (2A
Opp-helm, Alan 9.; Applications of Digital Si Processing;

Prentice-Hall (Englewood Cliffs. NJ) 7978. Review y Peterson. Allen
M-: PROC v6? on Nov 791578-1579(2A10)

W104) Alan V" see Lim. Jae 5.; PROC v67 n72 Dev: 79 1586-1604{ A

(Huddle. S. J.: Discrete solitons in the bilinear transformation (Lin);
PROC v6? of Jon 79 175~l76( AM)

O’Hara-he. Jenni. m Badler, Norman 1.; PROC all? all! Oct 79
1397-14103 (IBM)

Ouch. 5.. see Toda. M.: PROC v67 trade: 79 [lit-[1733513)M,J.MandB.J.Riokett:Fineetructnrein spooked
GaAlAs heterostructure laser: (LIL); PROC 1157 M2 Dec 79
1671-1672 (1605)
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Ostenrnltler. J. M. and B. J. Rickett: GaAs MESFET demodulales

§igabit si s] rates from GaALAs injection laser (Lin); PROC v67 nonot 79 368 (ZAOI)
Otues, Robert K. and Loren Enochson; Ap lied Time Series Anal sis;

Wiley (New York, NY) i978. Review by watra, Subhash C.: 1’ 0C
v67 it“ Nov 79' l578(2A10)

P

Pallt, a. see Gufifta. A. Sen; PROC 96? HI Jon is ns-tso (3am)I' ., see Pookaiyaudom, 5.; PROC v6? :16 Jim 79 960-96!
(IFIZ)

Parent, .1. P., S. Shen and G. Thomas; Convolution with magnetoelastie
Raylei waves on bulk YIG; PROC' v6 7 in! Apr 79 695-697 (3F06)

Parekh, J. . and H. 5. Tuan; Meander line excitation of ma etOstatic
surface waves (Lin): PROC 167 iii Jan 79 182-183 (3A13

Falwell, 333m 5., see Barnett, G. Octo; PROC v67 :19 Sep 79 1226-1223:”.Ir(lCl

Park, John 11., Jr" see Belfiore. Carlos A.; PROC v67 :18 Aug 79ll43-l I56 (ID13}
Parthaaanthy. R. and Sarasu E. John: Inversion of modified Caner

continued fraction with termination (Ltr.); PROC v67 :12 Feb 79
315-317 (2AM)

Paskm, G. F. and James E. Slice: A pedagogical palim t: Retracing
some teaching methods; PROC 966 ii Aug 3'8 -91] (ZAUI).Correction, P 0C v67 at! A r 79 69'? (BM)

Patina]. C. 3.; PROC v67 n12 79 1684 (M06); Review 0 Elion. Glen
1L: Fiber 0 tics in Communications Systems: H. A. eldrer (New
York. NY) 978

Pmélsnephen) G..-seie Smlovits, Peter: PROC v67 :19 Sep 79 12244226(1 l

Padilla. Theodosia; Hierarchies in structural pattern recognition; PROC
v67 n5 May 79 737-744 (1007)

Payne, R. I... see Goodwin, G. C.; Academic (New York, NY) 1977
Penman, Thomas E. and Donald H. Cunningham; Hon.r to Write for the

World of Work: Hair. Rinehori. and Winston (New York. NY) i978.

Kara; by Whittaker. Della A; PROC v67 :18 Aug 79 ll'iB-ll'i9(2A
Pentium John ll; Microcomputer-Based Desi ; McGraw-Hili (New

York. NY) 1977. Review by Sloan, M. E.; P¥0C iii? no Jun 79 9'75
12MB)P Peyton z. Jr.; Communication S stems Princi lea;
Addison-Wesley (Reading. MA) i976. Review by iter. 8.; PRO v6.7
on Jun 79 974 (2MB)

Politics, Ildnnl W. see Tobagi. Found A; PROC v66 nli Nov 78
1423-1447 {2314)

Mann. Marvin; PROC v67 M A r 79 70] (3F12); Review of Whiteside.
T.; Computer Capers; Crow i(New York, NY) 1973

Paton,“ lien-.07) Jr, W Darrell, Geoff A.; PROC 967 117 Jul 79 931—990A

MW Jr» are Chan, Luen C.; PROC v67 :17 Jul 79 99l-IODO{1

PM AIM M.; PROC 967 it“ Not! 79 1578-1579 (ZAIO); Review of
Oppenheim. Alan V.; A lications of Digital Signal Processing;
Prentice-Hoff (Englewood ’ fs. NJ) 1973

PM I. and Paul M. Chirlian; Restrictions on the effective
bandwidth at sampled signals (Luz): PROC ad? ad: Dec 79
lo'lS-lo'ifi (IGOQ)

Heller, I” m Weinstein, Alvin 5.; Wiley (New York. NY) i978
Pllsfln, S. and Shlomo Wientroub: The electrical stimulation of

bone healing: Some policy issues; PROC v67 n9 Se; 79 1352-1353E14

(2 ) and K. Dejhan: AC. Watanachai ta

__P to51:5:.l'RClC$191144!» 79' transistor full-wave rectifier (L68 689

Comments. PROC v67 on Nov 79 ”64-1565 (1610)
Martin, 5.. K. “ban and C. Watanachai rat ; An inte able

elecn-onieall variah phase shifter (Lin); R0 M? iii an 79
183-185 (3A 4)

Mm 8.. S. Teweetiwarak and W. Palotaitfiegrg; Perfectlylinear eration with lossy capacitor (Len); R v67 n6 Jun
79 9603???“F

PM amend W. S?akham; Realization of slt‘ahgecurrent-controlled l ndent 'tive resistance ( tr.;

macaw”in; new PI”... 3 .. - ,an atanac ; cats 0

WWW lI::I?Illi1.tear impedanoes (UL); Pm £71 a” Nov02 .

Poem-a, E. 1., see Kim, . C.; PROCv67 n3 Mar 79 428-429 (2A0!)
PM E'l N” see Steinbery, Bernard 1).: PROC v67 «9 Sep 79

1370-1371 (2604)
Proud, N. K. and E. J. P. Ma ; A third—order active—filter realization

ha' acom lespoleméfl slow-gmsecm‘tivi will Pitta?!“sank ' t operau' am ' ier tr.); v6?

u2 Feb 79 320-wa P
Pun. Wils- l.. as , [ham E.: PROC v67-n5 May 79 753—763(1909') '
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Pressman, Norman J., see Tyrer, Harry “L; PROC v67 117 Jul 79
1083-1035(2A12)

Precum, Kendall, Jr.. Michael J. B. Duff, Stephano Levialdi, Philip E.
‘Norlgren and Jun-ichiro Toritvaki: Basics of cellular 10 'c with some
applications in medical image processing; PROC v6 :15 May 798 356 (2C 13)

Price, Gary B. and Peter .I. Khan: Large-signal analysis of semiconductor
circuits with multifrequency excitation (Ltr.); PROC v67 in} Jan 79
I'M-ITS (SAGE)

Prldhaln. Roger G. and Ronald i't. Mucci: Digital inte lation
beaml‘ormin for low~pass and bandpass signals; PROC v6 and Jun
79 904-9l9 312)

PruenaL Paul 11.; Chain rule for finite differences (Ltr.); PROC v67 #3
Mar 79 445-446 (2304)

Pyara, g. P., see Dutta Roy, Suhash C.: FROG v67 nil Nov 79 l565-1566(1 11)

Q

Quote, Calvin R. Abdullah Atalar and H. K. Wickramasin e; Acoustic

microscolp with mechanical scanning—A review: PR C v67 nSAug79 1091- 14(1A04)

R

Itadclll’l, Roger I). and Constantine A. Balanis: Reconstruction

at oritltms for ca hfizfial a lications in noisy environments;P 0C v67 n7 Jo 7 1 1064135602)
Murat-Sandi, Yahyn, see Mittra. Raj; PROC v67 nii Nov 79 1486-1503(1302)

Raiaiah. IL, see Seshadri, T. K.: PROC v67») Feb 79 314-315 (2.»!leRem, Hans-Werner. Hahn Bae . Ernst Lueder. Hans-Juergen rich
and Traugott Kalliass; R active filters in sin e-la er tantalum
RC-film technology; FROG v6? iii Jan 79 31-42 1C1

Reltlfilklchard A.: Decision makin in medical technolog innovation:e case of ultrasound; PRO v6? n9 Se 79 1285- 6 mm

Reyna-mm M. see Bogar, Jerry 1-1.; P OC v67 it) Jan 79 15 -163(1 }
RIcltett, B. .l.. see Osterwalder, J. M.; PROC v67 niZ Dec 79' 1671-1672

(1605)

Ripley, Kenneth L... see Thomas. Lewis J.. Jr.; PROC v67 119 Sep 79l322-133'i (2C12)
Risk. Wllllam R. and M. Granger Morgan; Regulalin “ble health

effects from no transmission line electromagnetic I ; PROC ad?
of!) Oct 791416-1427(IC12)

filter. 5.; PROC v67 M Jim 79 974 (2MB); Review of Peeblcs. Winn 2..ill; gogmunication Systems Principles: Addison-Wesley carting,A) 6 '

Robbins, William P. and Edward M. Simpson; Tunable surface acoustic
wave oscillators usin mafietostricnve thin films (LIL): PROC v67eii Nov 79 1572-15? (2A )

Roberts, (Juries 8.; Partial-match retrieval via the method of
superim sed codes; PROC v67 “2 Dec 79 1624-1642 (1C14)

Rodin, Lula .; Simulation of a discrete PLL with variable parameters

(LIL); ERONC V67 :13 Hosp” 440-442 (ZAIS) (N Y Y)R0838- G. : onooherent tical Processin : Wii ew orlt, N

i977. Review by Goodman. J. W.; PROC§67 :13va 79 441 (230;;Rotten I... see Coldren. Larry A; PROC v67 oi Jon
147- 58 (21304)

Roselle”, Auto! and Larry S. Davis; 1 e citation and imagemodels; PROC v67 :15 Mo 79 764-772 1

Ruth, J. IL. see Kim. Y. C.; P DC 16753 Mar 79428429(2A01)
Roolston, Davld .1” see El-Diwany. Monir it: PROC v67 in! Aug 791163-1165(1F05)

Rm. Y. A; Innovation Processes: Winston (Washinfion. DC) 1977.
R351.) by van Schuppen. Jan 1-1.; PROC‘ v67 a5 «y 79 876-877(2

S

Sacks, Richard; A continuationssa‘lforithm for sparse matrix inversion(Ltr.); PROC v6? .14 Apr :9 .683 (3E0?)

A. P. and C- C. White 111; @fimum Systems Control;Prentice-Hot! (En ewood Cliffs, NJ) i9 7. Review by Siouris, George
M.: mac v67 Aug 79 HT.“ (mos)

(2W7) S. K, see Battocletti. J. 1-1.; PROC v67 n9 Sep 79 1359-13“
Saloja. Kenn] K. and Brian D. 0. Anderson: t-Fault ii'Z-s uenfiall

diagnosable systems (Lon): PROC v67 ni2 Dec 79 163' 16 {161
Scones. A., Jr.' see Battocletti. J. 1-1.; PROC v67 n9 Sep 79 1359-136(2
Shag-mamas. E... A. A. Alonso. David Baa. and J. L Gonna-050150;

Switched-capacitor simulation of flos ‘ inductors ' the

El Fgfional amplifier pole (LIL): PROC JIM Oct 79 1 I449)

Semis? k..see Banta, H. David; PROC v67c9 Sap ”UN-1195(I

 



Ex. 1014 / Page 30 of 33

IEEE PROC 1979 INDEX - 8

Smllo. Marlo; On the determination of device noise and gain
parameters (Lox): PR'OC vii? a9 Sep ?9 1364-1366 (2F12)

Sang; Walla. David Haiglt and Robert G. Barker; A design philos hor microelectronic active-RC filters; PROC v6? of Jan ?9 2 3
(1312)

Saudis, George N.; Toward the realization of intelligent controls: PROC
v67n8iiug 79 Ills-1133 (11313}

Sothlltlt. S. and R. T. Chari; Analytical derivation of in ' it damn e
criterion for ACSR conductors (L112); PROC v6? :12 Fe 3’9 333—3 4
(2306)

Swami. Taken, see Resting. Patrick N.; PROC v6? n4 Apr 39 496-510
(11308)

Solomon. R. and .1. R. Brand; MOS corn atible. alt-capacitor

biquadratic active filters (Ltr.); PROC rd? n4 pr 79 689-690 (31514)Schlednger. Emily: PROC v67 oi Jon F9 188-18 (SBOS); Review of
Monroe. Judson: Science of Scientific Writing: KMHKHHM
{Dubu ue. 1A) 19??

Schrolher. . F.. see Troael. D. 5.: PROC 16? a6 Jim 39 93’2-9T3 {2AM}
Sdtmeda‘, Steven A; Commentary: W'h the reservations about medical

technolo 'l: PROC v67 119 Sep .79 337-1339 (2013)

Schultz. Jan . and Layton Davis; The technology of PROMIS: PROCv6? n9 S 79123 -1244(ID10)
Schwartz, M : Corn uter-Communication Network Design and

Antiprsia; Prentice-HEN (Englewood Cliffs. NJ} 19?}. Review by“to . Jack Keil: PROC v6? n2 Feb 79 335-336 {2308)

Seldmnm. A. IL; Stabili and litigating? of cascaded tuned amplifiers(LIL): PROC I6? Sop I9 66-] 1 (2F 14)
Seelemnl. Sun ll, see Stemberg. Bernard D.; PROC v6? :19 Sep 391370-1371 (2604}
Seoul. Re]: New canonic sinusoidal oscillator with independent

1 uency control throu a single grounded resistor (1.11.): PROC
v6 MA 79691-692( F112)

SennL : Some observations concernin the methods of
filterfosciilator realization usin the concept o FDNR (Ltr.): PROC‘

v6? n12 Dec 1’91‘1665-166gfi 113183)Sew. Dlpak and omas B. A. Senior:
interference to television rece lion caused b
windmills: PROC v67 mixing 7 1133-1142 (IDOJ

Senior. Thomas II. A” m Sengupla. Dipsk L: PROC 1:67 118 Aug 3’91133-1142 (IDIB)
Seolmdrl. T. K" S. Malia atra and K. Rajaiah; Least 3 uare collocation

asa plied to the art ysis of strip transmission lines to); PROC v6?
n2 eb 79314-315 ZAOI)

Shaker. A. Udayn and vid K. Cheng; Walsh-function re resentation
o! shift ' ters with stochaalic inputs (Ltr.}: PROC v :18 Aug 79
1169-1170(1Fll)

Shaker. P. Mole-a and 1-1. M. Gupta: Ima e detection in the presence
of (Lu-.1: PROC v67 n2 Feb 3’9 £26828 (2A13)

Siam. see Visoeswaran. G. 5.; PROC v6? :13. Mar 79 436-437 (119109}

ShwfilG. A. sad REM. Mersereau: ‘ of twofdimensimailrecwgivetcrs an ar ' su usin uarter ane design orit ms
(UL); mac vars rulggriost- (Lat-ti) 5

Shaun. Demo-d F.. Guest ed. see Mitra. Sanjit IL. Guest and; PROC
v67 it! Jan 29 3-5 (IAOS)

MflAmoo) V. see Dasarathy. Belur Vi; PROC rd? n5 May 79 706-113
Slouch. N“ M. see Vanelli, James C; PROC v67 n12 Dec 39

1673-1675 (I
Shelton. J. Mm avis. John R.: PROC v6? no Jan 79 884-1190 (IAOG)
Shea. 5., see Pareklt, I. P.; PROC v6? mt Apr 3'9 695-697 3F06)

[outs C.: The com uter in the care of criti y ill patients:
'\._ ROC v67 n9 Sep 79 13 13060304) and healthSherman. Her-hen. Gm: ed: Scanning the BSWTEChmlD

care issue: Introduction: PROC v6? n9 S? 29 1188-11 9 (1A03)3MB; Theodore J.: PROC v67 n8 Aug 1" 1175 (M1); Review of
Hsjelt, Victor 6.; Mana ement of Engineering Projects:HeGraw-Hm (New York. N 19??

833% T.. see Nakayama. 1.; PROC v67 at: Dec 79 1669-1610
Shams, g. M.; Modern Control System Theory and Application. 2nd

ed.; Addison-Wale; (Readin MA) i951. Review by Adelman.S hen: PROC v6 of) Dec 9 1683 (2AM)
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Robert; ROC v67 all? Get 79 1403-1415 (1313)

switched-capacitor simulation of floating inductors using 0 rationalam lifier 1e: Séncbez-Sinencio. .; PROC 167 nl' Oct 79

l -1449§l)F02)thin-film sing e-layer tantalum technoiogy; Rene, Hans-Werner; PROC
v67 a: Jan :9 37-42(1C11)

third—order state-variable realization having complex It: with low—Q
sensitivit with r ct to in-bandvvidth prodligt of opamp:
Prasaa', . K; PRO v6? rt? eb 79 320-322 (2A0?)

usin pole of o m and one external capacitor; low— 3.55 and notch
f' ters; Arm to on, P. V.; PROC v67 nSAug 791 604162 (1F02)

Active networks: cf. Operational amplifiersActive networks

desi methods; book (Review, PROC v67 :12 Feb 79 335). Linguist,
C nude 3.. Steward (Long Beach, CA) 1977

voltage-controlled current source, active phase compensation of
three- rt VCCS; Stillman, Ahmed M.; PROC v67 nffl Oct 79
151-?!ng (IFOS)

Active networks, It

differentiators and integrators: grounded-capacitor ideal integrator
function reciprocate-d to realize grounded-capacitor ideal
differentiator function and vice versa; Nandr’. Rt: PROC v67 :14 Apr79 685-687 (3E10)

high-input in: ace invertin {noninvertin gain block usin7g twoan s an two resistors; omit, R.: PIEOC v67 n4 Apr 690F I

oscillators; continuously tunable sinusoidal oscillator; Veakatemron,
5.; PROC 167 all? Oct 79 1452-1455(1F06)

Active networks, RC; cf. Inductance simulation
Active networks, RC

current amplifiers for low frequency: Nedungadi', Astrok; PROC v67 all
New 79 1569-1570 (ZAOI)

current-controlled nonlinear im rice 5 nthesis: integrable circuits:
Paokar'yrudam. 5.; PROC v6 all Nov 9 [570-1572 (2A02)

FDNR concept in oscillator and filter realization; Senant'. Raj; PROC
v67 n12 Dec 79 1665-1666 (1F13)

frequency-dependent positive resistances; stable current-controlled

realgéation; Poakatyaudom. 3.: PROC v67 at? Dec 79 1660-1662(1F )
integrators; active com nsated balanced time constant noninvertin

integrator; Safiman, hated M.; PROC v67 :16 Jun 79 961-963 (1 F133
integrators. Deboo noninverting inte ator com nsation: passive and

active com sation: Stillman, A med M; ROC v67 in? Feb 79
324-325 (2 ll)

integrators. differential inte rator with phase lead controlled by sin e

resFirtt’gor; Salmon. Air ME; PROC v67 all! Oct 79 1449-1 5!(I )
oscillator using DVCVSIDVCCS: insensitive subaudio-f uen

oscillator tuned b unded resistor; Mandi, R; PROC‘ v67 rt l' Nov
791568-1569 (I I

oscillator with indeficndent frequency control throu sin e groundedresistor; Sendai, a'; PROC v67 n4 Apr 79 691-6 2 (3 2)

oscillators, si element controlled oscillators usingl single 0 amp;Dutta Roy, ninth C.; PROC v67 all New 79 1565- 566 (10 l)
resonator realization using current conveyor; equal-valued

oundcd-ca citor realization; Nandi, It: PROC v67 :15 May 79
TO-E'll (203i)universal network for realization of two-

PROC v67 n9 Sep 79 1363-1364 (ZFll
vol e-controllcd voltage source: active compensated noninverting

V S with reduced phase error and Iwide bandwidth; Stillman.
Ahmed M.; PROC v67 n6 Jun 79963-965 (IGOI)

Adaptive mya

imaging radar usin broadly distributed arra ; resolving power of5. x10" rad; tetnberg, Bernard 0.; P 06' v67 n9 Sep 79
1370-1371 2004)

Adaptive

intelligent control 5 stems; Saridr‘s. George N.: PROC v67 in? Aug 79Ill -ll33 (IBIS)A filters

F {Pl£5151 [IR filter design; Gnari'na, C. R: PROC v67 n6 Jim 79 957-958)

freq6uency-domain filtering; Ber-shad, N. 1.; PROC v67 M2 Dec 79l 58-1659(IF06)Air-Inuit: noun-at III‘III’

clutter classification as to origin, ground. weather. or birds; maximum
cntr y s tral analysis method; Hay-kin, Simon; PROC v67 n2 Feb

A 79 33 -3 3 (2305)
digital eneratlon and demodulation of VCR and IL5 modulati

wav orms; Huenemaun. Robert 6.; PROC v67a7Jul’ 79 1083 (M12

rt parameters; Can, Samar;

IEEE PROC 1979 INDEX - ll

All-pass networks
inductance simulation using reactive two-pole approach; Gangubt, U.

S.; PROC v67 :12 Feb 79 319-320 (2A06)
Aluminum alloysrcompoands

intermodulation eneration by electron tunnelin in aluminum oxide
films; Bond, C rence D.; PROC v67 of) Der: 9 1643-1652 (IEUS)Aluminum conductors

ACSR conductors to aeolian vibration; fatigue damage criterion
derived analytically; Sarhikk, 3.; PROC v67 :12 Feb 79 333-334
(2306)

AM modulatlouldemodulatlon

optical demodulation; GaAs MESFET demodulation of ggabit signalrates from GaAlAs injection lasers; Osrerwufder, J. M.: ROC v67”
Jun ?9 966-968(2A01)

Aumllilers; cf. Operational amplifiers; Tuned amplifiers
Amplifiers

current amplifiers for low frequency; Ned‘ungadr', Amok; PROC v67 all
Now 79 1569-1570(2A01)

Analog—digital conversion; cf. Signal sampling/reconstruction
Analog-digital conversion

successive approximation register desi eliminates dual flip-flop
Outputs: Yuen. C. K.; PROC v67 n5 May 79 873-8“ (2004)

Angular position measurement
machinery control: pseudonoise sequences used for sition

measurement; Yuan. C. K; PROC v67 a} Jan 79 185-136 (3502)
Anisotropic media

two-dimensional anisotropic regions with different I'mittivity

tensors; mapjpin between regions: Karate. Shin; PRO v67 m' Jan79 171-172 ( A0)
Antenna measurements

recent developments. Karin-nan Woér‘gong H., Correction; PROC' v67
MO Oct 79 I442(1E10)

Antenna terrain factors

dipoles at or above earth’s surface; image then ex ions for
quasi-static fields: Bannister, Peter 12.; PRO? v6 n7 Jul 79
1001-1008(I313)

vertical magnetic dipole on two-layer earth; transient fields; Mahmud
Samt'r F.; PROC v67 n7Jtrl 79 1022-1029 (ID06)Antenna transient

carrier-free waveforms; bandlimiting constraints of radiating it stems

and dispersion in propgbgation medium; Davis, John 3.; PR C v67ndJun 9 334-390 (IA )
carrier-free waveforms; bandlirniting constraints of radiating systems

and dispersion in rwfion medium; Hamill, ”earring E;PROC v67 116 Jun 7 3 9| (IAIZ)
vertical magnetic dipole on two-la er earth; Mahmoud. Samo- E;

PROC v67 n7Jtrf 79 1022-1029 lfi06)
Antennas; cf. Aperture antennas; 'pole antennas; Loop antennas;

Plasma-covered antennas; Wire antennas
Aperture antennu

mapping 2-611: power transmitted through human thorax: small
antenna consisting of dielectric-loaded waveguide; Yam hm;
PROC v6? 58AM 79IITD-IITIUF12}

Approximation ; cf. Curve fitting; Least-squares approximation;

Polynomial approximation
Mgrnximafionresnel inte al approximation; James, G. L; PROC v67 at Apr 79

677-678 (3 2)
Arrays; cl. Acoustic transducer arrays
Artificial intelligence

medical dis osis; computer-based clinical decision aids; Shorthfie,
Edward .; PROC v67 :19 Se 79 HOT-1224 (I303)

medical diagnosis; corn uter- sod clinical decision aids; am
evaluation; Sec-form. eter; PROC v67 :19 Sep 79 1224-12251’511)

Asymptotic stability
Lyapunov‘s direct method for deter-ruining extent of asym totic

stability; regions of attraction for outfut variables: Lama I? K:PROC v67 nl2 Dec 79 1657-1658(1F0 )
Auditory system

microwave radiation effects and applications; book (ReView. PROC
v67 :15 May 79 875-876). Lin, Jams C.. Charles C. Thomas
(Sprr‘n acid, it.)

Avalanche oscillators; cl. IMPATT diode oscillators
Avalanche

model based on piecewise-linear a proximation; El-Drwany. Mom? It;
PROC v67 firing 791163-116?(IF05)

Bandllmlted networks

jammin signal generation; uniformrpower tral density jammingsi ; Canard, F1; PROC v67 n2 eb 79 3 0-332 (2303)

jammiig signal Igzyneration; uniformSign Well,
stun-ls

indistinguishable signals; Urkowr'tz. Harry; PROC v67 n4 Apr 796 .694- s (3FDS)

wer spectral density 'ammin
mar A; PROC v6 :19 Sep 79 1369-1310 (£003) 8

 


