
FEATURE EXTRACTION METHODS FOR CHARACTERRECOGNITION | A SURVEY�IVIND DUE TRIER,��y ANIL K. JAIN,x and TORFINN TAXTyyDepartment of Informatics, University of Oslo, P.O.Box 1080 Blindern, N-0316 Oslo, NorwayxDepartment of Computer Science, Michigan State University, A714 Wells Hall, East Lansing,MI 48824{1027, USARevised July 19, 1995Abstract| This paper presents an overview of feature extraction methods for o�-line recog-nition of segmented (isolated) characters. Selection of a feature extraction method is proba-bly the single most important factor in achieving high recognition performance in characterrecognition systems. Di�erent feature extraction methods are designed for di�erent repre-sentations of the characters, such as solid binary characters, character contours, skeletons(thinned characters), or gray level subimages of each individual character. The featureextraction methods are discussed in terms of invariance properties, reconstructability, andexpected distortions and variability of the characters. The problem of choosing the appropri-ate feature extraction method for a given application is also discussed. When a few promisingfeature extraction methods have been identi�ed, they need to be evaluated experimentallyto �nd the best method for the given application.Feature extraction Optical character recognition Character representation InvarianceReconstructability1 IntroductionOptical character recognition (OCR) is one of themost successful applications of automatic patternrecognition. Since the mid 1950's, OCR has beena very active �eld for research and development[1]. Today, reasonably good OCR packages can bebought for as little as $100. However, these areonly able to recognize high quality printed text doc-uments or neatly written hand-printed text. Thecurrent research in OCR is now addressing doc-uments that are not well handled by the availablesystems, including severely degraded, omnifont ma-chine printed text, and (unconstrained) handwrit-ten text. Also, e�orts are being made to achievelower substitution error rates and reject rates evenon good quality machine printed text, since an ex-perienced human typist still has a much lower errorrate, albeit at a slower speed.Selection of a feature extraction method is prob-ably the single most important factor in achievinghigh recognition performance. Our own interest incharacter recognition is to recognize hand-printeddigits in hydrographic maps (Fig. 1), but we havetried not to emphasize this particular applicationin the paper. Given the large number of feature ex-traction methods reported in the literature, a new-comer to the �eld is faced with the following ques-�Author to whom correspondence should be ad-dressed. This work was done while Trier was visitingMichigan State University. The paper appeared in Pat-tern Recognition, Vol. 29, No. 4, pp. 641{662, 1996

tion: Which feature extraction method is the bestfor a given application? This question led us tocharacterize the available feature extraction meth-ods, so that the most promising methods could besorted out. An experimental evaluation of thesefew promising methods must still be performed toselect the best method for a speci�c application. Inthis process, one might �nd that a speci�c featureextraction method needs to be further developed.A full performance evaluation of each methodin terms of classi�cation accuracy and speed is notwithin the scope of this review paper. In order tostudy performance issues, we will have to imple-ment all the feature extraction methods, which isan enormous task. In addition, the performancealso depends on the type of classi�er used. Di�er-ent feature types may need di�erent types of clas-si�ers. Also, the classi�cation results reported inthe literature are not comparable because they arebased on di�erent data sets.Given the vast number of papers published onOCR every year, it is impossible to include all theavailable feature extraction methods in this survey.Instead, we have tried to make a representative se-lection to illustrate the di�erent principles that canbe used.Two-dimensional object classi�cation has sev-eral applications in addition to character recogni-tion. These include airplane recognition [2], recog-nition of mechanical parts and tools [3], and tissueclassi�cation in medical imaging [4]. Several of thefeature extraction techniques described in this pa-1
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2 TRIER, JAIN, and TAXT
Figure 1: A gray scale image of a part of a hand-printed hydrographic map.per for OCR have also been found to be useful insuch applications.An OCR system typically consists of the follow-ing processing steps (Fig. 2):1. Gray level scanning at an appropriate resolu-tion, typically 300{1000 dots per inch,2. Preprocessing:(a) Binarization (two-level thresholding),using a global or a locally adaptivemethod,(b) Segmentation to isolate individual char-acters,(c) (Optional) conversion to another charac-ter representation (e.g., skeleton or con-tour curve),3. Feature extraction4. Recognition using one or more classi�ers,5. Contextual veri�cation or postprocessing.Survey papers [5{7], books [8{12], and evalua-tion studies [13{16] cover most of these subtasks,and several general surveys of OCR systems [1][17{22] also exist. However, to our knowledge, no thor-ough, up to date survey of feature extraction meth-ods for OCR is available.Devijver and Kittler de�ne feature extraction(page 12 in [11]) as the problem of \extracting fromthe raw data the information which is most rele-vant for classi�cation purposes, in the sense of min-imizing the within-class pattern variability whileenhancing the between-class pattern variability."It should be clear that di�erent feature extractionmethods ful�ll this requirement to a varying degree,
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CHARACTERSFigure 2: Steps in a character recognition system.depending on the speci�c recognition problem andavailable data. A feature extraction method thatproves to be successful in one application domainmay turn out not to be very useful in another do-main.One could argue that there is only a limitednumber of independent features that can be ex-tracted from a character image, so that which setof features is used is not so important. However,the extracted features must be invariant to theexpected distortions and variations that the char-acters may have in a speci�c application. Also,the phenomenon called the curse of dimensional-ity [9, 23] cautions us that with a limited trainingset, the number of features must be kept reasonablysmall if a statistical classi�er is to be used. A ruleof thumb is to use �ve to ten times as many trainingpatterns of each class as the dimensionality of thefeature vector [23]. In practice, the requirementsof a good feature extraction method makes selec-tion of the best method for a given application achallenging task. One must also consider whetherthe characters to be recognized have known ori-entation and size, whether they are handwritten,machine printed or typed, and to what degree theyare degraded. Also, more than one pattern classmay be necessary to characterize characters thatcan be written in two or more distinct ways, as forexample `4' and `4', and `a' and `a'.Feature extraction is an important step inachieving good performance of OCR systems. How-ever, the other steps in the system (Fig. 2) also needto be optimized to obtain the best possible perfor-mance, and these steps are not independent. Thechoice of feature extraction method limits or dic-tates the nature and output of the preprocessingstep (Table 1). Some feature extraction methodswork on gray level subimages of single characters(Fig. 3), while others work on solid 4-connectedor 8-connected symbols segmented from the binaryraster image (Fig. 4), thinned symbols or skeletons(Fig. 5), or symbol contours (Fig. 6). Further, thetype or format of the extracted features must matchthe requirements of the chosen classi�er. GraphAppeared in Pattern Recognition, Vol. 29, No. 4, pp. 641{662, 1996

SAMSUNG EXHIBIT 1009 
Page 2 of 24

f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


Feature Extraction Methods for Character Recognition | A Survey 3Table 1: Overview of feature extraction methods for the various representation forms (gray level, binary,vector).Gray scale Binary Vectorsubimage solid character outer contour (skeleton)Template matching Template matching Template matchingDeformable templates Deformable templatesUnitary Transforms Unitary transforms Graph descriptionProjection histograms Contour pro�les Discrete featuresZoning Zoning Zoning ZoningGeometric moments Geometric moments Spline curveZernike moments Zernike moments Fourier descriptors Fourier descriptors
Figure 3: Gray scale subimages (� 30�30 pixels) ofsegmented characters. These digits were extractedfrom the top center portion of the map in Fig. 1.Note that for some of the digits, parts of other printobjects are also present inside the character image.descriptions or grammar-based descriptions of thecharacters are well suited for structural or syntacticclassi�ers. Discrete features that may assume only,say, two or three distinct values are ideal for deci-sion trees. Real-valued feature vectors are ideal forstatistical classi�ers. However, multiple classi�ersmay be used, either as a multi-stage classi�cationscheme [24, 25], or as parallel classi�ers, where acombination of the individual classi�cation resultsis used to decide the �nal classi�cation [20, 26, 27].In that case, features of more than one type or for-mat may be extracted from the input characters.1.1 InvariantsIn order to recognize many variations of the samecharacter, features that are invariant to certaintransformations on the character need to be used.Invariants are features which have approximatelythe same values for samples of the same characterthat are, for example, translated, scaled, rotated,stretched, skewed, or mirrored (Fig. 7). However,not all variations among characters from the samecharacter class (e.g., noise or degradation, and ab-sence or presence of serifs) can be modelled by using

Figure 4: Digits from the hydrographic map in thebinary raster representation.
Figure 5: Skeletons of the digits in Fig. 4, thinnedwith the method of Zhang and Suen [28]. Notethat junctions are displaced and a few short falsebranches occur.
Figure 6: Contours of two of the digits in Fig. 4.Appeared in Pattern Recognition, Vol. 29, No. 4, pp. 641{662, 1996
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4 TRIER, JAIN, and TAXT(a) (b) (c) (d)(e) (f) (g)Figure 7: Transformed versions of digit `5'. (a)original, (b) rotated, (c) scaled, (d) stretched, (e)skewed, (f) de-skewed, (g) mirrored.invariants.Size- and translation invariance is easilyachieved. The segmentation of individual charac-ters can itself provide estimates of size and loca-tion, but the feature extraction method may oftenprovide more accurate estimates.Rotation invariance is important if the charac-ters to be recognized can occur in any orientation.However, if all the characters are expected to havethe same rotation, then rotation-variant featuresshould be used to distinguish between such char-acters as `6' and `9', and `n' and `u'. Another al-ternative is to use rotation-invariant features, aug-mented with the detected rotation angle. If the ro-tation angle is restricted, say, to lie between �45�and 45�, characters that are, say 180� rotations ofeach other can be di�erentiated. The same princi-ple may be used for size-invariant features, if onewants to recognize punctuation marks in additionto characters, and wants to distinguish between,say, `.', `o', and `O'; and `,' and `9'.Skew-invariance may be useful for hand-printedtext, where the characters may be more or lessslanted, and multifont machine printed text, wheresome fonts are slanted and some are not. Invari-ance to mirror images is not desirable in characterrecognition, as the mirror image of a character mayproduce an illegitimate symbol or a di�erent char-acter.For features extracted from gray scale subim-ages, invariance to contrast between print andbackground and to mean gray level may be needed,in addition to the other invariants mentionedabove. Invariance to mean gray level is easily ob-tained by adding to each pixel the di�erence of thedesired and the actual mean gray levels of the im-age [29].If invariant features can not be found, an al-ternative is to normalize the input images to havestandard size, rotation, contrast, and so on. How-ever, one should keep in mind that this introducesnew discretization errors.

1.2 ReconstructabilityFor some feature extraction methods, the charac-ters can be reconstructed from the extracted fea-tures [30, 31]. This property ensures that completeinformation about the character shape is present inthe extracted features. Although, for some meth-ods, exact reconstruction may require an arbitrar-ily large number of features, reasonable approxima-tions of the original character shape can usually beobtained by using only a small number of featureswith the highest information content. The hope isthat these features also have high discriminationpower.By reconstructing the character images from theextracted features, one may visually check that asu�cient number of features is used to capture theessential structure of the characters. Reconstruc-tion may also be used to informally control thatthe implementation is correct.The rest of the paper is organized as follows.Sections 2{5 give a detailed review of feature ex-traction methods, grouped by the various repre-sentation forms of the characters. A short sum-mary on neural network classi�ers is given in Sec-tion 6. Section 7 gives guidelines for how one shouldchoose the appropriate feature extraction methodfor a given application. Finally, a summary is givenin Section 7.2 Features Extracted From Gray Scale Im-agesA major challenge in gray scale image-based meth-ods is to locate candidate character locations. Onecan use a locally adaptive binarization method toobtain a good binary raster image, and use con-nected components of the expected character sizeto locate the candidate characters. However, a grayscale-based method is typically used when recogni-tion based on the binary raster representation fails,so the localization problem remains unsolved fordi�cult images. One may have to resort to thebrute force approach of trying all possible locationsin the image. However, one then has to assume astandard size for a character image, as the combi-nation of all character sizes and locations is com-putationally prohibitive. This approach can not beused if the character size is expected to vary.The desired result of the localization or segmen-tation step is a subimage containing one character,and, except for background pixels, no other objects.However, when print objects appear very close toeach other in the input image, this goal can not al-ways be achieved. Often, other characters or printobjects may accidentally occur inside the subim-age (Fig. 3), possibly distorting the extracted fea-tures. This is one of the reasons why every charac-ter recognition system has a reject option.Appeared in Pattern Recognition, Vol. 29, No. 4, pp. 641{662, 1996
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Feature Extraction Methods for Character Recognition | A Survey 52.1 Template matchingWe are not aware of OCR systems using templatematching on gray scale character images. However,since template matching is a fairly standard imageprocessing technique [32, 33], we have included thissection for completeness.In template matching the feature extraction stepis left out altogether, and the character image it-self is used as a \feature vector". In the recogni-tion stage, a similarity (or dissimilarity) measurebetween each template Tj and the character im-age Z is computed. The template Tk which hasthe highest similarity measure is identi�ed, and ifthis similarity is above a speci�ed threshold, thenthe character is assigned the class label k. Else,the character remains unclassi�ed. In the case of adissimilarity measure, the template Tk having thelowest dissimilarity measure is identi�ed, and if thedissimilarity is below a speci�ed threshold, the char-acter is given the class label k.A common dissimilarity measure is the meansquare distance D (Eq. 20.1-1 in Pratt [33]):Dj = MXi=1 (Z(xi; yi)� Tj(xi; yi))2; (1)where it is assumed that the template and the inputcharacter image are of the same size, and the sumis taken over the M pixels in the image.Eqn. (1) can be rewritten asDj = EZ � 2RZTj +ETj ; (2)where EZ = MXi=1 �Z2(xi; yi)�; (3)RZTj = MXi=1 (Z(xi; yi)Tj(xi; yi)); (4)ETj = MXi=1 �T 2j (xi; yi)�: (5)EZ and ETj are the total character image energyand the total template energy, respectively. RZTj isthe cross-correlation between the character and thetemplate, and could have been used as a similaritymeasure, but Pratt [33] points out that RZTj maydetect a false match if, say, Z contains mostly highvalues. In that case, EZ also has a high value, andit could be used to normalize RZTj by the expres-sion ~RZTj = RZTj =EZ . However, in Pratt's formu-lation of template matching, one wants to decidewhether the template is present in the image (andget the locations of each occurrence). Our problemis the opposite: �nd the template that matches thecharacter image best. Therefore, it is more rele-vant to normalize the cross-correlation by dividingit with the total template energy:R̂ZTj = RZTjETj : (6)

Experiments are needed to decide wether Dj orR̂ZTj should be used for OCR.Although simple, template matching su�ersfrom some obvious limitations. One template isonly capable of recognizing characters of the samesize and rotation, is not illumination-invariant (in-variant to contrast and to mean gray level), and isvery vulnerable to noise and small variations thatoccur among characters from the same class. How-ever, many templates may be used for each charac-ter class, but at the cost of higher computationaltime since every input character has to be com-pared with every template. The character candi-dates in the input image can be scaled to suit thetemplate sizes, thus making the recognizer scale-independent.2.2 Deformable TemplatesDeformable templates have been used extensivelyin several object recognition applications [34, 35].Recently, Del Bimbo et al. [36] proposed to usedeformable templates for character recognition ingray scale images of credit card slips with poorprint quality. The templates used were characterskeletons. It is not clear how the initial positions ofthe templates were chosen. If all possible positionsin the image were to be tried, then the computa-tional time would be prohibitive.2.3 Unitary Image TransformsIn template matching, all the pixels in the grayscale character image are used as features. An-drews [37] applies a unitary transform to charac-ter images, obtaining a reduction in the numberof features while preserving most of the informa-tion about the character shape. In the transformedspace, the pixels are ordered by their variance, andthe pixels with the highest variance are used asfeatures. The unitary transform has to be ap-plied to a training set to obtain estimates of thevariances of the pixels in the transformed space.Andrews investigated the Karhunen-Loeve (KL),Fourier, Hadamard (or Walsh), and Haar trans-forms in 1971 [37]. He concluded that the KLtransform was too computationally demanding, sohe recommended to use the Fourier or Hadamardtransforms. However, the KL transform is the only(mean-squared error) optimal unitary transform interms of information compression [38]. When theKL transform is used, the same amount of informa-tion about the input character image is containedin fewer features compared to any other unitarytransform.Other unitary transforms include the Cosine,Sine, and Slant transforms [38]. It has been shownthat the Cosine transform is better in terms of in-formation compression (e.g., see pp. 375{379 in[38]) than the other non-optimal unitary trans-forms. Its computational cost is comparable to thatof the fast Fourier transform, so the Cosine trans-form has been coined \the method of choice forAppeared in Pattern Recognition, Vol. 29, No. 4, pp. 641{662, 1996
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