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TABLE 13.1 IEEE 802.3 10-Mbpsphysical layer medium alternatives.        

  

 

 

  

 

 

10BASES5 10BASE2 10BASE-T 10BROAD36 —=10BASE-FP

Transmission Coaxial Cable Coaxial Cable Unshielded Coaxial Cable 850-nm optical
medium (50 ohm) (50 ohm) twisted pair (75 ohm) fiber pair

Signaling Baseband Baseband Baseband Broadband Manchester/
technique (Manchester) (Manchester) (Manchester) (DPSK) On-off

Topology Bus Bus Star Bus/Tree Star

Maximum 500 185 100 1800 500

segment
length (m)

Nodes per
segment 100 30 — om 33

Cable

diameter (mm) 10 5 0.4-0.6 0.4-1.0 62.5/125 pm

maximum of four repeaters in the path between any twostations, thereby extend-
ing the effective length of the medium to 2.5 kilometers.

10BASE2 Medium Specification

To provide a lower-cost system than 1OBASE5 for personal computer LANs,
10BASE2 was added. As with 1OBASES, this specification uses 50-ohm coaxial
cable and Manchestersignaling. The key difference is that 1OBASE2 uses a thinner
cable, which supports fewer taps over a shorter distance than the 1OBASEScable.

Because they have the same data rate, it is possible to combine 1OBASES and
10BASE2 segments in the same network, by using a repeater that conforms to
10BASESon oneside and 1OBASE2onthe otherside. The only restriction is that
a 1OBASE2 segment should not be used to bridge two L1OBASES segments, because
a “backbone” segment should be asresistant to noise as the segments it connects.

1OBASE-T Medium Specification

Bysacrificing somedistance, it is possible to develop a 10-Mbps LAN using the
unshielded twisted pair medium. Such wire is often found prewired in office build-
ings as excess telephonecable, and can be used for LANs.Such an approachis spec-
ified in the LOBASE-T specification. The LOBASE-T specification defines a star-
shaped topology. A simple system consists of a numberof stations connected to a
central point, referred to as a multiport repeater, via two twisted pairs. The central
point accepts input on any oneline and repeats it on all of the otherlines.

Stations attach to the multiport repeater via a point-to-point link. Ordinarily,
the link consists of two unshielded twisted pairs. Because of the high data rate and
the poor transmission qualities of unshielded twisted pair, the length of a link is lim-
ited to 100 meters. As an alternative, an optical fiber link may be used.In this case,
the maximum length is 500 m.
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10BROAD36 Medium Specification

The 10OBROAD36 specification is the only 802.3 specification for broadband. The
medium employedis the standard 75-ohm CATV coaxial cable. Either a dual-cable
or split-cable configuration is allowed. The maximum length of an individual seg-
ment, emanating from the headend,is 1800 meters; this results in a maximum end-
to-end span of 3600 meters.

The signaling on the cable is differential phase-shift keying (DPSK). In ordi-
nary PSK, a binary zero is represented by a carrier with a particular phase, and a

. binary one is represent by a carrier with the opposite phase (180-degree difference).
DPSK makesuse of differential encoding, in which a change of phase occurs when
a zero occurs, and there is no change of phase when a one occurs. The advantage of
differential encoding is that it is easier for the receiver to detect a change in phase
than to determine the phaseitself.

The characteristics of the modulation process are specified:so that the result-
ing 10 Mbpssignal fits into a 14 MHz bandwidth.

10BASE-F Medium Specification

The 10BASE-F specification enables users to take advantage of the distance and
transmission characteristics available with the use of optical fiber. The standard
actually contains three specifications:

e 10-BASE-FP (passive). A passive-star topology for interconnecting stations
and repeaters with up to 1 km per segment.

e 10-BASE-FL (link). Defines a point-to-point link that can be used to connect
stations or repeaters at up to 2 km.

e 10-BASE-FB (backbone). Defines a point-to-point link that can be used to
connect repeaters at up. to 2 km.

All three of these specifications make use of a pair of optical fibers for each
transmission link, one for transmission in each direction.In all cases, the signaling
schemeinvolves the use of Manchester encoding. Each Manchester signal element
is then converted to an optical signal element, with the presence of light corre-
sponding to high and the absence of light corresponding to low. Thus, a 10-Mbps
Manchesterbit stream actually requires 20 Mbps onthe fiber.

The 10-BASE-FP defines a passive star system that can support up to 33 sta-
tions attached to a central passive star, of the type described in Chapter 3. 10-
BASE-FL and 10-BASE-FP define point-to-point connections that can be used to
extend the length of a network; the key difference between the two is that 10-
BASE-FP makes use of synchronous retransmission. With synchronoussignaling,
an optical signal coming into a repeater is retimed with a local clock and retrans-
mitted. With conventional asynchronoussignaling, used with 10-BASE-FL, no such
retiming takes place, so that any timing distortions are propagated through a series
of repeaters. As a result, 1OBASE-FB can be used to cascade up to 15 repeaters in
sequence to achieve greater length.
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IEEE 802.3 100-Mbps Specifications (Fast Ethernet)

Fast Ethernet refers to a set of specifications developed by the IEEE 802.3 com-
mittee to provide a low-cost, Ethernet-compatible LAN operating at 100 Mbps. The
blanket designation for these. standards is 1OOBASE-T. The committee defined a
numberof alternatives to be used with different transmission media.

Figure 13.4 shows the terminology used in labeling the specifications and indi-
cates the media used. All of the 100BASE-T options use the IEEE 802.3 MACpro-
tocol and frame format. 100BASE-X refers to a set of options that use the physical
medium specifications originally defined for Fiber Distributed Data Interface
(FDDI; coveredin the next section). All of the 100BASE-X schemes use two phys-
ical links between nodes: one for transmission and one for reception. 1OOBASE-TX
makesuse of shielded twisted pair (STP) or high-quality (Category 5) unshielded
twisted pair (UTP). 100BASE-FX usesoptical fiber.

In manybuildings, each of the 100BASE-X options requires the installation of
new cable. For such cases, 1OOBASE-T4 defines a lower-cost alternative that can
use Category-3, voice grade UTP in additionto the higher-quality Category 5 UTP.*
To achieve the 100-Mbps data rate over lower-quality cable,1JOOBASE-T4 dictates
the use of four twisted pair lines between nodes, with the data transmission making
use of three pairs in one direction at a time.

Forall of the 1GOBASE-T options, the topology is similar to that of 1OBASE-
T, namely a star-wire topology.

Table 13.2 summarizes key characteristics of the 1OOBASE-T options.

100BASE-X

For all of the transmission media specified under 100BASE-X, a unidirectional
data rate of 100 Mbpsis achieved by transmitting over a single link (single twisted
pair, single optical fiber). For all of these media, an efficient and effective signal

IEEE 802.3 (100-Mbps)

a
/

/\ 100BASE-FX 100BASE-T4
2CategoryS5 UTP 2STP 2 Optical fiber 4 Category 3 or Category 5 UTP

FIGURE13.4 IEEE 802.3 100BASE-Toptions.

4 See Chapter3 for a discussion of Category 3 and Category 5 cable.
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TABLE 13.2 TEEE 802.3 100BASE‘T physical layer medium alternatives.           

100BASE-TX 100BASE-FX 100BASE-T4

Transmission 2 pair, STP 2 pair, Category 2 opticalfibers 4 pair, Category
medium 5 UTP 3, 4, or S UTP

Signaling 4B5B, NRZI 4B5B, NRZI 4B5B, NRZI 8B6T, NRZ
technique

Data rate 100 Mbps 100 Mbps 100 Mbps 100 Mbps
Maximum 100 m 100 m 100 m 100 m

. Segment length
Network span 200 m 200 m 400 m 200 m      

encoding schemeis required. The one chosen wasoriginally defined for FDDI, and
can be referred to as 4B/SB-NRZI. See Appendix 13A for a description.

The 100BASE-X designation includes two physical-medium specifications,
one for twisted pair, known as 1OOBASE-TX, and onefor optical fiber, known as
100-BASE-FX.

100BASE-TX makesuse of two pairs of twisted pair cable, one pair used for
transnjission and one for reception. Both STP and Category 5 UTP are allowed.
The MTL-3 signaling scheme is used (described in Appendix 13A).

100BASE-FX makesuse of two optical fiber cables, one for transmission and
one for reception. With 1OOBASE-FX, a means is needed to convert the 4B/5B-
NRZI code groups stream into optical signals. The technique used is known as
intensity modulation. A binary 1 is represented by a burstor pulse of light; a binary
0 is represented by either the absence of a light pulse or by a light pulse at very low
intensity.

100BASE-T4

100BASE-T4is designed to produce a 100-Mbps data rate over lower-quality Cat-
egory 3 cable, thus taking advantage of the large installed base of Category 3 cable
in office buildings. The specification also indicates that the use of Category 5 cable
is optional. 1COBASE-T4 does not transmit a continuous signal between packets,
which makesit useful in battery-powered applications.

For 100BASE-T4 using voice-grade Category 3 cable, it is not reasonable to
expect to achieve 100 Mbpsona single twisted pair. Instead, IOOBASE-T4 specifies
that the data stream to be transmitted is split up into three separate data streams,
each with an effective data rate of 333 Mbps. Four twisted pairs are used. Data are
transmitted using three pairs and received using three pairs. Thus, two of the pairs
must be configured for bidirectional transmission.

As with 100BASE-X, a simple NRZ encoding scheme is not used for
100BASE-T4; this would require a signaling rate of 33 Mbps on each twisted pair
and does not provide synchronization. Instead, a ternary signaling scheme knownas
8B6Tis used (described in Appendix 13A).

Viptela, Inc. - Exhibit 1011 - Part 2
Page 4



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 5

13.2 / TOKEN RING AND FDDI 413

13.2 FOKEN RING AND FDDI

Token ring is the most commonly used MACprotocol for ring-topology LANs. In
this section, we examine two standard LANsthat use token ring: IEEE 802.5 and
FDDI.

TERE 802.5 Medium Access Control

MAC Protocol

The token ring technique is based on the use of a small frame, called a token, that
circulates whenall stationsare idle. A station wishing to transmit must wait until it
detects a token passingby.It then seizes the token by changing onebit in the token,
which transformsit from a token into a start-of-frame sequence for a data frame.
Thestation then appends andtransmits the remainderof the fields needed to con-
struct a data frame.

Whena station seizes a token and begins to transmit a data frame, there is no
token onthering,so other stations wishing to transmit must wait. The frame on the
ring will make a roundtrip and be absorbedby the transmitting station. The trans-
mitting station will insert a new token onthe ring when bothof the following con-
ditions have been met:

e The station has completed transmission of its frame.

° The leading edgeof the transmitted frame has returned (after a complete cir-
culation of the ring) to the station.

If the bit length of the ring is less than the frame length, the first condition
implies the second; if not, a station could release a free token after it has finished
transmitting but before it begins to receive its own transmission. The second condi-
tion is not strictly necessary, and is relaxed undercertain circumstances. The advan-
tage of imposing the second condition is that it ensures that only one data frame at
a time maybe on thering and that only onestation at a time may be transmitting,
thereby simplifying error-recovery procedures.

Once the new token has been inserted on the ring, the next station down-
stream with data to send will be able to seize the token and transmit. Figure 13.5
illustrates the technique. In the example, A sends a packet to C, whichreceivesit
and then sends its own packets to A and D.

Note that under lightly loaded conditions, there is some inefficiency with
token ring because a station must wait for the token to come around before trans-
mitting. However, under heavy loads, which is whenit matters, the ring functions in
a round-robin fashion, which is both efficient andfair. To see this, consider the con-
figuration in Figure 13.5. After station A transmits, it releases a token. Thefirst sta-
tion with an opportunity to transmit is D. If D transmits, it then releases a token and
C has the next opportunity, and so on.

The principal advantage of token ringis the flexible control over accessthatit
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FIGURE13.5 Token ring operation.

provides. In the simple scheme just described, the access if fair. As we shall see,
schemes can be used te regulate access to provide for priority and for guaranteed
bandwidth services.

Theprincipal disadvantage of token ring is the requirement for token mainte-
nance. Loss of the token prevents furtherutilization of the ting. Duplication of the
token canalso disrupt ring operation. One station must be selected as a monitor to
ensure that exactly one tokenis on the ring and to ensure that a free token is rein-
serted,if necessary.

MAC Frame

Figure 13.6 depicts the frame format for the 802.5 protocol. It consists of the fol-
lowing fields:
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Octets 2or6 2 or 6 20

[seTacro[on[ssPaneles[eeJ
SD = Starting delimiter = Destination address = Ending delimiterAC = Accesscontrol SA = Source address FS. = Framestatus
FC = Framecontrol FCS = Frame-check sequence

(a) General frame format

(b) Token frame format

c
Nondatabits
Intermediate-framebits
Error-detected bits

PPP = Priority bits = Monitorbit

T= Tokenbi RRR = seenaronns
(c) Accesscontrolfield - :

A = Addressed recognized bit
C = Copied bit

moe
°

Hoo

FIGURE 13.6 IEEE 802.5 frame format.

Starting delimiter (SD). Indicates start of frame. The SD consists of signaling
patterns that are distinguishable from data. It is coded as follows: JK0JIK000,
where J and K are nondata symbols. The actual form of a nondata symbol
depends on the signal encoding on the medium.

e Access control (AC). Has the format PPPTMRRR, where PPP and RRRare
3-bit priority and reservation variables, and M is the monitor bit; their use is
explained below. T indicates whetherthis is a token or data frame.In the case
of a token frame, the only remainingfield is ED.
Frame control (FC). Indicates whether this is an LLC data frame.If not, bits
in this field control operation of the token ring MACprotocol.
‘Destination address (DA). As with 802.3.

Source address (SA). As with 802.3.

Data unit. Contains LLC data unit.

Frame check sequence (FCS). As with 802.3.

e End delimiter (ED). Contains the error-detection bit (E), which is set if
any repeater detects an error, and the intermediate bit (1), which is used to
indicate that this is a frame other than the final one of a multiple-frame
transmission.

Frame status (FS). Contains the address recognized (A) and frame-copied
(C) bits, whose use is explained below. Because the A andCbits are outside
the scope of the FCS, they are duplicated to provide a redundancy check to
detect erroneoussettings.

eo

®

Wecan nowrestate the token ring algorithm for the case when a single prior-
ity is used. In this case, the priority and reservation bits are set to 0. A station wishing
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to transmit waits until.a token goes by, as indicated by a token bit of 0 in the AC
field. The station seizes the token bysetting the token bit to 1. The SD and AC
fields of the received token now function as the first two fields of the outgoing
frame. The station transmitsone or more frames, continuinguntil either its supply
of frames is exhausted or a token-holding timer expires. When the ACfield of the
last transmitted frame returns, the station sets the token bit to 0 and appends an ED
field, resulting in the insertion of a new token onthering.

, Stations in the receive modelisten to the ring. Each station can check passing
frames for errors and canset the E bit to 1 if an erroris detected.If a station detects
its own MAC address,it sets the A bit to 1; it may also copy the frame, setting the
C bit to 1. This allowsthe originating station to differentiate three results of a frame
transmission:

e Destination station nonexistent or not active (A = 0, C = 0)
° Destination station exists but frame not copied (A = 1, C = 0)
e Frame received (A = 1, C = 1)

Token Ring Priority

The 802.5 standard includes a specification for an optional priority mechanism.
Eight levels of priority are supported by providing two 3-bit fields in each data
frame and token:a priority field and a reservation field. To explain the algorithm,
let us define the following variables:

P; = priority of frame to be transmitted by station
P, = service priority: priority of current token
P, = value of P, as contained in the last token received by this station
R, = reservation value in current token

R, = highest reservation value in the frames received by this station during
the last token rotation

The scheme worksas follows:

1, A station wishing to transmit must wait for a token with P, < Py.
2. While waiting, a station may reserve a future tokenat its priority level (Pp).

If a data frame goes by, and if the reservation field is less than its priority
(R, < Py), then the station may set the reservation field of the frame to its
priority (R, <— P,)..If a token framegoes by, and if (R, < Py AND Pr< Ps),
then the station sets the reservation field of the frametoits priority (R, — Py).
This setting has the effect of preempting any lower-priority reservation.

3. Whena station seizes a token, it sets the token bit to 1 to start a data frame,
sets the reservation field of the data frame to 0, andleavesthepriority field
unchanged (the same as that of the incoming token frame).

4, Following transmission of one or more data frames, a station issues a new
token with the priority and reservationfields set as indicated inTable 13.3.
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TABLE13.3 Actions performed by the token holder to
implementthe priority scheme [based on VALE92]. 

 Conditions Actions

Frameavailable AND P, = P, Send frame

(Framenot available OR THT expired) Send token with:
AND P, = MAX [Rp P4 P,<— Py

R, — MAX [R,, Pd

(Framenot available OR THT expired) Send token with:
AND P, < MAX [R, Pj] P, — MAX [R, Pj
AND P, > S, R, <0

Push S, < P,
Push 8S, <— P,

(Framenot available OR THT expired) Send token with:
AND P, < MAX [R,, Pf P, —MAX [R, Pj
AND P, = S, R, <0

Pop S,
Push S, <— P;

(Frame not available OR Send token with:
(Frameavailable and P; < S,)) P, —R,
AND P, = S, ; R, <0
AND R, > S, Pop S,

Push S, — P,

(Frame notavailable OR Send token with:
(Frameavailable and P; < S,)) P,<—R,
AND P, = S, R,<0
AND R, = S, Pop S,

Pop S,          

417

The effect of the above steps is to sort the competing claims and to allow the
waiting transmission of highest priority to seize the token as soon as possible. A
moment’s reflection reveals that, as stated, the algorithm hasa ratchet effect on pri-
ority, driving it to the highest used level and keeping it there. To avoidthis, a sta-
tion that raises the priority (issues a token that has a higherpriority than the token
that it received) has the responsibility of later lowering the priority to its previous
level. Therefore, a station that raises priority must remember both the old and the
new priorities and must downgrade the priority of the token at the appropriate
time. In essence, each station is responsible for assuring that no token circulates
indefinitely becauseits priority is too high. By rememberingthepriority of earlier
transmissions, a station can detect this condition and downgradethe priority to a
previous, lower priority or reservation.

To implement the downgradingmechanism, two stacks are maintained by
each station, one for reservations and one for priorities:
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S, = stack used to store new values of token priority
S, = stack used to store old values of token priority

The reasonthatstacks rather than scalar variables are requiredis that the pri-
ority can be raised a numberof times by one or morestations. The successive raises
must be unwoundin the reverse order.

To summarize, a station having a higher priority frame to transmit than the
current frame can reserve the nexttokenforits priority level as the frame passesby.
Whenthe next token is issued, it will be at the reserved priority level. Stations of
lowerpriority cannotseize the token,so it passes to the reserving station or an inter-
mediate station with data to send of equalor higherpriority level than the reserved
priority level. The station that upgraded thepriority level is responsible for down-
grading it to its former level whenall higher-priority stations are finished. When
that station sees a tokenat the higherpriority after it has transmitted,it can assume
that there is no more higher-priority traffic waiting, and it downgrades the token
before passing it on.

Figure 13.7 is an example. The following events occur:

1. A is transmitting a data frame to B at priority 0. When the frame has com-
pletedacircuit of the ring and returns to A, A will issue a token frame. How-
ever, as the data frame passes D, D makesa reservation at priority 3 by set-
ting the reservationfield to 3.

2. A issues a token with the priority field set to 3.
3. If neither B nor C has data of priority 3 or greater to send, they cannotseize

the token. The token circulates to D, which seizes the token and issues a data
frame.

4, After D’s data frame returns to D, D issues a new token at the samepriority
as the token thatit received: priority 3.

5. A sees a token at the priority level that it used to last issue a token; it there-
fore seizes the token even if it has no data to send.

6. A issues a token at the previous priority level: priority 0.

Notethat, after A has issued a priority 3 token, any station with data of pri-
ority 3 or greater may seize the token. Suppose that at this point station C now has
priority 4 data to send. C will seize the token, transmitits data frame, and reissue a
priority 3 token, which is then seized by D. By the time that a priority 3 token
arrives at A,all intervening stations with data of priority 3 or greater to send will
have had the opportunity. It is now appropriate, therefore, for A to downgrade the
token.

Early Token Release

Whena station issues a frame, if the bit length of the ring is less than that of the
frame, the leading edge of the transmitted frame will return to the transmitting sta-
tion before it has completed transmission; in this case, the station may issue a token
as soon as it has finished frame transmission. If the frame is shorter than the bit

length of the ring, then after a station has completed transmission of a frame,it must
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1. A is sending B;
D reservesat
higher level,

 
 

4. D generates token
at higherpriority
level.

   

  

 

2. A generales higher
priority token and
remembers lower
priority.

5. A seesthe high
priority token and
capturesit.  

3. D uses higher 6. A generates tokeng' 8g
priority token to at the pre-empted,
send data lo C. lower priority level. 

| FIGURE13.7 IEEE tokenring priority scheme.

wait until the leading edge of the frame returns before issuing a token.In this latter
case, some of the potential capacity of the ring is unused.

To allow for more efficient ring utilization, an early token release (ETR)
option has been addedto the 802.5 standard. ETR allows a transmitting station to
release a token as soon as it completes frame transmission, whether or not the
frame header has returned to the station. The priority used for a token released
prior to receipt of the previous frame headeris the priority of the most recently
received frame.

Oneeffect of ETR is that access delay for priority traffic may increase when
the ring is heavily loaded with short frames. Because a station must issue a token
before it can read the reservation bits of the frameit just transmitted, the station
will not respond to reservations. Thus, the priority mechanism is at least partially
disabled.
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Stations that implement ETR are compatible and interoperable with those
that do not complete such implementation.

IEEE 802.5 Physical Layer Specification

The 802.5 standard (Table 13.4) specifies the use of shielded twisted pair with data
tates of 4 and 16 Mbpsusing Differential Manchester encoding. An earlier specifi-
cation of a 1-Mbps system has been dropped from the most recent edition of the
standard.

A recent addition to the standard is the use of unshielded twisted pair at
4 Mbps.

TABLE13.4 IEEE802.5 physical layer medium alternatives.   

Transmission medium Shielded twisted pair Unshielded twisted pair
Data rate (Mbps) 4 or 16 4
Signaling technique Differential Manchester Differential Manchester
Maximum numberof 250 72

repeaters
Maximum length Notspecified Notspecified

between repeaters     

FDDI Medium Access Control

FDDIis a token ring scheme, similar to the IEEE 802.5 specification, that is designed
for both LAN and MANapplications. There are several differences that are designed
to accommodate the higher data rate (100 Mbps) of FDDI.

MAC Frame

Figure 13.8 depicts the frame format for the FDDIprotocol. The standard definesthe
contents of this format in terms of symbols, with each data symbol corresponding to

64 8 8 160r48 160r48 20 32, 4 1

[Preamble] sp_[| Fc| va_| SA | Info | Fcs | ED I FS
(a) General frame format

[Preamble] sp | FC I FS

Bits
          

 

     

 

(b) Token frame format

LEGEND
SD = Start-frame delimiter SA = Source address ED = Endingdelimiter
FC = Framecontrol FCS = Frame-check sequence FS = Framestatus
DA = Destination address

FIGURE13.8 FDDIframe formats.

Viptela, Inc. - Exhibit 1011 - Part 2
Page 12



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 13

13.2 / TOKEN RING AND FDDI 421

4 data bits. Symbols are used because,at the physical layer, data are encoded in 4-
bit chunks. However, MACentities, in fact, must deal with individual bits, so the
discussion that follows sometimes refers to 4-bit symbols and sometimeto bits. A
frame other than a token frameconsists of the following fields:

e Preamble. Synchronizes the frame with each station’s clock. The originator of
the frame uses a field of 16 idle symbols (64 bits); subsequent repeating sta-
tions may change the length of the field, as consistent with clocking require-

. ments. The idle symbolis a nondatafill pattern. The actual form of a nondata-
symbol dependsonthe signal encoding on the medium.

Starting delimiter (SD). Indicates start of frame. It is coded as JK, where J and
K are nondata symbols.

Frame control (FC). Has the bit format CLFFZZ.ZZ, where C indicates
whether this is a synchronous or asynchronous frame (explained below); L
indicates the use of 16- or 48-bit addresses; FF indicates whether this is an
LLC, MACcontrol, or reserved frame. For a control frame, the remaining 4
bits indicate the type of control frame.

Destination address (DA). Specifies the station(s) for which the frame is
intended, It may be a unique physical address, a multicast-group address, or a
broadcast address. The ring may contain a mixture of 16- and 48-bit address
lengths.

Source address (SA). Specifies the station that sent the frame.
Information. Contains an LLC data unit or information related to a control

operation.
Frame check sequence (FCS). A 32-bit cyclic redundancy check, based on the
FC, DA,SA,and informationfields.

Ending delimiter (ED). Contains a nondata symbol(T ) and marksthe end of
the frame, except for the FSfield.

Frame Status (FS). Contains the error detected (E), address recognized (A),
and frame copied (F) indicators. Each indicator is represented by a symbol,
which is R for “reset” or “false” and S for “set” or “true.”

A token frameconsists of the following fields:

Preamble. As above.

Starting delimiter. As above.
Frame control (FC). Has the bit format 10000000 or 11000000 to indicate that
this is a token.

Ending delimiter (ED). Contains a pair of nondata symbols (T) that termi-
nate the token frame.

A comparison with the 802.5 frame (Figure 13.6) shows that the two are quite
similar. The FDDI frame includes a preamble to aid in clocking, which is more
demandingat the higher data rate. Both 16- and 48-bit addresses are allowed in the
same network with FDDI; this is more flexible than the scheme used on all the 802
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standards. Finally, there are some differences in the control bits. For example,
FDDI doesnotinclude priority and reservation bits; capacity allocation is handled
in a different way, as described below.

MAC Protocol

The basic (without capacity allocation) FDDI MACprotocol is fundamentally the
same as IEEE 802.5. There are two key differences:

1. In FDDI,a station waiting for a token seizes the token by aborting (failing to
repeat) the token transmission as soon as the token frameis recognized. After
the captured token is completely received, the station begins transmitting one
or more data frames. The 802.5 technique offlipping a bit to convert a token
to the start of a data frame was considered impractical because of the high
data rate of FDDI.

2. In FDDI, a station that has been transmitting data frames releases a new
token as soonas it completes data frame transmission,evenif it has not begun
to receive its own transmission. This,is the same technique as the early token
release option of 802.5, Again, because of the high data rate, it would be too
inefficient to require the station to wait for its frame to return, as in normal
802.5 operation.

Figure 13.9 gives an example of ring operation. After station A has seized the
token, it transmits frame F1, and immediately transmits a new token. F1 is
addressed to station C, which copiesit as it circulates past. The frame eventually
returns to A, which absorbsit. Meanwhile, B seizes the token issued by A and trans-
mits F2 followed by a token. This action could be repeated any numberof times, so
that, at any one time, there may be multiple framescirculating the ring. Each sta-
tion is responsible for absorbing its own frames based on the source addressfield.

A further word should be said about the frame status (FS) field. Each station
can check passing bits for errors and can set the E indicator if an error is detected.
If a station detects its own address, it sets the A indicator; it may also copy the
frame, setting the C indicator; this allows the originating station, when it absorbs a
frame that it previously transmitted, to differentiate among three conditions:

e Station nonexistent/nonactive

® Station active but frame not copied

e Frame copied

Whena frameis absorbed, the status indicators (E, A, C) in the FS field may be
examined to determine the result of the transmission. However,if an errororfail-
ure to receive condition is discovered, the MACprotocolentity does not attemptto
retransmit the frame, but reports the condition to LLC.It is the responsibility of
LLCor some higher-layer protocol to take corrective action.

Capacity Allocation

The priority scheme used in 802.5 will not work in FDDI,as a station will often issue
a token before its own transmitted frame returns. Hence, the use of a reservation
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FIGURE13.9 Example of FDDItokenring operation.

field is not effective. Furthermore, the FDDI standard is intended to provide for
greater control over the capacity of the network than 802.5 to meet the require-
ments for a high-speed LAN. Specifically, the FDDI.capacity-allocation scheme
seeks to accommodate a mixture of stream and bursty traffic,

To accommodate this requirement, FDDI defines two types of traffic: syn-
chronous and asynchronous. Eachstation is allocated a portion of the total capac-
ity (the portion may be zero); the frames that it transmits during this time are
referred to as synchronous frames. Any capacity that is not allocated orthatisallo-
cated but not usedis available for the transmission of additional frames, referred to

as asynchronous frames.
The scheme worksas follows. A target token-rotation time (TTRT)is defined;

each station stores the same value for TTRT. Someorall stations may be provided
a synchronous allocation (SA,), which may vary among stations. The allocations
must be such that
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DMax + FMax + Token Time + ¥ SA; = TTRT

where

SA; = synchronousallocation for station i

DMax = propagation time for one complete circuit of the ring
FMAX = time required to transmit a maximum-length frame (4500 octets)

TokenTime = time required to transmit a token

The assignment of values for SA; is by means of a station management proto-
col involving the exchange of station managementframes. The protocolassures that
the above equation is satisfied. Initially, each station has a zero allocation, and it
must request a change in the allocation. Support for synchronousallocation is
optional; a station that does not support synchronousallocation may only transmit
asynchronoustraffic.

All stations have the same value of TTRT and a separately assigned value of
SA,. In addition, several variables that are required for the operation of the capacity-
allocation algorithm are maintained at each station:

¢ Token-rotation timer (TRT)

¢ Token-holding timer (THT)
¢ Late counter (LC)

Eachstation is initialized with TRT set equal to TTRT and LCset to zero.°
Whenthetimer is enabled, TRT begins to count down.If a token is received before
TRT expires, TRT is reset to TTRT. If TRT counts down to 0 before a tokenis
received, then LC is incremented to 1 and TRTis reset to TTRT andagain begins
to count down. IF TRT expires a second time before receiving a token, LC is incre-
mentedto 2, the token is considered lost, and a Claim process (described below)is
initiated. Thus, LC records thenumberoftimes,if any, that TRT has expired since
the token waslast received at that station. The token is considered to have arrived
early if TRT has not expired since the station received the token—that is, if
LC =0.

When a station receives the token,its actions will depend on whether the
tokenis early orlate. If the token is early, the station saves the remaining time from
TRTin THT,resets TRT, and enables TRT:

THT «— TRT

TRT < TITRT

enable TRT

The station can then transmit according to the following rules:

5 Note: All timer valuesin the standard are negative numbers with counters counting up to zero. For clar-
ity, the discussion uses positive numbers.
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1. It may transmit synchronousframesfor a time SA;.
2. After transmitting synchronous frames, or if there were no synchronous

frames to transmit, THT is enabled. The station may begin transmission of
asynchronous frames as long as THT > 0.

If a station receives a token and the tokenis late, then LC is set to zero and
TRTcontinuesto run. Thestation can then transmit synchronousframesfor a time
SA,. The station may not transmit any asynchronous frames.

- This schemeis designed to assure that the time between successive sightings
of a token is on the order of TTRTorless. Of this time, a given amountis always
available for synchronoustraffic, and any excess capacity is available for asynchro-
nous traffic. Because of random fluctuations in traffic, the actual token-circulation

time may exceed TTRT,as demonstrated below.
Figure 13.10 provides a simplified example of a 4-station ring. The following

assumptions are made:

. Traffic consists of fixed-length frames.
TTRT = 100 frametimes.

. SA; = 20 frame times for eachstation.

Eachstation is always preparedto sendits full synchronous allocation as many
asynchronousframesas possible.

5. The total overhead during one complete token circulation is 4 frame times
(one frametime perstation).

awn:

Onerow of the table corresponds to onecirculation of the token. For each
station, the token arrival time is shown, followed by the value of TRT at the time
of arrival, followed by the numberof synchronous and asynchronousframestrans-
mitted while the station holds the token.

The example begins after a period during which no data frames have been
sent, so that the token has beencirculating as rapidly as possible (4 frame times).
Thus, when Station 1 receives the token at time 4, it measures a circulation time of
4 (its TRT = 96), It is therefore able to send notonly its 20 synchronous frames but
also 96 asynchronousframes; recall that THT is not enabled until after the station
has sent its synchronous frames. Station 2 experiences a circulation time of 120
(20 frames + 96 frames + 4 overhead frames), but is nevertheless entitled to trans-
mit its 20 synchronous frames. Note that if each station continues to transmitits
maximum allowable synchronousframes, then the circulation time surges to 180 (at
time 184), but soon stabilizes at approximately 100. With a total synchronousuti-
lization of 80 and an overhead of 4 frame times, there is an average capacity of 16
frame times available for asynchronoustransmission. Notethatif all stations always
have a full backlog of asynchronoustraffic, the opportunity to transmit asynchro-
nous framesis distributed among them.

FDDI Physical Layer Specification

The FDDIstandardspecifies a ring topology operating at 100 Mbps. Two media are
included (Table 13.5). The optical fiber medium uses 4B/SB-NRZI encoding. Two
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TABLE 13.5 FDDIphysical layer medium alternatives.

Transmission medium Opticalfiber Twisted pair
Data rate (Mbps) 100 100
Signaling technique 4B/SB/NRZI MLT-3
Maximum number of 100 100

repeaters
Maximum length 2km 100 m

between repeaters   

twisted pair media are specified: 100-ohm Category 5 unshielded twisted pair® and
150-ohm shielded twisted pair. For both twisted pair media, MLT-3 encodingis
used. See Appendix 13A for a discussion of these encoding schemes.

13.3 100VG-ANYLAN

Like 100BASE-T, 100VG-AnyLAN’is intended to be a 100-Mbpsextensionto the
10-Mbps Ethernet and to support IEEE 802.3 frame types. It also provides com-
patibility with IEEE 802.5token ring frames. 100VG-AnyLAN uses a new MAC
scheme known as demandpriority to determine the order in which nodesshare the
network. Because this specification does not use CSMA/CD,it has been standard-
ized under a new working group, IEEE 802.12, rather than allowed to remain in the
802.3 working group.

Topology

The topology for a 100VG-AnyLANnetworkis hierarchical star. The simplest con-
figuration consists of a single central hub and a numberof attached devices. More
complex arrangements are possible, in which thereis a single root hub, with one or
more subordinate level-2 hubs; a level-2 hub can have additional subordinate hubs
at level 3, and so on to an arbitrary depth.

Medium Access Control

The MACalgorithm for 802.12 is a round-robin scheme with twopriority levels. We
first describe the algorithm for a single-hub network and then discuss the general
case.

Single-Hub Network
Whena station wishes to transmit a frame,it first issues a request to the central hub
and then awaits permission from the hub to transmit. A station must designate each
request as normal-priority or high-priority.

© See Chapter3 for a discussion of Category 5 unshielded twisted pair.
7 VG = voice grade. AnyLAN = support for multiple LAN frametypes.
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The central hub continually scansall ofits ports for 4 request in round-robin
fashion. Thus, an n-port hub looksfor a requestfirst on port 1, then on port 2, and
so on up to port n. The scanning process then begins again at port 1. The hub main-
tains two pointers: a high-priority pointer and a normal-priority pointer. During one
complete cycle, the hub grants each high-priority request in the order in which the
requests are encountered.If at any time there are no pendinghigh-priority requests,
the hubwill grant any normal-priority requests that it encounters.

i

Figure 13.11 gives an example. The sequence ofeventsis as follows:

- The hub sets both pointers to port 1 and begins scanning. Thefirst request
encountered is a low-priority request from port 2. The hub grants this request
and updatesthe low-priority pointer to port3.

- Port 2 transmits a low-priority frame. The hubreceivesthis frame andretrans-
mits it. During this period, two high-priority requests are generated.

. Once the frame from port 2 is transmitted, the hub begins granting high-pri-

:

ority requests in round-robin order, beginning with port 1 and followed by
port 5. The high-priority pointer is set to port 6.
After the high-priority frame from port 5 completes, there are no outstand-
ing high-priority requests and the hub turns to the normal-priority requests,
Four requests have arrivedsince the last low-priority frame was transmitted:
from ports 2, 7, 3, and 6, Because the normal-priority pointeris set to port 3,
these requests will be granted in the order 3, 6, 7, and 2 if no other requests
intervene.

         ,= a
, teat ae      

                

          

3

4

; ,
5lt
ooDe
poeS
poes
LEGEND

 fh High-priority request High-priority frame
fe Normal-priority request | Normal-priority frame
FIGURE13.11 Example frame sequence in a single-repeater network.
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5. The frames from ports 3, 6, and 7 are transmitted in turn. During the trans-
mission of frame 7, a high-priority request arrives from port 1 and a normal
priority request arrives from port 8. The hub sets the normal-priority pointer
to port 8.

6. Because high-priority requests take precedence, port 1 is granted access next.
7. After the frame from port 1 is transmitted, the hub has two outstanding normal-

priority requests. The request from port 2 has been waiting the longest; how-
ever, port 8 is next in round-robin order to besatisfied and so its request is

_ granted, followed by that ofport 2.

Hierarchical Network

In a hierarchical network,all of the end-system ports on all hubsare treated asa sin-
gle set of ports for purposes of the round-robin algorithm. The hubsare configured
to cooperate in scanning the ports in the proper order. Put another way,the set of
hubsis treated logically as a single hub.

Figure 13.12 indicates port ordering-in a hierarchical network. The orderis
generatedby traversing a tree representation of the network,in which the branches
undereach nodein the tree are arrangedin increasing orderfromleft to right. With
this convention, the port order is generated bytraversing the tree in whatis referred
to as preorder traversal, which is defined recursively as follows:

1, Visit the root.

2. Traverse the subtreesfromleft to right.

Level 1 “Root” Repeater

‘ 1-4 1-6 1-7

    
   

     

SS 1-1 1-2

yo Level 2 Repeater“>, Level 2 Repeater
“ AERIS” Seana i \ \? / ! | \

/ : | | ‘
/ A : / B \i : ! \

/ 12 k} ‘ / 12 n \
/ IOOOL \ i \/ 1 / ‘i , \

t 1 of \i tot ‘
' 1 \
{ it \
\ it \e : '

\ eee Jv \ een ee J
‘3-1 3-2 3-k 7 \ 5- 5-2 S-n -7

FIGURE13.12. Port ordering in a two-level TEEE 802.12 network.

Viptela, Inc. - Exhibit 1011 - Part 2
Page 21



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 22

430 CHAPTER 13 / LAN SYSTEMS

This methodoftraversal is.also known as a depth-first search ofthe tree.
Let us now consider the mechanics of medium access and frame transmission

in a hierarchical network. There are a numberof contingencies to consider. First,
consider the behavior of the root hub. This hub performs the high-priority and
normal-priority round-robin algorithmsfor all directly attached devices. Thus,if
there are one or more pending high-priority requests, the hub grants these requests
in round-robin fashion. If there are no pending high-priority requests, the hub
grants any normal-priority requests in round-robin fashion. When a requestis

_ granted by the root hub to a directly-attached end system,that system may imme-
diately transmit a frame. When a request is granted by theroot hub to a directly-
attachedlevel-2 hub, then control passes to the level-2 hub, which then proceeds to
execute its own round-robin algorithms.

Anyendsystem that is ready to transmit sends a request signal to the hub to
whichit attaches. If the end system is attached directly to the root hub, then the
request is conveyeddirectly to the root hub.If the end system is attached to a lower-
level hub, then the request is transmitted directly to that hub. If that hub does not
currently have control of the round-robin algorithm, then it passes the request up to
the next higher-level hub. Eventually, all requests that are not granted at a lower
level are passed up to the root hub.

The scheme described so far does enforce a round-robin discipline amongall
attachedstations, but two refinements are needed.First, a preemption mechanism
is needed.Thisis best explained by an example. Considerthe following sequence of
events:

1. Suppose that the root hub (R) in Figure 13.12 is in control and that there are
no high-priority requests pending anywherein the network. However,stations
5-1, 5-2, and 5-3 have all issued normal-priority requests, causing hub B to
issue a normal-priority request to R.

2. R will eventually grant this request, passing control to B.
3. B then proceedsto honorits outstanding requests one at a time.
4, While B is honoringits first normal-priority request, station 1-6 issues a high-

priority request.

5. In response to the request from 1-6, R issues a preemptsignal to B;thistells
B to relinquish control after the completion of the current transmission.

6. R grants the request of 1-6 and then continuesits round-robin algorithm.

The secondrefinementis a mechanism to prevent a nonroot hubfrom retain-
ing control indefinitely. To see the problem, suppose that B in Figure 13.12 has a
high-priority request pending from 5-1. After receiving control from R,B grants the
request to 5-1. Meanwhile, other stations subordinate to B issue high-priority re-
quests. B could continue in round-robin fashion to honorall of these requests.If
additional requests arrive from other subordinates of B during these other trans-
missions, then B would be able to continue granting requests indefinitely, even
though there are other high-priority requests pending elsewhere in the network. To
preventthis kind of lockup, a subordinate hub mayonly retain control for a signal
round-robin cycle throughall of its ports.

The IEEE 802.12 MACalgorithm is quite effective. When multiple stations
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offer high loads, the protocol behaves muchlike a token ring protocol, with network
access rotating among all high-priority requesters, followed by low-priority re-
questers whenthere are nooutstanding high-priority requests. At lowload, the pro-.
tocol behavesin a similar fashion to COMA/CDunderlow load: A single requester
gains medium access almost immediately.

100VG-AnyLANPhysical Layer Specification

The current version of IEEE 801.12 calls for the use of 4-pair unshielded twisted
pair (UTP) using Category 3, 4, or 5 cable. Future versions will also support 2-pair
Category-S UTP,shielded twisted pair, and fiber optic cabling. In all cases, the data
rate is 100 Mbps.

Signal Encoding

A key objective of the 100VG-AnyLAN effort is to be able to achieve 100 Mbps
over short distances using ordinary voice-grade (Category 3) cabling. The. advan-
tage of this is that in many existing buildings, there is an abundance of voice-grade
cabling and very little else. Thus, if this cabling can be used, instaliation costs are
minimized.

With present technology, a data rate of 100 Mbps over one or two Category 3
pairs is impractical. To meet the objective, 100VG-AnyLANspecifies a novel
encodingscheme that involves using four pair to transmit data in a half-duplex
mode. Thus, to achieve a data rate of 100 Mbps, a data rate of only 25 Mbpsis
needed on each channel. An encoding scheme knownas SB6Bis used. (See Appen-
dix 13A for a description.) .

Data from the MAClayer can be viewed as a stream of bits. The bits from this
stream are taken five at a time to form a stream of quintets that are then passed
downto the four transmission channels in round-robin fashion. Next, each quintet
passes through a simple scrambling algorithm to increase the numberof transitions
between 0 and 1 and to improve the signal spectrum.Atthis point, it might be pos-
sible to simply transmit the data using NRZ. However, even with the scrambling,
the further step of SB6B encoding is used to ensure synchronization and also to
maintain de balance. ‘

Because the MACframeis being divided among four channels, the beginning
and ending of a MACframe mustbe delimited on each of the channels, whichis the
purpose of the delimiter generators. Finally, NRZ transmission is used on each
channel.

13.4 ATM LANs—

A document on customer premises networks jointly prepared by Apple, Bellcore,
Sun, and Xerox [ABSX92] identifies three generations of LANs:

° First Generation. Typified by the CSMA/CD and Token Ring LANs. Thefirst
generation provided terminal-to-host connectivity and supported client/server
architectures at moderate data rates.
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e Second Generation. Typified by FDDI. The second generation responds to
the need for backbone LANs and for support of high-performance work-
stations.

e Third Generation. Typified by ATM LANs.Thethird generation is designed
to provide the aggregate throughputs and real-time transport guaranteesthat
are needed for multimedia applications.

Typical requirements for a third generation LANinclude the following:

1. Support multiple, guaranteed classes of service. A live video application, for
example, may require a guaranteed 2-Mbps connection for acceptable perfor-
mance, while a file transfer program canutilize a backgroundclassofservice.

2. Provide scalable throughputthatis capable of growing in both per-host capac-
ity (to enable applications that require large volumesof data in and out of a
single host) and in aggregate capacity (to enable installations to grow from a
few to several hundred high-performancehosts).

3. Facilitate the interworking between LAN and WANtechnology.

ATM is ideally suited to these requirements. Using virtual paths and virtual
channels, multiple classes of service are easily accommodated, either in a precon-
figured fashion (permanent connections) or on demand (switched connections).
ATM iseasily scalable by adding more ATM switching nodes andusing higher (or
lower) data rates for attached devices. Finally, with the increasing acceptance of
cell-based transport for wide-area networking, the use of ATM for a premises net-
work enables seamless integration of LANs and WANs.

The term ATM LANhasbeen used by vendors and researchers to apply to a
variety of configurations. At the very least, an ATM LANimplies the use of ATM
as a data transport protocol somewhere within the local premises. Among the pos-
sible types of ATM LANs:

e Gateway to ATM WAN.An ATMswitchacts as a router and traffic concen-
trator for linking a premises network complex to an ATM WAN.

e Backbone ATM switch. Either a single ATM switch or a local network of
ATM switches interconnect other LANs.

e Workgroup ATM. High-performance multimedia workstations and other end
systems connect directly to an ATM switch.

Theseare all “pure” configurations. In practice, a mixture of two orall three
of these types of networks is used to create an ATM LAN.

Figure 13.13 shows an example of a backbone ATM LANthat includeslinks
to the outside world. In this example, the local ATM network consists of four
switches interconnected with high-speed, point-to-point links running at the stan-
dardized ATMrates of 155 and 622 Mbps. Onthe premises, there are three other
LANs, each of which hasa direct connection to one of the ATM switches. The data
rate from an ATMswitch to an attached LAN conformsto the native data rate of
that LAN. For example, the connection to the FDDI networkis at 100 Mbps. Thus,
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FIGURE 13.13. Example ATM LANconfiguration

the switch must include some buffering and speed conversion capability to map the
data rate from the attached LAN to an ATM data rate. The ATM switch must also

perform somesort of protocol conversion from the MACprotocol used on the
attached LAN to the ATM cell stream used on the ATM network. A simple
approachiis for each ATM switch that attaches to a LAN to function as a bridge or
router.®

An ATM LANconfiguration such as that shown in Figure 13.13 provides a
relatively painless method for inserting a high-speed backboneintoa local environ-
ment. As the on-site demandrises, it is a simple matter to increase the capacity of
the backbone by adding more switches, increasing the throughput of each switch,
and increasing the data rate of the trunks between switches. With this strategy, the
load on individual LANs within the premises can be increased, and the numberof
LANscan grow.

However, this simple backbone ATM LANdoes not addressall of the needs
for local communications. In particular, in the simple backbone configuration, the
end systems (workstations, servers, etc.) remain attached to shared-media LANs
with the limitations on data rate imposed by the shared medium.

A more advanced, and more powerful approach,is to use ATM technology in
a hub. Figure 13.14 suggests the capabilities that can be provided with this
approach, Each ATM hubincludes a numberofports that operate at different data
rates and that use different protocols. Typically, such a hub consists of a number of
rack-mounted modules, with each module containing ports of a given data rate and
protocol.

® The functionality of bridges and routers is examined in.depth in Chapters 14 and 16.
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ATM Serial Ethernet Token FDDI Ethernet

 
  

 

ATM Switch port ports ports ting ports ports
a. ports
jplorolTtTal

155-Mbps - Server
SMbpsNXVoT

ATM Hub oO (3 -
C.-~...--—-

STelay-] 7a) 155-Mbps 4 0
B/a[a [e/a] WANline - - a 10-Mbps
olola o at a RN. G ethernetvue [\ IN

 
=

LenS

16-Mbps
(caw) token ringae

FIGURE13.14 ATM LAN hub configuration.

100-Mbps ° |ethernet i
De  

The key difference between the ATM hub shown in Figure 13.14 and the
ATM nodesdepictedin Figure 13.13 is the way in which individual end systems are
handled. Notice that in the ATM hub, each end system has a dedicated point-to-
point link to the hub. Each end system includes the communications hardware and
software to interface to a particular type of LAN, but in each case, the LAN con-
tains only two devices: the end system and the hub! For example, each device
attached to a 10-Mbps Ethernet port operates using the CSMA/CD protocol at
10 Mbps. However, because each end system has its own dedicated line, the effect
is that each system has its own dedicated 10-Mbps Ethernet. Therefore, each end
system can operate at close to the maximum 10-Mbpsdatarate.

The use of a configuration such as that of either Figure 13.13 or 13.14 has the
advantage that existing LAN installations and LAN hardware—so-called legacy
LANs—can continue to be used while ATMtechnologyis introduced. The disad-
vantage is that the use of such a mixed-protocol environment requires the imple-
mentation of somesort of protocol conversion capability, a topic that is explored in
Section 10.3. A simpler approach, but one that requires that end systems be
equipped with ATM capability, is to implement a “pure” ATM LAN.

Oneissue that was not addressed in our discussion so far has.to do with the

interoperability of end systems on a variety of interconnected LANs. End systems
attached directly to one of the legacy LANs implement the MAClayer appropriate
to that type of LAN. End systemsattached directly to an ATM network implement
the ATM and AALprotocols. As a result, there are three areas of compatibility to
consider:
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1. Interaction between an end system on an ATM networkand an end system on
a legacy LAN.

2. Interaction between an end system on a legacy LAN and an end system on
another legacy LAN of the sametype(e.g., two IEEE 802.3 networks).

3, Interaction between an end system on a legacy LANand an end system on
another legacy LAN ofa different type (e.g., an IEEE 802.3 network and an
IEEE 802.5 network).

. A discussion of approachesto satisfying these requirementinvolves consider-
ation:of bridge logic. Accordingly, we defer this discussion until Chapter 14.

13.5 FIBRE CHANNEL

As the speed and memory capacity of personal computers, workstations, and
servers have grown, and as applications have become ever more complex with
greater reliance on graphics and video, the requirement for greater speed in deliv-
ering data to the processor has grown. This requirementaffects two methods of data
communications with the processor: I/O channel and network communications.

An I/O channelis a direct point-to-point or multipoint communicationslink,
predominantly hardware-based and designed for high speed over very short dis-
tances. The I/O channel transfers data between a buffer at the source device and a
buffer at the destination device, moving only the user contents from one device to
another, without regard for the format or meaning of the data. The logic associated
with the channel typically provides the minimum control necessary to manage the
transfer plus hardware error detection. I/O channels typically manage transfers
between processors and peripheral devices, such as disks, graphics equipment, CD-
ROMs,and video I/O devices.

A networkis a collection of interconnected access points with a software pro-
tocol structure that enables communication. The networktypically allows manydif-
ferent types of data transfer, using software to implement the networking protocols
and to provide flow control, error detection, and error recovery. As we have dis-
cussed in this book, networks typically manage transfers between end systems over
local, metropolitan, or wide-area distances.

Fibre Channelis designed to combinethe best features of both technologies—
the simplicity and speed of channel communications with the flexibility and inter-
connectivity that characterize protocol-based network communications. This fusion
of approachesallows system designers to combinetraditional peripheral connec-
tion, host-to-host internetworking, loosely-coupled processor clustering, and multi-
media applications in a single multi-protocol interface. The types of channel-
orientedfacilities incorporated into the Fibre Channelprotocolarchitecture include

e Data-type qualifiers for routing frame payload into particular interface
buffers
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¢ Link-level constructs associated with individual I/O operations
e Protocol interface specifications to allow support of existing I/O channel

architectures, such as the Small Computer System Interface (SCSI)

The types of network-oriented facilities incorporated into the Fibre Channel
protocol architecture include

¢ Full multiplexing of traffic between multiple destinations
e Peer-to-peer connectivity between any pair of ports on a Fiber Channel

network

e Capabilities for internetworking to other connection technologies

Depending on the needs of the application, either channel or networking
approaches can be used for any data transfer. The Fibre Channel Association,
whichis the industry consortium promoting Fibre Channel,lists the following ambi-
tious requirements that Fibre Channelis intendedto satisfy [FCA94]:

¢ Full duplex links with two fibers per link

Performance from 100 Mbps to 800 Mbpsona single link (200 Mbps to 1600
Mbpsperlink)

Support for distances up to 10 km
© Small connectors

© High-capacity utilization with distance insensitivity
Greater connectivity than existing multidrop channels
Broad availability (i.e., standard components)
Support for multiple cost/performance levels, from small systems to super-
computers

Ability to carry multiple existing interface commandsets for existing channel
and network protocols

@

e@

The solution was to develop a simple generic transport mechanism based on
point-to-point links and a switching network. This underlying infrastructure sup-
ports a simple encoding and framing schemethat in turn supports a variety of chan-
nel and network protocols.

Fibre Channel Elements

The key elements of a Fibre Channel network are the end systems, called nodes,
and the networkitself, which consists of one or-more switching elements. The col-
lection of switching elements is referred to as a fabric. These elements are inter-
connected by point-to-point links between ports on the individual nodes and
switches. Communication consists of the transmission of frames across the point-to-
pointlinks.

Figure 13.15 illustrates these basic elements. Each node includes three or
more ports, called N_ports, for interconnection. Similarly, each fabric-switching
element includes one or moreports, called F_ports. Interconnection is by means of
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FIGURE13.15 Fibre channelport types.

bidirectional links between ports. Any node can communicate with any other node
connected to the samefabric using the services of thefabric. All routing of frames
between N_ports is done by the fabric. Frames may be buffered within the fabric,
makingit possible for different nodes to connectto the fabric at different data rates.

A fabric can be implemented asa single fabric element, as depicted in Figure
13.15, or as a more general networkoffabric elements,as shown in Figure 13.16. In
either case, the fabric is responsible for buffering and for routing frames between
source and destination nodes.

The Fibre Channel network is quite different from the other LANs that we
have examined sofar. Fibre Channel is more like a traditional circuit-switched or
packet-switched network, in contrast to the typical shared-medium LAN. Thus,
Fibre Channel need not be concerned with medium access control issues. Because
it is based on a switching network, the Fibre Channel scales easily in terms of
N_ports, data rate, and distance covered. This approach provides greatflexibility.
Fibre Channel can readily accommodate new transmission media anddatarates by
adding new switches and F_ports to an existing fabric. Thus, an existing investment
is not lost with an upgrade to new technologies and equipment. Further, as we shall
see, the layered protocolarchitecture accommodates existing I/O interface and net-
working protocols, preserving the pre-existing investment.

Fibre Channel Protocol Architecture

The Fibre Channel standard is organized intofive levels. These areillustrated in
Figure 13.17, with brief definitions in Table 13.6. Each level defines a function orset
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FIGURE13.16 Fibre channel network.

of related functions. The standard does not dictate a correspondence between lev-
els and actual implementations, with a specific interface between adjacentlevels.
Rather, the standard refers to the level as a “document artifice” used to group
related functions.

Levels FC-0 through FC-2 of the Fibre Channel hierarchy are currently
defined in a standard referred to as Fiber Channel Physical and Signaling Interface
(FC-PH). Currently, there is no final standard for FC-3. At level FC-4, individual
standards have been produced for mapping a variety of channel and network pro-
tocols onto lowerlevels.

We briefly examine each of these levels in turn in the remainder of this
section.
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TABLE 13.6 Fibre channellevels.   

FC-O physical media
® Optical cable with laser or LED transmitters for long distance transmissions
® Coppercoaxial cable for highest speeds over short distances
© Shielded twisted pair for lower speeds over short distances

FC-1 byte synchronization and encoding
® 8B/10B encoding/decoding scheme provides balance, is simple to implement, and provides useful

error-detection capability
® Special code character maintains byte and word alignment

FC-2 actual transport mechanism
e Framing protocol and flow control between N_ports
® Three classes of service between ports

FC-3 commonservices layer
@ Port-related services

© Services across two or more ports in a node

FC-4 upperlayer protocols
e Supports a variety of channel and network protocols         

Physical Interface and Media

Fibre Channel level FC-0 allows a variety of physical media and data rates; this
is one of the strengths of the specification. Currently, data rates ranging from
100 Mbps to 800 Mbpsperfiber are defined. The physical media are optical fiber,
coaxial cable, and shielded twisted pair. Depending on the data rate and me-
dium involved, maximum distances for individual point-to-point links range from
50 meters to 10 km.

Transmission Protocol

FC-1, the transmission protocol level, defines the signal encoding technique used
for transmission and for synchronization across the point-to-point link. The encod-
ing scheme usedis 8B/10B,in which each 8 bits of data from level FC-2 is converted
into 10 bits for transmission. See Appendix 13A for a description.

Framing Protocol

Level FC-2, referred to as the Framing Protocol level, deals with the transmission
of data between N_ports in the form of frames. Among the concepts definedat this
level are

Node and N_portandtheir identifiers

e Topologies

Classes of service provided by the fabric

Segmentation of data into frames and reassembly

® Grouping of framesinto logical entities called sequences and exchanges

e Sequencing, flow control, and error control
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Common Services

FC-3 providesa set of services that are commonacross multiple N_Ports of a node.
The functions so-far defined in the draft FC-3. documents include

° Striping. Makesuse of multiple N_Portsin parallel to transmit a single infor-
mation unit across multiple links simultaneously; this achieves higher aggre-
gate throughput. A likely use is for transferring large data sets in real time, as
in video-imaging applications.

® Hunt Groups. A hunt group is a set of associated N_Ports at a single node.
This set is assigned an alias identifier that allows any frame sentto this alias
to be routed to any available N_Port within the set. This may decrease latency
by decreasing the chance of waiting for a busy N_Port.
Multicast. Delivers a transmission to multiple destinations. This includes
sending to all N_Ports on a fabric (broadcast) or to a subset of the N_Ports on
a fabric.

Mapping

FC-4 defines the mappingof various channel and network protocols to FC-PH. I/O
channelinterfaces include

¢ Small Computer System Interface (SCSI). A widely used high-speed interface
typically implemented on personal computers, workstations, and servers.”
SCSI is used to support high-capacity and high--data-rate devices, such as disks
and graphics and video equipment.

° High-Performance Parallel Interface (HIPPI). A high-speed channel stan-
dard primarily used for mainframe/supercomputer environments. At one
time, HIPPI and extensions to HIPPI were viewed as a possible general-
purpose high-speed LANsolution, but HIPPI has been superseded by Fibre
Channel,

Network interfaces include

® TERE 802. IEEE 802 MACframes map onto Fibre Channel frames.
e Asynchronous Transfer Mode

° Internet Protocol (IP). This protocol is described in Chapter 16.

The FC-4 mapping protocols make use of the FC-PH capabilities to transfer
upper-layer protocol (ULP) information. Each FC-4 specification defines the for-
mats and procedures for ULP.

Fibre Channel Physical Media and Topologies

Oneof the major strengths of the Fibre Channel standard is that it provides a range
of options for the physical medium,the data rate on that medium,and the topology
of the network.

° See [STAL96]for a detailed discussion of SCSI.
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Transmission Media

Table 13.7 summarizes the optionsthat are available under Fibre Channel for phys-
ical transmission medium and data rate. Each entry specifies the maximum point-
to-point link distance (between ports) that is defined for a given transmission
medium at a given data rate. These media may be mixedin an overall configuration.
For example, a single-modeoptical link could be used to connect switchesin differ-
ent buildings, with multimodeopticallinks used forvertical distribution inside, and
shielded twisted pair or coaxial cable links to individual workstations.

Topologies

The most general topology supported by Fibre Channelis referred to as a fabric or
switched topology. This is an arbitrary topology thatincludesat least one switch to
interconnect a number of N_ports, as shown in Figure 13.18a. The fabric topology
may also consist of a numberof switches forming a switched network, with some or
all of these switches also supporting end nodes (Figure 13.16).

Routing in the fabric topology is transparent to the nodes. Each portin the
configuration has a unique address. When data from a node are transmitted into the
fabric, the edge switch to which the node is attached uses the destination port
address in the incoming data frame to determine the destination port location. The
switch then either delivers the frame to another node attached to the same switch
or transfers the frame to an adjacent switch to begin the routing of the frame to a
remote destination.

The fabric topology provides scalability of capacity: As additional ports are
added,the aggregate capacity of the network increases, thus minimizing congestion
and contention, and increasing throughput. Thefabric is protocol-independent and
largely distance-insensitive. The technology of the switch itself and of the transmis-
sion links connecting the switch to nodes may be changed without affecting the
overall configuration. Another advantageof the fabric topology is that the burden
on nodes is minimized. An individual Fibre Channel node (end systems)is only
responsible for managing a simple point-to-point connection betweenitself and the
fabric; the fabric is responsible for routing between N_ports anderror detection.

In addition to the fabric topology, the Fibre Channel standard defines two
other topologies. With the point-to-point topology (Figure 13.18b) there are only

TABLE13.7 Maximumdistance for Fibre Channel media types.

ie

Shielded twisted pair|-[|-|
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(a) Fabric (switched) (b) Point to point (c) Arbitrated loop

FIGURE13.18 Basic FibreChannel topologies.

two N_ports, and theseare directly connected, with no interveningfabric switches.
In this case, there is no routing.

Finally, the arbitrated loop topology (Figure 13.18c) is a simple, low-cost
topology for connecting up to 126 nodesin a loop. Theports on an arbitrated loop
must contain the functions of both N_ports and F_ports; these are called NL_ports.
Thearbitrated loop operates in a manner roughly equivalentto the tokenring pro-
tocols that we have seen. Each port seesall frames and passes and ignores those not
addressed to itself. There is a token acquisition protocol to control access to the
loop.

The fabric and arbitrated loop topologies may be combined in one configura-
tion to optimize the cost of the configuration. In this case, one of the nodes on the
arbitrated loop must be a fabric-loop (FL_port) nodeso thatit participates in rout-
ing with the other switches in the fabric configuration.

Thetype of topology neednot be configured manually by a network managez.
Rather, the type of topologyis discovered early in the link initialization process.

13.6 WIRELESS LANS

A set of wireless LAN standards has been developed by the IEEE 802.11 commit-
tee. The terminology and someofthe specific features of 802.11 are unique to this
standard and are notreflected in all commercial products. However,it is useful to
be familiar with the standardas its features are representative of required wireless
LANcapabilities.

Figure 13.19 indicates the model developed by the 802.11 working group. The
smallest building block of a wireless LANis a basic service set (BSS), which consists
of some numberof stations executing the same MACprotocol and competing for
access to the same ‘shared medium. A basic service set may be isolated, or it may
connect to a backbonedistribution system through an access point. The access point
functions as a bridge. The MACprotocol maybefully distributed or controlled by
a central coordination function housedin the access point. The basic service set gen-
erally corresponds to whatis referred to as a cell in the literature.
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An extended service set (ESS) consists of two or more basic service sets inter-
connected by a distribution system. Typically, the distribution system is a wired
backbone LAN. The extended service set appears as a single logical LAN to the
logical link control (LLC) level.

The standard defines three types of stations, based on mobility:

° No-transition. A station of this type is either stationary or moves only within
the direct communication range of the communicating stations of a single
BSS.

BSS-transition. This is defined as a station movement from one BSS to

another BSS within the same ESS.In this case, delivery of data to the station
requires that the addressing capability be able to recognize the new location
of the station.

ESS-transition. This is defined as a station movement from a BSS in one ESS

to a BSS within another ESS. This case is supported only in the sense that the
station can move. Maintenance of upper-layer connections supported by
802.11 cannot be guaranteed. In fact, disruption of serviceis likely to occur.

o

e

Physical Medium Specification

Three physical media are defined in the current 802.11 standard:

e Infrared at 1 Mbps and 2 Mbpsoperating at a wavelength between 850 and
950 nm.

e Direct-sequence spread spectrum operating in the 2.4-GHz ISM band. Up to
7 channels, each with a data rate of 1 Mbps or 2 Mbps, can be used.

e Frequency-hopping spread spectrum operating in the 2.4-GHz ISM band. The
details of this option are for further study.
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Medium Access Control

The 802.11 working group considered twotypes of proposals for a MACalgorithm:
distributed-access protocols which, like CSMA/CD,distributed the decision to
transmit overall the nodes using a carrier-sense mechanism;and centralized access
protocols, which involve regulation of transmission by a centralized decision maker.
A distributed access protocol makes sense of an ad hoc network of peer work-
stations and mayalsobe attractive in other wireless LAN configurations that con-
sist primarily of bursty traffic. A centralized access protocol is natural for configu-

‘rations in which a numberof wireless stations are interconnected with each other
and with somesort of base station that attaches to a backbone wired LAN;it is
especially useful if some ofthe data is time-sensitive or high priority.

The endresult of the 802.11 is a MACalgorithm called DFWMAC(distrib-
uted foundation wireless MAC)that provides a distributed access-control mecha-
nism with an optionalcentralized control built on top of that. Figure 13.20illustrates
the architecture. The lower sublayer of the MAClayeris the distributed coordina-
tion function (DCF). DCFuses a contention algorithm to provide accesstoall traf-
fic. Ordinary asynchronoustraffic directly uses DCF. The point coordination func-
tion (PCF) is a centralized MACalgorithm used to provide contention-free service.
PCFis built on top of DCF and exploits features of DCF to assure access forits
users. Let us consider these two sublayersin turn.

Distributed Coordination Function

The DCFsublayer makesuse of a simple CSMAalgorithm.If a station has a MAC
frame to transmit, it listens to the medium. If the medium is idle, the station may
transmit; otherwise, the station must wait until the current transmissionis complete
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FIGURE13.20 TEEE 802.11 protocolarchitecture.
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before transmitting. The DCF doesnotinclude a collision-detection function (i.e.,
CSMA/CD)becausecollision detection is not practical on a wireless network. The
dynamic rangeof the signals on the medium is very large, so that a transmitting sta-
tion cannoteffectively distinguish incoming weak signals from noise and theeffects
of its own transmission. ‘

To ensure the smooth and fair functioning of this algorithm, DCF includes a
set of delays that amountsto a priority scheme. Let us start by consideringa single
delay knownas an interframe space (IFS). In fact, there are three different IFS val-
ues, but the algorithm is best explained byinitially ignoring this detail. Using an
IFS, the rules for CSMAaccessare as follows:

1. A station with a frame to transmit senses the medium.If the mediumisidle,
the station waits to see if the medium remainsidle for a time equal to IFS, and,
if this is so, the station may immediately transmit.

2. If the medium is busy (either because the stationinitially finds the medium
busy or because the medium becomesbusy during the IFS idle time), the sta-
tion defers transmission and continues to monitor the medium until the cur-
rent transmission is over,

Once the current transmission is over, the station delays another IFS. If the
medium remainsidle for this period, then the station backsoff using a binary
exponential backoff scheme and again senses the medium.If the medium is
still idle, the station may transmit. —

ad

As with Ethernet, the binary exponential backoff provides a means of han-
dling a heavy load. If a station attempts to transmit and finds the medium busy,it
backs off a certain amount andtries again. Repeated failed attempts to transmit
result in longer and longer backoff times.

The above schemeis refined for DCF to provide priority-based access by the
simple expedient of using three values for IFS;

° SIS (short IFS). The shortest IFS, used for all immediate response actions,
as explained below.

° PIFS (point coordination function IFS). A mid-length IFS, used by the cen-
tralized controller in the PCF scheme whenissuingpolls.

° DIES (distributed coordination function IFS). The longest IFS, used as a min-
imum delay for asynchronous frames contendingforaccess.

Figure 13.21a illustrates the use of these time values. Considerfirst the SIFS.
Anystation using SIFS to determine transmission opportunity has, in effect, the
highestpriority, becauseit will always gain access in preferenceto a station waiting
an amountof time equal to PIFS or DIFS. The SIFS is used in the following cir-
cumstances:

e Acknowledgment (ACK). Whenastation receives a frame addressed only to
itself (not multicast or broadcast) it responds with an ACK frameafter wait-
ing only for an SIFS gap;this has two desirable effects. First, becausecollision
detection is not used, the likelihood of collisions is greater than with
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CSMA/CD,and the MAC-level ACKprovidesforefficient collision recovery.
Second, the SIFS can be used to provide efficient delivery of an LLC proto-

_ col data unit (PDU) that requires multiple MACframes.In this case, the fol-
lowing scenario occurs. A station with a multiframe LLC PDU to transmit
sends out the MACframesoneat a time. Each frame is acknowledged by the
recipient after SIFS. When the source receives an ACK,it immediately (after
SIFS) sends the next frame in the sequence. Theresult is that once a station
has contendedfor the channel,it will maintain control of the channel untilit
has sentall of the fragments of an LLC PDU.e Clear to Send (CTS), A station can ensure thatits data frame will get through
byfirst issuing a small Request to Send (RTS)frame. Thestation to which this
frameis addressed should immediately respond with a CTSframeif it is ready
to receive. All other stations receive the RTS and defer using the medium
until they see a corresponding CTS, or until a timeout occurs.

© Poll response. This is explained in the discussion of PCF, below.

 

The next longest IFS intervalis the PIFS; this is used by the centralized con-
troller in issuing polls and takes precedence over normal-contentiontraffic. How-
ever, those frames transmitted using SIFS-have precedence over a PCFpoll.

Finally, the DIFS intervalis used for all ordinary asynchronoustraffic.
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Point Coordination Function

PCF is an alternative access method implemented on top of the DCF. The opera-
tion consists of polling with the centralized polling master (point coordinator). The
point coordinator makes use of PIFS whenissuing polls. Because PIFS is smaller
than DIFS,the point coordinator can seize the medium andlock outall asynchro-
noustraffic while it issues polls and receives responses.

As an extreme, consider the following possible scenario. A wireless network
is configured so that a numberof stations with time-sensitive traffic are controlled
by the point coordinator while remaining traffic, using CSMA, contendsfor access.
Thepoint coordinator could issue polls in a round-robin fashionto all stations con-
figured for polling. When a poll is issued, the polled station may respond using
SIFS.If the point coordinator receives a response,it issues another poll using PIFS.
If no response is received during the expected turnaround time, the coordinator
issues a poll.

If the discipline of the preceding paragraph were implemented,the pointcoor-
dinator would lock out all asynchronoustraffic by repeatedly issuing polls. To pre-
vent this situation, an interval knownas the superframeis defined. Duringthefirst
part of this interval, the point coordinatorissues polls in a round-robin fashion to
all stations configured for polling. The point coordinator then idles for the remain-
der of the superframe, allowing a contention period for asynchronousaccess.

Figure 13.21b illustrates the use of the superframe. At the beginning of a
superframe, the point coordinator may optionally seize control andissue polls for
a give period of time. This interval varies because of the variable frame size issued
by responding stations. The remainder of the superframe is available for con-
tention-based access. At the end of the superframeinterval, the point coordinator
contendsfor access to the medium using PIFS.If the mediumis idle, the point coor-
dinator gains immediate access, and a full superframe period follows. However,the
medium may be busy at the end of a superframe.In this case, the point coordinator
must wait until the medium is idle to gain access; this results in a foreshortened
superframe period for the next cycle.

13.7 RECOMMENDED READING

[STAL97] covers, in greaterdetail, all of the LAN systemsdiscussed in this chapter
[HEGE93] and [BIRD94] cover CSMA/CD and token ring LANs,respectively, in

some depth. Two detailed accounts of FDDI are [MILL95] and [SHAH94]; the former pro-
vides more detail on physical-layer issues, while the latter has more coverage of the MAC
protocol. [SPUR95] contains a concise summary of the specifications for 1OOBASE-T, includ-
ing configuration guidelines for a single segment of each mediatype,as well as guidelines for
building multi-segment Ethernets using a variety of media types. [WATS95] provides good
technical summaries of 100VG-AnyLAN. [KAVA95] and [NEWM94] are good surveyarti-
cles on LAN ATM architectuie and configurations. The most comprehensive description of
Fiber Channel is [STEP95]. This book provides a detailed technical treatment of each layer
of the Fibre Channelarchitecture. A shorter but worthwhile treatmentis [FCA94], which is
a 50-page book from the Fiber Channel Association, an industry consortium formed to pro-
mote the Fiber Channel.
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Books with rigorous treatments of LAN/MAN performance include [STUC85],
[HAMM86], [SPRA91], and [BERT92].
BERT92_ Bertsekas, D. and Gallager, R. Data Networks. EnglewoodCliffs, NJ: Prentice

Hall, 1992,

BIRD94 Bird, D. Token Ring Network Design. Reading, MA: Addison-Wesley, 1994,
FCA94_ Fibre Channel Association. Fibre Channel: Connection to the Future. Austin, TX:

Fibre Channel Association, 1994.

HAMM86 Hammond, J. and O’Reilly, P. Performance Analysis of Local Computer Net-
works. Reading, MA: Addison-Wesley, 1986.

- HEGE93 Hegering, H. and Lapple, A. Ethernet: Building a Communications Infrastruc-
ture. Reading, MA: Addison-Wesley, 1993.

KAVA95_ Kavak, N. “Data Communication in ATM Networks,” IEEE Network, May/June
1995.

-MILL9S Mills, A. Understanding FDDI. EnglewoodCliffs, NJ: Prentice-Hall, 1995.
NEWM94 Newman,P. “ATM Local Area Networks.” IEEE Communications Magazine,

March 1994,

SHAH94 Shah, A. and Ramakrishnan, G. FDDI: A High-Speed Network. Englewood
Cliffs, NJ: Prentice Hall, 1994,

SPRA91_ Apragins, J. Hammond, J. and Pawlikowski, K. Telecommunications Protocols
and Design. Reading, MA: Addison-Wesley, 1991.

SPUR95 Spurgeon, C. Quick Reference Guide to Ethernet. Austin, TX: Harris Park Press,
1995.

STAL97 Stallings, W. Local qnd Metropolitan Area Networks, Fifth Edition. Upper Saddle
River, NJ: 1997, ,

STEP95 Stephens, G. and Dedek,J. Fiber Channel. Menlo Park, CA: Ancot Corporation,
1995,

STUC85 Stuck, B. and Arthurs, E. A Computer Communications Network Performance
Analysis Primer. Englewood Cliffs, NJ: Prentice Hall, 1985.

WATS9S Watson,G.,et al. “The Demand Priority MAC Protocol.” IEEE Network, January/
February 1995,

 ‘ Recommended Web Sites

° http://wwwhost.ots.utexas.edu/ethernet: Provides general Ethernet information, tech-
nical specifications, an Ethernetreadinglist, and an image of inventor Robert Met-
calf’s original 1976 Ethernet drawing.

° http:/Awww.astral.org: Site of the Alliance for Strategic Token Ring Advancement and
Leadership, a vendor organization.

° http://www.amdahl.com/ext/CARP/FCA/FCA.html: Web site of the Fibre Channel
Association. ,

° http://www.iol.unh.edu: University of New Hampshire (equipment testing for ATM,
FDDI, Fast Ethernet, FDSE, Ethernet, OSPF, Network Management (SNMP), Token
Ring, and VG-AnyLAN),.

13.8 PROBLEMS

13.1 A disadvantage of the contention approach for LANsis the capacity wasted due to
multiple stations attempting to access the channelat the sametime. Supposethat time
is divided into discrete slots with each of N stations attemptingto transmit with prob-
ability p during each slot. What fraction ofslots is wasted due to roultiple simultane-
ous transmission attempts?
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A simple medium access control protocol would be to use a fixed assignment time-
division multiplexing (TDM) scheme, as described in section 2.1. Each station is
assigned onetime slot per cycle for transmission. For the bus and tree, the length of
eachslot is the time to transmit 100 bits plus the end-to-end propagation delay. For
the ring, assume a delay of onebit time per station, and assume that a round-robin
assignmentis used. Stations monitorall time slots for reception. Assume a propaga-
tion time of 2 x 10° m/sec. Whatare the limitations, in terms of numberofstations
and throughputper station, for ,
a. A 1-km, 10-Mbps baseband bus?
b. A t-km (headendto farthest point), 10-Mbps broadband bus?
c. A 10-Mbps broadbandtree consisting of a 0.5-km trunk emanating from the head-

end andfive 0.1-km branches from the trunkat the following points: 0.05 km,0.15
km,0.25 km,0.35 km, 0.45 km?

d, A 10-Mbpsring with a total length of 1 km?
e. A 10-Mbpsring with a length of 0.1 km between repeaters?
f. Compute throughputforall of the above for 10 and 100 stations.
Consider two stations on a baseband busat a distance of 1 km from each other. Let
the data rate be 1 Mbps, the frame length be 100 bits, and the propagation velocity be
2 X 10° m/s. Assume that each station generates frames at an average rate of 1000
frames per second. For the ALOHAprotocol, if one station begins to transmit a
frame at time /, what is the probability of collision? Repeat for slotted ALOHA.
Repeat for ALOHAandslotted-ALOHAat 10 Mbps, :
Repeat Problem 13.3 for a broadband bus. Assumethat the two stations are 1 km
apart and that one is very near the headend.
The binary exponential backoff algorithm is defined by IEEE 802 as follows:

Thedelay is an integral multiple of slot time. The numberofslot times to delay
before the nth retransmission attempt is chosen as a uniformly distributed ran-
dom integer r in the range 0 <r < 2%, where K = min(n,10).

Slot time is, roughly, twice the round-trip propagation delay. Assumethat twosta-
tions always have a frame to send. After a collision, what is the mean number of
retransmission attempts before one station successfully retransmits? What is the
answerif three stations always have frames to send?
Consider the 100VG-AnyLAN network shown in Figure 13.12 and suppose that
requests are issued in the following order: .

1-2(N), 3-8(N), 1-1(H), 1-2(N), 5-1(N), 3-6(H), 1-4(N),5-2(N), 1-1(H)

Generate a timing diagram similarto that of Figure 13.11 that shows the transmission
sequence of the above requests. Assumeall frames are of equal length and that
requests arrive at a uniform rate of one per 0.5 frame times.
For a token ring LAN, suppose that the destination station removes the data frame
and immediately sends a short acknowledgmentframeto the sender,rather thanlet-
ting the original frame return to sender. Howwill this procedure affect performance?
Another medium access contro! techniquefor rings is the slotted ring. A number of
fixed-length slots circulate continuously on the ring. Each slot contains a leading bit
to designate the slot as empty or full. A station wishing to transmit waits until an
empty slot arrives, marksthe slotfull, and inserts a frame of data as the slot goes by.
Thefull slot makes a complete roundtrip, to be marked empty again by the station
that marked it full. In what sense are the slotted ring and token ring protocols the
complementof each other?
Considera slotted ring of length 10 km with a data rate of 10 Mbps and 500 repeaters,
each of which introduces a 1-bit delay. Each slot contains room for one source-
address byte, one destination-address byte, two data bytes, andfive control bits for a
total length of 37 bits. How manyslots are on the ring?
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13.10

13.11

13.12

13.13

13.14

13.15

13.16

Comparethe capacity allocation schemes for IEEE 802.5 token ring and FDDI. What
are the relative pros and cons?

Rework the example of Figure 13.10 using a TTRT of 12 frames and assumethat no
station ever has more than 8 asynchronous framesto send.
With 8B6T coding,the effective data rate on a single channelis 33 Mbpswithasig-
naling rate of 25 Mbaud.If a pure ternary scheme were used, what would betheeffec-
tive data rate for a signaling rate of 25 Mbaud?
With 8B6T coding, the DC algorithm sometimesnegatesall of the ternary symbolsin
a code group. How doesthe receiver recognize this condition? How does the receiver
discriminate between a negated code group andonethathas not been negated? For
example, the code group for data byte 00 is +-00-+— and the code group for data byte
38 is the negation of that, namely —+00-+.
Draw the MLTdecoderstate diagram that corresponds to the encoderstate diagram
of Figure 13.2.

Forthebit stream 0101110, sketch the waveformsfor NRZ, NRZI, Manchester, and
Differential Manchester, and MLT-3. :

Fill in all the values for the 5B6B decoding table, whose outline is shown below.

Mode2 Output Mode4 Output
Received Sextet Quintet Quintet

eeee
e
eo

  
  
    

Viptela, Inc. - Exhibit 1011 - Part 2
Page 42

 

 



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 43

13A / APPENDIX 451

413A APPENDIX

DicitaL SIGNAL ENCODING FOR LANs

In Cuaprer4, we looked at some of the common techniques for encoding digital data
for transmission, including Manchester andDifferential Manchester, which are used in some
of the LAN standards. In this appendix, we examine some additional encoding schemes
referred to in this chapter.

4B/5B-NRZI

This scheme, which is actually a combination of two encoding algorithms, is used both for
100BASE-X and FDDI. To understandthe significance of this choice, first consider the sim-
ple alternative of an NRZ (non-return to zero) coding scheme. With NRZ,one signalstate
represents binary one, and onesignal state represents binary zero. The disadvantage ofthis
approachis its lack of synchronization. Because transitions on the medium are unpredictable,
there is no wayfor the receiver to synchronize its clock to the transmitter. A solution to this
problem is to encode the binary data to guarantee the presence oftransitions. For example,
the data could first be encoded using Manchester encoding. The disadvantage of this
approachis that theefficiency is only 50%. That is, because there can be as manyas twotran-
sitions per bit time, a signaling rate of 200 million signal elements per second (200 Mbaud)is
neededto achieve a data rate of 100 Mbps;this represents an unnecessary cost and technical
burden.

Greater efficiency can be achieved using the 4B/5B code.In this scheme, encoding is
donefourbits at a time; each four bits of data are encoded into a symbolwith five codebits,
such that each codebit contains a single signal element. The block of five codebits is called
a code group.In effect, each set of 4 bits is encoded as 5 bits. The efficiency is thus raised to
80%; 100 Mbpsis achieved with 125 Mbaud.

To ensure synchronization, there is a second stage of encoding: each code bit of the
4B/5B stream is treated as a binary value and encoded using Nonreturn to Zero Inverted
(NRZI)(see Figure 4.2). In this code, a binary 1 is represented with a transition at the begin-
ning of the bit interval, and a binary 0 is represented with no transition at the beginning of
the bit interval; there are no other transitions, The advantage of NRZ1Iis that it employs dif-
ferential encoding. Recall from Chapter 4 that in differential encoding, the signal is decoded
by comparingthe polarity of adjacent signal elements rather than the absolute value ofa sig-
nal element. A benefit of this schemeis thatit is generally more reliable in detecting a tran-
sition in the presence of noise and distortion than in comparing a value to a threshold.

Now weare in a position to describe the 4B/5B code and.to understandthe selections
that were made. Table 13.8 shows the symbol encoding. Each 5-bit code group pattern is
shown,together with its NRZI realization. Because we are encoding four bits with a 5-bit pat-
tern, only 16 of the 32 possible patterns are needed for data encoding. The codes selected to
represent the 16 4-bit data blocks are such that a transition is present at least twice for each
5-code group code. No morethan three zeros in a row are allowed across one or more code
groups.

The encoding scheme can be summarized as follows:

 

1. A simple NRZ encoding is rejected because it does not provide synchronization; a
string of 1s or Os will have no transitions.

2. The data to be transmitted mustfirst be encodedto assure transitions. The 4B/SB code
is chosen over Manchester becauseit is moreefficient.

3. The 4B/SB codeis further encoded using NRZIso that the resulting differential signal
will improve reception reliability.

4. The specific 5-bit patterns for the encoding of the 16 4-bit data patterns are chosen to
guarantee no morethanthree zeros in a row, to provide for adequate synchronization.
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TABLE13.8 -4B/SB code groups.               

 
Data input Code group

(4bits) (5 bits) NRZIpattern Interpretation

0000 11110 TLL. Data 0

0001 01001 | | Data 1

0010 | 10100 | Data 2

0011 10101 [Ly Data 3

0100 01010 . | Data 4

0101 01011 | | : | Data 5

0110 01110 | | | Data 6
o1i1 01111 SLAF Data7

1000 10010 a Data 8

1001 10011 -— LI Data 9
1010 10110 | | | Data A

1011 10111 | | | Data B

1100 11010 | | Data C

1101 11011 PLL Data D
1110 11100 | | | Data E

1111 11101 PLE Data F

ain PLELILate
11000 | | Start of stream

a delimiter, part 1

10001 ee Start of-stream
delimiter, part 2

01101 JLJEndof stream
delimiter, part 1

00111  _fLi- End of stream
delimiter, part 2

00100 Jf Transmit error
other Invalid codes            
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Those code groups not used to represent data are either declared invalid or are
assigned special meaning as control symbols. These assignments arelisted in Table 13.8. The
nondata symbols fall into the following categories:

® Idle. The idle code group is transmitted between data transmission sequences. It
consists of a constant flow of binary ones, which in NRZI comes out as a continuous
alternation between the twosignal levels. This continuousfill pattern establishes and
maintains synchronization and is used in the CSMA/CDprotocolto indicate that the
shared mediumisidle.

® Start-of-stream delimiter. Used to delineate the starting boundary of a data transmis-
‘ sion sequence;it consists of two different code groups.

° End-of-stream delimiter. Used to terminate normal data transmission sequences;it
consists of two different code groups.

° Transmit error. This code group is interpreted as a signaling error. The normaluse of
this indicator is for repeaters to propagate received errors.

MLT-3

Although 4B/5B-NRZIis effective over optical fiber, it is not suitable, as is, for use over
twisted pair. The reasonis that the signal energy, is concentrated in such a way as to produce
undesirable radiated emissions from the wire. MLT-3, which is used on both 1OOBASE-TX
and the twisted pair version of FDDI,is designed to overcomethis problem.

The following steps are involved:

1. NRZI to NRZ conversion: The 4B/5B NRZIsignal of the basic 100BASE-Xis con-
verted back to NRZ.

2. Scrambling: Thebit stream is scrambled to produce a more uniform spectrum distrib-
ution for the next stage.

3. Encoder: The scrambled bit stream is encoded using a scheme known as MLT-3.
4. Driver: The resulting encoding is transmitted.

The effect of the MLT-3 schemeis to concentrate most of the energy in the transmit-
ted signal below 30 MHz, which reduces radiated emissions; this, in turn, reduces problems
dueto interference.

The MLT-3 encoding produces an output that has a transition for every binary one that
uses three levels: a positive voltage (+V), a negative voltage (-V) and no voltage (0). The
encodingrules are best explained with reference to the encoder state diagram shown in Fig-
ure 13.22:

1. If the nextinput bit is zero, then the next output value is the sameas the preceding
value.

2. If the next input bit is one, then the next output value involves a transition:
a. If the preceding output value was either + V or —V, then the next output value is 0.

b. If the preceding output value was0, then the next output value is nonzero, and that
outputis of the opposite sign to the last nonzero output.

Figure 13.23 provides an example. Every time there is an input of 1, there is a transi-
tion. The occurrences of +V and —V alternate.

8B6T

The 8B6T encoding algorithm uses ternary signaling. With this method, each signal element
can take on one of three values (positive voltage, negative voltage, zero voltage). A pure
ternary code is one in which the full information-carrying capacity of the ternary signal is
exploited. However, pure ternary is not attractive for the same reasons that a pure binary
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Input = 0

 
Input = 1

Input = 0 Input = 0

Input = 0

Input = 1 Input = 1

FIGURE13.22, MLT-3 encoderstate diagram.

(NRZ)codeis rejected: lack of synchronization. However, there are schemes referred to as
block-coding methods that approach the efficiency of ternary and overcomethis disadvan-
tage. A new block coding scheme known as 8B6Tis used for 1O0OBASE-T4.

With 8B6T,the data to be transmitted are handled in 8-bit blocks, Each block of8 bits
is mapped into a code group ofsix ternary symbols. The stream of code groups is then trans-
mitted in round-robin fashion across the three output channels (Figure 13.24). Thus, the
ternary transmission rate on each output channelis

6 ant _
3 x 333 = 25Mbaud

Table 13.9 shows a portion of the 8B6T codetable; the full table maps all possible 8-
bit patterns into a unique code group of six ternary symbols. The mapping was chosen with
two requirements in mind: synchronization and DC balance. For synchronization, the codes
were chosen so as to maximize the average numberof transitions per code group. The sec-
ond requirement is to maintain DC balance, so that the average voltage on theline is zero;
for this purpose,all of the selected code groups have either an equal numberofpositive and
negative symbols or an excess of one positive symbol. To maintain balance, a DC balancing
algorithm is used. In essence, this algorithm monitors the cumulative weight of all code
groups transmitted onasingle pair. Each code group hasa weightof0 or 1. To maintain bal-
ance, the algorithm may negate a transmitted code group (changeall + symbols to — symbols

eV

-V 
FIGURE 13.23 Example of MLT-3 encoding.
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6T (25 Mbaud) 
 
 

8B (100 Mbps)

 
 

 

Stream of

8-bit bytes

6T (25 Mbaud)

6T (25 Mbaud)

FIGURE13.24 8B6T transmission scheme.

andall — symbols to + symbols), so that the cumulative weightat the conclusion of each code
group is alwayseither 0 or 1.

5B6B

The 5B6B encoding is used in the 100VG-AnyLANspecification in the following way: A
MACframeis divided into 5-bit chunks (quintets), and each successive chunkis transmitted
over a different channel in round-robin fashion. Thus, to achieve a data rate of 100 Mbps,a
data rate of only 25 Mbpsis needed on each channel.

To ensure adequate transitions on eachline for synchronization, an encoding scheme
knownas 5B6Bis used. The SB6B schemeis based on the samestrategy as the 4B/5B scheme
describedearlier. In this case, each group of5 inputbits is mappedintoa set of 6 outputbits.
Thus, for an effective data rate of 25 Mbps, a signaling rate of 30 Mbaudis required.

With the 5B6B scheme,there are 32 possible 5-bit inputs. Ideally, we would like to
assign to each 5-bit input a 6-bit code that has an equal numberofones and zeros; this would
maintain a dc balance of zero. However, there are only twenty 6-bit code words that have
three ones and zeros. These codes are assigned to 20 of the input patterns. For the remain-
ing 12 input patterns, two code words are assigned, one with four zeros and two ones (mode

TABLE13.9 Portion of 8B6T codetable.

Data 6T code Data 6T code Data 6T code 6T code

octet group octet group octet group group
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2) and one with two zeros and four ones (mode 4). Successive instances of any of these 24
unbalanced code words mustalternate between mode 2 and mode4 output to maintain bal-
ance.If, during reception,a station or repeater receives two of the same type of unbalanced
words in a row (with any numberofintervening balanced words), the receiver knowsthat a
transmission error has.occurred and will ask for a retransmission of the data.

Table 13.10 shows the complete 5B6B encoding scheme. Thereis a unique output code
word for 12 of the input patterns; for the rest, the transmitter keeps track of whetherthelast
unbalanced transmitted word was mode 2 or mode 4 and transmits the appropriate output
code word to maintain balance,

.8B/10B

The encoding scheme used for Fibre Channelis 8B/10B, in which each8bits of data is con-
verted into 10 bits for transmission. This scheme has a similar philosophy to the 4B/5B
schemeused for FDDI,as discussed earlier. The 8B/10B scheme was developed andpatented
by IBM foruse in its 200-megabaud ESCONinterconnect system [WIDM83]. The 8B/10B
scheme is more powerful than 4B/5B in terms of transmission characteristics and error detec-
tion capability.

The developersof this codelist the following advantages:

e It can be implemented with relatively simple and reliable transceivers at low cost..
It is well-balanced, with minimal deviation from the occurrence of an equal number of
1 and 0 bits across any sequence.
It provides good transition density for easier clock recovery.

e It provides useful error-detection capability.

The 8B/10B code is an example of the more general mBnB code, in which m binary
source bits are mapped into x binary bits for transmission. Redundancyis built into the code
to provide the desired transmission features by making n > m.

Figure 13.25 illustrates the operation of this code. The code actually combines two
other codes, a 5B/6B code and a 3B/4B code. Theuse of these two codesis simply an artifact
that simplifies the definition of the mapping and the implementation; the mapping could
have been defined directly as an 8B/10B code. In any case, a mapping is defined that maps

TABLE 13.10 5B6B encodingtable.

Input Mode2 Mode 4 Input Mode2 Mode 4
Quintet Output Output|Quintet Output Output

00000 001100 110011 10000 000101 111010
00001 101160 101100 10001 100101 100101
00010 100010 101110 10010 001001 110110
00011 001101 001101 10011 010110 010110

00100 001010 110101 10100 111000 111000
00101 010101 ot0101 10101 011000 100111
00110 001110 001110 10110 011001 011001
00111 001011 001011 10111 100001 011110
01000 000111 000111 11000 110001 110001
01001 100011 100011 11001 101010 101010
01010 100110 100110 11010 010100 101011
01011 000110 111001 11011 110100 110100
01100 101000 010111 11100 011100° 011100
01101 011010 011010 11101 010011 010011
01110 100100 100100 11110 010010 101101
01111 101001 101001 11111 110010 110010
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functions

control

    

Encoding switch

10 Binary Lines to Serializer

FIGURE13.25 8B/10B encoding.
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each of the possible 8-bit source blocks into a 10-bit code block. There is also a function
called disparity control. In essence, this function keeps track of the excess of zeros over ones
or ones over zeros. An excess in either direction is referred to as a disparity. If there is a dis-
parity, and if the current code block would add to that disparity, then the disparity control
block complements the 10-bit code block. This has the effect of either eliminating the dis-
parity or at least movingit in the opposite direction of the current disparity.

The encoding mechanism also includes a controlline input, K, which indicates whether
the lines A through H are data or control bits. In the latter case, a special nondata 10-bit
block is generated. A total of 12 of these nondata blocks is defined as valid in the standard;
these are used for synchronization and for other control purposes.
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13B APPENDIX

PERFORMANCE ISSUES

THE CHOICE_OF a LAN or MANarchitecture is based on many factors, but one of. the
most important is performance. Of particular concern is the behavior (throughput, response
time) of the network under heavy load. Here, we provide an introduction to this topic. A
more detailed discussion can be found in [STAL97].

' The Effect of Propagation Delay and Transmission Rate
In Chapter 6, we introduced the parameter a, defined as

_ Propagation time
Transmission time

In that context, we were concerned with a point-to-point link, with a given propagation time
between the two endpoints and a transmission time for either a fixed or an average frame
size. It was shown that.a could be expressed as

_ Length ofdatalink in bits
@ =" Length offramein bits

This parameteris also important in the context of LANs and MANs,and,in fact, deter-
mines an upper bound onutilization. Consider a perfectly efficient access mechanism that
allows only one transmission at a time. As soon as one transmission is over, another station
begins transmitting. Furthermore, the transmission is pure data; there are no overheadbits.
Whatis the maximum possible utilization of the network? It can be expressedas the ratio of
total throughput of the networkto its capacity:

_ Throughput
Capacity (13.1)

Nowdefine, as in Chapter 6,

R = data rate of the channel

d = maximum distance between any twostations
V = velocity of signal propagation
EL = averageorfixed frame length

The throughputis just thé numberof bits transmitted per unit time. A frame containsL bits,
and the amountof time devoted to that frame is the actual transmission time (L/R) plus the
propagation delay (d/V). Thus,

Throughput =7 (13.2)
But by our definition of a, above

_aW _Rd
4=TR= Ty (13.3)

Substituting (13.2) and (13.3) into (13.1)
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1
U-Tha (13.4)

Note that the above differs from Equation (6.2), because the latter assumed a half-duplex
protocol (no piggybacked acknowledgments).

So,utilization varies with a; this can be grasped intuitively by studying Figure 13.26,
which shows a baseband bus with twostations as far apart as possible (worst case) that take
turns sending frames. If we normalize tire such that frame transmission time = 1, then the
propagation time = a. For a < 1, the sequence of eventsis as follows:.

1. A station begins transmitting at fp.
. Reception beginsat fo + a.
. Transmission is completed at f + 1.
. Reception ends at+ 1+ a.

2.

3

4

5. The other station begins transmitting.

For a > 1, events 2 and 3 are interchanged. In both cases, the total time for one “turn”
is 1 + a, but the transmission time is only 1 for a utilization of 1/(1 + a).

The sameeffect as above can be seen to apply to a ring network in Figure 13.27. Here
we assumethat one station transmits and then waits to receive its own transmission before
any other station transmits. The identical sequence of events outlined above applies.

Typical values of a range from about 0.01 to 0.1 for LANs and 0.1 to well over 1.0 for
MANs. Table 13.11 gives some representative values for a bus topology. As can be seen, for
larger and/or higher-speed networks,utilization suffers. For this reason, the restriction of
only one frameat a timeis lifted for LANs such as FDDI.

           

Start of transmission Start of transmission

— —

t

mt ie y

f

            

Start of reception Endof transmission

op i

—-

    
to+1
     

       

Endof transmission Start of reception
>

|

eta wey
| Cl
Endof reception Endof reception

(a) Transmission time = 1; propagation time = a <1 (b) Transmission time = 1; propagation time = a >1

FIGURE 13.26 Theeffect of a on utilization for baseband bus.
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a1 a,1
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FIGURE 13.27. The effect of a on utilization:ring.

Finally, the analysis above assumesa “perfect” protocol, for which a new frame can be
transmitted as soonas an old frameis received. In practice, the MAC protocol adds overhead
that makesutilization worse. This is demonstrated in the next subsection for token-passing
and for CSMA/CD.

Simple Performance Models of Token Passing and CSMA/CD
The purpose of this section is to give the reader someinsight into the relative performance
of the most important LAN protocols—CSMA/CD,token bus, and token ring—by devel-
oping two simple performance models. It is hoped that this exercise will aid in delineating the
results of more rigorous analyses.

For these models, we assume a local network with Nactive stations, and a maximum
normalized propagation delay of a. To simplify the analysis, we assume that each stationis
always prepared to transmit a frame; this allows us to develop an expression for maximum
achievable utilization (U). Although this should not be construed to be the sole figure of
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TABLE13.11 Representative valuesof a.

Data rate Framesize Network 1

 

(Mbps) (bits) length (km) a 1+a

1 100 1 0.05 0.95

1 1,000 10 0.05 0.95
1 100 10 0.5 0.67

10 100 1 0.5 0.67

10 1,000 1 0.05 0.95
10 1,000 10 0.5 0.67
10 10,000 10 0.05 0.95

100 35,000 200 2.8 0.26
100 1,000 350 _ 25 0.04  

merit for a local network,it is the single most analyzed figure of merit, and does permit use-
ful performance comparisons.

First, let us consider token ring. Time on the ring will alternate between data frame
transmission and token passing. Refer to a single instance of a data frame followed by a token
as a cycle and define the following:

C = average time for one cycle
T, = average time to transmit a data frame
T) = average time to pass a token

It should be clear that the average cyclerate is just 1/C = 1/(T, + T2). Intuitively,

-_ TT
U Tit (13.5)

Thatis, the throughput, normalized to system capacity,is just the fraction of time that is spent
transmitting data.

Refer now to Figure 13.26; time is normalized such that frame transmission time equals
1 and propagation time equals a. Note that the propagation time must include repeater
delays. For the case of a < 1, a station transmits a frame attime fp, receives the leading edge
of its own frame at fo + a, and completes transmission at fo + 1. The station then emits a
token, which takes an average time a/N to reach the next station. Thus, one cycle takes 1 +
a/N and the transmission time is 1. So U = 1/(1 + a/N).

For a > 1, the reasoningis slightly different. A station transmits at fo, completes trans-
mission at fp + 1, and receives the leading edge ofits frame at fo + a. At that point,it is free
to emit a token, which takes an average time a/N to reach the next station. The cycle timeis,
therefore, a + a/N and U = 1(a (1 + 1/N)).

Summarizing,

_1
idtain

Token: U= 1 (13.6)
a(a+1/N) ari

a<i
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The reasoning above applies equally well to token bus, where we assume that the logical
ordering is the same as the physical ordering and that token-passing time is, therefore, a/N.

For CSMA/CD,consider time on the medium to be organized into slots whose length
is twice the end-to-end propagation delay. This is a convenient way to view the activity on
the medium;theslot time is the maximum time,from the start of transmission, required to
detect a collision. Again, assume that there are N active stations. Clearly, if each station
always has a frame to transmit, and doesso, there will be nothing but collisions on the line.
Asa result, we assumethat each station restrainsitself to transmitting during an available slot
with probability P.

Time on the medium consists of two types ofintervals: first is a transmission interval,
’ which lasts 1/2a slots; second is a contention interval, which is a sequence of slots with either

a collision or no transmission in each slot. The throughputis just the amountof time spent in
transmissionintervals (similar to the reasoning for Equation (13.5)).

To determine the average length of a contention interval, we begin by computing A,
the probability that exactly one station attempts a transmission in a slot and, therefore,
acquires the medium. This is just the binomial probability that any one station attempts to
transmit and the others do not:

A= (@)p\i-Py?
= NP(1—P)%71

This function takes on a maximum over P when P= 1/N:

A=(1-1/N)X1

Weare interested in the maximum because we wantto calculate the maximum throughput
of the medium;it should be clear that maximum throughputwill be achieved if we maximize
the probability of successful seizure of the medium. Therefore, the following rule should be
enforced: During periods of heavy usage, a station should restrain its offered load to 1/N.
(This assumes that each station knows the value of N. In order to derive an expression for
maximum possible throughput, we live with this assumption.) On the other hand,during peri-
ods of light usage, maximum utilization cannot be achieved because the load is too low;this
region is not of interest here.

Now wecan estimate the mean length of a contention interval, w, in slots:

o i slots in a row withacollision or no

E[w] = Si X Pr| transmission followed by a slot with one
i=t transmission

=Sil-AJA.i=l

The summation converges to

E[w]=+>4
Wecan now determine the maximum utilization, which is just the length of a transmission
interval as a proportion of a cycle consisting of a transmission and a contention interval:

. = 1/2a -___t
CSMAICD:=-U=T79gF (1 -A)TA 14201 — ANIA (13.7)
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FIGURE 13.28 Throughput as a function of a for token
passing and CSMA/CD.

Figure 13.28 shows normalized throughputas a functionof various values of N and for
both token passing and CSMA/CD.For both protocols, throughputdeclines as a increases;
this is to be expected. The dramatic difference, though, between the two protocols is seen in
Figure 13.29, which shows throughputas a function of N. Token-passing performance actu-
ally improvesas a function of N, becauseless timeis spent in token passing. Conversely, the
performance of CSMA/CD decreases because of the increased likelihoodof collision or no
transmission.

It is interesting to note the asymptotic value of U as N increases. For token passing,
: _jl a<i

Token: lim U= YW, a<t (13.8)
For CSMA/CD,we need to know that jim (1-1/N)"" = 1/e, Then we have

. _ 1
CSMAICD: lim U= 7345 (13.9)
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FIGURE 1329 Throughput as a function of N for token
pasing and CSMA/CD.
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n most cases, a LAN or MANis notanisolated entity. An organization may
have more than one type of LANata givensite to satisfy a spectrum of needs.
An organization may have multiple LANsof the sametypeata given site to

accommodate performanceorsecurity requirements. Furthermore, an organization
may have LANs and possibly MANsatvarioussites and may need them to beinter-
connected for central control of distributed information exchange.

The simplest approach to extending the range of LAN coverageis the use of
bridges to interconnect a numberof individual LANs. A more generalsolution,

_ which allows the interconnection of local. and wide area networks, is the use of an
internetworking protocol and routers. This latter area is discussed in Chapter 16.
Here, we concentrate on the bridge.

The chapter begins with a discussion of the basic operation of bridges. Then,
we look at the most complex design issues associated with bridges, which is routing.
Finally, we will return to the topic of ATM LANs,introduced in Chapter 13, and
examine the concept of ATM LAN emulation.

14.1 BRIDGE OPERATION

The early designs for bridges were intended for use betweenlocal area networks
(LANs)thatuse identical protocols for the physical and medium access layers (e.g.,
all conforming to IEEE 802.3 or all conforming to FDDI). Becausethe devicesall
use the sameprotocols, the amountof processing required at the bridge is minimal.
In recentyears, bridges that operate between LANswith different MAC protocols
have been developed. However,the bridge remains a much simpler device than the
router, which is discussed in Chapter 16.

Because the bridge is used in a situation in which all of the LANs have the
same characteristics, the reader may ask why one does not simply use one large
LAN. Dependingon circumstance, there are several reasonsforthe use of multiple
LANsconnected by bridges:

o Reliability. The danger in connectingall data processing devices in an organi-
zation to one networkis that a fault on the network may disable communica-
tion for all devices. By using bridges, the network can bepartitioned intoself-
contained units.

Performance. In general, performance on a LAN or MAN declines with an
increase in the numberof devices or with the length of the medium. A num-
ber of smaller LANswill often give improved performanceif devices can be
clustered so that intra-network traffic significantly exceeds inter-network
traffic.

Security. The establishment of multiple LANs may improve security of com-
munications.It is desirable to keep different typesoftraffic (e.g., accounting,
personnel,strategic planning) that have different security needs on physically
separate media. At the sametime, the different types of users with different
levels of security need to communicate through controlled and monitored
mechanisms.
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e Geography. Clearly, two separate LANsare needed to support devices clus-
tered in two geographically distant locations. Even in the case of two build-
ings separated by a highway, it may be far easier to use a microwave bridge
link than to attempt to string coaxial cable between the two buildings. In the
case of widely separated networks, two half bridges are needed (see Figure
14.3, below).

Functions of a Bridge

Figure 14.1 illustrates the operation of a bridge between two LANs, A and B. The
bridge performs the following functions:

e Readsall frames transmitted on A, and accepts those addressed to stations
on B.

e Using the medium access control protocol for B, retransmits the frames
onto B.

e Does the samefor B-to-A traffic, '

Several design aspects of a bridge are worth highlighting:

1. The bridge makes no modification to the content or format of the framesit
receives, nor does it encapsulate them with an additional header. Each frame
to be transferred is simply copied from one LAN andrepeated with exactly
the samebit pattern as the other LAN. Because the two LANsuse the same
LANprotocols, it is permissible to do this.

LANA          

 

 
 

 

 

Frames with

addresses 11 through
20 are accepted and
repeated on LAN B

  Station 2 Station 1 |   

Frames with

addresses 1 through
10 are accepted and
repeated on LANALAN B    

 Station 11}.     
FIGURE14.1 Bridge operation.
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2, The bridge should contain enough buffer space to meet peak demands.
Over a short period of time, frames may arrive faster than they can be
retransmitted.

3, The bridge must contain addressing and routing intelligence. At a minimum,
the bridge must know which addresses are on each network in order to know
which frames to pass. Further, there may be more than two LANsinter-
connected by a numberofbridges. In that case, a frame may haveto be routed
through several bridges in its journey from source to destination.

4, A bridge may connect more than two LANs.

The bridge provides an extension to the LAN that requires no modification to
the communicationssoftware in the stations attached tothe LANs.It appearsto all
stations on the two (or more) LANsthat there is a single LAN on which eachsta-
tion has a unique address. Thestation uses that unique address and neednotexplic-
itly discriminate between stations on the same LAN andstations on other LANs;
thebridge takes care of that.

The description above has applied to the simplest sort of bridge. More sophis-
ticated bridges can be used in more complex collections of LANs. These construc-
tions would include additional functions, such as,

e Each bridge can maintain status information on otherbridges, together with
the cost and numberof bridge-to-bridge hops required to reach each network.
This information may be updated by periodic exchanges of information
amongbridges; this allows the bridges to perform a dynamic routing function.

e A control mechanism can manage frame buffers in each bridge to overcome
congestion. Undersaturation conditions, the bridge can give precedence to en
route packets over new packets just entering the internet from an attached
LAN,thus preserving the investmentin line bandwidth and processing time
already made in the en route frame.

Bridge Protocol Architecture

The IEEE 802.1D specification defines the protocol architecture for MAC bridges.
In addition, the standard suggests formats for a globally administered set of MAC
station addresses across multiple homogeneous LANs.In this subsection, we exam-
ine the protocolarchitecture of these bridges.

Within the 802 architecture, the endpoint or station address is designated at
the MAClevel. Thus,it is at the MAClevelthat a bridge can function. Figure 14.2
showsthe simplest case, which consists of two LANs connectedbya single bridge.
The LANsemploy the same MAC and LLC protocols. The bridge operatesas pre-
viously described. A MAC frame whose destination is not on the immediate LAN
is captured by the bridge, buffered briefly, and then transmitted on the other LAN.
As far as the LLClayer is concerned, thereis a dialogue between peer LLCentities
in the two endpoint stations. The bridge need not contain an LLC layer, asit is
merely serving to relay the MACframes.

Figure 14.2b indicates the way in which data is encapsulated using a bridge.
Data are provided by some user to LLC. The LLC entity appends a header and

Viptela, Inc. - Exhibit 1011 - Part 2
Page 60



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 61

14.1 / BRIDGE OPERATION 469

Station , Station

 
(a) Architecture

  
      

6, 14, 15,16|MAC-H [ut:[ User data [ mac|      

(b) Operation

FIGURE 14.2. Connection of two LANsbya bridge.

passes the resulting data unit to the MACentity, which appends a header and a
trailer to form a MACframe. Onthebasis of the destination MAC addressin the
frame,it is captured by the bridge. The bridge does notstrip off the MACfields;its
function is to relay the MAC frameintact to the destination LAN. Thus, the frame
is deposited on the destination LAN and captured by the destination station.

The concept of a MACrelaybridgeis not limited to the use of a single bridge.
to connect two nearby LANs. If the LANs are somedistance apart, then they can
be connected by two bridgesthat are in turn connected by a communications facil-
ity. For example, Figure 14.3 showsthe case of two bridges connected by a point-to-
pointlink. In this case, when a bridge captures a MACframe,it appendsa link layer
(e.g., HDLC) headerandtrailer to transmit the MACframeacross the link to the
other bridge. Thetarget bridge strips off these link fields and transmits the original,
unmodified MAC frame to the destination station.

The intervening communications facility can be a network, such as a wide-
area~packet-switching network,as illustrated in Figure 14.4, In this case, the bridge
is somewhat more complicated, although it performs the same functionof relaying
MACframes. The connection between bridgesis via an'X.25 virtual circuit. Again,
the two LLCentities in the end systems havea directlogical relationship with no
intervening LLC entities. Thus,in this situation, the X.25 packet layer is operating
below an 802 LLClayer. As before, a MACframeis passedintact betweenthe end-
points. When the bridge on the source LANreceivesthe frame,it appends an X.25
packet-layer headerand an X.25 link-layer headerandtrailer andsends the data to
the DCE (packet-switching node) to whichit attaches. The DCEstrips off the link-
layer fields and sends the X.25 packet through’ the network to another DCE. The
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FIGURE14,3 Bridge over a point-to-pointlink.

 

        

 

_ target DCE appendsthelink-layerfield and sendsthis to the target bridge. The tar-
get bridge strips off all the X.25 fields and transmits the original unmodified MAC
frame to the destination endpoint.

14,2 ROUTING WITH BRIDGES

In the configuration of Figure 14.1, the bridge makes the decision to relay a frame
on the basis of destination MAC address. In a more complex configuration, the
bridge mustalso makea routing decision. Consider the configuration of Figure 14.5.
Suppose that station 1 transmits a frame on LANAintended for station 5. The
frame will be read by both bridge 101 and bridge 102. For each bridge, the
addressed station is not on a LAN to which the bridge is attached. Therefore, each
bridge must make a decision of whetheror not to retransmit the frame onits other
LAN,in order to moveit closerto its intended destination. In this case, bridge 101
should repeat the frame on LANB,whereasbridge 102 should refrain from retrans-
mitting the frame. Once the frame has been transmitted on LAN B,it will be picked
up by both bridges 103 and 104. Again, each must decide whetheror not to forward
the frame.In this case, bridge 104 should retransmit the frame on LAN E,whereit
will be received by the destination,station 5.

Thus, we see that, in the general case, the bridge must be equipped with a
routing capability. When a bridge receives a frame, it must decide whetheror not to
forwardit. If the bridge is attached to two or more networks, then it must decide
whether or not to forward the frame and,if so, on which LANthe frame should be
transmitted.

The routing decision may not always be a simple one. In Figure 14.6, bridge
107 is added to the previous configuration, directly linking LAN A and LAN E.
Such an addition may be madeto provide for higher overall internetavailability. In
this case, if Station 1 transmits a frame on LANAintended for station 5 on LAN
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Station 1 Station 2 Station 3

  
 

Station 4 Station 5 Station 6 Station 7

FIGURE 14.5 Configuration of bridges and LANs.

EK,then either bridge 101 or bridge 107 could forward the frame. It would appear
preferable for bridge 107 to forward the frame, as it will involve only one hop,
whereas if the frame travels through bridge 101, it must suffer two hops. Another
consideration is that there may be changesin the configuration. For example, bridge
107 mayfail, in which case subsequent frames from station 1 to station 5 should go
through bridge 101. We can say, then, that the routing capability must take into
account the topology of the internet configuration and may need to be dynamically
altered.

Figure 14.6 suggests that a bridge knowsthe identity of each station on each
LAN.In a large configuration, such an arrangement is unwieldy. Furthermore, as
stations are added to and dropped from LANs,all directories of station location
must be updated. It would facilitate the development of a routing capability if all
MAC-level addresses were in the form of a network part and a station part. For
example, the IEEE 802.5 standard suggests that 16-bit MAC addresses consist of a
7-bit LANnumber and an8-bit station number, and that 48-bit addresses consist of
a 14-bit LAN number anda 32-bit station number.’ In the remainderofthis discus-
sion, we assumethat all MAC addresses include a LAN numberandthatroutingis
based on the use of that portion of the address only.

1 The remaining bit in the 16-bit formatis used to indicate whetherthis is a group or individual address.
Of the two remainingbits in the 48-bit format, oneis used to indicate whetherthis is a group or individ-
ual address, and the other is used to indicate whether this is a locally administered or globally adminis-
tered address.
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Station 1 Station 2 Station 3
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Station 4 Station 5 Station 6

FIGURE 14.6 Configuration of bridges and LANs, with
alternate routes.

A variety of routing strategies have been proposed and implementedin recent
years, The simplest and most commonstrategyis fixed routing. This strategy is suit-
able for small LAN collections and for interconnections that are relatively stable.
Morerecently, two groups within the IEEE 802 committee have developed specifi-
cations for routing strategies. The IEEE 802.1 group hasissued a standard for rout-
ing based on the useof a spanning tree algorithm. The token ring committee, IEEE
802.5, has issued its own specification, referred to as source routing. We examine
these three strategies in turn.

Fixed Routing

Fixed routing was introducedin our discussion of routing for packet-switching net-
works.Forfixed routing with bridges, a route is selected for each source-destination
pair of LANsinthe internet. If alternate routes are available between two LANs,
then typically the route with the least numberof hopsis selected. The routes are
fixed, or at least only change whenthereis a changein the topologyoftheinternet.

Figure 14.7 showsa fixed-routing design for the configuration of Figure 14.6.
A central routing matrix shows, for each source-destination pair of LANs,theiden-
tity of the first bridge on the route. So, for example, the route from LAN E to
LANFbegins by going through bridge 107 to LAN A.Again,consulting the matrix,
the route from LAN A to LANFgoes through bridge 102 to LAN C.Finally,
the route from LAN C to LANFis directly through bridge 105. Thus, the
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CENTRAL ROUTING DIRECTORY
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FIGURE 14.7_Fixed routing (using Figure 14.6).
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complete route from LAN E to LANF is bridge 107, LAN A,bridge 102, LAN C,
bridge 105.

Only one column of this matrix is needed in each bridge for each LAN to
which it attaches, For example, bridge 105 has twotables, one for framesarriving
from LAN C and one for frames arriving from LAN F. Thetable shows, for each
possible destination MACaddress, the identity of the LAN to which the bridge
should forward the frame. The table labeled “From LAN C”is derived from the

column labeled C in the routing matrix. Every entry in that column that contains
bridge number105 results in an entry in the correspondingtable in bridge 105.

Once the directories have been established, routing is a simple matter. A
bridge copies each incoming frame on each of its LANs. If the destination MAC
address corresponds to an entry in its routing table, the frame is retransmitted on
the appropriate LAN.

The fixed routing strategy is widely used in commercially available products;
it has the advantage of simplicity and minimal processing requirements. However,
in a complex internet, in which bridges may be dynamically added andin whichfail-
ures must be allowedfor, this strategy is too limited. In the next two subsections, we
cover more powerful alternatives.

Spanning Tree Routing

The spanning tree approach is a mechanism in which bridges automatically develop
a routing table and update that table in response to changing topology. The algo-
rithm consists of three mechanisms: frame forwarding, address learning, and loop
resolution.

Frame Forwarding

In this scheme, a bridge maintains a filtering database, which is based on MAC
address. Each entry consists of a MAC individual or group address, a port number,
and an aging time (described. below); we can interpret this in the following fashion.
A stationis listed with a given port numberif it is on the same side of the bridge as
the port. For example, for bridge 102 of Figure 14.5, stations on LANsC,F, and G
are on the sameside of the bridge as the LAN A port; and stations on LANsA, B,
D, and E are on the sameside of the bridge as the LAN C port. When a frameis
received on any port, the bridge must decide whetherthat frame is to be forwarded
through the bridge and out through one of the bridge’s other ports. Suppose that a
bridge receives a MAC frame on port x. The following rules are applied (Figure
14.8):

1. Search the forwarding database to determineif the MAC addressis listed for
any port exceptport x.

2. If the destinationMACaddressis not found, flood the frame by sendingit out
on all ports except the port by which it arrived.

3. If the destination address is in the forwarding database for someporty # x,
then determine whetherporty is in a blocking or a forwarding state. For rea-
sons explained below, a port may sometimes be blocked, which preventsit
from receiving or transmitting frames.
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FIGURE 14.8 Bridge forwarding and learning.

4. If port y is not blocked, transmit the frame through port y onto the LAN to
which that port attaches.

Rule (2) is needed because of the dynamic nature of the filtering database.
Whena bridgeis initialized, the database is empty. Because the bridge does not
know whereto send the frame, it floods the frame onto all of its LANs except the
LAN on which the frame arrives. As the bridge gains information, the flooding
activity subsides.

Address Learning
The above schemeis based on theuseofa filtering databasethatindicatesthe direc-
tion, from the bridge, of each destination station. This information can be preloaded
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into the bridge, as in static routing. However,an effective automatic mechanism for
learning the direction of each station is desirable. A simple scheme for acquiring
this information is based on the use of the source addressfield in each MAC frame

(Figure 14.8).
Whena framearrives on a particular port, it clearly has come from the direc-

tion of the incoming LAN. The source address field of the frame indicates the
source station. Thus, a bridge can update its filtering database for that MAC
address. To allow for changes in topology, each entry in the database is equipped
with an aging timer. When a new entry is added to the database,its timeris set; the
recommendeddefault value is 300 seconds. If the timer expires, then the entry is
eliminated from the database, as the corresponding direction information may no
longerbe valid. Each time a frameis received, its source address is checked against
the database.If the entry is already in the database, the entry is updated (the direc-
tion may have changed) andthe timeris reset. If the entry is not in the database, a
new entry is created, with its own timer.

The abovediscussion indicated that the individual entries in the database are

station addresses. If a two-level address structure (LAN number, station number) is
used, then only LAN addresses need to be entered in the database. Both schemes
work the same. The only difference is that the use of station addresses requires a
much larger database than the use of LAN addresses.

Note from Figure 14.8 that the bridge learning processis appliedto all frames,
not just those that are forwarded.

Spanning Tree Algorithm

The address learning mechanism described aboveis effective if the topology of the
internet is a tree; that is, if there are no alternate routes in the network, The exis-
tence of alternate routes meansthat there is a closed loop. For example in Figure
14.6, the following is a closed loop: LAN A,bridge 101, LAN B,bridge 104, LAN
E, bridge 107, LAN A.

To see the problem created by a closed loop, consider Figure 14.9. Attime fo,
station A transmits a frame addressed to station B. The frame is captured by both
bridges. Each bridge updates its database to indicate that station A is in the direc-
tion of LAN X,and retransmits the frame on LANY.Saythat bridge a retransmits
at time t, and bridge # a short timelater, .. Thus, B will receive two copies of the
frame. Furthermore, each bridge will receive the other’s transmission on LAN Y.
Note that each transmission is a MAC framewith a source address of A and a des-

tination address of B. Each bridge,then, will update its database to indicate that sta-
tion A is in the direction of LAN Y. Neither-bridge is capable now of forwarding a
frame addressedto station A.

But the problem is potentially more serious. Assumethat the two bridges-do
not yet know of the existence of station B. In this case, we have the following sce-
nario. A transmits a frame addressed to B. Each bridge captures the frame. Then,
each bridge, because it does not have information about B, automatically retrans-
mits a copy of the frame on LANY. The frame transmitted by bridge a is captured
by station B and by bridge 8. Because bridge 8 does not know whereB is, it takes
this frame and retransmits it on LAN X. Similarly, bridge a receives bridge f’s
transmission on LAN Y andretransmits the frame on LAN X. There are now two
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Station B

 
=Station A

FIGURE 14.9 -Loopof bridges.

frames on LAN X< thatwill be picked up for retransmission on LAN Y. This process
repeats indefinitely.

To overcome the above problem, a simple result from graph theory is used:
For any connected graph, consisting of nodes and edges connecting pairs of nodes,
there is a spanning tree of edges that maintains the connectivity of the graph but
contains no closed loops. In terms of internets, each LAN correspondsto a graph
node, and each bridge corresponds to a graph edge. Thus, in Figure 14.6, the
removalof one (and only one) of bridges 107, 101, or 104, results in a spanningtree.
Whatis desired is to develop a simple algorithm by which the bridges of the inter-
net can exchange sufficient information to automatically (without user interven-
tion) derive a spanningtree. The algorithm must be dynamic. Thatis, when a topol-
ogy change occurs, the bridges must beable to discover this fact and automatically
derive a new spanningtree.

. The algorithm is based on the use of the following:

1. Each bridgeis assigned a unique identifier; in essence, the identifier consists
of a MACaddressfor the bridge plusapriority level.

2. There is a special group MAC address that means“all bridges on this LAN.”
When a MACframeis transmitted with the group address in the destination
addressfield,all of the bridges on the LAN will capture that frame and inter-
pret it as a frame addressedtoitself.

3. Each port of a bridge is uniquely identified within the bridge, with a port
identifier.

With this information established, the bridges are able to exchange routing
information in order to determine a spanning tree of the internet. We will explain
the operation ofthe algorithm using Figures 14.10 and 14.11 as an example. The fol-
lowing concepts are neededin the creation of the spanningtree:

Viptela, Inc. - Exhibit 1011 - Part 2
Page 70



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 71

14.2 / ROUTING WITH BRIDGES 479
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FIGURE 14.10 Example configuration for spanning tree algorithm.

® Root bridge. The bridge with the lowest value ofbridge identifier is chosen to
be the root of the spanningtree.

° Path cost. Associated with each port on each bridgeis a path cost, whichis the
cost of transmitting a frame onto a LAN through that port. A path between
two stationswill pass through 0 or more bridges. At each bridge, the cost of
transmission is added togiveatotal cost for a particular path. In the simplest
case, all path costs would be assigned a value of 1; thus, the cost of a path
would simply be a count of the numberof bridges along the path, Alterna-
tively, costs could be assigned in inverse proportion to the data rate of the cor-
responding LAN,or any other criterion chosen by the network manager,

® Root port. Each bridge discovers the first hop on the minimum-cost path to
the root bridge. The port used for that hop is labeled the root port. When the
cost is equal for two ports, the lower port numberis selected so that a unique
spanning tree is constructed.
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FIGURE 14.11 Spanningtree for configuration of Figure 14.13.

° Root path cost. For each bridge, the cost of thepath to the root bridge with
minimum cost (the path that starts at the root port) is the root path cost for
that bridge.

° Designatedbridge, designated port. On each LAN,onebridge is chosen to be
the designatedbridge. This is the bridge on that LAN that provides the mini-
mumcostpath to the root bridge. This is the only bridge allowed to forward
frames to and from theLANfor whichit is the designated bridge, The port of
the designated bridge that attaches the bridge to the LANis the designated
port. For all LANsto whichthe root bridge is attached, the root bridgeis the
designated bridge. All internet traffic to and from the LAN passes through
the designated port.

In general terms, the spanning tree is:constructed in the following fashion:
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1. Determine the root bridge.
2. Determine the root port on all other bridges.
3. Determine the designated port on each LAN.This will be the port with the

minimumrootpath cost. In the case of two or more bridges with the same root
path cost, the highest-priority bridge is chosen as the designated bridge. If the
designated bridge has two or more ports attached to this LAN,then the port
with the lowest value of port identifier is chosen.

' By this process, when two LANsare directly connected by more than ene
bridge, all of the bridges but one are eliminated. This cuts any loops that involve
two LANs.It can be demonstrated that this process also eliminatesall loops involv-
ing more than two LANsand that connectivity is preserved. Thus, this process dis-
covers a spanningtree for the given internet. In our example, the solid lines indicate
the bridge ports that participate in the spanningtree.

The steps outlined above require that the bridges exchange information. The
information is exchanged in the form of bridge protocol data units (BPDUs). A
BPDUtransmitted by one bridge is addressed to and received by all of the other
bridges on the same LAN. Each .BPDU contains the following information:

® The identifier of this bridge and the port on this bridge

® The identifier of the bridge that this bridge considers to be the root

° The root path cost for this bridge

To begin, all bridges consider themselves to. be the root bridge. Each bridge
will broadcast a BPDU oneach of its LANs that asserts this fact. On any given
LAN,only one claimantwill have the lowest-valued identifier and will maintainits
belief. Over time, as BPDUs propagate, the identity of the lowest-valued bridge
identifier throughoutthe internet will be knowntoall bridges. The root bridge will
regularly broadcast the fact that it is the root bridge on all of the LANs to whichit
is attached; this allows the bridges on those LANsto determine their root port and
the fact that they are directly connected to the root bridge. Each of these bridges in
turn broadcasts a BPDU on the other LANs to which it is. attached (all LANs
except the one on its root port), indicating that it is one hop away from the root
bridge. This activity is propagated throughout the internet. Every time that a bridge
receives a BPDU,it transmits BPDUs,indicating the identity of the root bridge and
the number. of hops to reach the root bridge. On any LAN,the bridge claiming to
be the one that is closest to the root becomesthe designated bridge.

Wecan trace someofthis activity with the configuration in Figure 14.10. At
startup time, bridges 1, 3, and 4 all transmit BPDUs on LAN2,each claiming to be
the root bridge. When bridge 3 receives the transmission from bridge 1, it recog-
nizes a superior claimant and defers. Bridge 3 has also received a claiming BPDU
from bridge 5 via LAN 5. Bridge 3 recognizes that bridge 1 has a superior claim to
be the root bridge; it therefore assigns its LAN 2 port to be its root port, and sets
the-root path cost to 10. By similar actions, bridge 4 ends up with a root path cost
of 5 via LAN 2; bridge 5 has a root path cost of 5 via LAN 1; and bridge 2 has a root
path cost of 10 via LAN 1. ,
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Nowconsider the assignment of designated bridges. On LAN 5,all three
bridges transmit BPDUs, attempting to assert aclaim to be designated bridge.
Bridge 3 defers because it receives BPDUsfrom theotherbridges that have a lower
root path cost. Bridges 4 and 5 have the same root path cost, but bridge 4 has the
higher priority and therefore becomesthe designatedbridge.

Theresults ofall this activity are shown in Figure 14.11. Only the designated
bridge on each LANis allowed to forward frames. All of the ports on all. of the
other bridges are placed in a blocking state. After the spanning tree is established,

‘bridges continueto periodically exchange BPDUsto beable to react to any change
in topology, cost assignments, or priority assignment. Anytime that a bridge
receives a BPDUona port, it makes two assessments:

1. If the BPDUarrives ona portthatis considered the designated port, does the
transmitting port have a better claim to be the designated port?

2. Shouldthis port be my root port?

Source Routing

_ The IEEE 802.5 committee has developed a bridge routing approachreferredto as
source routing. With this approach, the sending station determines the route that
the framewill follow and includes the routing information with the frame; bridges
read the routing information to determine if they should forward the frame.

Basic Operation

The basic operation of the algorithm can be described by making reference to the
configuration in Figure 14.12, A frame from station X can reachstation Z byeither
of the following routes:

° LAN1, bridge B1, LAN3, bridge B3, LAN 2
° LAN1,bridge B2, LAN4, bridge B4, LAN 2

Station X may choose one of these two routes and place the information, in the
form of a sequence of LAN andbridgeidentifiers, in the frame to be transmitted.
Whena bridgereceives a frame,it will forward that frameif the bridge is on the des-
ignated route; all other frames are discarded. In this case,if the first route above is
specified, bridges B1 and B3will forward the frame; if the second routeis specified,
bridges B2 and B4will forward the frame.

Notethat with this scheme, bridges need not maintain routing tables, The
bridge makesthe decision whetheror not to forward a frame solely on the basis of
the routing information contained in that frame. All that is required is that the
bridge know its own uniqueidentifier and the identifier of each LAN to whichitis
attached. The responsibility for designing the routefalls to the source station.

For this scheme to work, there must be a mechanism by whichastation can
determine a route to any destination station. Before addressingthis issue, we need
to discuss various types of routing directives.
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(b) Single-route broadcast request
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(c) All-routes broadcast response

FIGURE14.12 Route discovery example.
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Routing Directives and Addressing Modes

The source routing scheme developed by the IEEE 802.5 committee includes four

different types of routing directives. Each framethat is transmitted includesan indi-
cator of the type of routing desired. The four directive types are

® Null. No routing is desired. In this case, the frame can only be delivered to
stations on the same LANasthe sourcestation.

* Nonbroadcast. The frame includes a route, consisting of a sequence of LAN
numbers and bridge numbers, that defines a unique route from the sourcesta-
tion to the destination station. Only bridges on that route forward the frame,
and only a single copy of the frameis delivered to the destination station.

° All-routes broadcast. The frame will reach each LAN ofthe internet by all
possible routes. Thus, each bridge will forward each frame onceto each ofits
ports in a direction away from the source node, and multiple copies of the
frame may appear on a LAN. The destination station will receive one copy of
the frame for each possible route through the network.

° Single-route broadcast. Regardless of the destination address of the frame,
the frame will appear once, and only once, on each LAN in the internet. For
this effect to be achieved, the frame is forwarded byall bridges that are on a
spanning tree (with the source node as the root) of the internet. The destina-
tion station receives a single copy of the frame.

Let us first examine the potential application of each of these four types of
routing, and then examine the mechanisms that may be employed to achieve these
procedures, First, consider null routing. In this case the bridges that share the LAN
with the source station are told not to forward the frame; this will be done if the
intended destination is on the same LANasthe source station. Nonbroadcast rout-

ing is used when the twostations are not on the same LANandthe source station
knows a route that can be used to reach the destination station. Only the bridges on
that route will forward the frame.

The remaining two types of routing can be used by the source to discover a
route to the destination. For example, the source station can use all-routes broad-
casting to send a request frame to the intended destination. The destination returns.
a response frameon each ofthe routes, using nonbroadcastrouting, followed by the
incoming request frame. The source station can pick one of these routes and send
future frames on that route. Alternatively, the source station could use single-route
broadcasting to send a single request frame to the destination station, The destina-
tion station could sendits response framevia all-routes broadcasting. The incoming
frames would reveal all of the possible routes to the destination station, and the
source station could pick one of these for future transmissions. Finally, single-route
broadcasting could be used for group addressing, as discussed below.

Nowconsider the mechanisms for implementing these various routing direc-
tives. Each frame must include an indicator of which of the four types of routing is
required. For null routing, the frame is ignored by the bridge. For nonbroadcast
routing, the frame includes an ordered list of LAN numbers and bridge numbers,
When ‘a bridge receives a nonbroadcast frame, it forwards the frame only if the
routing information contains the sequence LANi, Bridge x, LAN j, where
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LAN i = LANfrom which the frame arrived

Bridge x = this bridge

LANj = another LANto whichthis bridge is attached

Forall-routes broadcasting, the source station marks the frame, but includes
no routing information. Each bridge that forwards the frame will add its bridge
number and the outgoing LAN numberto the frame’s routing informationfield.
Thus, when the frame reachesits destination,it will include a sequencedlist of all
LANsandbridgesvisited. To preventthe endless repetition and looping of frames,
a bridge obeys the following rule. Whenanall-routes broadcast frameis received,
the bridge examines the routing informationfield. If the field contains the number
of a LANto which the bridge is attached, the bridge will refrain from forwarding
the frame on that LAN.Put the other way, the bridge will only forward the frame
to a LANthat the frame hasnotalreadyvisited.

Finally, for single-route broadcasting, a spanningtree of the internet must be
developed. This can either be done automatically, as in the 802.1 specification, or
manually. In either case, as with the 802.1 strategy, one bridge on each LANis the
designated bridge for that LAN,and is the only one that forwards single-route
frames.

It is worth noting the relationship between addressing mode and routing
directive. There are three types of MAC addresses:

® Individual, The address specifies a unique destination station.
° Group. The address specifies a group of destination addresses; this is also

referred to as multicast.

°* All-stations. The address specifies all stations that are capable of receiving
this frame; this is also referred to as broadcast. We will refrain from using this
latter term asit is also used in the source routing terminology.

In the case of a single, isolated LAN, group and ali-stations addresses refer to
stations on the same LANasthe sourcestation. In an internet, it may be desirable
to transmit a frame to multiple stations on multiple LANs. Indeed, becausea set of
LANsinterconnected by bridges should appear to the user as a single LAN, the
ability to do group and all-stations addressing across the entire internet is
mandatory.

Table 14.1 summarizes the relationship between routing specification and
addressing mode. If no routing is specified, then all addresses refer only to the
immediate LAN.If nonbroadcast routing is specified, then addresses may refer to
any station on any LANvisited on the nonbroadcast route. From an addressing
point of view, this combination is not generally useful for group andall-stations
addressing. If either the all-routes or single-route specification is included in a
frame, then all stations on the internet can be addressed. Thus, the total internet
acts as a single network from the point of view of MAC addresses. Becauselesstraf-
fic is generated by the single-route specification, this single-network characteristic
is to be preferred for group andall-stations addressing. Note also that the single-
route mechanism in source routing is equivalent to the 802.1 spanning tree
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TABLE 14.1 Effects of various combinations of addressing and source routing.            

Addressing mode Routing specification

Norouting Nonbroadcast All-routes Single-route

Indi idual Received by Received by Received by Received by
station ifit is station if it is station if it is stationif it is

on the same on oneof the on any LAN on any LAN
LAN LANson the

route

Group Receivedbyall Receivedby all Received byall Received by all
group members group members group members group members
on the same on all LANs on all LANs on all LANs
LAN visited on this

route

All-Stations Receivedbyall Received byall Received byall Received by all
stations on the stations on all

LANsvisited on
stations on all
LANs

stations onall
LANssame LAN

this route

 
            

approach. Thus, the spanning tree approach supports both group andall-stations
addressing.

Route Discovery and Selection
With source routing, bridges are relieved of the burden of storing and using routing
information. Thus, the burden falls on the stations that wish to transmit frames.
Clearly, some mechanism is needed by which the source stations can know the route
by which frames are to be sent. Three strategies suggest themselves:

1. Manually load the information into each station. This is simple and effective
but has several drawbacks. First, anytime that the configuration is changed,
the routing information at all stations must be updated. Secondly, this
approach does not provide for automatic adjustmentin the face of the failure
of a bridge or LAN.

2. Onestation on a LAN can query other stations on the same LANfor routing
information about distant stations. This, approach may reduce the overall
amount of routing messages that must be transmitted, compared to options
3 or 4, below. However, at least one station on each LAN must have the
needed routing information, so this is not a complete solution.

3. Whenastation needsto learn the route to a destination station, it engagesin
a dynamic route discovery procedure.

Option 3 is the most flexible and the one that is specified by IEEE 802.5; as
was mentioned earlier, two approaches are possible. The source station can trans-
mit an all-routes request frame to the destination. Thus, all possible routes to the
destination are discovered. The destination station can then send back a nonbroad-

cast response on each of the discovered routes, allowing the source to choose which
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route to follow in subsequently transmitting the frame. This approach generates
quite a bit of both forward and backwardtraffic, and requires the destination sta-
tion to receive and transmit a numberof frames. Analternative is for the source sta-
tion to transmit a single-route request frame. Only one copyofthis framewill reach
the destination. The destination respondswith an all-routes response frame, which
generates all possible routes back to the source. Again, the source can choose
amongthese alternative routes.

Figure 14.12 illustrates the latter approach. Assume that the spanning tree
that has been chosen for this internet consists of bridges B1, B3, and B4.In this
example, station X wishesto discover a route to station Z. Station X issues a single-
route request frame. Bridge B2 is not on the spanning tree and so does not forward
the frame. The other bridges do forward the frame, and it reaches station Z. Note
that bridge B4 forwardsthe frame to LAN4, althoughthis is not necessary;it is sim-
ply an effect of the spanning tree mechanism. When Z receives this frame, it
respondswith anall-routes frame. Two messages reach X: one on the path LAN 2,
B3, LAN 3, B1, LAN1, and the other on the path LAN 2, B4, LAN 4, B2, LAN 1.
Note that a frame that arrived by the latter route is received by bridge B1 and for-
warded onto LAN 3. However, when bridge B3 receives this frame, it sees in the
routing information field that the frame has already visited LAN 2; therefore, it
does not forward the frame. A similar fate occurs for the framethat followsthefirst
route and is forwarded by bridge B2.

Once a collection of routes has been discovered, the source station needs to
select oneof the routes. The obviouscriterion would be to select the minimum-hop
route. Alternatively, a minimum-cost route could be selected, where the cost of a
network is inversely proportional to its data rate. In either case, if two or more
routes are equivalent by the chosencriterion, then there are two alternatives:

1. Choose the route corresponding to the response message that arrivesfirst.
One may assumethatthat particular route is less congested than the others as
the frame on that route arrived earliest.

2, Choose randomly. This should have the effect, over time, of leveling the load
among the various bridges.

Anotherpoint to consideris how often to update a route. Routes should cer-
tainly be changed in response to networkfailures and should perhaps be changed in
response to network congestion. If connection-orientedlogical link control is used
(see Chapter 5), then one possibility is to rediscover the route with each new
connection. Another alternative, which works with either connection-oriented or
connectionless service, is to associate a timer with each selected route, and toredis-
cover the route whenits time expires.

14.3. ATM LAN EMULATION

Oneissue that was not addressed in our discussion of ATM LANsin Section 13.4

has to do with the interoperability of end systems on a variety of interconnected
LANs. End systems attached directly to one of the legacy LANs implement the
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MAClayer appropriate to that type of LAN. End systems attached directly to an
ATMnetwork implement the ATM and AAL protocols. As a result, there are three
areas of compatibility to consider:

1. Interaction between an end system on an ATM network and an end system
on a legacy LAN.

2, Interaction between an end system on a legacy LANand an end system on
another legacy LANofthe sametype(e.g., two IEEE 802.3 networks).

3, Interaction between an end system on a legacy LANand an end system on
another legacy LAN ofa different type (e.g., an IEEE 802.3 network and an
IEEE 802.5 network).

The most general solution to this problem is the router, which is explored in
Chapter 16. In essence, the router operatesat the level of the Internet Protocol(IP).
All of the end systems implement IP, and all networks are interconnected with
routers. If data are to travel beyond the scope of an individual LAN, they are
directed to the local router. There, the LLC and MAClayers are strippedoff, and
the IP PDUis routed across one or more other networks to the destination LAN,
where the appropriate LLC and MAClayers are invoked. Similarly, if one or both
of the end systemsare directly attached to an ATM network, the AAL and ATM
layers are stripped off or added to an IP PDU.

While this approachis effective, it introduces a certain amount of processing
overhead and delay at each router. In very large internetworks, these delays can.
become substantial. Networks of 1000 routers are increasingly common, and net-
works of as many.as 10,000 routers have beeninstalled [LANG95]. A technique that
exploits the efficiency of ATM and that reduces the number of required routers is
desired.

Another way to approach the problem is to convert all end systems such that
they operate directly on ATM.In this case, there is a seamless technology used
throughout any network, including local and wide area components. However, with
millions of Ethernet and token ring nodesinstalled on today’s shared-media LANs,

most organizations simply can’t afford a one-shot upgrade of all systems to ATM.
In addition, although the cost of ATM interface cardsis dropping, Ethernet and
token ring interfaces remain cheaperforthe timebeing.

In responseto this need, the ATMForum”hascreated a specification for the
coexistence of legacy LANs and ATM. LANs, known as ATM LAN emulation
[ATM95]. The objective on ATM LAN emulation is to enable existing shared-

2 The ATM Forum is a nonprofit international industry consortium, which is playing a crucialroleiin the
development of ATM standards. In the ITU and the constituent memberbodies from the participating
countries, the process of developing standards is characterized by wide participation on the part of gov-
ernment, users, and industry representatives, and by consensus decision-making. This process can be
quite time-consuming, While ITU-T hasstreamlinedits efforts, the delays involved in developing stan-
dardsis particularly significant in the area of ATM technology. Because ofthe strong level ofinterest in
ATM,the ATM Forumwas created with the goal of accelerating the development of ATM standards.
The ATM Forum has seen moreactive participation from computing vendors than has been the case in
ITU-T. Because the forum works on the basis of majority rule rather than consensus,it has been able to
moverapidly to define some of the needed details for the implementation of ATM.This effort, in tura,
has fed into, theITU-T. standardizationeffort.
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FIGURE 14.13 Example ATM LANemulation configuration.

media LAN nodes to interoperate across an ATM networkandto interoperate with
devices that connect directly to ATM switches.

Figure 14.13illustrates the type of configuration that can be constructed using
ATM LAN emulation. In its present form, the ATM specification satisfies two
of the three requirementslisted earlier; namely, ATM LAN emulation defines the
following:

1. The way in which end systems on two separate LANsof the same type (same
MAClayer) can exchange MAC framesacross the ATM network.

2, The way in which an end system on a LAN can interoperate with an end sys-
tem emulating the same LAN type and attached directly to an ATM switch.

The specification does not as yet address interoperability between end sys-
tems on different LANs with different MACprotocols.

Protocol Architecture

Figure 14.14 indicates the protocol architecture involved in ATM LAN emulation.
In this case, we are looking at the interaction of an ATM-attached system with an
end system attached to a legacy LAN.Note that the end system attached to a legacy
LAN is unaffected; it is able to use the ordinary repertoire of protocols, including
the MACprotocol specific to this LAN and LLC running on top of the MAC.Thus,
the end system runs TCP/IP over LLC, and various application-level protocols on
top of that; the various application-level protocols are. unaware that there is an
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FIGURE 14,14 LAN emulation protocol architecture.

ATM network underneath. The key to this diagram is the use of a bridge device
known as an.ATM-to-LAN converter.

In Figure 14.14, the bridge logic must be augmented by the capability of con-
verting MACframesto and from ATMcells. This is one of the key functionsof the
LAN emulation module. The ATM Forum specification calls for making use of
AAL5 to segment MAC frames into ATM cells and to reassemble incoming ATM
cells into MAC frames, For outgoing ATMcells, the ATM-to-LAN converter con-
nects in the usual fashion to an ATM switch as part of an ATM network.

Figure 14.14 shows the case in which a host on a legacy LAN is exchanging
data with a host attached directly to an ATM network. To accommodate this
exchange, the ATM host must include a LAN emulation module that accepts MAC
frames from AAL and mustpass up the contents to an LLC layer. Thus, the hostis
indeed emulating a LAN because it can receive and transmit MAC frames in the
same formatas the distant legacy LAN. From the point of view of end systems on
the legacy LAN,the ATM hostis just another end system with a MAC address. The
entire LAN emulation processis transparent to existing systems implementing LLC
and MAC.

Emulated LANs

With the protocol architecture just described, it is possible to set up a number
of logically independent, emulated LANs. An emulated LAN supports a single
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MACprotocol, of which two types are currently defined: Ethernet/IEEE 802.3 and
TEEE 802.5 (token ring). An emulated LAN consists of some combination of the
following:

e End systems on one or more legacy LANs
e End systems attached directly to an ATM switch

Each end system on an emulated LAN must have a unique MAC address.
Data interchange between end systems on the same emulated LANinvolvesthe use
of the MACprotocolandis transparentto the upper layers. Thatis, it appears ta
LLC thatall of the end systems on an emulated LAN are on the sameshared-
medium LAN. Communication between end systems ondifferent emulated LANs
is possible only through routers or bridges. Note that the bridges or routers have to
reassemble the cells into packets and then chop them upinto cells to send them to
another emulated LAN.

LAN Emulation Clients and Servers

The discussion so far leaves out a numberof issues that must be addressed, includ-
ing the following:

1. Devices attached directly to ATM switches and to ATM-to-LAN converter
systems have ATM-based addresses. How are translations made between
these addresses and MACaddresses?

2, ATM makes use of a connection-oriented protocol involving virtual channels
and virtual paths. How can the connectionless LAN MACprotocol be sup-
ported over this connection-oriented framework?

3, Multicasting and broadcasting on a shared-medium LANis easily achieved.
Howis this capability carried over into the ATM environment?

To address these issues, the ATM Forum developed a capability based on a
client/server approach, which is discussed next.

ATM LAN emulation requires two types of components: clients and servers.
Clients operate on behalf of devices that are attached to legacy LANsand that use
MACaddresses,A clientis responsible for adding its MACentities into the overall
configuration and for dealing with the tasks associated with translating between
MACaddresses and ATM addresses. Typically, a client would be provided in a
router,in an ATM-attached server (see Figure 14.13), or perhaps in an ATM switch
that directly connects to one of the above (referred to as an edge switch). Servers
are responsible for integrating MAC entities into the overall configuration and for
managingall of the associated tasks, such as finding addresses and emulating broad-
casting. Servers may be implemented in separate components or in ATM switches.
Each emulated LAN consists of one or more clients and a single LAN emulation
service.

The LAN emulation service in fact comprises three types of servers, which
perform separate tasks: the LAN Emulation Configuration Server (LECS), the
LAN Emulation Server (LES), and the Broadcast and Unknown Server (BUS).
The reason for breaking the server up into three. modules is that a manager may
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decide to have more of one kind of server than another,for efficient operation, and
may decide to distribute the servers physically to minimize the communications
burden. Table 14.2 provides a brief definition of the three types of servers and of
the client.

TABLE 14.2 LAN emulation client and servers. .

LAN Emulation Client (LEC) Sets up control connections to LAN emulation servers;
sets up data connectionsto other clients, maps MAC
addresses to ATM addresses.

LAN Emulation Configuration Server Assists client in selecting an LES.
(LECS)

LAN Emulation Server (LES) Performsinitial address mapping; accepts clients.

Broadcast and UnknownServer (BUS) Performs multicasting.

Figure 14.15 indicates the way in which clients and the three types of servers
interact. The client can establish virtual channel connections, called control .con-
nections, to the LECS and the LES.The link to the LECSis used by an LEC to gain
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entrance to an emulated LAN andto locate an LES. The LESisresponsible for
registering.new clients and their MAC addresses into an emulated LAN,as well as
for mapping between MACaddresses and ATM addresses,

Oncea client and its end systems have joined an emulated LAN,most of the
work is done across virtual channel connections called data connections. MAC

frames, segmented into ATM cells, are transmitted via data connections between
end systems on the same emulated LAN.Fora unicast transmission,a virtual chan-
nel connection is set up between two clients; this is the protocol setup illustrated in
Figure 14,14, Finally, the data connection between a client and a BUScarries trans-
missions intended for broadcast or multicast, andit also is used to handle transmis-
sions in which the sending client does not know the address ofthe receiving client.

LAN Emulation Scenario

To clarify the concepts involved in LAN emulation,let us follow a typical sequence
of events.

Initialization

To join an emulated LAN,a client must begin by obtaining the ATM addressof the
LAN emulation server (LES) for that emulated LAN.Typically, the way in which
this is done is that the client establishes a virtual channel connection to the LAN

emulation configuration server (LECS).
There are three possible techniques by which theclient can discover the LECS

ATMaddress sothatit can. perform initialization:

1. The client can use a network management procedure defined as part of the
ATM Forum’s Interim Local ManagementInterface (ILMI). This procedure
takes place between the client and ILMI software in the associated ATM
switch. If the [LMI software has the LECSaddressfor the requested emulated
LAN,it provides that address to the client. The client then establishes a vir-
tual channel connection to the LECS.

4, If the ILMIprocedurefails, the client tries a predefined addresslisted in the
specification, called the well-known address. This address is supposed to cor-
respond to an LECS on any ATMnetworkthat conforms to the ATM Forum
specification. The client uses this address to establish a virtual channel con-
nection to the LECS.

3, If the well-known addressfails, the client tries the well-known virtual path
identifier/virtual channel identifier defined in the ATM Forum specification.
When the ATM networkis configured, the network managercanestablish this
permanentvirtual path/virtual channel.

Configuration
Once a connection is established between the client and the LECS,the client can
engage in a dialogue with the LECS. Based upon its own policies, configuration
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database, and information provided bythe client, the LECSassigns theclient to a
particular emulated LANservice by giving the client the LES’s ATM address. The
LECSreturns information tothe client about the emulated LAN,including MAC
protocol, maximum framesize, and the name of the emulated LAN. The name may
be something defined by the configuration manager .to be meaningful in defining
logical workgroups(e.g., finance, personnel).

Joining

- The client now has the information it needs to join an emulated LAN.It proceeds
by setting up a control connection to the LES. The client then issues a JOIN ©
REQUESTtothe LES, which includesthe client’s ATM address, its MAC address,
LANtype, maximum framesize, a client identifier, and.a proxy indication.Thislat-
ter parameter indicates whetherthis client corresponds to an end system attached
directly to an ATMswitch or is a LAN-to-ATM converter supporting end systems
on a legacy LAN.

If the LESis prepared to acceptthis client, it sends back a JOIN RESPONSE,
indicating acceptance. Otherwise, it sends back a JOIN RESPONSEindicating
rejection.

Registration and BUSInitialization

Onceaclient has joined an emulated LAN,it goes through a registration procedure.
If the client is a proxy for a numberof end systems on a legacy LAN,it sendsa list
of all MAC addresses on the legacy LANthatare to be part of this emulated LAN
to the LES,

Next, the client sends a request to the LES for the ATM addressof the BUS.
This address functions as the broadcast address for the emulated LANandis used
when a MACframeis to be broadcast to all stations on the emulated LAN. The

client then sets up a data connection to the BUS.

Data Transfer

Onceaclient is registered, it is able to send and receive MAC frames.First, con-
sider the sending of MAC frames. In the case of an end system attached to an ATM
switch, the end system generates its own MACframesfor transmission to one or
more other end systems on the emulated LAN.In the caseof a proxyclient,it func-
tions as a bridge that receives MAC frames from end systemson its legacy LAN and
then transmits those MACframes. In both cases, an outgoing MAC frame must be
segmented into ATM cells and transmitted over a virtual channel. There are three
‘cases to consider:

e Unicast MAC frame, ATM address known

e Unicast MACframe, address unknown
e Multicast or broadcast MAC frame

If the client knows the ATM addressof the unicast frame,it checks whetherit
has a virtual data connection already established to the destination client. If so,it
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sends the frame over that connection (as a series of ATM cells); otherwise,it uses
ATM signaling to set up the connection and then sends the frame.

If the address is unknown, the sending client performs twoactions. First, the
client sends the frame to the BUSover the data connection thatit maintains with
the BUS. The BUS,in turn,either transmits the frame to the intended MAC desti-
nation or else broadcasts the frame to all MACdestinations on the emulated LAN.
In the latter case, the intended destination.will recognize its MAC address and
accept the frame. Second, the client attempts to learn the ATM address forthis
MACfor future reference. It does this by sending an LE_LARP_REQUEST (LAN
Emulation Address Resolution Protocol Request) commandto the LES; the com-
mand includes the MAC address for which an ATM addressis desired. If the LES
knows the ATM address, it returns the address to the client in an
LE_ARP_RESPONSE.Otherwise, the LES holds the request while it attempts to
learn the ATM address. The LES sends out its own LE_ARP_REQUESTtoall
clients on the emulated LAN.Theclient that represents the MAC address in ques-
tion will return its ATM address to the LES, which can then send that address back
to the original requesting client.

Finally, if the MACframeis a multicast or broadcast frame, the sendingclient
transmits the frame to the BUSoverthe virtual data connectionit has to the BUS.
The busthen replicates that frame and sendsit over virtual data connectionsto all
of the clients on the emulated LAN.

14.4 RECOMMENDED READING

The definitive study of bridges is [PERL92]. [BERT92] and [SPRA91] examine the perfor-
mance implications of transparent bridging and source routing.

LANemulation is explained in [TRUO95] and [JEFF94].
BERT92  Bertsekas, D. and Gallager, R. Data Networks. Englewood Cliffs, NJ: Prentice

Hall, .1992.

JEFF94 Jeffries, R. “ATM LAN Emulation: The Inside Story.” Data Communications,
September 21, 1994,

PERL92 Perlman,R.Interconnections: Bridges and Routers. Reading, MA: Addison Wes-
ley, 1992.

SPRA9i_ Spragins, J., Hammond,J., and Pawlikowski, K. Telecommunications Protocols
and Design. Reading, MA: Addison-Wesley, 1991.

TRUO9S5 Truong, H.et al. “LAN Emulation on an ATM Network.” IEEE Communica-
tions Magazine, May 1995,

14.5 PROBLEMS

14.1 The token ring MACprotocolspecifies that the A andCbits maybeset by a station
on the ring to indicate address recognized and frame copied, respectively. This infor-
mation is then available to the source station when the framereturnsafter circulating
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aroundthering.If a bridge captures a frame and forwardsit, should it set the A and C
bits or not? Makea case for eachpolicy.

14.2 Drawafigure similar to Figure 14.14 that shows the protocolarchitecture for the inter-
connection of two end: systems on separate LANs (with the same MACprotocol)
across an ATM switch.
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ground to the detailed material that follows in the remainder of Part Four.
It will also serve to show how the concepts of Parts One through Three fit

into the broader area of computer networks and computer communications.
Webegin with an exposition of the conceptof a communications protocol.It

is shown that protocols are fundamentalto all data communications. Next, we look
at a way of systematically describing and implementing the communications func-

_ tion by viewing the communications task in terms of a column oflayers, each of
which contains protocols; this is the view of the now-famous Open Systems Inter-
connection (OSI) model.

Although the OSI modelis almost universally accepted as the framework for
discourse in this area, there is another model, knownas the TCP/IP protocol archi-
tecture, which has gained commercial dominance at the expense of OSI. Most of the
specific protocols described in Part Four are part of the TCP/IP suite of protocols..
In this chapter, we providean overview.

Te purpose of this chapter is to serve as an overview and necessary back-

15.1 PROTOCOLS

Webegin with an overview of characteristics of protocols. The reader should review
the concepts of OSI and TCP/IP presented in Chapter 1 before proceeding. Fol-
lowing this overview, we look in more detail at OSI and TCP/IP.

Characteristics

The concepts of distributed processing and computer networking imply that entities
in different systems need to communicate. We use the terms entity and system in a
very general sense. Examplesofentities are user application programs,file transfer
packages, data base management systems, electronic mail facilities, and terminals.
Examples of systems are computers, terminals, and remote sensors. Note that in
some cases the entity and the system in whichit resides are coextensive (e.g., ter-
minals). In general, an entity is anything capable of sending or receiving informa-
tion, and a system is a physically distinct object that contains one or more entities.

Fortwoentities to successfully communicate, they must “speak the same lan-
guage.” What is communicated, how it is communicated, and whenit is communi-
cated must conform to some mutually acceptable set of conventions between the
entities involved. The set of conventions is referred to as a protocol, which may be
defined as a set of rules governing the exchange of data between two entities. The
key elements of a protocol are

o Syntax. Includes such things as data format, coding, andsignallevels.
© Semantics. Includes control information for coordination anderror handling:
° Timing. Includes speed matching and sequencing.

HDLCis an example of a protocol. The data to be exchanged mustbesentin
frames of a specific format (syntax). The control field provides a variety of regula-
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tory functions, such as setting a mode and establishing a connection (semantics),
Provisions are also included for flow control (timing). Most of Part Four will be
devoted to discussing other examples of protocols.

Some important characteristics of a protocol are

Direct /indirect

Monolithic/structured

Symmetric/asymmetric
‘ Standard /nonstandard

Communication between two entities may be direct or indirect. Figure 15.1
depicts possible situations. If two systems share a point-to-point link, the entities in
these systems may communicatedirectly; that is, data and control information pass
directly between entities with no intervening active agent. The same maybesaid of

    O ©
(a) Point-to-point

600000
(b) Multipoint-broadcast network

 

(c) Switched network

 
(d) Internet

FIGURE15.1 Means of connection of communicating systems.
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a multipoint configuration, although here the entities must be concerned with the
issue of access control, making the protocol more complex. If systems connect
through a switched communication network,a direct protocol is no longer possible.
The two entities must depend on the functioning of other entities to exchange data.
A moreextremecaseis a situation in which two entities do not even share the same

switched network, but are indirectly connected through two or more networks. A
set of such interconnected networks is termed an internet.

A protocolis either monolithic or structured. It should becomeclear as Part
_ Four proceedsthat the task of communication betweenentities on different systems
is too complex to be handled as a unit. For example, consider an electronic mail
package running on two computers connected by a synchronous HDLClink. To be
truly monolithic, the package would need to include all of the HDLClogic. If the
connection were over a packet-switched network, the package would still need the
HDLClogic (or some equivalent) to attach to the network.It would also need logic
for breaking up mail into packet-sized chunks,logic for requesting a virtual circuit,
and so forth. Mail should only be sent when the destination system and entity are
active and ready to receive; logic is needed for that kind of coordination, and, as we
shall see, the list goes on. A change in any aspect meansthat this huge package must
be modified, with the risk of introducing difficult-to-find bugs.

An alternative is to use structured design and implementation techniques.
Instead of a single protocol, there is a set of protocols that exhibit a hierarchical or
layered structure. Primitive functions are implemented in lower-level entities that
provide services to higher-level entities. For example, there could be an HDLC
module (entity) that is invoked by an electronic mail facility when needed, which is
just another form of indirection; higher-level entities rely on lower-level entities to
exchange data.

Whenstructured protocol design is used, we refer to the hardware and soft-
ware that implements the communications function as a communications architec-
ture; the remainderof this chapter, after this section, is devoted to this concept.

A protocol maybe either symmetric or asymmetric. Most of the protocols that
we shall study are symmetric; that is, they involve communication between peer
entities. Asymmetry may be dictated by the logic of an exchange(e.g., a client and
a server process), or by the desire to keep one of the entities or systemsas simple
as possible. An example of the latter situation is the normal response mode of
HDLC.Typically, this involves a computer that polls and selects a numberof ter-
minals, The logic on the terminal end is quite straightforward.

Finally, a protocol may be either standard or nonstandard. A nonstandard
protocolis one built for a specific communicationssituation or, at most, a particu-
lar model of a computer. Thus, if K different kinds of information sources have to
communicate with L types of information receivers, K x L different protocols are
needed without standards and a total of 2x K X L implementations are required
(Figure 15.2a). If all systems shared a commonprotocol, only K + L implementa-
tions would be needed (Figure 15.2b). The increasing use of distributed processing
and the decreasing inclination of customers to remain locked into a single ven-
dor dictate that all vendors implement protocols that conform to an agreed-upon
standard.
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Sources Destinations Sources Destinations

 
(a) Without standards: 12 different (b) With standards: 1 protocol,

protocols, 24 protocol implementations 7 implementations

FIGURE 15.2 The use of standard protocols.

Functions

Before turning to a discussion of communications architecture and the various lev-
els of protocols, let us consider a rather small set of functions that form the basis of
all protocols. Not all protocols have all functions; this would involve a significant
duplication of effort. There are, nevertheless, many instances of the same type of
function being presentin protocols at different levels.

This discussion will, of necessity, be rather abstract; it does, however, provide
an integrated overview of the characteristics and functions of communications pro-
tocols. The concept of protocol is fundamental to all of the remainder of Part Four,
and, as we proceed, specific examplesofall these functions will be seen.

We can group protocol functions into the following categories:

* Segmentation and reassembly
° Encapsulation
® Connection control

® Ordered delivery
® Flow control

° Error control

° Addressing
® Multiplexing
° Transmission services

Segmentation and Reassembly*
A protocolis concerned with exchanging streams of data between twoentities. Usu-
ally, the transfer can be characterized as consisting of a sequence of blocks of data

' In most protocolspecifications related to the TCP/IP protocolsuite, the term fragmentation rather than
segmentation is used. The meaningis the same.
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of some boundedsize. At the application level, we refer to a logical unit of data
transfer as a message. Now, whether the application entity sends data in messages
or in a continuous stream, lower-level protocols may need to break the data up into
blocks of some smaller boundedsize; this process is called segmentation. For con-
venience,weshall refer to a block of data exchanged between twoentities via a pro-
tocol as a protocol data unit (PDU).

There are a numberof motivations for segmentation, depending on the con-
text. Amongthe typical reasons for segmentation are

e The communications network may only accept blocks of data up to a certain
size. For example, an ATM networkis limited to blocks of 53 octets; Ethernet
impeses a maximumsize of 1526 cctets.
Error control may be moreefficient with a smaller PDU size. For example,
fewer bits need to be retransmitted using smaller blocks with the selective
repeat technique.

© More equitable access to shared transmissionfacilities, with shorter delay, can
be provided. For example, without a maximum block size, one station could
monopolize a multipoint medium.

® A smaller PDU size may mean that receiving entities can aliocate smaller
buffers.

An entity may require that data transfer comes to somesort of closure from
time to time, for checkpoint and restart/recovery operations.

@

There are several disadvantages to segmentation that argue for making blocks
as large as possible:

e° Each PDU,as weshall see, contains a fixed minimum amountof control infor-
mation. Hence, the smaller the block, the greater the percentage overhead.

e PDUarrival may generate an interrupt that must be serviced. Smaller blocks
result in more interrupts.

e Moretimeis spent processing smaller, more numerous PDUs.

All of these factors must be taken into account by the protocol designer in
determining minimum and maximum PDUsize.

The counterpart of segmentation is reassembly. Eventually, the segmented
data must be reassembled into messages appropriate to the application level. If
PDUsarrive outof order, the task is complicated.

The process of segmentation wasillustrated in Figure 1.7.

Encapsulation

Each PDU contains not only data but control information. Indeed, some PDUs con-
sist solely of control information and no data. The control information falls into
three general categories:

e Address, The address of the sender and/or receiver may be indicated.
e Error-detecting code. Somesort of frame check sequenceis often included for

error detection.
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° Protocol control. Additional informationis included to implementthe proto-
col functionslisted in the remainderof this section.

The addition of control information to data is referred to as encapsulation.
Data are accepted or generatedby an entity and encapsulated into a PDU contain-
ing that data plus control information (See Figures 1.7 and 1.8). An example ofthis
is the HDLC frame (Figure 6.10).

Connection Control
An entity may transmit data to another entity in such a way that each PDU is
treated independently of all prior PDUs. This process is known as connectionless
data transfer; an exampleis the use of the datagram. While this modeis useful, an
equally important technique is connection-oriented data transfer, of which the vir-
tual circuit is an example.

Connection-oriented data transfer is to be preferred (even required)if sta-
tions anticipate a lengthy exchange of data and/orcertain details of their protocol
must be worked out dynamically. A logical association, or connection,is established
between the entities. Three phases occur (Figure 15.3):

¢ Connection establishment

® Data transfer

e Connection termination

With more sophisticated protocols, there may also be connection interrupt
and recovery phases to cope with errors and othersorts of interruptions.

  
Cc

—eetccttonrequest
___Lonnectionaccept——

ee
Multiple

____Aeknowledgement——exchanges
Time

Te:

etcconnectionrequest
Terminate~connection accept

FIGURE 15.3 The phases of a connection-oriented data
transfer.
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During the connection establishment phase, two entities agree to exchange
data. Typically, one station willissue a connection request (in connectionless fash-
ion!) to the other. A central authority may or maynotbe involved. In simpler pro-
tocols, the receiving entity either accepts or rejects the request and, in the former
case, away they go. In more complex proposals, this phase includes a negotiation
concerning the syntax, semantics, and timing of the protocol. Both entities must, of
course, be using the sameprotocol. But the protocol mayallow certain optionalfea-
tures, and these must be agreed upon by meansof negotiation. For example, the

. protocol may specify a PDU size of up to 8000 octets; one station may wish to
restrict this to 1000 octets.

Following connection establishment, the data transfer phase is entered; here,
both data and control information(e.g., flow control, error control) are exchanged.
The figure showsa situation in which all of the data flows in one direction, with
acknowledgments returned in the other direction. More typically, data and
acknowledgments flow in both directions. Finally, one side or the other wishes to
terminate the connection and does so by sending a termination request. Alterna-
tively, a central authority might forcibly terminate a connection.

The key characteristic of connection-oriented datatransfer is that sequencing
is used. Each side sequentially numbers the PDUsthat it sends to the otherside.
Because each side remembersthatit is engaged in a logical connection,it can keep
track of both outgoing numbers, which it generates, and incoming numbers, which
are generated by the other side. Indeed, one can essentially define a connection-
oriented data transfer as one in which both sides number PDUsand keeptrack of
the incoming and outgoing numbers. Sequencing supports three main functions:
ordereddeliver, flow control, and error control.

Ordered Delivery

If two communicating entities are in different hosts connected by a network, there
is a risk that PDUswill not arrive in the order in which they were sent, because they
may traverse different paths through the network. In connection-oriented proto-
cols, it is generally required that PDU order be maintained. For example,if a file is
transferred between two systems, we would like to be assured that the records of
the receivedfile are in the same orderas those of the transmittedfile, and not shuf-
fled. If each PDUis given a unique number, and numbersare assigned sequentially,
then it is a logically simple task for the receiving entity to reorder received PDUs
on the basis of sequence number. A problem with this schemeis that, with a finite
sequence numberfield, sequence numbers repeat (modulo some maximum num-
ber). Evidently, the maximum sequence number mustbegreater than the maximum
number of PDUsthat could be outstanding at anytime.In fact, the maximum num-
ber may need to be twice the maximum number of PDUsthat could be outstanding
(e.g., selective-repeat ARQ; see Chapter 6).

Flow Control

Flow control was introduced in Chapter 6. In essence, flow control is a function per-
formed by a receiving entity to limit the amountorrate of data that is sent by a
transmitting entity.
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The simplest form of flow controlis a stop-and-wait procedure, in which each
PDU mustbe acknowledged before the next can be sent. More efficient protocols
involve some form of credit provided to the transmitter, which is the amount of data
that can be sent without an acknowledgment. Thesliding-window technique is an
example of this mechanism.

Flow controlis a good example ofa function that must be implementedin sev-
eral protocols. Consider again Figure 1.6. The network will need to exercise flow
control overstation 1’s network services module via the network access protocol, in
order to enforce networktraffic control. At the same time, station 2’s network ser-
vices module hasonly limited buffer space and needs to exercise flow control over
station 1’s network services module via the process-to-process protocol. Finally,
even thoughstation 2’s network service modulecancontrolits data flow,station 2’s
application may be vulnerable to overflow. For example, the application could be
hung up waiting for disk access. Thus, flow controlis also needed over the applica-
tion-oriented protocol.

Error Control

Another previously introduced functionis error control. Techniques are needed to
guard against loss or damage of data and control information. Most techniques
involve error detection, based on a frame check sequence, and PDU retransmission.
Retransmissionis often activated by a timer. If a sending entity fails to receivean
acknowledgmentto a PDU within a specified period of time,it will retransmit.

Aswith flow control, error controlis a function that must be performedat var-
ious levels of protocol. Consider again Figure 1.6. The network access protocol
should include error control to assure that data are successfully exchanged between
station and network. However,a packet of data maybelost inside the network, and
the process-to-process protocol should be able to recover from this loss.

Addressing

The concept of addressing in a communications architecture is a complex one and
covers a numberofissues. At least four separate issues need to be discussed:

e Addressing level

e Addressing scope
e Connection identifiers

e Addressing mode

During the discussion, we illustrate the concepts using Figure 15.4, which
shows a configuration using the TCP/IP protocol architecture. The concepts are
essentially the same for the OSI architecture or.any other communications archi-
tecture.

Addressing level refers to the level in the communications architecture at
which an entity is named. Typically, a unique address is associated with each end
system (e.g., host or terminal) and each intermediate system (e.g., router) in a con-
figuration. Such an addressis, in general, a network-level address. In the case of the
TCP/IP architecture, this is referred to as an IP address, or simply an internet
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FIGURE 15.4 Addressing concepts.

address. In the case of the OSI architecture, this is referred to as a network service
access point (NSAP). The network-level address is used to route a PDU through a
network or networks to a system indicated by a network-level address in the PDU.

Once data arrives at a destination system, it must be routed to some process
or application in the system. Typically, a system will support multiple applications,
and anapplication may support multiple users. Each application and, perhaps, each
concurrent user of an application, is assigned a unique identifier, referred to as a
port in the TCP/IP architecture, and as a service access point (SAP) in the OSI
architecture. For example, a host system might support both an electronic mail
application andafile transfer application. At minimum, each application would
have a port numberor SAPthatis unique within that system. Further,thefile trans-
fer application might support multiple simultaneous transfers, in which case, each
transfer is dynamically assigned a unique port numberor SAP.

Figure 15.4 illustrates twolevels of addressing within a system;this is typically
the case for the TCP/IP architecture. However, there can be addressing at each level
of an architecture. For example, a unique SAP canbeassigned to eachlevel of the
OSIarchitecture.

Anotherissuethat relates to the address of an end system or intermediate sys-
tem is addressing scope. The internet address or NSAP address referred to aboveis
aglobal address. The key characteristics of a global address are
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° Global nonambiguity. A global address identifies a unique system. Synonyms
are permitted. That is, a system may have more than one global address.

° Global applicability. It is possible at any global address to identify any other
global address, in any system, by means of the global address of the other
system.

Because a global addressis unique and globally applicable, it enables an inter-
net to route data from any system attached to any network to any other system
attached to any other network.

Figure 15.4 illustrates that another level of addressing may be required. Each
subnetwork must maintain a unique address for each device interface on the sub-
network. Examples are a MACaddress on an IEEE 802 network and an X.25 DTE
address, both of which enable the subnetwork to route data units (e.g., MAC
frames, X.25 packets) through the subnetwork and deliver them to the intended
attached system. Wecanrefer to such an address as a subnetwork attachment-point
address.

The issue of addressing scope is generally only relevant for network-level
addresses. A port or SAP above the network level is unique within a given system
but need not be globally unique. For example, in Figure 15.4, there can be a port 1
in system A and a port 1 in system B. The full designation of these two ports could
be expressed as A.1 and B.1, which are unique designations.

The concept of connection identifiers comes.into play when we consider con-
nection-oriented data transfer (e.g., virtual circuit) rather than connectionless data
transfer (e.g., datagram). For connectionless data transfer, a global name is used
with each data transmission. For connection-oriented transfer, it is sometimes desir-
able to use only a connection name during the data transfer phase. The scenario is
this: Entity 1 on system A requests a connection to entity 2 on system B, perhaps
using the global address B.2. When B.2 accepts the connection, a connection name
(usually a number) is provided andis used by bothentities for future transmissions.
The use of a connection name has several advantages:

° Reduced overhead, Connection names are generally shorter than global
names. For example, in the X.25 protocol (discussed in Chapter 9) used over
packet-switched networks, connection-request packets contain both source
and destination address fields, each with a system-defined length that may be
a numberof octets. After a virtual circuit is established, data packets contain
just a 12-bit virtual circuit number.

Routing. In setting up a connection, a fixed route may be defined. The con-
nection name serves to identify the route to intermediate systems, such as
packet-switching nodes, for handling future PDUs.
Multiplexing. We address this function in more general terms below. Here we
note that an entity may wish to enjoy more than one connection simultane-
ously. Thus, incoming PDUs mustbeidentified by connection name.
Use of state information. Once a connection is established, the ead systems
can maintain state information relating to the connection; this enables such
functionsas flow controland error control using sequence numbers, as we saw
with HDLC (Chapter 6) and X.25 (Chapter9).

@
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Figure 15.4 shows several examples of connections. The logical connection
between router J and host B is at the network level. For example,if network 2 is a
packet-switching network usingX.25, then this logical connection would be a virtual
circuit. At a higher level, many transport-level protocols, such as TCP, support log-
ical connections between users of the transport service. Thus, TCP can maintain a
connection between two ports on different systems.

Another addressing conceptis that of addressing mode. Most.commonly, an
address refers to a single system orport; in this case, it is referred to as an individ-
ual or unicast address. It is also possible for an address to refer to more than one
entity or port. Such an addressidentifies multiple simultaneous recipients for data.
For example, a user might wish to send a memoto a numberofindividuals. The net-
work control center may wishto notify all users that the network is going down. An
address for multiple recipients may be broadcast—intendedforall entities within a
domain—or multicast—intended for a specific subset of entities.Table 15.1 illus-
trates the possibilities.

Multiplexing

Related to the concept of addressing is that of multiplexing. One form of multi-
plexing is supported by means of multiple connections into a single system. For
example, with X.25, there can be multiple virtual circuits terminating in a single end
system; we can say that these virtual circuits are multiplexed over the single physi-
cal interface between the end system and the network. Multiplexing can also be
accomplishedvia port names,which also permit multiple simultaneous connections.
For example, there can be multiple TCP connections terminatingin a given system,
each connection supporting a different pair of ports.

Multiplexing is used in another context as well, namely the mapping of con-
nections from one level to another. Consider again Figure 15.4. Network A might
providea virtualcircuit service. For each process-to-process connection established
at the network serviceslevel, a virtual circuit could be created at the network access
level. This is a one-to-onerelationship, but need not be so. Multiplexing can be used
in one of two directions (Figure 15.5). Upward multiplexing occurs when multiple
higher-level connections are multiplexed on, or share,a single lower-level connec-

TABLE 15.1 Addressing modes.     

Destination Network address System address Port/SAP address 

 

 

Unicast Individual Individual. Individual

Individual Individual Group
Multicast Individual All Group

All All Group

Individual Individual All
Broadcast Individual All All

All All All      
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Lowerlevel connection

/ Upperlevel connection.  

 
     

(a) One-to-one

 
(b) Upward multiplexing
     

      
    

       
     

(c) Downward multiplexing

FIGURE 15.5 Multiplexing and protocol connections.

tion in order to make moreefficient use of the lower-level service or to provide sev-
eral higher-level connections in an environment where only a single lower-level
connection exists. Figure 15.5 shows an example of upward multiplexing. Down-
ward multiplexing, or splitting, means that a single higher-level connection is built
on top of multiple lower-level connections, the traffic on the higher connection
being divided among the various lower connections. This technique may be used to
providereliability, performance, orefficiency.
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Transmission Services

A protocol may provide a variety of additional services to the entities that useit.
Wemention here three common examples:

° Priority. Certain messages, such as control messages, may needto get through
to the destination entity with minimum delay. An example would bea close-
connection request. Thus, priority could be assigned on a per-messagebasis.
Additionally, priority could be assigned on a per-connectionbasis.

° Grade of service. Certain classes of data may require a minimum throughput
or a maximum delay threshold.

° Security. Security mechanisms, restricting access, may be invoked.

All of these services depend on the underlying transmission system and on any
intervening lower-level entities. If it is possible for these services to be provided
from below, the protocol can be used by the two entities to exercise such services.

15.2 OSI

Asdiscussed in Chapter 1, standards are needed to promote interoperability among
vendor equipment and to encourage economies of scale. Because of the complexity
of the communications task, no single standard will suffice. Rather, the functions
should be broken down into more manageable parts and organized as a communi-
cations architecture, which would then form the framework for standardization.

This line of reasoning led ISO in 1977 to establish a subcommittee to develop
such an architecture. The result was the Open Systems Interconnection (OSI) ref-
erence model. Although the essential elements of the model were put into place
quickly, the final ISO standard, ISO 7498, was not published until 1984. A techni-
cally compatible version was issued by CCITT as X.200 (now ITU-T).

The Model

A widely accepted structuring technique, and the one chosen by ISO,is layering.
The communications functionsare partitionedinto a hierarchicalset of layers. Zach
layer performs a related subset of the functions required to communicate with
another system, relying on the next-lower layer to perform more primitive func-
tions, and to concealthe details of those functions, as it provides services to the
next-higherlayer. Ideally, the layers should be defined so that changesin onelayer
do not requirechanges in the other layers. Thus, we have decomposed one prob-
lem into a number of more manageable subproblems.

The task of ISO wasto define a set of layers andto delineate the services per-
formedby eachlayer. Thepartitioning should group functionslogically, and should
have enough layers to make each one manageably small, but should not have so
many layers that the processing overhead imposed bytheir collection is burden-
some. Theprinciples that guided the design effort are summarized in Table 15.2.
The resulting reference model has seven layers, which are listed with a brief defin-
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TABLE 15.2 Principles used in defining the OSI layers (ISO 7498).       

1. Do not create so many layers as to make the system engineering task of describing and integrating
the layers more difficult than necessary.

2. Create a boundary at a point where the description of services can be small and the number of
interactions across the boundary are minimized.

3. Create separate layers to handle functions that are manifestly different in the process performed or
the technology involved.

. Collect similar functions into the samelayer.

. Select boundaries at a point which past experience has demonstrated to be succesful.

. Create a layer ofeasily localized functionsso that the layer could be totally redesigned and its pro-
tocols changed in a major way to take advantage of new advancesin architecture, hardware or
software technology without changing the services expected from and provided to the adjacent
layers.

7, Create a boundary whereit may be useful at some point in time to have the correspondinginter-
face standardized.'*

8. Create a layer where there is a need for a different level of abstraction, in the handling of data, for
example morphology, syntax, semantic.

9, Allow changesof functions or protocols to be made within a layer without affecting other layers.
10. Create for each layer boundaries with its upper and lower layer only.

aur

Similar principles have been applied to sublayering:

11. Create further subgrouping and organization of functions to form sublayers within a layer in cases
where distinct communication services needit.

12. Create, where needed, two or more sublayers with a common, and theréfore minimal functionality
to allow interface operation with adjacentlayers.

13. Allow by-passing of sublayers. 

! Advantages and drawbacks of standardizing internal interfaces within open systemsare not consideredin this Inter-
national Standard. In particular, mention of, or references to principle (7) should not be taken to imply usefulness of
standards for such internal interfaces.

2 Tt is importantto note that OSI per se doesnot require interfaces within open systems to bestandardized. Moreover,
whenever standardsfor such interfaces are defined, adherence to such internal interface standards can in no way becon-
sidered as a condition of openness,                 

ition in Figure 1.10. Table 15.3 provides ISO’sjustification for the selection of these
layers.

Figure 15.6 illustrates the OSI architecture. Each system contains the seven
layers. Communication is between applications in the two computers,labeled appli-
cation X and application Y in the figure. If application X wishes to send a message
to application Y,it invokes the application layer (layer 7). Layer 7 establishes a peer
relationship with layer 7 of the target computer,using a layer-7 protocol (applica-
tion protocol). This protocol requires services from layer 6, so the two layer-6 enti-
ties use a protocol of their own, and so on downto the physical layer, which actu-
ally transmits bits over a transmission medium.

Note that there is no direct communication between peerlayers except at the
physical layer. That is, above the physical layer, each protocol entity sends data
down to the next-lower layer to get the data across to its peer entity. Even at the
physical layer, the OSI model doesnotstipulate that two systems be directly con-
nected, For example, a packet-switched or circuit-switched network may-be used to
provide the communication link.
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TABLE 15.3 Justification of the OSI layers (ISO 7498). 

1. It is essential that the architecture permits usageofa realistic variety of physical mediafor inter-
connection with different control procedures (for example V.24, V.25, etc .. .). Application of
principles 3, 5, and 8 (Table 15.2) leads to identification of a Physical Layer as the lowest layer in
the architecture.

2. Some physical communication media (for example telephone line) require specific techniques to be
usedin orderto transmit data between systemsdespite a relatively high errorrate (i.e., an error rate
not acceptable for the great majority of applications). Thesespecific techniques are used in data-
link control procedures which have been studied and standardized for a numberofyears. It must

* also be recognized that new physical communication media (for example fiber optics) will require
different data-link control procedures. Application of principles 3, 5, and 8 leadsto identification of
a Data Link Layer on top of the Physical Layerin the architecture.

3. In the open systems architecture, some open systemswill act as the final destination of data. Some
open systems mayact only as intermediate nodes (forwarding data to other systems), Application
of principles 3, 5, and 7 leads to identification of a Network Layer on top of the data link layer.
Networkoriented protocols such as routing, for example, will be groupedin this layer. Thus, the
Network Layerwill provide a connection path (network-connection) betweena pair of transport
entities; including the case where intermediate nodes are involved.

4. Control of data transportation from source end open system to destination end open system (which
is not performed in intermediate nodes) is the last function to be performed in order to provide the
totality of the transport service. Thus, the upperlayer in the transport service part of the architec-
ture is the Transport Layer, on top of the Network Layer. This Transport Layerrelieves higher
layer entities from any concern with the transportation of data between them.

5. There is a need to organize and synchronize dialogue, and to manage the exchange of data. Appli-
cation of principles 3 and 4 leadsto the identification of a Session Layer on top of the Transport
Layer.

6. The remaining set of general interests functions are those related to representation and manipula-
tion of structured data for the benefit of application programs. Application of principles 3 and 4
leads to the identification of a Presentation Layer on top of the Session Layer.

7. Finally, there are applications consisting of application processes which perform information pro-
cessing. An aspectof these application processes and the protocols by which they communicate
comprise the Application Layer as the highest layer of the architecture.                  

Figure 15.6 also highlights the use of protocol data units (PDUs) within the
OSIarchitecture.First, consider the most common wayin which protocols are real-
ized. When application X has a message to send to application Y, it transfers those
data to an application entity in the application layer. A header is appended to the
data that contains the required information for the peer-layer-7 protocol (encapsu-
lation). The original data, plus the header, are now passed as a unit to layer 6. The
presentation entity treats the whole unit as data and appendsits own header(a sec-
ond encapsulation). This process continues down through layer 2, which generally
adds both a header anda trailer (e.g., HDLC). This layer-2 unit, called a frame, is
then passed by the physical layer onto the transmission medium. Whenthe frameis
received by the target system, the reverse process occurs. As the data ascend, each
layer strips off the outermost header, acts on the protocol information contained
therein, and passes the remainderup to the nextlayer.

At each stage of the process, a layer may fragment the data unitit receives
from the next-higher layer into several parts, in order to accommodate its own
requirements. These data units must then be reassembled by the corresponding
peer layer before being passed up.
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FIGURE 15.6 The OSI environment.

Standardization Within the OSI Framework

The principal motivation for the development of the OSI model was to provide a
framework for standardization. Within the model, one or more protocol standards
can be developed at each layer. The model defines, in general terms, the functions
to be performed at that layer and facilitates the standards-making process in two
ways:

e Because the functions of each layer are well-defined, standards can be devel-
oped independently and simultaneously for each layer, thereby speeding up
the standards-making process.

e Because the boundaries between layers are well defined, changes in standards
in one layer need notaffect already existing software in another layer; this
makesit easier to introduce new standards.

Figure 15.7 illustrates the use of the OSI model as such a framework. The
overall communications function is decomposedinto seven distinct layers, using the
principles outlined in Table 15.2. These principles essentially amount to the use of
modular design. That is, the overall function is broken up into a number of mod-
ules, making the interfaces between modulesas simple as possible. In addition, the
design principle of information-hiding is used: Lower layers are concerned with
greater levels of detail; upper layers are independentof these details. Within each
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FIGURE 15.7 The OSIarchitecture as a framework for standardization.

layer, there exist both the service providedto the next higher layer and the proto-
col to the peer layer in other systems.

Figure 15.8 shows more specifically the nature of the standardization required
at each layer. Three elements are key:

Service Definition

(functional description

for internal use) Addressing
(service access point)

     
 Protocol Specification

(precise syntax and
semantics for

interoperability)     

FIGURE 15.8 Layer-specific standards.
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° Protocol specification. Two entities at the same layer in different systems
cooperate and interact by meansof a protocol. Because two different open
systems are involved, the protocol must be specified precisely; this includes
the format of the protocol data units exchanged, the semantics of all fields,
and the allowable sequence of PDUs.

° Service definition. In addition to the protocol or protocols that operate at a
given layer, standards are neededfor the services that each layer provides to
the next-higher layer. Typically, the definition of services is equivalent to a
functional description that defines what services are provided, but not how the
services are to be provided.

° Addressing. Each layer provides services to entities at the next-higher layer.
These entities are referenced by meansofa service access point (SAP). Thus,
a network service access point (NSAP)indicates a transport entity thatis a
user of the network service.

The need to provide a precise protocol specification for open systemsis self-
evident. The other two items listed above warrant further comment. With respect
to service definitions, the motivation for providing only a functional definitionis as
follows. First, the interaction between two adjacentlayers takes places within the
confines of a single open system and is not the concern of any other open system.
Thus, as long as peer layers in different systems provide the sameservicesto their
next-higher layérs, the details of how the services are provided may differ from one
system to another withoutloss of interoperability. Second,it will usually be the case
that adjacent layers are implemented on the same processor. In that case, we would
like to leave the system programmerfree to exploit the hardware and operating sys-
tem to provide an interface thatis as efficient as possible.

Service Primitives and Parameters

Theservices between adjacentlayers in the OSI architecture are expressed in terms
of primitives and parameters. A primitive specifies the function to be performed,
and a parameteris used to pass data and control information. The actual form of a
primitive is implementation-dependent; an example is a procedurecall.

Four types of primitives are used in standards to define the interaction
between adjacent layers in the architecture (X.210). These are defined in Table
15.4. Thelayout of Figure 15.9a suggests the time ordering of these events. For

TABLE 15.4 Service primitive types.       

REQUEST A primitive issued by a service user to invoke some service and to pass the parameters
needed to fully specify the requested service.

INDICATION A primitive issued by a service provider to either
1. indicate that a procedure has been invoked by the peer service user on the connec-

tion and to provide the associated parameters, or
2. notify the service user of a provider-initiated action.

RESPONSE A primitive issued by a service user to acknowledgeor complete some procedure previously
invokedby an indication to that user.

CONFIRM A primitive issued by a service provider to acknowledge or complete some procedure previ-
ously invoked by a request by the service user. 
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Service user Service provider Service user
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(a) Confirmed service

Service user Service provider Service user
(layer N) (layer N — 1) (layer N)

 

 
X.request

X.indication

(b) Nonconfirmedservice

FIGURE15.9 Time sequence diagramsfor service primitives.

example, consider the transfer of data from an (N) entity to a peer (N) entity in
another system. The following steps occur:

~ 1, The source (N) entity invokes its (N—1) entity with a DATA.requestprimitive.
Associated with the primitive are the needed parameters, such as the data to
be transmitted and the destination address.

2. The source (N-1) entity prepares an (N-1) PDUto besentto its peer (N-1)
entity.

3. The destination (N-1) entity delivers the data to the appropriate destination
(N) entity viaa DATA.indication, which includes the data and source address
as parameters.

4, If an acknowledgmentis called for, the destination (N) entity issues a
DATA.responseto its (N—-1) entity.
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5, The (N-1) entity conveys the acknowledgmentin an (N~1) PDU.
6. The acknowledgmentis delivered to the (N) entity asa DATA.confirm.

This sequence of events is referred to as a confirmed service, as the initiator
receives confirmation that the requested service has had the desired effect at the
other end. If only request and indication primitives are involved (corresponding to
steps 1 through 3), then the service dialogue is a nonconfirmed service; theinitiator
receives no confirmation that the requested action has taken place (Figure 15.9b).

The OSI Layers

In this section, we discuss briefly each of the layers and, where appropriate, give
examples of standards for protocols at those layers.

Physical Layer

The physical layer covers the physical interface between devices and the rules by
which bits are passed from one to another. The physical layer has four important
characteristics:

e Mechanical. Relates to the physical properties of the interface to a trans-
mission medium. Typically, the specification is of a pluggable connector that
joins one or more signal conductors, called circuits.

e Electrical. Relates to the representation ofbits (e.g., in terms of voltage lev-
els) and the data transmission rate ofbits.

e Functional. Specifies the functions performed by individual circuits of the
physical interface between a system and the transmission medium,

e Procedural. Specifies the sequence of events by which bit streams are
exchangedacross the physical medium.

Wehave already covered physical layer protocols in some detail in Section
5.3. Examples of standardsat this layer are E[A-232-E, as well as portions of ISDN
and LANstandards. ’

Data Link Layer
Whereas the physical layer provides only a raw bit-stream service, the data link
jayer attempts to makethe physicallink reliable while providing the meansto acti-
vate, maintain, and deactivate the link. The principal service provided by the data
link layer to higher layers is that of error detection and control. Thus, with a fully
functional data-link-layer protocol, the next higher layer may assumeerror-free
transmission over the link. However,if communication is between two systemsthat
are not directly connected, the connection will comprise a numberof data links in
tandem, each functioning independently. Thus, the higher layers are not relieved of
any error control responsibility.

Chapter 6 was devoted to data link protocols; examples of standards at this
layer are HDLC, LAPB, LLC, and LAPD.
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Network Layer

The network layer provides for the transfer of information between end systems
across some sort of communications network. It relieves higher layers of the need
to know anything about the underlying data transmission and switching technolo-
gies used to connectsystems. At this layer, the computer system engagesin a dia-
logue with the network to specify the destination address and to request certain net-
workfacilities, such as priority.

There is a spectrum of possibilities for intervening communicationsfacilities
to be managed by the network layer. At one extreme, there is a direct point-to-
point link betweenstations. In this case, there may be no need for a network layer
because the data link layer can perform the necessary function of managing the
link. -

Next, the systems could be connected across a single network, such as a
circuit-switching or packet-switching network. As an example, the packet level of
the X.25 standard is a network layer standard forthis situation. Figure 15.10 shows
how the presence of a network is accommodated by the OSI architecture. The lower
three layers are concerned with attaching to and communicating with the network.
The packets created by the end system pass through one or more network nodes

End Relay End
system system system

Application-layer protocol

Presentation-layer protocol

Session-layer protocol

Network ——>- 

|

| < en Transport-layer protocol - _ = fe

;
ep

Datalink Data link ——>-
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FIGURE15.10 The use ofarelay.
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that act as relays between the two end systems. The network nodes implementlay-
ers 1-3 of the architecture. In the figure, two end systems are connected through a
single network node. Layer 3 in the node performsa switching and routing function.
Within the node, there are two data link layers and two physical layers, corre-
sponding to the links to the two end systems. Each data link (and physical) layer
operates independently to provide service to the network layer over its respective

.link. The upper four layers are end-to-end protocols between the attached end
systems.

. At the other extreme, two end systems might wish to communicate butare not
even connected to the same network. Rather, they are connected to networksthat,
directly or indirectly, are connected to each other. This case requires the use of
somesort of internetworking technique; we explore this approach in Chapter 16.

Transport Layer

The transport layer provides a mechanism for the exchange of data between end
systems. The connection-oriented transport service ensures that data are delivered
error-free, in sequence, with no losses or duplications. The transport layer may also
be concerned with optimizing the use of network services and with providing a
requested quality of service to session entities. For example, the session entity may
specify acceptable error rates, maximum delay, priority, and security.

The size and complexity of a transport protocol depend on how reliable or
unreliable the underlying network and networklayer services are. Accordingly, ISO
has developed a family of five transport protocol standards, each oriented toward a
different underlying service. In the TCP/IP protocol suite, there are two common
transport-layer protocols: the connection-oriented TCP (transmission control pro-
tocol) and the connectionless UDP (user datagram protocol).

Session Layer

The lowest four layers of the OSI model provide the means for the reliable
exchangeof data and provide an expedited data service. For many applications, this
basic service is insufficient. For example, a remote terminal access application might
require a half-duplex dialogue. A transaction-processing application might require
checkpoints in the data-transfer stream to permit backup and recovery. A message-
processing application might require the ability to interrupt a dialogue in order to
prepare a new portion of a message and later to resume the dialogue where it was
left off.

All these capabilities could be embeddedin specific applications at layer 7.
However, because these types of dialogue-structuring tools have widespread applic-
ability, it makes sense to organize them into a separate layer: the sessionlayer.

The session layer provides the mechanism for controlling the dialogue
between applications in end systems. In manycases, there will be little or no need
for session-layer services, but for some applications, such services are used. The key
services provided by the session layer include

° Dialogue discipline. This can be two-way simultaneous(full duplex) or two-
wayalternate (half duplex).
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® Grouping. The flow of data can be marked to define groups of data. For
example,if a retail store is transmitting sales data to a regional office, the data
can be markedto indicate the end of the sales data for each department;this
would signal the host computerto finalize running totals for that department
and start new running counts for the next department.

Recovery. The session layer can provide a checkpointing mechanism,so that
if a failure of some sort occurs between checkpoints, the session entity can
retransmit all data since the last checkpoint.

ISO hasissued a standard for the session layer that includes, as options, services
such as those just described.

Presentation Layer

The presentation layer defines the format of the data to be exchanged between
applications and offers application programsa set of data transformation services.
The presentation layer also defines the syntax used between application entities and
provides for the selection and subsequent modification of the representation used.
Examples of specific services that may be performedatthis layer include data com-
pression and encryption.

Application Layer

The application layer provides a meansfor application programsto access the
OSI environment. This layer contains management functions and generally useful
mechanisms that support distributed applications. In addition, general-purpose
applications such as file transfer, electronic mail, and terminal access to remote
computers are considered to reside at this layer.

15.3 TCP/IP PROTOCOL SUITE

For manyyears, the technical literature on protocol architectures was dominated by
discussions related to OSI and to the developmentof protocols and services at each
layer, Throughout the 1980s, the belief was widespread that OSI would cometo
dominate commercially, both over architectures such as IBM’s SNA,as well as over
competing multivendor schemes such as TCP/IP; this promise was neverrealized. In
the 1990s, TCP/IP has becomefirmly established as the dominant commercial archi-
tecture and as the protocol suite upon which the bulk of new protocol development
is to be done.

There are a numberof reasons for the success of the TCP/IP protocols over
OSI:

1. TCP/IP protocols were specified, and enjoyed extensive use, prior to ISO
standardizationof alternative protocols. Thus, organizations in the 1980s with
an immediate need were faced with the choice of waiting for the always-
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promised, never-delivered complete OSI package, and the up-and-running,
plug-and-play TCP/IP suite. Once the obvious choice of TCP/IP was made,
the cost and technical risks of migrating from an installed base inhibited OSI
acceptance.

2. The TCP/IP protocols were initially developed as a U.S. military research
effort funded by the Department of Defense (DOD). Although DOD,like the
rest of the U.S. government, was committed to international standards, DOD
had immediate operational needs that could not be met during the 1980s and

_ early 1990s by off-the-shelf OSI-based products. Accordingly, DOD man-
dated the use of TCP/IP protocols for virtually all software purchases. Be-
cause DODis the largest consumer of software products in the world, this
policy created an enormous market, encouraging vendors to develop TCP/IP-
based products.

3. The Internet is built on the foundation of the TCP/IP suite. The dramatic -

growth of the Internet, and especially the World Wide Web, has cemented the
victory of TCP/IP over OSL

The TCP/IP Approach

The TCP/IP protocol suite recognizes that the task of communications is too com-
plex and too diverse to be accomplished by a single unit. Accordingly, the task is
broken up into modules or entities that may communicate with peer entities in
another system. One entity within a system provides services to otherentities and,
in turn, uses the services of other entities. Good software-design practice dictates
that these entities be arranged in a modularand hierarchical fashion.

The OSI modelis based on this system of communication, but takesit one step
further, recognizing that, in many respects, protocols at the same level of the hier-
archy have certain features in common.This thinking yields the concept of rows or
layers, as well as the attempt to describe in an abstract fashion what features are
held in common by the protocols within a given row.

As an explanatory tool, a layered modelhassignificant value and, indeed, the
OSI model is used for precisely that purpose in many books on data communica-

- tions and telecommunications. The objection sometimesraised by the designers of
the TCP/IP protocol suite and its protocols is that the OSI model is prescriptive
rather than descriptive. It dictates that protocols within a given layer perform cer-
tain functions, which may not be always desirable. It is possible to define more than
one protocol at a given layer, and the functionality of those protocols may not be
the same or even similar. Rather, what is common about a set of protocols at the
same layer is that they share the same set of support protocols at the next lower
layer.

Furthermore, there is the implication in the OSI model that, because inter}
faces between layers are well-defined, a new protocol can be substituted for an old
one at a given layer with no impact on adjacentlayers (see principle 6, Table 15.2);
this is not always desirable or even possible. For example, a LANlendsitself easily
to multicast and broadcast addressing at the link level. If the IEEE 802 link level
were inserted below a network protocolentity that did not support multicasting and
broadcasting, that service would be denied to upperlayers of the hierarchy. To get
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around someof these problems, OSI proponentstalk of null layers and sublayers.
It sometimes seemsthat these artifacts save the model at the expense of good pro-
tocol design,

In the TCP/IP model, as we shall see, the strict use of all layers is not man-
dated. For example, there are application-level protocols that operate directly on
top of IP.

TCP/IP Protocol Architecture

The TCP/IP protocol suite was introduced in Chapter 1. As we pointed out, thereis
no official TCP/IP protocol model. However,it is useful to characterize the proto-
col suite as involving five layers. To summarize from Chapter1, these layers are

° Application layer. Provides communication between processes or applications
on separate hosts.

° Host-to-host, or transport layer. Provides end-to-end, data-transfer service.
This layer may include reliability mechanisms. It hides the details of the
underlying network or networks from the application layer.
Internet layer. Concerned with routing data from source to destination host
through one or more networks connected by routers.

e Network access layer. Concerned with the logical interface between an end
system and a subnetwork.

Physical layer. Defines characteristics of the transmission medium,signaling
rate, and signal encoding scheme.

Operation of TCP and IP

Figure 15.4 indicates how the TCP/IP protocols are configured for communications.
To make clear that the total communications facility may consist of multiple net-
works, the constituent networks are usually referred to as subnetworks. Somesort
of network access protocol, such as token ring, is used to connect a computer to a
subnetwork. This protocol enables the host to send data across the subnetwork to
anotherhostor, in the case of a host on another subnetwork,to a router. IP is imple-
mentedin all of the end systems and the routers, acting as a relay to move a block
of data from one host, through one or more routers, to another host. TCP is imple-
mented only in the end systems; it keeps track of the blocks of data to assure that
all are delivered reliably to the appropriate application.

For successful communication, every entity in the overall system must have a
unique address. Actually, two levels of addressing are needed. Each host on a sub-
network must have a unique global internet address; this allows the data to be deliv-
ered to the proper host. Each process with a host must have an address that is
‘unique within the host; this allows the host-to-host protocol (TCP) to deliver data
to the proper process. These latter addresses are knownas ports.

Let us trace a simple operation. Suppose that a process, associated with port
1 at host A, wishes to send a message to another process, associated with port 2 at
host B. The process at A hands the message down to TCP with instructions to send
it to host B, port 2. TCP hands the message downto IP with instructions to sendit
to host B. Note that IP need notbetold the identity of the destination port. All that
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it needs to know is that the data are intended for host B. Next, IP hands the mes-

sage down to the network access layer (e.g., Ethernet logic) with instructions to
send it to router X (the first hop on the way to B).

To control this operation, control information as well as user data must be
transmitted, as suggested in Figure 15.11. Let us say that the sending process gen-
erates a block of data and passes this to TCP. TCP maybreak this block into smaller
pieces to make it more manageable. To each of these pieces, TCP appends control
information known as the TCP header, thereby forming a TCP segment. The con-
trol information is to be used by the peer TCP protocol entity at host B. Examples
of items that are included in this header are

e Destination port. When the TCP entity at B receives the segment, it must
know to whom the data are to be delivered.

° Sequence number. TCP numbers the segments that it sends to a particular
destination port sequentially, so.thatif they arrive out of order, the TCP entity
at B can reorder them.

e Checksum. The sending TCPincludes a codethatis a function of the contents
of the remainder of the segment. The receiving TCP performs the samecal-

culation and compares the result with the incoming code. A\ discrepancy
results if there has been someerror in transmission.

Next, TCPhandseach segmentover to IP, with instructions to transmit it to
B. These segments must be transmitted across one or more subnetworks and
relayed through one or more intermediate routers. This operation, too, requires the
use of control information. Thus, IP appends a header of control information to
each segment to form an IP datagram. An example of an item stored in the IP
header is the destination host address (in this example, B).
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Finally, each IP datagram is presented to the network access layer for trans-
mission across the first subnetwork in its journey to the destination. The network
access layer appends its own header, creating a packet, or frame. The packet is
transmitted across the subnetwork to router J. The packet header contains the
information that the subnetwork needsto transfer the data across the subnetwork.
Examplesof items that may be containedin this headerinclude

° Destination subnetwork address. The subnetwork must know to which
attached device the packet is to be delivered.

° Facilities requests. The network access protocol might requestthe use ofcer-
tain subnetworkfacilities, such as priority.

Atrouter X, the packet headeris stripped off and the IP header examined. On
the basis of the destination-address information in the IP header, the IP module in
the router directs the datagram out across subnetwork 2 to B; to dothis, the data-
gram is again augmented with a networkaccess header.

Whenthe data are received at B, the reverse process occurs. At each layer, the
corresponding headeris removed, and the remainderis passed onto the next higher
layer until the original user data are delivered to the destination process.

Protocol Interfaces

Eachlayer in the TCP/IP protocolsuite interacts with its immediate adjacent lay-
ers. At the source, the process layer makes use of the services of the host-to-host
layer and provides data down tothat layer. A similar relationship exists at the inter-
face of the host-to-host and internet layers and at the interface of the internet and
network access layers. At the destination, each layer delivers data up to the next-
higherlayer.

This use of each individuallayeris not required bythe architecture. As Figure
15,12 suggests, it is possible to develop applications that directly invoke the services
of any one of the layers. Most applications require a reliable end-to-end protocol
and thus make use of TCP; some special-purpose applications, however, do not
need such services, for example, the simple network managementprotocol (SNMP)
that uses an alternative host-to-host protocol knownasthe user datagram protocol
(UDP); others may make use of IP directly. Applications that do not involve inter-
networking and that do not need TCP have been developed to invoke the network
access layer directly.

The Applications

Figure 15.12 shows the position of some of the key protocols commonly imple-
mentedas part of the TCP/IP protocolsuite. Most of these protocols are discussed
in the remainderof Part Four. In this section, we briefly highlight three protocols
that have traditionally been considered mandatory elements of TCP/IP, and which
were designatedas military standards, along with TCP and IP, by DOD.

The simple mail transfer protocol (SMTP) provides a basic electronic mail
facility. It provides a mechanism for transferring messages amongseparate hosts.
Features of SMTP include mailinglists, return receipts, and forwarding. The SMTP
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BGP = Border Gateway Protocol MIME = Multi-Purpose Internet Mail Extension
FIP = File Transfer Protocol SMTP = Simple Mail Transfer Protocol
HTTP = Hyptertext Transfer Protocol SNMP = Simple Network ManagementProtocol
ICMP = Internet Control Message Protocol TCP = Transmission Control Protocol
IP = Internet Protocol UDP = User Datagram Protocol
OSPF = OpenShortest Path First

FIGURE15.12 Someprotocols in the TCP/IP protocolsuite.

protocol does not specify the way in which messagesare to be created; somelocal
editing or native electronic mail facility is required. Once a message is created,
SMTP accepts the message and makesuse of TCPto sendit to an SMTP module on
another host. The target SMTP module will make use of a local electronic mail
package to store the incoming message in a user’s mailbox.

The file transfer protocol (FTP) is used to send files from one system to
another under user command. Both text and binary files are accommodated, and
the protocol provides features for controlling user access. When a user requests a
file transfer, FTP sets up a TCP connection to the target system for the exchange of
control messages; these allow user ID and passwordto be transmitted and allow the
user to specify the file and file actions.desired. Once a file transfer is approved, a
second TCP connection is set up for the data transfer. Thefile is transferred over
the data connection, without the overhead of any headers or control information at
the application level. When the transfer is complete, the control connection is used
to signal the completion and to accept newfile transfer commands.

TELNETprovides a remote log-on capability, which enables a userat a ter-
minal or personal computer to log on to a remote computer and function as if
directly connected to that computer. The protocol was designed to work with sim-
ple scroll-mode terminals. TELNETis actually implemented in two modules. User
TELNETinteracts with the terminal I/O module to communicate with a local ter-

minal; it converts the characteristics of real terminals to the network standard and
vice versa. Server TELNETinteracts with an application, acting as a surrogate ter-
minal handler so that remote terminals appearas local to the application. Terminal
traffic between User and Server TELNETis carried on a TCP connection.
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15.4 RECOMMENDED READING

Forthe readerinterested in greater detail on TCP/IP, there are two three-volume worksthat
are more than adequate. The works by Comerand Stevens have becomeclassics and are con-
sidered definitive [COME95, COME94a, COME94b]. The worksby Stevens and Wrightare
equally worthwhile [STEV94, STEV96, WRIG95]. A more compact and very useful refer-
ence work is [MURP95], which covers the spectrum of TCP/IPrelated protocols in a techni-
cally concise but thoroughfashion, including coverage of some protocols not found in the
other two works.

Oneofthe best treatments of OSI and OSI-related protocols is [JAIN93}. [HALS96]
also provides good coverage.

COME94a_ Comer, D. and Stevens, D. Internetworking with TCP/IP, Volume II: Design
Implementation, and Internals. EnglewoodCliffs, NJ: Prentice Hall, 1994.

COME94b_ Comer, D. and Stevens, D. Internetworking with TCP/IP, Volume III: Client-
Server Programming and Applications. EnglewoodCliffs, NJ: Prentice Hall, 1994.

COME9S_ Comer, D. Internetworking with TCP/IP, Volume I: Principles, Protocols, and
Architecture. Upper Saddle River, NJ: Prentice Hall, 1995.

HALS96 Halsall, F. Data Communications, Computer Networks, and Open Systems. Read-
ing, MA: Addison-Wesley, 1996.

JAINS3 Jain, B. and Agrawala, A. Open Systems Interconnection. New York: McGraw-
Hill, 1993.

MURP95 Murphy,E., Hayes, S., and Enders, M. TCP/IP: Tutorial and Technical Overview.
Upper Saddle River: NJ: Prentice Hall, 1995.

STEV94 Stevens, W. TCP/IP Illustrated, Volume 1: The Protocols. Reading, MA: Addison-
Wesley, 1994,

STEV96 Stevens, W. TCP/IP Illustrated, Volume 3: TCP for Transactions, HTTP, NNTP,
and the UNIX(R) Domain Protocol. Reading, MA: Addison-Wesley, 1996.

WRIG95 Wright, G. and Stevens, W. TCP/IP Illustrated, Volume 2: The Implementation.
‘Reading, MA: Addison-Wesley, 1995,

15.4 PROBLEMS

15.1 List the major disadvantages with the layered approach to protocols.
15.2 Based on the principles enunciated in Table 15.2, design an architecture with eight lay-

ers and makea casefor it. Design one with six layers and makea caseforthat.
15.3 Twoblue armiesare each poised on opposite hills preparing to attack a single red army -

‘in the valley. The red army candefeat either of the blue armies separately butwill fail
to defeat both blue armiesif they attack simultaneously. The blue armies communicate
via an unreliable communications system (a foot soldier). The commander, with one of
the blue armies, would like to attack at noon. His problem is this: If he sends a mes-
sage ordering the attack, he cannot be sure it will get through. He could ask for
acknowledgmentbut that might not get through. Is there a protocol that the two blue
armies can use toavoid defeat?

15.4 Discuss the need or lack of need for a network layer (OSI layer 3) in a broadcast
network,
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allow the computeruser to have access to resources beyond those available
in a single system. In a similar fashion, the resources of a single network are

often inadequate to meetusers’ needs. Because the networksthat might be of inter-
est exhibit so manydifferences,it is impractical to consider merging them into a sin-
gle network. Rather, what is needed is the ability to interconnect various networks
so that any two stations on anyof the constituent networks can communicate.

Table 16.1 lists some commonly usedtermsrelating to the interconnection of
networks, or internetworking. An interconnected set of networks, from a user’s
point of view, may appear simply as a larger network. However, if each of the con-
stituent networksretainsits identity, and special mechanisms are needed for com-
municating across multiple networks, then the entire configurationis often referred
to as an internet, and each ofthe constituent networks as a subnetwork.

Each constituent subnetwork in an internet supports communication among
the devices attached to that subnetwork; these devices are referred to as end sys-
tems (ESs). In addition, subnetworks are connected by devices referred to in the
ISO documents as intermediate systems (ISs). ISs provide a communications path
and perform the necessary relaying and routing functions so that data can be
exchanged between devicesattached to different subnetworks in the internet.

Twotypesof ISs of particular interest are bridges and routers. The differences
between them have to do with the types of protocols used for the internetworking
logic. In essence, a bridge operatesat layer 2 of the open systems interconnection
(OSI) 7-layer architecture and acts as a relay of frames between like networks.
(Bridges were examinedin detail in Chapter 14.) A router operatesat layer 3 of
the OSI architecture and routes packets between potentially different networks.

Piestecom and packet broadcasting networks grew out of a need to

TABLE 16.1 Internetworking terms.                

Communication Network

A facility that provides a data transfer service amongstations attached to the network.
Internet

A collection of communication networks interconnected by bridges and/orrouters.
Subnetwork

Refers to a constituent network of an internet. This avoids ambiguity since the entire internet,
from a user’s point of view,is a single network.

End System (ES) .
A device attached to oneof the subnetworks of an internet that is used to support end-user
applications orservices.

Intermediate System (IS)
A device used to connect two subnetworks and permit communication between end systems
attached to different subnetworks.

Bridge
AnIS used to connect two LANsthat use identical LAN protocols. The bridge acts as an address
filter, picking up packets from one LANthat are intended for a destination on another LAN and
passing those packets on. The bridge does not modify the contents of the packets and does not
add anythingto the packet. The bridge operatesat layer 2 of the OSI model.

Router

AnIS used to connect two networks that may or may notbe similar. The router employs an
internet protocol present in each router and each host of the network. The router operates at
layer 3 of the OSI model.   

Viptela, Inc. - Exhibit 1011 - Part 2
Page 120



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 121

16.1 / PRINCIPLES OF INTERNETWORKING 529

Both the bridge and the router assume that the same upper-layer protocols are in
use.

Webegin our examination with a discussion of the principles underlying var-
ious approachesto internetworking. We then examine the most important architec-
tural approach to internetworking: the connectionless router. As an example, we
describe the most widely used internetworking protocol, called simply the Internet
Protocol (IP). These three approaches are explored in some detail. The chapter
then turns to the issue of internetwork routing algorithms. Finally, we look at the
newest standardized internetworking protocol, known as IPv6.

Figure 16.1 highlights the position of the protocols discussed in this chapter
within the TCP/IP protocol.

MIME

ra

TCP

     
           

i ;
FIGURE 16.1 Internetworking protocols in context.

   

16.1 PRINCIPLES OF INTERNETWORKING

Requirements

Althougha variety of approaches have been taken to provide internetworkservice,
the overall requirements on the internetworking facility can be stated in general;
these include

1. Providing a link between networks. At minimum,a physical and link control
connection is needed.

2. Providing for the routing and delivery of data between processes on different
networks.

3. Providing an accounting service that keeps track of the use of the various net-
works and routers and that maintains status information.
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4. Providing the services listed above in such a way as not to require modifica-
tions to the networking architecture of any of the constituent networks; this
means that the internetworking facility must accommodate a numberof. dif-
ferences among networks,including
a)

b)

d)

e)

f)

8)

h)

i)

Different addressing schemes. The networks may use different endpoint
names and addresses and directory maintenance schemes. Some form of
global network-addressing must be provided, as well as a directory service,
Different maximum packetsize. Packets from one network may haveto be
broken up into smaller pieces for another. This process is referred to as
segmentation, or fragmentation. ,

. Different network-access mechanisms, The network-access mechanism
between station and network maybe different for stations on different net-
works.

Different timeouts. Typically, a connection-oriented transport service
will await an acknowledgnient until a timeout expires, at which timeit will
retransmit its block of data. In general, longer times are required for suc-
cessful delivery across multiple networks. Internetwork timing proce-
dures must allow for successful transmission that avoids unnecessary
retransmissions.

Error recovery. Intranetwork procedures may provide anything from no
error recovery up to reliable end-to-end (within the network) service. The
internetwork service should not.:depend on,nor be interfered with, by the
nature of the individual network’s error recovery capability.

Status reporting. Different networks report status and performance differ-
ently. Yet it must be possible for the internetworking facility to provide
such information on internetworking activity to interested and authorized
processes.

Routing techniques. Intranetwork routing may depend on fault detection
and congestion control techniques peculiar to each network;the internet-
working facility must be able to coordinate these to adaptively route data
between stations on different networks.

User-access control. Each network will have its own user-access control

technique (authorization for use of the network) that must be invoked by
the internetwork facility as needed. Further, a separate internetwork
access control technique may be required.
Connection, connectionless. Individual networks may provide connection-
oriented (e.g., virtual circuit) or connectionless (datagram) service. It may
be desirable for the internetwork service not to depend on the nature of
the connection service of the individual networks.

These points are worthy of further comment but are best pursued in the con-
text of specific architectural approaches, We outline these approaches next, and
then turn to a more detailed discussion of the router-based connectionless

approach.
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Architectural Approaches

In describing the interworking function, two dimensions are important:

° The mode of operation (connection-mode or connectionless)
® The protocol architecture

The modeof operation determinesthe protocolarchitecture. There are two general
approaches, depicted in Figure 16.2.

Each IS

splices together
Virtualcircuit two virtual
is set up across circuits
each subnet

 

 
 
 

 
 
 
 
 
 

(a) Connection-mode operation

DTE Amakesa For each incoming
separate routing|PDU,the IS
decision foreach makes a separate
PDU,choosing routing decision
either IS I or J :

(b) Connectionless-mode operation

FIGURE 16.2 Internetworking approaches.
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Connection-Mode Operation

In the connection-mode operation, it is assumed that each subnetwork provides a
connection-mode form ofservice. Thatis, it is possible to establish a logical network
connection(e.g., virtual circuit) between any two DTEsattached to the same sub-
network. With this in mind, we can summarize the connection-mode approach as
follows:

1. ISs are used to connect two or more subnetworks; each IS appears as a DTE
to each of the subnetworks to which it is attached.

2. When DTEAwishesto exchange data with DTE B,a logical connectionis set
up between them. This logical connection consists of the concatenation of a
sequenceoflogical connections across subnetworks. The sequenceis such that
it forms a path from DTE A to DTE B. ,

3. The individual subnetwork logical connectionsare spliced togetherby ISs. For
example, there is a logical connection from DTEA to IS I across subnetwork
1 and anotherlogical connection from IS I to IS M across subnetwork 2. Any
traffic arriving at IS I on thefirst logical connection is retransmitted on the
second logical connection, and vice versa.

Several additional points can be madeabout this form of operation.First, this
approach is suited to providing support for a connection-mode network service,
From the pointof view of network users in DTEs A and B, a logical network con-
nection is established between them that providesall of the features of a logical con-
nection across a single network.

The second point to be madeis that this approach assumes that there is a
connection-mode service available from each subnetwork and that these services
are equivalent; clearly, this may notalwaysbe the case. For example, an IEEE 802
or FDDIlocal area network provides a service defined by the logical link control
(LLC). Two of the options with LLC provide only connectionless service. There-
fore, in this case, the subnetwork service must be enhanced. An example of how this
would be doneis for the ISs to implement X.25 on top of LLC across the LAN.

Figure 16.3a illustrates the protocol architecture for connection-mode opera-
tion. Access to all subnetworks, either inherently or by enhancement, is by means
of the same network layer protocol. The interworking units operate at layer 3. As
was mentioned, layer 3 ISs are commonly referred to as routers. A connection-
oriented router performs the following key functions:

° Relaying. Data units arriving from one subnetwork via the network layer pro-
tocol are relayed (retransmitted) on another subnetwork.Traffic is over logi-
cal connectionsthat are spliced together at the routers.

° Routing. When an end-to-end logical connection, consisting of a sequence of
logical connections, is to be set up, each router in the sequence must make a
routing decision that determines the next hop in the sequence.

Thus,at layer 3, a relaying operation is performed.It is assumed thatall of the
end systems share commonprotocols at layer 4 (transport), and above, for success-
ful end-to-end communication.
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Station Network Is Network Is Network Station
A 1 a 2 b 3 B

 
(b) Connectionless internet protocol 

(c) Bridge

fIGURE16.3 Internetwork architectures.

Connectionless-Mode Operation

Figure 16.3billustrates the connectionless mode of operation. Whereas connection-
mode operation correspondsto the virtual circuit mechanism of a packet-switching
network (Figure 9.4c), connectionless-mode operation correspondsto the datagram
mechanism of a packet-switching network (Figure 9.4d). Each network protocol
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data unit is treated independently and routed from source DTE to destination DTE
through a series of routers and networks. For each data unit transmitted by A, A
makesa decision asto which router should receive the data unit. The data unit hops
across the internet from one router to the next until it reaches the destination sub-

network. At each router, a routing decision is made (independently for each data
unit) concerning the next hop. Thus, different data units maytravel different routes
between source and destination DTE.

Figure 16.3b illustrates the protocol architecture for connectionless-mode
operation. All DTEsandall routers share a common network layer protocol known
‘generically as the internet protocol (IP). An internet protocol was initially devel-
oped for the DARPAinternet project and published as RFC 791, and has become
an Internet Standard. The ISO standard, ISO 8473, provides similar functionality.
Below this internet protocol, a protocol is needed to access the particular subnet-
work. Thus, there are typically two protocols operating in each DTE androuterat
the network layer: an upper sublayer that provides the internetworking function,
and a lower sublayer that provides subnetwork access.

Bridge Approach

A third approach that is quite commonis the use of a bridge. The bridge, also
known as a MAC-level relay, uses a connectionless mode of operation (Figure
16.2b), but does so at a lower level than a router.

The protocol architecture for a bridge is illustrated in Figure 16.3c. In this
case, the end systems share common transport and network protocols. In addition,
it is assumedthatall of the networks use the same protocols atthe link layer. In the
case of IEEE 802 and FDDI LANs,this meansthatall of the LANs share a com-

mon LLC protocol and a common MACprotocol. For example,all of the LANsare
TEEE 802.3 using the unacknowledged connectionless form of LLC.In this case,
MACframes are relayed through bridges between the LANs.

The bridge approach is examined in Chapter 14.

16.2 CONNECTIONLESS INTERNETWORKING

The internet protocol (IP) was developedas part of the DARPA internet project.
Somewhatlater, when the international standards community recognized the need
for a connectionless approach to internetworking, the ISO connectionless network
protocol (CLNP) was standardized. The functionality of IP and CLNPis very simi-
lar; they differ in the formats used and in some minor functional features. In this
section, we examine the essential functions of an internetworking protocol, which
apply to both CLNP andIP. For convenience, werefer to IP, but it should be under-
stood that the narrative in this section applies to both IP and CLNP.

Operation of a Connectionless Internetworking Scheme

IP provides a connectionless, or datagram, service between end systems. There are
a numberof advantages to this connectionless approach:
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e A connectionless internetfacility is flexible. It can deal with a variety of net-
works, some of which are themselves connectionless. In essence, IP requires
very little from the constituent networks.

° A connectionless internet service can be madehighly robust. This is basically
the same argument madefor a datagram network service versus.a virtual cir-
cuit service. For a further discussion, the readeris referred to Section 9.2.

e A connectionless internet service is best for connectionless transport
protocols.

Figure 16.4 depicts a typical example of IP, in which two LANsare inter-
connected by an X.25 packet-switched WAN.The figure depicts the operation of
the internet protocol for data exchange between host A on one LAN (subnet-
work 1) and host B on another departmental LAN (subnetwork 2) through the
WAN.Thefigure shows the format of the data unit at each stage. The end systems
and routers mustall share a commoninternetprotocol. In addition, the end systems
must share the same protocols aboveIP. The intermediate routers need only imple-
mentup throughIP.

The IP at A receives blocks of data to be sent to B from the higherlayers of
software in A. IP attaches a header specifying, among otherthings, the globalinter-
net address of B. That addressis logically in two parts: network identifier and end
system identifier. The result is called an internet-protocol data unit, or simply a
datagram. The datagram is then encapsulated with the LAN protocol and sent to
the router, which strips off the LAN fields to read the IP header. The router then
encapsulates the datagram with the X.25 protocolfields and transmits it across the
WANto anotherrouter. This routerstrips off the X.25 fields and recovers the data-
gram, which it then wraps in LANfields appropriate toLAN 2 andsendsit to B.

Let us nowlookatthis‘example in moredetail. End system A has a datagram
to transmit to end system B; the datagram includes the internet address of B. The
IP module in A recognizes that the destination (B) is on another subnetwork. So,
the first step is to send the data to a router, in this case router X. To do this, IP
passes the datagram downtothe next lowerlayer(in this case LLC)with instruc-
tions to send it to router X. LLC in turn passes this information down to the MAC
layer, which inserts the MAC-level address of router X into the MAC header. ‘Thus,
the block of data transmitted onto LAN1includesdata froma layer or layers above
TCP, plus a TCP header, an IP header,and LLC header, and a MACheader and
trailer.

Next, the packet travels through subnetwork 1 to router X. The router
removes MACand LLCfields and analyzes the IP header to determinethe ultimate
destination of the data, in this case B. The router must now make a routing decision.
There are three possibilities:

1, The destination station Y is connected directly to one of the subnetworks to
which the router is attached. In this case, the router sends the datagram
directly to the destination.

2. To reach the destination, one or more additional routers must be traversed. In
this case, a routing decision must be made: To which router should the data-
gram besent? In both cases, the IP modulein the router sends the datagram
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FIGURE 16.4 Internet protocol operation.

downto the next lower layer with the destination subnetwork address. Please
note that we are speaking here of a lower-layer address that refers to this
network.

3, The router does not know the destination address. In this case, the router
returns an error messageto the source of the datagram.

In this example, the data must pass through router Y before reaching the des-
tination. Router X, then, constructs a new packet by appending an X.25 header,
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containing the address of router Y, to the IP data unit. Whenthis packetarrives at
router Y, the packet headeris stripped off. The router determines that this IP data
unit is destined for B, which is connected directly to a network to which this router
is attached. The router therefore creates a frame with a destination address of B and

sends it out onto LAN2. The datafinally arrive at B, where the LAN and IP head-
ers can be strippedoff.

Ateach router, before the data can be forwarded, the router may needto seg-
ment the data unit to accommodate a smaller maximum packet-size limitation on
the outgoing network. The data unitis split into two or more segments, each of
which becomes an independent IP data unit. Each new data unit is wrapped in a
lower-layer packet and queued for transmission. The router mayalso limit the
length of its queue for each network to whichis attachesso as to avoid having a slow
network penalize a faster one. Once the queue limit is reached, additional data units
are simply dropped.

The process described above continues through as manyroutersas it takes for
the data unit to reach its destination. As with a router, the destination end system
recovers the IP data unit from its network wrapping. If segmentation has occurred,
the IP module in the destination end system buffers the incoming data until the
entire original data field can be reassembled. This block of data is then passed to a
higher layer in the end system.

This service offered by the internet protocol is an unreliable one. Thatis, the
internet protocol does not guarantee thatall data will be delivered or that the data
that are delivered will arrive in the proper order.It is the responsibility of the next
higher layer (e.g., TCP) to recover from any errors that occur. This approach pro-
vides for a great dealof flexibility.

With the internet protocol approach, each unit of data is passed from router
to router in an attempt to get from source to destination. Because delivery is not
guaranteed, there is no particular reliability requirement on any of the subnet-
works; thus, the protocol will work with any combination of subnetwork types. And,
since the sequence of delivery is not guaranteed, successive data units can follow
different paths through the internet; this allows the protocol to react to both con-
gestion and failure in the internet by changing routes.

Design Issues

With that brief sketch of the operation of an IP-controlled internet, we can now go
back and examine somedesign issues in greater detail:

e Routing

e Datagram lifetime

e Segmentation and reassembly
e Error control

e Flow control

As we proceed with this discussion, the reader will note many similarities
between the design issues and techniques relevant to packet-switched networks. To
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(a) Packet-switched network architecture

 
(b) Internet architecture

FIGURE 16.5 Theinternet as a network (based on HIND831).

see the reason for these parallels, consider Figure 16.5, which compares an internet
architecture with a packet-switched networkarchitecture. The routers (R1, R2, R3)
in the internet correspondto the packet-switched nodes (P1, P2, P3) in the network,
and the networks (N1, N2, N3) in the internet correspondto the transmission links
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(T1, T2, T3) in the networks. The routers perform essentially the same functions as
packet-switched nodes,and use the intervening networks in a manner analogousto
transmission links.

Routing

Routing is generally accomplished by maintaininga routing table in each end sys-
tem androuterthatgives, for each possible destination network, the next router to
which the internet datagram should besent.

- The routing table may bestatic or dynamic. A static table, however, could
contain alternate routesif a router is unavailable. A dynamictable is moreflexible
in respondingto both error and congestion conditions. In the Internet, for example,
when a router goes down,all of its neighbors will send out a status teport, allowing
otherrouters andstations to update their routing tables. A similar scheme can be
used to control congestion; this is a particularly important function becauseof the
mismatch in capacity between local and wide-area networks. Section 16.4 discusses
routing protocols.

Routing tables may also be used to support other internetworking services,
such as those governing security and priority. For example, individual networks
mightbeclassified to handledata upto a given security classification. The routing
mechanism must assure that data of a given security level are not allowed to pass
through networks notcleared to handle such data.

Another routing technique is source routing. The source station specifies the
route by including a sequentiallist of routers in the datagram. This, again, could be
useful for security or priority requirements.

Finally, we mentionaservice related to routing: route recording. To record a
route, each router appendsits internet addresstoalist of addresses in the datagram.
This feature is useful for testing and debugging purposes.

Datagram Lifetime

If dynamic or alternate routing is used, the potential exists for a datagram to loop
indefinitely through the internet. This is undesirable for two reasons. First, an end-
lessly circulating datagram consumes resources. Second, we will see in Chapter 17
that a transport protocol may dependon there being an upper bound on datagram
lifetime. To avoid these problems, each datagram can be marked with a lifetime.
Once the lifetime expires, the datagram is discarded.

A simple way to implementlifetime is to use a hop count. Each time that a
datagram passes througharouter, the countis decremented. Alternatively, thelife-
time could be a true measureof time; this requires that the routers must somehow
know how longit has been since the datagram or fragmentlast crossed a router, in
order to know by how much to decrementthelifetime field. This would seem to
require some global clocking mechanism. The advantageofusing a true time mea-
sure is that it can be used in the reassembly algorithm, described next.

Segmentation and Reassembly
Individual subnetworks within an internet mayspecify different maximum packet
sizes. It would be inefficient and unwieldy to try to dictate uniform packetsize
across networks. Thus, routers may need to segment incoming datagrams into
smaller pieces, called fragments, before transmitting on to the next subnetwork.
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If datagrams can be segmented (perhaps more than once) in the course of
their travels, the question arises as to where they should be reassembled, The easi-
est solution is to have reassembly performedat the destination only. Theprincipal
disadvantage of this approach is that fragments can only get smaller as data move
throughthe internet; this may impair the efficiency of some networks. Also,if inter-
mediate router reassembly is allowed, the following disadvantagesresult:

4. Large buffers are required at routers, and there is the risk that all of the buffer
space will be used upin the storing partial datagrams.

2. All fragments of a datagram must pass through the same router, thereby
inhibiting the use of dynamicrouting.

In IP, datagram fragmentsare reassembledatthe destination end system. The
IP segmentation technique uses the following fields in the IP header:

e Data Unit Identifier (ID)

e Data Length
e Offset

e More-flag

The ID is a meansof uniquely identifying an end-system-originated datagram.
In IP,it consists of the source and destination addresses, an identifier of the proto-
col layer that generated the data (e.g., TCP), and a sequence numbersupplied by
that protocol layer. Data length indicates the length of the user data field in octets,
andtheoffset is the position of a fragmentof user data in the data field of the orig-
inal datagram,in multiples of 64 bits.

The source end system creates a datagram with a data length equal to the
entire length of the data field, with Offset = 0, and a more-flag set to 0 (false). To
segment a long datagram, an IP module in a router performs the following tasks:

1. Create two new datagrams and copy the headerfields of the incoming data-
gram into both.

3, Divide the incoming user data field into two approximately equal portions
along a 64-bit boundary, placing one portion in each new datagram. Thefirst
portion mustbe a multiple of 64 bits.

3, Set the Data Length of the first new datagram to the length of the inserted
data, and set more-flag to 1 (true). The Offset field is unchanged.

4, Set the data length of the second new datagram to the length of the inserted
data, and add the length of the first data portion divided by 8 to the Offset
field. The more-flag remains the same.

Table 16.2 gives an example. The procedure can easily be generalized to an
n-waysplit.

To reassemble a datagram, there must be sufficient buffer space at the
reassembly point. As fragments with the same ID arrive, their data fields are
inserted in the proper position in the buffer until the entire data field is reassem-
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TABLE 16.2 Segmentation example.

 
  

 
 
 
 

Original datagram
Data Length = 472
Segment Offset = 0
More = 0

First segment
Data Length = 240
Segment Offset = 0
More = 1

Second segment

Data Length = 232
Segment Offset = 30
More = 0

 
 
 
 

bled, which is achieved when a contiguousset of data exists, starting with an offset
of zero and ending with data from a fragment with a false more-flag.

Oneeventuality that must be dealt with is that one or more of the fragments
may not get through; the IP service does not guarantee delivery. Some meansis
needed to decide whether to abandon a reassemblyeffort to free up buffer space.
Two approaches are commonly used, First, one can assign a reassembly lifetime to
the first fragmentto arrive. Thisis a local, real-time clock assigned by the reassem-
bly function and decremented while the fragments of the original datagram are
being buffered.If the time expires prior to complete reassembly, the received frag-
ments are discarded. A second approachis to make use of the datagram lifetime,
which is part of the header of each incoming fragment. Thelifetimefield continues
to be decrementedbythe reassembly function; as with the first approach,if the life-
time expires prior to complete reassembly, the received fragments are discarded.

Error Control

Theinternetwork facility does not guarantee successful delivery of every datagram.
Whena datagramis discarded by a router, the router should attemptto return some
information to the source, if possible. The source internet protocol entity may use
this information to modify its transmission strategy, and it may notify higher layers.
To report that a specific datagram has been discarded, some means of datagram
identification is needed.

Datagrams maybediscarded for a numberof reasons,includinglifetime expi-
ration, congestion, and FCSerror. In thelatter case, notification is not possible, as
the source address field may have been damaged.

Flow Control

Internet flow control allows routers and/or receiving stations to limit the rate at
which they receive data. For the connectionless type of service we are describing,
flow control mechanismsare limited. The best approach would seemto be to send
flow control packets, requesting reduced data flow, to other routers and source
stations.

THE INTERNET PROTOCOL

The Internet Protocol (IP) is part of the TCP/IP protocol suite, and is the most
widely-used internetworking protocol. It is functionally similar to the ISO standard
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connectionless network protocol (CLNP). As with any protocol standard, IP is
specified in two parts:

e The interface with a higher layer (e.g., TCP), specifying the services that IP
provides

e The actual protocol format and mechanisms

In this section, we first examine IP services and then the IP protocol. This is fol-
lowed by a discussion of IP address formats. Finally, the Internet Control Message
Protocol (ICMP), which is an integral part of IP, is described.

IP Services

IP provides two service primitives at the interface to the next-higher layer (Figure
16.6). The Send primitive is used to request transmission of a data unit. The Deliver
primitive is used by IP to notify a user of the arrival of a data unit. The parameters
associated with the two primitives are

e Source address. Internetwork address of sending IP entity.

S

oe

@

®

eo

Send

Destination address. Internetwork address of destination IP entity.
Protocol. Recipient protocol entity (an IP user).
Typeofservice indicators. Used to specify the treatmentof the data unit in its
transmission through componentnetworks.
Identifier. Used in combination with the source and destination addresses and
user protocol to identify the data unit uniquely. This parameteris needed for
reassembly anderror reporting.
Don’t-fragment identifier. Indicates whether IP can segment(called fragment
in the standard) data to accomplish delivery.
Time to live. Measured in network hops.

Data length.Length of data being transmitted.
Option data. Options requested by the IP user.
Data. User data to be transmitted.

( Deliver (
Source address Source address
Destination address Destination address
Protocol Protocol

Type of service indicators Type of service indicators
Identifier

Don’t-fragmentidentifier
Timetolive

Data length Data length
Option data Option data
Data Data

) )

FIGURE16.6 IP service primitives and parameters,
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Note that the identifier, don’t-fragmentidentifier, and time-to-live parameters
are present in the Send primitive but not in the Deliver primitive. These three para-
meters provide instructions to IP that are not of concern to the recipient IP user.

Thesending IP user includes the type-of-service parameter to request a par-
ticular quality of service. The user may specify one or moreof the serviceslisted in
Table 16.3. This. parameter can be used to guide routing decisions. For example,if
a router has several alternative choices for the next hop in routing a datagram,it
may choose a network of a higher data rate if the high throughput option has been
selected. This parameter, if possible, is also passed down to the network access pro-
tocol for use over individual networks. For example, if a precedence level is
selected, and if the subnetwork supports precedenceor priority levels, the prece-
dencelevel will be mapped onto the network level for this hop.

The options parameter allows for future extensibility and for inclusion of
parameters that are usually not invoked. The currently defined options are

e Security. Allows a security label to be attached to a datagram.

e Source routing. A sequenced list of router addresses that specifies the route
to be followed. Routing maybestrict (only identified routers may bevisited)
or loose (other intermediate routers may bevisited).

e Route recording. A field is allocated to record the sequence of routersvisited
by the datagram.

e Stream identification. Names reserved resources used for stream service. This

service provides special handling for volatile periodic traffic (e.g., voice).
¢ Timestamping. The source IP entity and someorall intermediate routers add

a timestamp (precision to milliseconds) to the data unit as it goes by.

IP Protocol

The protocol betweenIP entities is best described with reference to the IP datagram
format, shown in Figure 16.7. The fields are

e Version (4 bits), Indicates the version number,to allow evolution of the pro-
tocol.

° Internet header length (HL) (4 bits). Length of headerin 32-bit words. The
minimum valueis five, for a minimum header length of 20 octets.

TABLE 16.3 IP Service quality options.        

Precedence A measure of a datagram’s relative importance. Eight levels of precedence are used.
IP will attempt to provide preferential treatment for higher precedence datagrams.

Reliability Oneof two levels may be specified: normal or high. A high value indicates a request
that attempts be made to minimizethe likelihood that this datagram will be lost or
damaged,

Delay Oneof two levels may be specified: normal or low. A low value indicates a request to
minimize the delay that this datagram will experience.

Throughput Oneof two levels may be specified: normalor high. A high value indicates a request
to maximize the throughputfor this datagram.          
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FIGURE 16.7 IP header.

Type of service (8 bits). Specifies reliability, precedence, delay, and through-
put parameters.

Total length (16 bits). Total datagram length,in octets.

Identifier (16 bits). A sequence numberthat, together with the source address,
destination address, and user protocol, is intended to uniquely identify a data-
gram. Thus,the identifier should be unique for the datagram’s source address,
destination address, and user protocolfor the time during which the datagram
will remain in the internet.

Flags ( bits). Only two of the bits are currently defined. The Morebit is used
for segmentation (fragmentation) and reassembly, as previously explained.
The Don’t-Fragment bit prohibits fragmentation when set. This bit may be
useful if it-is known that the destination does not have the capability to
reassemble fragments. However,if this bit is set, the datagram will be dis-
cardedif it exceeds the maximum size of an en route subnetwork. Therefore,
if the bit is set, it may be advisable to use source routing to avoid subnetworks
with small maximum packetsize.

Fragment offset (13 bits). Indicates where in the original datagram this frag-
ment belongs, measured in 64-bit units, implying that fragments other than
the last fragment must contain a datafield that is a multiple of 64 bits.
Timeto live (8 bits). Measured in router hops.
Protocol(8 bits). Indicates the next higher level protocolthatis to receive the
data field at the destination.

Header checksum (16 bits). An error-detecting code applied to the header
only. Because some headerfields may change during transit (e.g., time to live,
segmentation-relatedfields), this is reverified and recomputedat each router.
The checksumfield is the 16-bit one’s complementaddition ofall 16-bit words
in the header. For purposes of computation, the checksum fieldis itself ini-
tialized to a value of zero.

Source address (32 bits). Coded to allow a variable allocation ofbits to spec-
ify the network and the end system attachedto the specified network (7 and
24 bits, 14 and16 bits, or 21 and8bits).

Viptela, Inc. - Exhibit 1011 - Part 2
Page 136



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 137

16.3 / THE INTERNET PROTOCOL 545

e Destination address (32 bits). As above.

e Options (variable). Encodes the options requested by the sending user.
° Padding (variable). Used to ensure that the datagram headeris a multiple of

32 bits.

° Data (variable). The data field must be an integer multiple of 8 bits. The max-
imum length of the datagram (data field plus header) is 65,535 octets.

It should be clear how the IP services specified in the Send and Deliver prim-
itives map into the fields of the IP datagram.

IP Addresses

The source and destination address fields in the IP header each contain a 32-bit

globalinternet address, generally consisting of a network identifier and a host iden-
tifier. The address is codedto allow a variable allocation of bits to specify network
and host, as depicted in Figure 16.8. This encoding providesflexibility in assigning
addresses to hosts and allows a mix of network sizes on an internet. In particular,
the three networkclasses are best suited to the following conditions:

e Class A. Few networks, each with manyhosts.
e Class B. Medium numberof networks, each with a medium numberof hosts.

e Class C. Many networks, each with a few hosts.

In a particular environment, it may be best to use addressesall from oneclass.
For example, a corporate internetwork that consists of a large number of depart-
mental local area networks may needto use class C addresses exclusively. However,
the format of the addresses is such that it is possible to mix all three classes of

   

 Host(24 bits) | Class A          

Host (16bits) Class B    

 Host (8 bits) Class C

- " Extended
111 Format undefined Addressing

Class
  

FIGURE16.8 IP address formats.
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addresses on the same internetwork; this is what is done in the case of the Internet
itself. A mixture of classes is appropriate for an internetwork consisting of a few
large networks, many small networks, plus some medium-sized networks.

The Internet Control Message Protocol (ICMP)

The IP standard specifies that a compliant implementation must also implement
ICMP (RFC 792). ICMP provides a means for transferring messages from routers
and other hosts to a host. In essence, ICMP provides feedback about problemsin
the communication environment. Examplesofits use are: When a datagram cannot
reach its destination, when the router does not have the buffering capacity to for-
ward a datagram, and when the router can direct the station to send traffic on a
shorter route. In most cases, an ICMP messageis sent in response to a datagram,
either by a router along the datagram’spath, or by the intended destination host.

Although ICMPis, in effect, at the same level as IP in the TCP/IP architec-
ture, it is a user of IP. An ICMP messageis constructed and then passed down to
IP, which encapsulates the message with an IP header and then transmits the result-
ing datagram in the usual fashion. Because ICMP messages are transmitted in
IP datagrams,their delivery is not guaranteed and their use cannot be considered
reliable.

Figure 16.9 shows the format of the various ICMP message types. All ICMP
messagestart with a 64-bit header consisting of the following:

¢ Type (8 bits). Specifies the type of ICMP message.
e Code (8 bits). Used to specify parameters of the message that can be encoded

in one or a few bits.

e Checksum (16 bits). Checksum of the entire ICMP message.This is the same
checksum algorithm usedfor IP.

e Parameters (32 bits). Used to specify more lengthy parameters.

These fields are generally followed by additional information fields that fur-
ther specify the content of the message.

In those cases in which the ICMP message refers to a prior datagram, the
informationfield includes the entire IP headerplusthefirst 64 bits of the data field
of the original datagram. This enables the source host to match the incoming ICMP
message with the prior datagram. The reason for including the first 64 bits of the
data field is that this will enable the IP module in. the host to determine which

upper-level protocol or protocols were involved. In particular, the first 64 bits would
include a portion of the TCP headerorother transport-level header.

ICMP messagesinclude the following:

e Destination unreachable

e Time exceeded

e Parameter problem

® Source quench
® Redirect
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(a) Destination unreachable; (e) Timestamp
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Transmit timestamp

(e) Timestamp reply
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(c) Redirect (g) Address mask request

 
0 8 16 31  

  
 

 
 

        YP _ ode | Checksum
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IP Header + Address mask ,

(d) Echo,echo reply (h) Address mask reply

FIGURE 16.9 ICMP message formats.

e Echo

e Echo reply

e Timestamp

e Timestamp reply

e Address mask request

e Address mask reply

The destination-unreachable message covers a number of contingencies. A
router may return this messageif it does not know howto reach the destination net-
work, In some networks, an attached router may be able to determine if a particu-
lar host is unreachable, and then return the message. The destination host itself may
return this message if the user protocol or some higher-level service access pointis
unreachable, This could happen if the correspondingfield in the IP header was set
incorrectly. If the datagram specifies a source route that is unusable, a message is
returned.Finally, if a router must fragment a datagram but the Don’t-Fragmentflag
is set, a message is returned.

A router will return a time-exceeded messageif the lifetime of the datagram
expires. A host will send this message if it cannot complete reassembly within a time
limit,
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A syntactic or semantic error in an IP headerwill cause a parameter-problem
message to be returned by a router or host. For example, an incorrect argument
may be provided with an option. The parameterfield contains a pointer to the octet
in the original header where the error was detected.

The source-quench message provides a rudimentary form of flow control.
Either a-router or a destination host may send this message to a source host, re-
questing that it reduce the rate at which it is sending traffic to the internet destina-
tion. On receipt of a source-quench message, the source host should cut back the
rate at which it is sending traffic to the specified destination until it no longer
receives source-quench messages; this message can be used by a routeror host that
must discard datagrams becauseof a full buffer. In this case, the router or host will
issue a source-quench message for every datagram that it discards. In addition, a
system may anticipate congestion and issue such messages when its buffers
approachcapacity. In that case, the datagram referred to in the source-quench mes-
sage may well be delivered. Thus, receipt of the message does not imply delivery or
nondelivery of the corresponding datagram.

A router sends a redirect message to a host on a directly connected router to
advise the host of a better route to a particular destination; the following is.an
example of its use. A router, Rl, receives a datagram from a host on a network to
which the routeris attached. The router, R1, checksits routing table and obtains the
address for the next router, R2, on the route to the datagram’s internet destination
network, X. If R2 and the host identified by the internet source address of the data-
gram are on the same network, a redirect message is sent to the host. The redirect
message advises the host to sendits traffic for network X directly to router R2, as
this is a shorter path to the destination. The router forwards the original datagram
to its internet destination (via R2). The address of R2 is contained in the parameter
field of the redirect message.

The echo and echo-reply messages provide a mechanism for testing that com-
munication is possible between entities. The recipient of an echo message is obli-
gated to return the message in an echo-reply message. An identifier and sequence
numberare associated with the echo message to be matchedin the echo-reply mes-
sage. The identifier might be used like a service access point to identify a particular
session, and the sequence number might be incremented on each echo requestsent.

The timestamp and timestamp-reply messages provide a mechanism for sam-
pling the delay characteristics of the internet. The sender of a timestamp message
may include an identifier and sequence numberin the parameters field and include
the time that the message is sent (originate timestamp). The receiver records the
time it received the message and the time thatit transmits the reply message in the
timestamp-reply message.If the timestamp messageis sent using strict source rout-
ing, then the delay characteristics of a particular route can be measured.

The address-mask-request and address-mask-reply messages are useful in an
environment that includes whatare referred to as subnets. The concept of the sub-
net was introduced to address the following requirement. Consider an internet that
includes one or more WANsand a numberofsites, each of which has a numberof
LANs. We wouldlike to allow arbitrary complexity of interconnected LAN struc-
tures within an organization, while insulating the overall internet against explosive
growth in network numbers and routing complexity. One approach to this problem
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is to assign a single network numberto all of the LANsat a site. From the point of
view of the rest of the internet, there is a single network at that site, which simpli-
fies addressing and routing. To allow the routers within the site to function prop-
erly, each LAN is assigned a subnet number. The host portion of the internet
addressis partitioned into a subnet numberand a host number to accommodatethis
new level of addressing.

Within the subnetted network,the local routers must route on the basis of an
extended network numberconsisting of the network portion of the IP address and
the subnet number. Thebit positions containing this extended network numberare
indicated by the address mask. The address-mask request and reply messages allow
a host to learn the address mask for the LAN to which it connects. The host broad-

casts an address-mask request message on the LAN. The router on the LAN
responds with an address-mask reply message that contains the address mask. The
use of the address mask allows the host to determine whether an outgoing datagram
is destined for a host on the same LAN(send directly) or another LAN (send data-
gram to router). It is assumed that some other means(e.g., manual configuration)
is used to create address masks and to make them knownto the local routers.

16.4 ROUTING PROTOCOLS

The routers in an internet are responsible for receiving and forwarding packets
through the interconnected set of subnetworks. Each router makes routing deci-
sions based on knowledge of the topology and on the conditions of the internet. In
a simple internet, a fixed routing schemeis possible. In more complex internets, a
degree of dynamic cooperation is needed among the routers. In particular, the
router must avoid portions of the network that have failed and should avoid por-
tions of the network that are congested. In order to make such dynamic routing
decisions, routers exchange routing information using a special routing protocol for
that purpose. Information is needed about the status of the internet, in terms of
which networks can be reached by which routes, and in terms of the delay charac-
teristics of various routes.

In considering the routing function of routers, it is important to distinguish
two concepts:

° Routing information. Information about the topology and delays of the in-
ternet.

e Routing algorithm. The algorithm used to make a routing decision for a par-
ticular datagram, based on current routing information.

There is another way to partition the problem that is useful from two points
of view:allocating routing functions properly and effective standardization;this is
to partition the routing function into

e Routing between end systems (ESs) and routers
e Routing between routers
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The reason forthepartition is that there are fundamentaldifferences between
what an ES must know to route a packet and what a router must know.In the case
of an ES,the router must first know whether the destination ES is on the same sub-

net. If the answeris yes, then data can be delivered directly using the subnetwork
access protocol; otherwise, the ES must forward the data to a router attached to the
same subnetwork.If there is more than one such router, it is simply a matter of
choosing one. The router forwards datagrams on behalf of other systems and needs
to have someideaof the overall topology of the network in order to makea global
routing decision.

In this section, we look at an example of an ES-to-router and router-to-router
protocol.

Autonomous Systems

In order to proceed in our discussion of router-router protocols, we needto intro-
duce the concept of an autonomous system. An autonomoussystem is an internet
connected by homogeneous routers; generally, the routers are under the adminis-
trative control of a single entity. An interior router protocol (IRP) passes routing
information between routers within an autonomous system. The protocol used
within the autonomous system does not need to be implemented outside of the sys-
tem. This flexibility allows IRPs to be custom-tailored to specific applications and
requirements.

It may happen, however,that an internet will be constructed of more than one
autonomous system. For example,all of the LANsat a site, such as an office com-
plex or campus, could be linked by routers to form an autonomoussystem. This sys-
tem might be linked through a wide-area network to other autonomous systems.
The situationis illustrated in Figure 16.10. In this case, the routing algorithms and
routing tables used by routers in different autonomous sysiems may differ them-
selves. Nevertheless, the routers in one autonomous system need at least a minimal
level of information concerning networks that can be reached outside the system.
The protocol used to pass routing information between routers in different
autonomous systemsis referred to as an exterior router protocol (ERP).

Wecan expect that an ERP will need to pass less information and be simpler
than an IRP,for the following reason.If a datagramis to be transferred from a host
in one autonomoussystem to a host in another autonomoussystem,a router in the
first system need only determine the target autonomous system and devise a route
to get into that system. Once the datagram enters the target autonomoussystem,
the routers there can cooperate to finally deliver the datagram.

In the remainderofthis section, we look at what are perhaps the most impor-
tant examples of these two types of routing protocols.

Border Gateway Protocol

The Border Gateway Protocol (BGP) was developed for use in conjunction with
internets that employ the TCP/IP protocolsuite, although the concepts are applic-
able to any internet. BGP has becomethe standardized exterior router protocol for
the Internet.
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FIGURE16.10 Application of exterior and interior routing protocols.

Functions

BGPwasdesigned to allow routers, called gateways in the standard,in different
autonomous systems (A’Ss) to cooperate in the exchange of routing information.
The protocol operates in terms of messages, which are sent over TCP connections.
The repertoire of messages is summarized in Table 16.4.

TABLE 16.4 BGP-4 messages.              

Open Usedto open a neighborrelationship with another router.
Update Used to (1) transmit information about a single route and/or (2) to list multiple

routes to be withdrawn.

Keepalive Used to (1) acknowledge an Open message and (2) periodically confirm the neighbor
relationship.

Notification Send whenanerror condition is detected.  

Three functional procedures are involved in BGP: |

° Neighbor acquisition
® Neighbor reachability
° Network reachability

Two routers are considered to be neighborsif they are attached to the same
subnetwork.If the two routers are in differerit autonomous systems, they may wish
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to exchange routing information. For this purpose, it is necessary to first perform
neighbor acquisition. The term “neighbor” refers to two routers that share the same
subnetwork. Inessence, neighbor acquisition occurs when two neighboring routers
in different autonomous systems agree to regularly exchange routing information.
A formal acquisition procedure is needed because one of the routers may not wish
to participate. For example, the router may be overburdened and does not want
to be responsible for traffic coming in from outside the system. In the neighbor-
acquisition process, one router sends a request message to the other, which may
either accept or refuse the offer. The protocol does not address the issue of how one
router knows the address, or even the existence of, another router, nor how it
decides that it needs to exchange routing information with that particular router.
These issues must be addressed at configuration time or by active intervention of a
network manager.

To perform neighbor acquisition, one router sends an Open message to
another. If the target router accepts the request, it returns a Keepalive message in
response,

Once a neighborrelationship is established, the neighbor-reachability proce-
dure is used to maintain the relationship. Each partner needs to be assured that the
other partnerstill exists and is still engaged in the neighborrelationship. Forthis
purpose, the two routers periodically issue Keepalive messages to each other.

The final procedure specified by BGP is network reachability. Each router
maintains a database of the subnetworksthat it can reach and the preferred route
for reaching that subnetwork. Whenever a change is madeto this database, the
router issues an Update messagethat is broadcastto all other routers implementing
BGP. By the broadcasting of these Update message, all of the BGP routers can
build up and maintain routing information.

BGP Messages

Figure 16.11 illustrates the formats of all of the BGP messages. Each message
begins with a 19-octet header containing three fields, as indicated by the shaded
portion of each messagein the figure:

° Marker. Reserved for authentication. The sender mayinsert a value in this
field that would be used as part of an authentication mechanism to enable the
recipient to verify the identity of the sender.

* Length. Length of message in octets.
® Type. Type of message: Open, Update, Notification, Keepalive.

To acquire a neighbor,a router first opens a TCP connection to the neighbor
routerof interest. It then sends an Open message. This messageidentifies the AS to
which the sender belongs and provides the IP addressof the router. It also includes
a Hold Time parameter, which indicates the numberof seconds that the sender pro-
posesfor the value of the Hold Timer. If the recipient is prepared to open a neigh-
bor relationship,it calculates a value of Hold Timerthatis the minimum ofits Hold
Time and the Hold Time in the Open message. This calculated value is the maxi-
mum number of seconds that may elapse between the receipt of successive

‘Keepalive and/or Update messages by the sender.
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FIGURE 16.11 BGP message formats.

The Keepalive message consists simply of the header. Eachrouter issues these
messages to eachof its peers often enough to prevent the Hold Time from expiring.

The Update message communicates two types of information:

1. Information about a single route through the internet. This information is
available to be added to the database of any recipient router.

2. A list of routes previously advertised by this router that are being withdrawn.

An Update message maycontain oneor both typesof information. Let us con-
sider the first type of informationfirst. Information about.a single route through the
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networkinvolvesthree fields: the Network Layer Reachability Information (NLRI)
field, the Total Path Attributes Length field, and the Path Attributes field. The
NLRIfield consistsof a list of identifiers of subnetworks that can be reachedbythis
route, Each subnetworkis identified by its IP address, which is actually a portion of
a full IP address. Recall that an IP addressis a 32-bit quantity of the form {network,
end system}. The left-hand, or prefix portion of this quantity, identifies a particular
subnetwork.

The Path Attributes field containsalist of attributes that applyto this partic-
ular route. The following are the definedattributes:

® Origin. Indicates whether this information was generated by an interior router
protocol (e.g., OSPF) or an exterior router protocol(in particular, BGP).
AS_Path. A list of the ASs that are traversed for this route.

Next_Hop. The IP address of the border router that should be used as the
next hop to the destinations listed'in the NLRIfield,
Multi_Exit_Disc. Used to communicate some information about routes inter-

-nal to an AS.This is describedlater in this section.

Local_Pref. Used by a router to inform other routers within the same AS of
its degree of preferencefora particular route. It has no significance to routers
in other ASs,

Atomic_Aggregate, Aggregator. These two fields implement the concept
of route aggregation. In essence, an internet and its corresponding address
space can be organized hierarchically, or as a tree. In this case, subnetwork
addresses are structured in two or more parts. All of the subnetworks of a

‘ given subtree share a commonpartial internet address, Using this common
partial address, the amount of information that must be communicated in
NLRIcan besignificantly reduced,

_ The AS_Path attribute actually serves two purposes. Becauseit lists the ASs
that a datagram must traverse if it follows this route, the AS_Path information
enables a router to perform policy routing. That is, a router may decide to avoid a
particular path in order to avoid transiting a particular AS. For example, informa-
tion that is confidential may be limited to certain kinds of ASs. Or, a router may
have information about the performance or quality of the portion of the internet
that is included in an ASthat leads the router to avoid that AS. Examples of per-
formanceor quality metrics include link speed, capacity, tendency to become con-
gested, and overall quality of operation. Another criterion that could be used is
minimizing the numberoftransit ASs.

The reader may wonder about the purpose of the Next_Hopattribute. The
requesting router will necessarily want to know which networks are reachable via
the responding router, but why provide information about other routers? This is
best explained with reference to Figure 16.11. In this example, router R1 in
autonomous system 1, and router RS in autonomoussystem 2, implement BGP and
acquire a neighborrelationship. R1 issues Update messages to R5 indicating which
networks it could reach and the distances (network hops) involved. R1 also pro-
vides the same information on behalf of R2. That is, R1 tells R5 what networks are
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reachable via R2. In this example, R2 does not implement BGP.Typically, most of
the routers in an autonomoussystem will not implement BGP;only a few will be
assigned responsibility for communicating with routers in other autonomous Sys-
tems. A final point: R1 is in possession of the necessary information about R2, as
R1 and R2 share aninterior router protocol (IRP).

The second type of update information is the withdrawal of one or more
routes, In each case,the routeis identified by the IP address of the destination sub-
network,

Finally, the notification message is sent when an error condition is detected.
The following errors may be reported:

° Message headererror. Includes authentication and syntax errors.
° Open message error. Includes syntax errors and options not recognized in an

Open message. This message can also be usedto indicate that a proposed
Hold Time in an Open message is unacceptable.
Update message error. Includes syntax and: validity errors in an Update
message,

Hold timer expired. If the sending router has not received successive
Keepalive and/or Update and/or Notification messages within the Hold Time
period, then this error is communicated and the connection is closed.

Finite state machine error. Includes any procedural error.
° Cease. Used by a router to close a connection with another router in the

absence of any othererror.

BGP Routing Information Exchange

The essence of BGPis the exchange of routing information among participating
routers in multiple ASs, This process can be quite complex. In whatfollows, wepro-
vide a simplified overview.

Let us consider router R1 in autonomous system 1 (AS1), in Figure 16.10. To
begin, a router that implements BGPwill also implementaninternal routing pro-
tocol, such as OSPF. Using OSPF, R1 can exchangerouting information with other
routers within AS1 and build up a picture of the topology of the subnetworks and
routers in AS1 and constructa routingtable. Next, R1 can issue an Update message
to R5 in AS2. The Update messagecould includethe following:

® AS_Path: the identity of AS1
® Next_Hop:the IP address of R1

° NLRI:a list of all of the subnetworks in AS1

This message informs RSthatall of the subnetworkslisted in NLRI are reach-
able via R1 and that the only autonomoussystem traversed is AS1.

Suppose now that RS also hasa neighborrelationship with anotherrouter in
another autonomoussystem, say R9 in AS3. R5 will forward the information just
received from R1 to R9 in a new Update message. This message includes the
following:
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¢ ASPath:thelist of identifiers {AS2, AS1}

® Next_Hop:the IP address of R5
® NLRI:a list of all of the subnetworks in AS1

This message informs R9 thatall of the subnetworkslisted in NLRIare reach-
able via R5 and that the autonomoussystemstraversed are AS2 and AS1. R9 must
now decide if this is its preferred route to the subnetworks listed. It may have
knowledgeof an alternate route to someorall of these subnetworksthat it prefers
for reasons of performanceor someotherpolicy metric. If R9 decides that the route
provided in RS’s update messageis preferable, then R9 incorporates that routing
information into its routing database and forwards this new routing information
to other neighbors. This new message will include an AS_Path field of {AS1,
AS2, AS3}.

In the above fashion, routing update information is propagated through the
larger internet consisting of a numberof interconnected autonomoussystems. The
ASPath field is used to assure that such messages do notcirculate indefinitely:If
an Update messageis received bya router in an ASthatis included in the AS_Path
field, that router will not forward the update information to other routers, thereby
preventing looping of messages.

The preceding discussion leaves out several details that are briefly summa-
rized here. Routers within the same AS,called internal neighbors, may exchange
BGPinformation.In this case, the sending router does not add theidentifier of the
common ASto the AS_Path field. When a router has selected a preferred route to
an external destination,it transmits this route to all of its internal neighbors. Each
of these routers then decides if the new route is preferred; if so, the new route is
addedto its database and a new Update message goesout.

Whenthere are multiple entry points into an AS that are available to a bor-
der router in another AS, the Multi_Exit_Disc attribute may be used to choose
amongthem.This attribute contains a numberthat reflects some internal metric for
reaching destinations within an AS. For example, suppose in Figure 16.10 that both
R1 and R2 implemented BGP andthat both had a neighborrelationship with R5.
Each provides an Update message to RS for subnetwork1.3 that includes a routing
metric used internally to AS1, such as a routing metric associated with the OSPF
internal router protocol. R5 could then use these two metrics as the basis for choos-
ing between the two routes.

Open Shortest Path First (OSPF) Protocol

The history of interior routing protocols on the Internet mirrors that of packet-
switching protocols on ARPANET.Recall that ARPANETbeganwith a protocol
based on the Bellman-Fordalgorithm. Theresulting protocol required each node to
exchange path-delay information with its neighbors, Information about a change in
network conditions would gradually ripple through the network. A second genera-
tion protocol was based on Dijkstra’s algorithm and required each node to ex-
change link-delay information with all other nodesusing flooding. It was foundthat
this latter technique was moreeffective.
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Similarly,the initial interior routing protocol on the DARPAinternet was the
Routing Information Protocol (RIP), whichis essentially the same protocolas the
first-generation ARPANETprotocol. This protocol requires each router to trans-
mit its entire routing table. Although the algorithm is simple and easy to implement,
as the internet expands, routing updates grow larger and consumesignificantly
more network bandwidth. Accordingly, OSPF operates in a fashion similar to the
revised ARPANETrouting algorithm. OSPF uses what is knownasalink-state
routing algorithm. Each router maintainsdescriptions ofthe state of its local links
to subnetworks, and from timeto time transmits updated state informationto all of
the routers of which it is aware. Every router receiving an update packet must
acknowledgeit to the sender. Such updates produce a minimum ofrouting traffic
because the link descriptions are small and rarely need to be sent.

The OSPFprotocol (RFC 1583) is now widely used as the interior router pro-
tocol in TCP/IP networks. OSPF computes a route through the internet that incurs
the least cost based on a user-configurable metric of cost. The user can configure
the cost to express a function of delay, data rate, dollar cost, or other factors. OSPF
is able to equalize loads over multiple equal-cost paths.

Each router maintains a database that reflects the known topology of the au-
tonomoussystem of whichit is a part. The topology is expressed as a directed graph.
The graph consists of

® Vertices, or nodes, of two types:
1. router

2. network, which is, in turn, of two types:

a) transit, if it can carry data that neither originates nor terminates on an
end system attached to this network.

b) stub,if it is not a transit network.

e Edges of two types:
1. graph edges that connect two router vertices when the corresponding

routers are connected to each other by a direct point-to-point link.

2. graph edges that connect a router vertex to a network vertex when the
routeris directly connected to the network.

Figure 16.12 shows an example of an autonomoussystem, and Figure 16.13 is
the resulting directed graph. The mappingis straightforward:

© Two routers joined by a point-to-point link are represented in the graph as
being directly connectedby a pair of edges,onein each direction (e.g., routers
6 and 10).

° When multiple routers are attached to a network (such as a LANorpacket-
switching network), the directed graph shows all routers bidirectionally
connected to the network vertex (e.g., routers 1, 2, 3, and 4 all connect to net-
work 3).

e If a single router is attached to a network, the network will appear in the
graph as a stub connection(e.g., network 7).
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FIGURE 16.12 A sample autonomoussystem.

® Anend system,called a host, can be directly connected to a router; such a case
is depicted in the corresponding graph(e.g., host 1).

® If a router is connected to other autonomoussystems, then the path cost to
each network in the other system must be obtained by some exterior routing
protocol (ERP). Each such networkis represented on the graph by a stub and
an edge to the router with the knownpath cost(e.g., networks 12 through 15).

A cost is associated with the output side of each router interface. This cost is
configurable by the system administrator. Arcs on the graph are labeled with the
cost of the corresponding router-output interface. Arcs having no labeled cost have
a cost of 0. Note that arcs leading from networks to routers always have a cost of 0.

A database correspondingto the directed graph is maintained by each router.
It is pieced together from link-state messages from other routers in the internet.
Using Dijkstra’s algorithm (see Appendix 9A), a router calculates the least-cost
path to all destination networks. The result for router 6 of Figure 16.12 is shown as
a tree in Figure 16.14, with R6 as the root of the tree. The tree gives the entire route
to any destination network or host. However, only the next hop to the destination
is used in the forwarding process. The resulting routing table for router 6 is shown
in Table 16.5. The table includes entries for routers advertising external routes
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FIGURE 16.13 Directed graph of autonomous system of Figure 16.12.

TABLE 16.5 Routing Table for RT6.     

Destination Next hop Distance 

Ni RT3 10
N2 RT3 10
N3 RT3 7
N4 RT3 8
N6 RT10 8
N7 RT10 12
N8 RT10 10
N9 RT10 11

N10 RT10 13
N11 RT10 14
Hi RT10 21

RTS RT5 6
RT7 RT10 8
N12 RT10 10
N13 RTS 14
Ni4 RTS 14
N15 RT10 17      

559

Viptela, Inc. - Exhibit 1011 - Part 2
Page 151



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 152

560 CHAPTER 16 / INTERNETWORKING

Ni2 Ni3 N14

\ i o7
/
 
|
\ 81

 
FIGURE 16.14 The SPF tree for router R6.

(couters 5 and 7). For external networks whose identity is known, entries are also
provided.

16.5 IPv6é (IPNG)

The Internet Protocol (IP) has been the foundation of the Internet and of virtually
all multivendor private internetworks. This protocol is reaching the end of its use-
ful life, and a new protocol, knownas IPv6 (IP version 6), has been defined to ulti-
mately replace IP.

Wefirst look at the motivation for developing a new version of IP, and then
examine someofits details.

1 You maythink a few versionsin this narrative have been skipped. The currently deployed version of
IP is actually IP version 4; previous versions of IP (1 through 3) were successively defined and replaced
to reach IPv4. Version 5 was the numberassigned tothe Stream Protocol, a connection-oriented inter-
net-level protocol—hence the use ofthe label, version 6.
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IP Next Generation

The driving motivation for the adoption of a new version of IP wasthe limitation
imposed by the 32-bit addressfield in IPv4. With a 32-bit addressfield,it is, in prin-
ciple, possible to assign 2°” different addresses, which represents over4 billion pos-
sibilities. One might think that this numberof addresses was more than adequate to
meet addressing needs on the Internet. However,in the late 1980s,it was perceived
that there wouldbe a problem,and this problem began to manifestitself in the early
1990s. Some of the reasons for the inadequacy of 32-bit addresses include

The two-level structure of the IP address (network number, host number) is
convenient but wasteful of the address space. Once a network numberis
assigned to a network,all of the host-numberaddresses for that network num-
ber are assigned to that network. The address space for that network may be
sparsely used, but as far as the effective IP address space is concerned,if a net-
work numberis used, then all addresses within the network are used.

The IP addressing modelgenerally requires that a unique network numberbe
assigned to each IP network whetheror notit is actually connected to the
Internet.

Networksare proliferating rapidly. Most organizations boast multiple LANs,
notjust a single LAN system;wireless networks haverapidly assumed a major
role; and the Internetitself has grown explosively for years.
Growth of TCP/IP usage into new areaswill result in a rapid growth in the
demand for unique IP addresses. Examples include using TCP/IP for the
interconnection of electronic point-of-sale terminals and for cable television
receivers.

Typically, a single IP address is assigned to each host. A more flexible
arrangement is to allow multiple IP addresses per host; this, of course, in-
creases the demand for IP addresses.

So, the need for an increased address space dictated that a new version of IP
was needed. In addition, IP is a very old protocol, and new requirements in the
areas ofsecurity, routing flexibility, andtraffic support had been defined.

In response to these needs, the Internet Engineering Task Force (IETF)
issued a call for proposals for a next generation IP (IPng) in July of 1992. A num-
ber of proposals were received, and by 1994, the final design for IPng emerged. A
major milestone was reached with the publication of RFC 1752, “The Recommen-
dation for the IP Next Generation Protocol,”issued in January 1995. RFC 1752 out-
lines the requirements for IPng, specifies the PDU formats, and highlights the IPng
approachin the areas of addressing, routing, and security. A numberof otherInter-
net documents defined details of the protocol, now officially called IPv6; these
include an overall specification of IPv6 (RFC 1883), an RFC discussing the Flow
Label in the IPv6 header (RFC 1809), and several RFCs dealing with addressing
aspects of IPv6 (RFC 1884, RFC 1886, RFC 1887),
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IPV6 includes the following enhancements over IPv4:

Expanded Address Space. IPv6 uses 128-bit addresses instead of the 32-bit
addresses of IPv4. This is an increase of address spaceby a factor of 2°51 It has
been pointed out [HIND95] thatthis allows on the order of 6 X 10”? unique
addresses per square meterof the surface of the earth! Even if addresses are
very inefficiently allocated, this address space seems secure.
Improved Option Mechanism. IPv6 options are placed in separate optional
headers that are located between the IPv6 header and the transport-layer
header. Mostof these optional headers are not examined or processed by any
router on the packet’s path;this simplifies and speeds up router processing of
IPv6 packets, as compared to IPv4 datagrams.” It also makesit easier to add
additional options.
Address Autoconfiguration. This capability provides for dynamic assignment
of IPv6 addresses.

Increased Addressing Flexibility. IPv6 includes the concept of an anycast
address, for which a packetis delivered to just one ofa set of nodes. Thescal-
ability of multicast routing is improved by adding a scope field to multicast
addresses.

© Support for Resource Allocation. Instead of the type-of-service field in IPv4,
IPv6 enablesthe labeling of packets belongingto a particular traffic flow for
which the sender requests special handling; this aids in the support of special-
ized traffic, such as real-time video.
Security Capabilities. IPv6 includes features that support authentication and
privacy.

All of these features are explored in the remainderof this section, except for
the security features, which are discussed in Chapter 18.

IPv6 Structure

An IPv6protocol data unit (knownas a packet) has the following general form:

« 40 octets > <———_——__—_—_ 0 or more —-—_—__>

The only headerthatis requiredis referred to simply as the IPv6 header. This
is of fixed size with a length of 40 octets, compared to 20 octets for the mandatory
portion of the IPv4 header (Figure 16.7). The following extension headers have
been defined:

e Hop-by-Hop Options Header. Defines special options that require hop-by-
hop processing.

2-The protocol data unit for IPv6 is referred to as a packetrather than as a datagram, which is the term
used for IPv4 PDUs.
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° Routing Header. Provides extendedrouting, similar to IPv4 source routing.
° Fragment Header. Contains fragmentation and reassembly information.
° Authentication Header. Provides packet integrity and authentication.
° Encapsulating Security Payload Header. Provides privacy.
e Destination Options Header. Contains optional information to be examined

by the destination node.

The IPv6 standard recommends that, when multiple extension headers are
used, the IPv6 headers appearin the following order:

L. IPv6 header: Mandatory, must always appear first.
2. Hop-by-Hop Options header.

3. Destination Options header: For options to be processed bythe first destina-
tion that appears in the IPv6 Destination Addressfield plus subsequentdesti-
nationslisted in the Routing header.

4, Routing Header.

5. Fragment Header.
6. Authentication Header.

7. Encapsulating Security Payload header.

8. Destination Options header: For optionsto be processed only by the final des-
tination of the packet.

Figure 16.15 shows an example of an IPv6 packet that includes an instance of
each header. Note that the [Pv6 header and each extension header include a Next

Headerfield. This field identifies the type of the immediately following header. If
the next headeris an extension header, then this field contains the type identifier of
that header; otherwise, this field contains the protocol identifier of the upper-layer
protocol using [Pv6 (typically a transport-level protocol), using the same values as
the [Pv4 Protocolfield. In the figure, the upper-layer protocol is TCP, so that the
upper-layer data carried by the [Pv6 packet consists of a TCP header followed by a
block of application data.

Wefirst look at the main IPv6 header, and then examine each of the exten-
sions in turn.

IPv6 Header

The IPv6 header has a fixed length of 40 octets, consisting of the following fields
(Figure 16.16):

Version (4 bits). Internet Protocol version number; the valueis 6.

Priority (4 bits). Priority value, discussed below.

Flow Label(24 bits). May be used by a host to label those packets for which
it is requesting special handling by routers within a network; discussed below.

Payload Length (16 bits). Length of the remainderof the IPv6 packet follow-
ing the header, in octets. In other words, this is the total length of all of the
extension headers plus the transport-level PDU.

oe
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Octets:

40

Variable

Variable

8

Variable

Variable

Variable

20 (optional variable part)

Application data Variable
LEGEND

 
(om) = Next Headerfield

10x32bits=40octets 
 IGURE16.16 IPv6 header.
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Next Header(8 bits). Identifies the type of header immediately following the
IPv6 header.

Hop Limit (8 bits). The remaining number ofallowable hopsforthis packet.
The hoplimit is set to some desired maximum value by the source, and decre-
mented by 1-by each node that forwards the packet. The packetis discarded
if Hop Limit is decremented to zero; this is simpler than the processing
required for the time-to-live field of IPv4. The consensus wasthat the extra
effort in accountingfor timeintervals in IPv4 addednosignificantvalue to the
protocol,

Source Address (128 bits). The address of the originatorof the packet.
Destination Address (128 bits). The address of the intended recipient of the
packet. This may notin fact be the intended ultimate destination if a Routing
headeris present, as explained below.

Although the IPv6 header is longer than the mandatory portion of the IPv4
header (40 octets versus 20 octets), it contains fewer fields (8 versus 12). Thus,
routers have less processing to do per header, which should speed up routing.

Priority Field

The 4-bit priority field enables a source to identify the desired transmit and deliv-
ery priority of each packetrelative to other packets from the same source.In fact,
the field enables the source to specify separate priority-related characteristics for
each packet. First, packets are classified as being partof either traffic for which the
source is providing congestion control ortraffic for which the source is not provid-
ing congestion control; and second, packets are assigned one of eight levels of rela-
tive priority within each classification. Figure 16.17 illustrates the interpretation of
priority-field values.

Congestion-controlledtraffic refers to traffic for which the source “backs off”
in response to congestion; an example is TCP. Let us consider what this means. If
there is congestion in the network, TCP segments will take longer to arrive at the
destination, and, hence, acknowledgments from the destination back to the source
will take longer. As congestion increases, it becomes necessary for segments to be
discarded en route. The discarding could be done by a router when that router
experiencesbuffer overflow,or it could be done byan individual network along the

Congestion-controlled traffic Non-congestion-controlled trafific
 
      

 

   uncharacterizedtraffic

“Filler” traffic (e.g., netnews)
Unattended data transfer (e.g., mail)
(Reserved)
Attended bulk transfer (e.g., FTP, HTTP)
(Reserved)
Interactive Traffic (e.g., TELNET,X)
Internet control traffic
(e.g., routing protocols, SNMP)

8 Most willing to discard
(e.g., high-fidelity video)e 
 
 

@

15 Least willing to discard
(c.g., low-fidelity audio)

SANRWNHO
 

   

" Increasingpriority 
FIGURE16.17 IPv6 priorities.
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route, when a switching node within the network becomes congested. Whetherit is
a data segment or an acknowledgment segment, the effect is that TCP does not
receive an acknowledgmentto its transmitted data segment. TCP respondsby re-
transmitting the segment and by reducing the flow of segmentsthat it generates.

The nature of congestion-controlledtraffic is that it is acceptable for there to
be a variable amountof delay in the delivery of packets and even for packets to
arrive out of order. IPv6 defines the following categories of congestion-controlled
traffic, in order of decreasing priority:

e Internet Control Traffic. This is the most importanttraffic to deliver, espe-
cially during times of high congestion. For example, routing protocols, such as
OSPFand BGP,need to receive updates concerning traffic conditions so that
they can adjust routes to try to relieve congestion. Management protocols,
such as SNMP,needto beable to report congestion to network-management
applications, as well as to be able to perform dynamicreconfiguration and to
alter performance-related parameters to cope with congestion.

e Interactive Traffic. After Internet-controltraffic, the most importanttraffic to
support is interactive traffic, such as on-line user-to-host connections. User
efficiency is critically dependent on rapid response time during interactive
sessions, so delay must be minimized.

e Attended Bulk Transfer. These are applications that may involve the transfer
of a large amountof data and for whichthe user is generally waiting for the
transfer to complete. This category differs from interactive traffic in the sense
that the user is prepared to accept a longer delay for the bulk transfer than
experienced during an interactive dialogue; a good example of this is FTP.
Another example is hypertext transfer protocol (HTTP), which supports web
browser-serverinteraction (discussed in Chapter 19).°

e Unattended Data Transfer. These are applications that are initiated by a user
but which are not expected to be delivered instantly. Generally, the user will
not wait for the transfer to be complete, but will go on to other tasks. The best
exampleof this category is electronic mail.

e Killer Traffic. This is traffic that is expected to be handled in the background,
when otherformsof traffic have been delivered. USENET messages are good
examples. .

e Uncharacterized Traffic. If the upper-layer application gives IPv6 no guidance
aboutpriority, then the traffic is assigned this lowest-priority value.

Non-congestion-controltraffic is traffic for which a constant data rate and a
constant delivery delay are desirable; examples are real-time video and audio. In
these cases, it makes no sense to retransmit discarded packets, and, further,it is
important to maintain a smooth delivery flow. Eight levels of priority are allocated
for this type of traffic from the highest priority 8 (most willing to discard) to the low-

3 In the case of HTTP,the duration of the underlying connection may be too brief for the sender to
receive feedback and therefore HTTP maynot do congestion control.
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est priority 15 (least willing to discard). In general, the criterion is how much the
quality of the receivedtraffic will deteriorate in the face of some dropped packets.
For example, low-fidelity audio, such as a telephone voice conversation, would typ-
ically be assigned a high priority. The reason is that the loss of a few packets of
audiois readily apparentasclicks and buzzesonthe line. Onthe other hand, a high-
fidelity video signal contains a fair amount of redundancy, and the loss of a few
packetswill probably not benoticeable; therefore,this traffic is assigned a relatively
low priority.

Please note that there is no priority relationship implied between the conges-
tion-controlled priorities on the one hand and the non-congestion-controlled prior-
ities on the other hand.Priorities are relative only within each category.
Flow Label

The IPv6 standard defines a flow as.a sequenceof packets sent from a particular
source to a particular (unicast or multicast) destination, for which the source desires
special handling by the intervening routers. A flow is uniquely identified by the
combination of a source address and a nonzero 24-bit flow label. Thus,all packets
that are to be part of the same flow are assigned the sameflow label by the source.

From the source’s point of view, a flow, typically, will be a sequence of pack-
ets that are generated fromasingle application instance at the source and that have
the same transfer service requirements. A flow may comprise a single TCP connec-
tion or even multiple TCP connections; an example of thelatter is a file transfer
application, which could have one control connection and multiple data connec-
tions. A single application may generate a single flow or multiple flows; an example
of the latter is multimedia conferencing, which might have one flow for audio and
one for graphic windows, each with different transfer requirements in terms of data
rate, delay, and delay variation.

From the router’s point of view, a flow is a sequence of packets that share
attributes that affect how those pockets are handled by the router; these include
path, resource allocation, discard requirements, accounting, and security attributes.
The router maytreat packets from different flows differently in a number of ways,
including allocating different buffer sizes, giving different precedence in terms of
forwarding, and requesting different qualities of service from subnetworks,

Thereis no special significance to any particular flow label; instead, the spe-
cial handling to be provided for a packet flow must be declared in some other way.
For example, a source might negotiate or request special handling ahead of time,
from routers by meansof a control protocol, or at transmission time, by information
in one of the extension headers in the packet, such as the Hop-by-Hop Options
header. Examplesofspecial handling that might be requested are some non-default
quality of service and a form of real-timeservice.

In principle,all of a user’s requirements for a particular flow could be defined
in an extension header and included with each packet. If we wish to leave the con-
cept of flow open to include a wide variety of requirements, this design approach
could result in very large packet headers. Thealternative, adopted for IPV6,is the
flow label, in which the flow requirements are defined prior to flow commencement
and in which a uniqueflow labelis assigned to the flow.In this case, the router must
save flow-requirement information about each flow.
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The followingrules apply to the flow label:

1, Hosts or routers that do not support the Flow Labelfield must set the field to
zero when originating a packet, pass the field unchanged when forwarding a
packet, and ignore the field when receiving a packet.

2. All packets originating from a given source with the same. non-zero Flow
Label must have the same Destination Address, Source Address, Hop-by-
Hop Options header contents(if this header is present), and Routing header
contents(if this header is present). The intentis that a router can decide how
to route and process the packet by simply looking up the flow label in a table,
without having to examinethe rest of the header.

3. The source assigns a flow label to a flow. New flow labels must be chosen
(pseudo-) randomly and uniformly in the range 1 to 2741, subject to the
restriction that a source must notre-use a flow label for a new flow within the
lifetime of the existing flow. The zero flow labelis reserved to indicate that no
flow label is being used.

This last point requires some elaboration. The router must maintain informa-
tion about the characteristics of each active flow that may pass through it, presum-
ably in some sort of table. In order to be able to forward packetsefficiently and
rapidly, table lookup mustbeefficient. One alternative is to have a table with 2
(about 16 million) entries, one for each possible flow label; this imposes an unnec-
essary memory burden on the router. Another alternativeis to have one entry in the
table per active flow, includethe flow label with each entry, and require the router
to search the entire table each time a packet is encountered; this imposes an unnec-
essary processing burden on the router. Instead, most router designs are likely to
use somesort of hash-table approach. With this approach, a moderate-sized table is
used, and each flow entry is mapped into the table using a hashing function on the
flow label. The hashing function might simply be the low-orderfew bits (say 10 or
12) of the flow label or somesimple calculation on the 24 bits of the flow label. In
any case, the efficiency of the hash approach typically depends on the flow labels
being uniformly distributed over their possible range—hence requirement number
3 listed above.

IPv6 Addresses

IPv6 addresses are 128 bits in length. Addresses are assigned to individual inter-
faces on nodes,notto the nodes themselves.A single interface may have multiple
unique unicast addresses. Any of the unicast addresses associated with a node’s
interface may be used to uniquely identify that node.

The combination of long addresses and multiple addresses per interface
enables improved routing efficiency over IPv4. In IPv4, addresses generally do not
have a structure that assists routing, and, therefore, a router may need to maintain
huge tables of routing paths. Longer internet addresses allow for aggregating
addresses by hierarchies of network, access provider, geography, corporation, and
so on. Such aggregation should make for smaller routing tables andfaster table

4 In IPv6, a nodeis any device that implements IPv6; this includes hosts and routers.
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look-ups. The allowance for multiple addresses per interface would allow a sub-
scriber that uses multiple access providers across the same interface to have sepa-
rate addresses aggregated under each provider’s address space,

Thefirst field of any IPv6 addressis the variable-length Format Prefix, which
identifies various categories of addresses. Table 16.6 indicates the current allocation
of addresses based on the Format Prefix, and Figure 16.18 shows some IPv6 address
formats.

TABLE 16.6 Addressallocation.
         

Allocation space Prefix (binary) Fraction of address space
Reserved 0000 0000 1/256
Unassigned 0000 0001 1/256
Reserved for NSAP Allocation 0000 001 1/128
Reserved for IPX Allocation 0000 010 1/128
Unassigned 0000 011 1/128
Unassigned 0000 1 1/32
Unassigned 0001 1/16
Unassigned 001 1/8
Provider-Based Unicast Address 010 18
Unassigned 011 1/8
Reserved for Geographic-Based Unicast

Addresses 100 1/8
Unassigned 101 1/8
Unassigned 110 18
Unassigned 1110 1/16
Unassigned 11110 1/32
Unassigned 1111 10 1/64
Unassigned 1111 110 1/128
Unassigned 1111 11100 . 1/512
Link Local Use Addresses 1111 1110 10 1/1024
Site Local Use Addresses 1111 1110 11 1/1024
Multicast Addresses 1111 1111 1/256
           

IPv6 allows three types of addresses:

° Unicast. An identifier for a single interface. A packet sent to a unicast address
is delivered to the interface identified by that address.

° Anycast. An identifier for a set of interfaces(typically belonging to different
nodes). A packet sent to an anycast address is delivered to one ofthe inter-
faces identified by that address (the “nearest” one, according to the routing
protocols’ measure of distance).

¢ Multicast. An identifier for a set of interfaces (typically belonging to different
nodes). A packet sent to a multicast addressis deliveredto all interfaces iden-
tified by that address.

Unicast Addvesses

Unicast addresses may be structured in a number of ways. The following have been
identified:
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Bits 125~—n-m-o-p
Interface ID    eo rc

Subscriber ID[ SubnetID|

(a) Provider-based global unicast address

Bits 10 n 118-n
FREReEETST 0 Interface ID |

(b) Link-local address

Bits 10 n { m __ 18-n-m
4111111011) 0 j Subnet ID Interface ID _

(c) Site-local address

Bits . 80 16 32
0000....06+6 vsusscsresecvevevscsessesesess 020000] XXXX | IPv4address

(d) Embedded IPv4 address

3 n

jo10| RegistryID |

        
  

    

      

      

     Bits n 128-—n
t Subnet prefix [oooo esceees 0000]

(e) Subnet-router anycast address

Bits 8 4,4 112
fail figs kcop| Group ID 4

(f) Multicast address

             
          

FIGURE 16.18 IPv6 address formats.

Provider-Based Global

Link-Local

Site-Local

Embedded IPv4

Loopback

e

e

A provider-based global unicast address provides for global addressing across
the entire universe of connected hosts. The addresshasfive fields after the Format
Prefix (Figure 16.18a):

° Registry ID. Identifies the registration authority, which assigns the provider
portion of the address.

° Provider ID. A specific internet service provider, which assigns the subscriber
portion of the address.

e Subscriber ID. Distinguishes among multiple subscribers attached to the
provider portion of the address.
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° Subnet ID. A topologically connected group of nodes within the subscriber
network, :

° Node ID. Identifies a single node interface among the group of interfaces
identified by the subnetprefix.

Atpresent, there is no fixed length assigned to any of these fields. However,
from the point of view of a network manageror network designer responsible for a
subscriber’s installation, the Subnet ID and NodeID are the principal concern. The
subscriber can deal with these fields in a number of ways. One possibility for a
LAN-basedinstallation is to use a 48-bit node field and use the IEEE 802 medium
access control (MAC)address for that field. The remainderof the available bits
would then be the SubnetID field, identifying a particular LAN at that.subscriber
site.

IPv6 accommodateslocal-use unicast addresses. Packets with such addresses
can only be routed locally—thatis, within a subnetwork or set of subnetworks of a
given subscriber. .

Twotypes of local-use addresses have been defined:link-local and site-local.
Link-local addresses are to be used for addressing on a single link or subnet-

work (Figure 16.18b). They cannot be integrated into the global addressing scheme.
Examplesoftheir use include auto-address configuration, discussed presently, and
neighbor discovery.

Site-local addresses are designed for local use but formatted in such a waythat
they canlater be integrated into the global address scheme. The advantage of such
addressesis that they can be used immediately by an organization that expects to
transition to the use of global addresses. The structure of these addresses (Figure
16.18c) is such that the meaningfulportion of the address is confined to the low-
orderbits notused for global addresses. The remaining bits consist of a local-use
Format Prefix (1111 1101 10 or 1111 1101 11), followed by a zero field. When an
organization is ready for global connection, these remaining bits can be replaced
with a globalprefix (e.g., 010 + Registry ID + Provider ID + Subscriber ID + ID).

A keyissue in deploying IPv6is the transition from IPv4 to IPv6.It is not prac-
tical to simply replace all IPv4 routers in the Internet or a private internet with IPv6é
routers and then replace all IPv4 addresses with IPv6 addresses. Instead,there will
be a lengthy transition period when IPv6 and IPv4 must coexist, and, therefore,
IPv6 addresses and IPv4 addresses must coexist. Embedded IPv4 addresses accom-
modate this coexistence period. An embedded IPv4 address consists of a 32-bit IPv4
address in the lower-order 32 bits prefixed by either 96 zeroes or prefixed by 80
zeros followed by 16 ones (Figure 16.18d). Thefirst form is known as an IPv4-com-
patible IPv6 address,andthelatter as an IPv4-mapped IPv6 address.

During the transition, the following types of devices will be supported:

° Dual-use routers: These are capable of routing both IPv6 and IPv4 packets.
° Dual-use hosts: These implement both IPv6 and IPv4 and have both IPv6 and

IPv4 addresses; the IPv6 addressis an JPv4-compatible IPv6 address.
° [Pv4-only routers: Can only recognize and route IPv4 packets and only know

about hosts with IPv4 addresses.
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° IPv4-only hosts; Implement only IPv4 and have only an IPv4 address. This
address can be represented in the IPv6 realm using an [Pv4-mapped IPv6
address.

With this configuration, full interoperability is maintained. The details of this
interoperability are rather complex (see [GILL95] for a discussion). However, the
following general principles apply:

1. Traffic generated by IPv4-only hosts. If the traffic passes through an IPv6 por-
tion of the Internet, a dual-use router must convert the IPv4 destination
address to an embedded IPv4 address of the appropriate type and then con-
struct the IPv6 header.

2, Traffic generated by a dual-use host. A technique known as tunneling may be
employed to forward such traffic through IPv4 routing topologies. In essence,
an IPv6 packet is encapsulated in an IPv4 datagram.

Full coexistence can be maintained so long asall IPv6 nodes employ an [Pv4-
compatible address. Once more general IPv6 addresses comeinto use, coexistence
will be more difficult to maintain.

The unicast address 0:0:0:0:0:0:0:1 is called the loopback address.” It may be
used by a nodeto send an IPv6 packetto itself; such packets are not to be sent out-
side a single node.

Anycast Addresses
- An anycast address enables a source to specify that it wants to contact any one node

from a group of nodes via a single address. A packet with such an address will be
routed to the nearest interface in the group, according to the router’s measure of
distance. A possible use of an anycast address might be found within a routing
headerto specify an intermediate addressalong a route. The anycast address could
refer to the group of routers associated with a particular provideror particular sub-
net, thus dictating that the packet be routed throughthat providerorinternet in the
most efficient manner.

Anycast addresses are allocated from the same address space as unicast
addresses. Thus, membersof an anycast group must be configured to recognize that
addresses and routers must be configured to be able to map an anycastaddressto a
group of unicast interface addresses.

Oneparticular form of anycast address, the subnet-router anycast address, is
predefined (Figure 16.18e). The subnetprefix field identifies a specific subnetwork.
For example, in a provider-based global address space, the subnet prefix is of the
form (010 + Registry ID + Provider ID + Subscriber ID + Subnet ID). Thus,the
anycast addressis identical to a unicast address for an interface on this subnetwork,
with the interface ID portion set to zero. Any packet sent to this address will be

5 The preferred form for representing IPv6 addressesas text strings is x:x:x!x:x:x:x:x, where eachx is the
hexadecimal value of a 16-bit portion of the address;it is not necessary to show leading zeros, but each
position must haveat least onedigit.
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delivered to one router on the subnetwork;all that is required is to insert the cor-
rect interface ID into the anycast address to form the unicast destination address.

Multicast Addresses

IPv6 includes the capability of addressing a predefined group ofinterfaces with a
single multicast address. A packet with a multicast addressis to be deliveredto all
membersof the group; this address consists of an 8-bit format prefix of all ones, a
4-bit flags field, a 4-bit scope files, and a 112-bit group ID.

Atpresent, the flags field consists of 3 zero bits followed by a T bit with

e T = 0: Indicates a permanently-assigned, or well-known, multicast address,
assigned by the global-internet numbering authority.

e T = 1: Indicates a non-permanently-assigned, or transient, multicast address.

The scopevalueis usedto limit the scope of the multicast group. The values
are

0 reserved 4 unassigned 8 organization-local 12 unassigned
1 node-local 5 site-local 9 unassigned 13° unassigned
2 link-local 6 unassigned 10 unassigned 14 global
3 unassigned 7 unassigned 11 unassigned 15 reserved

The group ID identifies a multicast group, either permanent or transient,
within the given scope. In the case of a permanent multicast address, the address
itself is independentof the scopefield, but that field limits the scope of addressing
for a particular packet. For example, if the “NTP servers group”is assigned a per-
manent multicast address with a group ID of 43 (hex), then

FF05:0:0:0:0:0:0:43 means all NTP servers at the samesite as the sender.

FFOE:0:0:0:0:0:0:43 means all NTP serversin the internet.

Non-permanently-assigned multicast addresses are only meaningful within a given
scope, thereby enabling the same group ID to bereused, with different interpreta-
tions, at different sites.

Multicasting is a useful capability in a number of contexts. For example, it
allows hosts and routers to send neighbor discovery messages only to those
machinesthat have registered to receive them, removingthe necessity for all other
machines to examine anddiscard i:relevant packets. Another example is that most
LANsprovide a natural broadcast capability. Therefore, a multicast address can be
assignedthat has a scopeof link-local and with a group ID that is configured on all
nodes on the LAN to be a subnet broadcast address.

Address Autoconfiguration

Typically, in an IPv4 environment, users or network managers must manually con-
figure IPv4 addresses on nodes. This is a task that is error-prone if done by indi-
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vidual users and time-consuming if done by network managers. It also requires
that every node be manually reconfigured in order to change network addresses,
Address autoconfiguration is a feature defined as part of the IPv6 specification that
enables a host to configure automatically one or more addressesper interface. The
aim ofthis feature is to support a “plug-and-play”capability, which will allow a user
to attach a host to a subnetwork and have IPv6 addresses automatically assigned to
its interfaces, with no user intervention.

Three models of address assignment have been defined: local scope,stateless
server, and stateful server. The local scope modelis designed for use on a network
without routers, isolated from other networks. In this case, the IPv6 address could
simply be the MAC address (FE:[MAC]), or it could be an address assigned by
some simple dynamic address assignment capability; this would be a link-local
address (Figure 16.18b) that is not useful for later integration into the global envi-
ronment.

With the stateless server model, a new device sends a request packetto a local
well-known multicast address. This request includes something to identify the
device, such as its MAC address or some other key value. An address server
receives this request, constructs an IPv6 address for the device based onits knowl-
edge of the network, and sends the address back to the device in a response packet.
The address server need not retain any memoryof the transaction. This is a very
simple configuration mechanism and requires minimal system administration sup-
port.

The stateful server model supports greater administrative system control by
retaining information about address-assignmenttransactions. In this case, the MAC
address or other key value received in a request packet is used to look up informa-
tion in a database and create a new IPv6 address. This new addressis given a life-
time value, after which the host must request again. The result is that subnetwork-
wide address reconfiguration is more easily supported.

Hop-by-Hop Options Header

The hop-by-hop options header carries optional information that, if present, must
be examined byevery router alongthe path. This header consists of (Figure 16.19a):

° Next Header(8 bits). Identifies the type of header immediately following this
header.

° Header Extension Length (8 bits). Length of this header in 64-bit units, not
including the first 64 bits.

¢ Options. A variable-length field consisting of one or more option definitions.
Each definition is in the form of three subfields: option type (8 bits), which
identifies the option; length (8 bits), which specifies the length of the option
data field in octets; and option data, whichis a variable-length specification of
the option.

It is actually the lowest-orderfive bits of the option type field that are used to
specify a particular option. The high-order twobits indicate the particular action to
be taken by a node that does not recognize this option type, as follows:

Viptela, Inc. - Exhibit 1011 - Part 2
Page 166



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 167

16.5 / IPv6 (PNG) 575

0 8 16 24 31

 
        

(a) Hop-by-hop options header;
destination options header  
     

o 8 16 29 31

    
(b) Fragment header
          

0 8 16 31

[Nextheader |  
(d) Type 0 routing header 

        

fc) Generic routing header

FIGURE 16.19 IPv6 extension headers.

00 Skip over this option and continue processing the header.
01 Discard the packet.

10 Discard the packet and send an ICMPparameterproblem, code 2, mes-
sage to the packet’s source address, pointing to the unrecognized option
type.

ii Discard the packet and,only if the packet’s Destination Address is not a
multicast address, send an ICMP parameter problem, code 2, message to
the packet’s source address, pointing to the unrecognized optiontype.

The third highest-orderbit specifies whether the Option Datafield does not
change (0) or may change (1) en route from source to destination. Data that may
change must be excluded from authentication calculations, as discussed in Section
18.4.

These conventions for the option type field also apply to the destination
options header.

In the IPv6 standard, only one option is so far specified: the jumbo payload
option, used to send IPv6 packets with payloads longer than 2'° = 65,536 octets.
The option datafield of this option is 32 bits long and gives the length of the packet
in octets, excluding the IPv6 header. For such packets, the payload length field in
the IPv6 header must be set to zero, and there must be no fragment header. With
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this option, IPv6 supports packet sizes up to more than4billion octets; this facili-
tates the transmission of large video packets and enables IPv6 to makethe best use
of available capacity over any transmission medium.

Fragment Header

In IPv6, fragmentation may only be performed by source nodes, not by routers
along a packet’s delivery path. To take full advantage of the internetworking envi-
ronment, a node must perform a path-discovery algorithm that enablesit to learn
the smallest maximum transmission unit (MTU) supported by any subnetwork on
the path. With this knowledge, the source node will fragment, as required, for each
given destination address, Otherwise the source mustlimit all packets to 576 octets,
which is the minimum MTU that must be supported by each subnetwork,

The fragment headerconsists of (Figure 16.19b) the following:

° Next Header(8 bits). Identifies the type of header immediately following this
header.

e Reserved (8 bits). For future use.

o FragmentOffset (13 bits). Indicates wherein the original packet the payload
of this fragmentbelongs. It is measured in 64-bit units; this implies that frag-
ments (other than the last fragment) must contain a datafield that is a multi-
ple of 64 bits.

e Res (2 bits). Reserved for future use.

e M Flag (i bit). 1 = more fragments; 0 = last fragment.
© Identification (32 bits). Intended to uniquely identify the original packet. The

identifier must be unique for the packet’s source address and destination
address, for the time during which the packetwill remain in the internet.

The fragmentation algorithm is the sameas that described in Section 16.1.

Routing Header
The routing header containsa list of one or more intermediate nodesto bevisited
on the way to a packet’s destination. All routing headers start with an 8-bit next-
headerfield and an 8-bit routing-type field, followed by routing data specific to a
given routing type (Figure 16.19c). If a router does not recognize the routing-type
value, it must discard the packet. Type-0 routing has been defined andhas the fol-
lowing fields (Figure 16.19d):

e Next Header(8 bits). Identifies the type of header immediately following this
header.

° Routing Type (8 bits). Set to zero.
° Num Addrs (8 bits). Number of addresses in the routing header; the maxi-

mum value is 23.
e Next Addr (8 bits). Index of the next address to be processed;initialized to

zeroby the originating node.
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e Reserved (8 bits). For future use.

e Strict/Loose Bit Mask (24 bits). Numbered from left to right (bit 0 through
bit 23), with each bit corresponding to one of the hop. Each bit indicates
whether the corresponding next destination address must be a neighborof the
preceding address (1 = strict, must be a neighbor; 0 = loose, need not be a
neighbor).

When using the routing header, the source node does not place the ultimate
destination address in the JPv6 header. Instead, that address is the last one listed in
the routing header (Address[Num Addr- a] in Figure 16.19d), and the IPv6 header
contains the destination addressof the first desired router on the path. The routing
headerwill not be examineduntil the packet reaches the node identified in the IPv6
header. Atthat point, the packet IPv6 and routing header contents are updated, and
the packet is forwarded.

IPv6 requires an IPv6 nodeto reverse routesin a packetit receives containing
a routing header, in order to return a packet to the sender; with this in mind,let us
consider a set of examples from [HIND95], which illustrate the power andflexibil-
ity of the routing header feature. Figure 16.20 shows a configuration in which two
hosts are connected by two providers, and the two providers are in turn connected
by a wireless network. In the scenarios to follow, address sequences are shown in
the following format:

SRC, Lf, ...1,, DST

where SRCis the source addresslisted in the IPv6 header,I; is the ith intermediate
address, and DSTis the ultimate destination. If there is no routing header, DST
appears in the IPv6 header; otherwise, it is the last address in the routing header.
Nowconsider three scenarios in which H1 sends a packet to H2.

 

  

 
 
 
 

 

Provider

(P1)

Wireless Provider

(PR)

Provider

(P2)

  
Host (H1) Host (H2)

FIGURE16.20 Example routing configuration.
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1. No routing header is used. H1 sends a packet to H2 containing the sequence
(Hi, H2). H2 replies with a packet containing (H2, H1). In this case, either
provider could be used on each transfer.

2. H1 wants to enforce a policy that all traffic between itself and H2 can only use
P1. It constructs a packet with the sequence (H1, P1, H2) anddictatesstrict
routing; this ensures that when H2 replies to H1,it will use the sequence (H2,
P1, H1) with strict routing, thus enforcing H1’s policy of using P1.

3. H1 becomes mobile and movesto provider PR. It could maintain communi-
cation (not breaking any TCP connections) with H2 by sending packets with
(H1, PR,P1, H2); this would ensure that H2 wouldenforce the policy of using
P1 by replying with (H2, PR, P1, H1).

These examples show the ability in IPv6 to select a particular provider, to
maintain connections while mobile, and to route packets to new addresses dy-
namically,

Destination Options Header

The destination options headercarries optional informationthat, if present, is
examined only by the packet’s destination node. The format of this header is the
same as that of the hop-by-hop options header (Figure 16.19a).

16.6 ICMPv6

Aswith IPv4, [Pv6 requires the use of ICMP,the original version of which does not
meet all of the needs for IPv6, Hence, a new version, known as ICMPv6, has been
specified (RFC 1885). Key features of ICMPv6areas follows:

* ICMPv6 uses a new protocol numberto distinguish it from the ICMP that
works with IPv4,

¢ Both protocols use the same headerformat.

® Somelittle-used ICMP messages have been omitted from ICMPv6.

° The maximum size of ICMPv6 messagesis larger (576 octets, including IPv6
headers) so as to exploit the increased size of packets that IPv6 guarantees
will be transmitted without fragmentation.

As with ICMPfor IPv4, ICMPv6 provides a meansfortransferring error mes-
sages and informational messages among IPv6 nodes. In most cases, an ICMPv6
message is sent in response to an IPv6 packet,either by a router along the packet’s
path or by the intended destination node. ICMPv6 messagesare carried encapsu-
lated in an IPv6 packet.

All ICMPv6 messages begin with the same common headerfields:

° Type (8 bits). Identifies the type of ICMPv6 message. Currently, there are
four types of error messages andfive types of informational messages.
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© Code (8 bits). Used to specify parameters of the message that can be encoded
in a few bits.

© Checksum (16 bits). The 16-bit one’s complement of the one’s complement
sum of the entire ICMPv6 message, plus a pseudo-header, described next.

© Parameters (32 bits). Used to specify more lengthy parameters.

The checksum field applies to the entire ICMPv6 message, plus a pseudo-
headerprefixed to the headerat the time of calculation (at both transmission and
reception). The pseudo-header includes the following fields from the IPv6 header: -
source and destination addresses, payload length, and the next-headerfield (Figure
16.21). By including the pseudo-header, ICMPv6protectsitself from misdelivery by
IP. Thatis, if [P delivers a message to the wrong host, even if the message contains
no bit errors, the receiving ICMPvé6entity will detect the delivery error.

 

     
 
       
~¢ 32 bits e

5

3
aSo3

5Ay

~ Nxt hdr = 58
Checksum = 0

Parameters
o

&

ICMPv6 message body S
go

     

FIGURE16.21 Scope of checksum for ICMPv6,

Error Messages

ICMPv6includes four error messages:

° Destination unreachable

° Packettoo big
© Time exceeded

° Parameter problem

Each of these messagesrefers to a prior IPv6 packet and is sent to:the origi-
nator of the message. The message body includes as much of the original packet as
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possible, up to a limit on the size of the IPv6 packet carrying this message of 576
octets (Figure 16.22a to c); this enables the source node to match the incoming
ICMPv6 message with the prior datagram.

The destination unreachable message covers a numberof contingencies, which
are indicated by the codefield value:

e No route to destination (0). Router does not know how to reach the destina-
tion subnetwork.

e Communication with destination administratively prohibited (1). Delivery
prevented bya firewall of other administrative policy.

e Not a neighbor (2). The routerfield of the packet identifies the next node on
the path with the strict bit set, but that node is not a neighbor.

e Address unreachable (3). Unable to resolve the IPv6 destination address into
a link address, or a link-specific problem of some kind.

e Port unreachable (4). The destination transport protocol (e.g., UDP) is not
listening on that port, and that transport protocol has no other means to
inform the sender.

     

  
 

      
0 8 16 31 0 8 16 31

Type | Code Checksum
Unused Identifier Sequence number .  
 

 
   

 As muchof invoking packet
as will fit without ICMPv6 packet

exceeding 576octets

 
  
  

   
  
 

Zero or more octets

of arbitrary data
 
  
   

(a) Destination unreachable message;
time exceeded message

8 16 31

(d) Echo request message;
echo reply message

0 8 16 31
          

Type [ Code | Checksum Type | Code 
Maximum transmission unit

Checksum

Maximum response delay Unused
       

As muchof invoking packet
as will fit without ICMPv6 packet

exceeding 576 octets

      

Multicast address

         

(b) Packet too big message

0 8 16 31
Checksum    

Pointer   

As much of invoking packet
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exceeding 576 octets      
(c) Parameter problem message

FIGURE16.22 ICMPv6 message formats.

(e) Group membership message
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The packet-too-big message is sent by a router in response to a packet whose
size exceeds the MTUofthe outgoing link. The MTUfield in this message (Figure
16.22b) is the MTU ofthe next-hop link or subnetwork. This message can be used
as part of a path MTUdiscovery process, by which a source node learns of the MTU
along various paths.

The time exceeded messageis sent by a routerif it receives a packet with a hop
limit of zero, or if it decrements the hop limit to zero. The codeis set to 0. This mes-
sage mayalso besent by a destination node, with a code of1, if reassembly timeout
occurs. For IPv6, it is expected that each nodewill set a local reassembly timeout
value for the reassembly process.

A syntactic or semantic error in an IPv6 header will cause a parameter prob-
lem messageto be returned by a router or host. Three kindsof error conditions are
identified by the codefield: erroneous headerfield (0), unrecognized next-header
type (1), and unrecognized IPv6 option (2). The pointer field contains a pointer to
the octet in the original header where the error was detected.

Informational Messages

ICMPV6includes three informational messages (Figure 16.22d and e):

e Echo request

e Echoreply

e Group membership

The echo request and echo reply messages provide a mechanism for testing
that communication is possible between entities. The recipient of an echo request
messageis obligated to return the message bodyin an echo reply message. Aniden-
tifier and sequence numberare associated with the echo request message to be
matched in the echo reply message. The identifier might be used like a service
access point to identify a particular session, and the sequence number might be
incremented on each echo requestsent.

The group-management message implements the procedures of the Internet
Group ManagementProtocol (IGMP), defined in RFC 1112. IGMPis an extension
of ICMPthat provides a mechanism for deciding whether a router should forward
a multicast IPv4 datagram. In ICMPv6,there are actually three different messages
with different type values:

e Group-membership query (type = 130)
e Group-membership report (type = 131)
e Group-membership termination (type = 132)

A host may join a multicast group by sending a group-membership report on
a subnetwork with the multicast address in the body of the message; the IPv6 packet
containing this message is addressed to that same multicast address, Routers on the
subnetwork receive the report and store theinformation that at least one node on

Viptela, Inc. - Exhibit 1011 - Part 2
Page 173



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 174

582 CHAPTER 16 / INTERNETWORKING

that subnetwork is a member ofthe group. A host may terminate its membership
by sending a group-membership termination message.

Atregularintervals, routers send out group-membership query messages. The
IPv6 destination address can be a specific multicast address, or it can be the link-
local-all-nodes multicast address. The maximum response delay value is the maxi-
mum time that a responding report message may be delayed,in milliseconds. Each
host whichstill wishes to be a member of the group or groups replies for each
appropriate group with a group-membership report.

16.7 RECOMMENDED READING

Goodcoverageof internetworking and IP can be found in [COME95]. Detailed coverage of
OSPFand other routing algorithmsis provided by[HUIT95]; these topics are also treated in
[STEE95] and [PERL92].

[BRAD96] is the most thorough treatmentof IPv6-related issues. However, the actual
technical treatment of IPv6 is limited to less than is covered in this book; instead, the book
providesa relatively nontechnical discussion of the requirements for IPv6 and ofthe history
of the IPv6 development. [GILL95] provides a detailed description of the IPv4-to-IPv6 tran-
sition, with emphasis on tunneling mechanisms; [MURP95] also containsa useful discussion
of the topic.

BRAD96__ Bradner, S. and Mankin, A. [Png: Internet Protocol Next Generation. Reading,
MA:Addison-Wesley, 1996.

COME95 Comer, D. Internetworking with TCP/IP, Volume I: Principles, Protocols, and
Architecture. EnglewoodCliffs, NJ: Prentice Hall, 1995.

GILL95_ Gilligan, R. and Callon, R. “IPv6 Transition Mechanisms Overview.” Connexions,
October, 1995.

HUIT95 Huitema, C. Routingin the Internet. Englewood Cliffs, NJ: Prentice Hall, 1995.
MURP95 Murphy, E. Hayes, S. and Enders, M. TCP/IP: Tutorial and Technical Overview.

Upper Saddle River, NJ: Prentice Hall, 1995.

PERL92 Perlman, R. Interconnections: Bridges and Routers. Reading, MA: Addison-
Wesley, 1992.

STEE95 Steenstrup, M. Routing in Communications Networks. Englewood Cliffs, NJ:
Prentice Hall, 1995.

Recommended Web Site

° http://playground.sun.com/pub/ipng/html/ipng-main.html: Contains information about
IPv6 and related topics.

 

16.8 PROBLEMS

16.1 In the discussion of IP, it was mentioned thatthe identifier, don’t-fragmentidentifier,
and time fo live parameters are present in the Send primitive but not in the Deliver
primitive because they are only of concern to IP. For each of these primitives, indi-
cate whetherit is of concern to the IP entity in the source, to the IP entities in any
intermediate routers, and to the IP entity in the destination end systems.Justify youranswer.
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What are the pros and cons of intermediate reassembly of an internet segmented
datagram versus reassernblyat the final destination?
Whatis the header overheadin the IP protocol?
Describe some circumstances whereit might be desirable to use source routing rather
than let the routers make the routing decision.
Because of segmentation, an IP datagram canarrive in several pieces, not necessarily
in the correct order. The IP entity at the receiving-end system must accumulate these
segments until the original datagram is reconstituted.
a, Consider that the IP entity creates a buffer for assembling the data field in the

original datagram. As assembly proceeds, the buffer will contain blocks of data
and “holes” between the data blocks. Describe an algorithm for reassembly based
on this concept.

b. For the algorithm in part (a),it is necessary to keep track of the holes; describe a
simple mechanism for doing this.

The IP checksum needsto be recalculated at routers because of changes to the IP
header, such as the lifetime field. It is possible to recalculate the checksum from
scratch, Suggest a procedure that involves less calculation. Hint: Suppose that the
value in octet k is changed by Z = new_value-old_value; consider the effect of this
change on the checksum.
An IP datagram is to be segmented. Which options in the option field need to be
copied into the header of each segment, and which need only be retainedin the first
segment? Justify the handling of each option.
A transport layer message consisting of 1500 bits of data and 160 bits of headeris sent
to, an internet layer which appends another 160 bits of header; this is then transmitted
through two networks, each of which uses a 24-bit packet header, The destination net-
work has a maximum packetsize of 800 bits. How manybits, including headers, are
delivered to the network layer protocol at the destination?
The ICMP format includesthe first 64 bits of the datagram data field. What might be
the purpose of including these bits?
The architecture suggested by Figure 16.4 is to be used. What functions could be
added to the routers to alleviate some of the problems caused by the mismatched
local and long-haul networks?
Would the spanning tree approach be good for an internet including routers?
Should internetworking be concerned with a network’s internal routing? Why or why
not?

Compare the individual fields of the [Pv4 header with the IPv6header. Account for
the functionality provided by each IPv4 field by showing how the same functionality
is provided in IPv6.
Justify the recommended order in which IPv6 extension headers appear(i.e., whyis
the hop-by-hop options headerfirst, why is the routing headerbefore the fragment
header, and so on).
The IPv6 standard states that if a packet with a non-zero flow label arrives ata router,
and the router has no information for that flow label, the router should ignore the
flow label and forward the packet.
a. What are the disadvantages of treating this event as an error, discarding. the

packet and sending an ICMP message?
b. Are there situations in which routing the packetasif its flow label were zerowill

cause the wrong result? Explain.

The [Pv6 flow mechanism assumesthat the state associated with a given flow labelis
stored in routers, so they know how to handle packets that carry that flow label. A
design requirementis to flush flow labels that are no longer being used (stale flow
label) from routers.
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16.17

16.18

16.19

16.20

a. Assumethat a source always sendsa control messagetoall affected routers delet-
ing a flow label when the sourcefinishes with that flow. In that case, how could a
stale flow label persist?

b. Suggest router and source mechanisms to overcome the problem of stale flow
labels.

The question arises as to which packets generated by a source should carry non-zero
IPv6 flow labels. For some applications, the answer is obvious. Small exchanges of
data should have a zero flow label becauseit is not worth creating a flow for a few
packets. Real-time flows should have a flow label; such flows are a primary reason
flow labels were created. A moredifficult issue is what to do with peers sending large
amounts of best-effort traffic (e.g., TCP connections), Make a case for assigning a
unique flow label to each long-term TCP connection. Make a case for not doing this.
The original IPv6 specifications combined the priority and flow label fields into a
single 28-bit flow label field. This allowed flowsto redefine the interpretation of dif-
ferent values of priority. Suggest reasons why the final specification includes the
Priority field as a distinctfield.

Based on Table 16.6, what percentage of the total address space has already been
assigned?

For Type 0 IPv6 routing, specify the algorithm for updating the IPv6 and routing
headers by intermediate nodes.
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17.1

communications architecture. Lower-layer protocols are needed,to be sure,
but they are less important for 1) pedagogical purposes, and 2) designing

purposes. For one thing, lower-level protocols are better understood and, on the
whole, less complex than transport protocols. Also, standards havesettled out quite
well for most kinds of layer 1 to 3 transmission facilities, and there is a large body
of experience behindtheir use.

Viewed from the other side, upper-level protocols depend heavily on the

T= transport protocol is the keystone of the whole concept of a computer-

.transport protocol. The transport protocol provides the basic end-to-endservice of
transferring data between users and relieves applications and other upper-layer
protocols from the need to deal with the characteristics of intervening communica-
tions networks and services.

Webegin by looking at the services that one might expect from a transport
protocol. Next, we examine the protocol mechanisms required to provide these ser-
vices. We find that most of the complexity relates to connection-oriented services.
As might be expected, the less the network service provides, the more the transport
protocol must do. The remainderof the chapter looks at two widely used transport
protocols: transmission control protocol (TCP) and user datagram protocol (UDP).
Figure 17.1 highlights the position of these protocols within the TCP/IP protocol
suite.

 
             

             r a
FIGURE 17.1 Transport-level protocols in context.

TRANSPORT SERVICES

Webegin by lookingat the kindsof services that a transport protocol can or should
provide to higher-level protocols. Figure 17.2 places the concept of transport ser-
vices in context. In a system, there is a transport entity that provides services to. TS
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Userof transport Userof transport
services services
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to transport user
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from network layer Interface        

Networklayer

FIGURE 17.2 Transport entity context.

users,' which might be an application process or a session-protocol entity. This local
transport entity communicates with some remote-transport entity, using the ser-
vices of some lowerlayer, such as the network layer.

Wehave already mentioned that the general service provided by a transport
protocol is the end-to-end transport of data in a way that shields the TS user from
the details of the underlying communications systems. To be more specific, we must
considerthe specific services that a transport protocol can provide. The following
categories of service are useful for describing the transport service:

e Type of service
Quality of service

e Data transfer

Userinterface

Connection management

Expedited delivery
Status reporting

Security
eo

Type of Service

Twobasic types of service are possible: connection-oriented and connectionless,or
datagram service. A connection-oriented service provides for the establishment,

1 For brevity, we will refer to the user of a transport service as a TS user; this term is used in ISO
documents,
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maintenance, and termination of a logical connection between TS users. This has,
so far, been the most commontypeof protocolservice available and has a wide vari-
ety of applications. The connection-oriented service generally implies that the ser-
viceis reliable,

The strengths of the connection-oriented approachareclear.It allows for con-
nection-related features such as flow control, error control, and sequenceddelivery,
Connectionless service, however, is more appropriate in some contexts. At lower
layers (internet, network), connectionless service is more robust (e.g., see discussion
in Section 9.1). In addition,it represents a “least common denominator”of service
to be expectedat higher layers. Further, even at transport and above,thereis justi-
fication for a connectionless service. There are instances in which the overhead of
connection establishment and maintenance is unjustified or even counterproduc-
tive. Some examplesfollow:

° Inward data collection. Involves the periodic active or passive sampling of
data sources, such as sensors, and automatic self-test reports from security
equipment or network components. In a real-time monitoring situation, the
loss of an occasional data unit would not cause distress, as the next report
should arrive shortly,

Outward data dissemination. Includes broadcast messages to networkusers,
the announcement of a new nodeor the change of addressof a service, and
the distribution ofreal-time clock values.

° Request-response. Applications in which a transaction service is provided by
a commonserver to a numberof distributed TS users, and for which a single
request-response sequenceis typical. Use of the service is regulated at the
application level, and lower-level connections are often unnecessary and
cumbersome.

Real-time applications. Such as voice and telemetry, involving a degree of
redundancy and/ora real-time transmission requirement; these must not have
connection-oriented functions, such as retransmission.

Thus,there is a place at the transportlevel for both a connection-oriented and
a connectionless type of service.

Quality of Service

The transport protocol entity should allow the TS user to specify the quality of
transmission service to be provided. The transportentity will attempt to optimize
the use of the underlying link, network, and internet resourcesto the bestofits abil-
ity, so as to provide the collective requested services.

Examplesof services that might be requested are

® Acceptable error andloss levels

° Desired average and maximum delay
° Desired average and minimum throughput
® Priority levels
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Of course, the transport entity is limited to the inherent capabilities of the
underlying service. For example, IP does provide a quality-of-service parameter.It
allows for specification of eight levels of precedence or priority as well as a binary
specification for normal or low delay, normal or high throughput, and normal or
high reliability. Thus, the transport entity can “pass the buck” to the internetwork
entity. However, the internet protocol entity is itself limited; routers have some
freedom to schedule items preferentially from buffers, but beyond that arestill
dependent on the underlying transmission facilities. Here is another example: X.25
provides for throughput class negotiation as an optional userfacility. The network
may alter flow control parameters and the amount of network resourcesallocated
on a virtual circuit to achieve desired throughput.

Thetransport layer may also resort to other mechanismsto try to satisfy TS
user requests, such as splitting one transport connection among multiple virtual cir-
cuits to enhance throughput.

The TSuser of the quality-of-service feature needs to recognize that

® Depending on the nature of the transmission facility, the transport entity will
have varying degrees of success in providing a requested gradeofservice.

® There is boundto be a trade-off amongreliability, delay, throughput, and cost
of services. .

Nevertheless, certain applications would benefit from, or even require,certain
qualities of service and, in a hierarchical or layered architecture, the easiest way for
an application to extract this quality of service from a transmission facility is to pass
the request down to the transport protocol.

Examplesof applications that might request particular qualities of service are
as follows:

° A file transfer protocol might require high throughput. It may also require
highreliability to avoid retransmissions at the file transfer level.

e A transaction protocol (e.g., web browser-web server) may require low delay.
® An electronic mail protocol may require multiple priority levels.

One approach to providing a variety of qualities of service is to include a
quality-of-servicefacility within the protocol; we have seen this with IP and will see
that transport protocols typically follow the same approach. An alternative is to
provide a different transport protocol for different classesof traffic; this is to some
extent the approach taken by the ISO-standard family of transport protocols.

Date Transfer

The whole purpose, of course, of a transport protocolis to transfer data between
two transport entities. Both user data and control data must be transferred, either
on the same channel or separate channels. Full-duplex service must be provided.
Half-duplex and simplex modes mayalso be offered to support peculiarities of par-
ticular TS users.
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User Interface

It is not clear that the exact mechanism ofthe user interface to the transport proto-
col should be standardized. Rather, it should be optimized to the station environ-
ment. As examples, a transport entity’s services could be invoked by

® Procedurecalls.

® Passing of data and parameters to a process through a mailbox.
* Use of direct memory access (DMA) between a host user and a front-end

processor containing the transportentity.

A few characteristics of the interface may be specified, however. For example,
a mechanism is needed to prevent the TS user from swamping the transport entity
with data. A similar mechanism is needed to prevent the transport entity from
swamping a TS user with data. Another aspect of the interface has to do with the
‘timing and significance of confirmations. Consider the following: A TS user passes
data to a transport entity to be delivered to a remote TS user, The local transport
entity can acknowledge receipt of the data immediately, or it can wait until the
remote transport entity reports that the data have madeit through to the other end.
Perhapsthe mostuseful interface is one that allows immediate acceptanceorrejec-
tion of requests, with later confirmation of the end-to-end significance.

Connection Management

Whenconnection-oriented service is provided, the transport entity is responsible
for establishing and terminating connections. A symmetric connection-establish-
ment procedure should be provided, which allows either TS user to initiate connec-
tion establishment. An asymmetric procedure mayalso be provided to support sim-
plex connections.

Connection termination can be either abrupt or graceful. With an abruptter-
mination, data in transit may be lost. A graceful termination prevents either side
from shutting down until all data have been delivered.

Expedited Delivery

A service similar to that provided by priority classes is the expedited delivery of
data. Some data submitted to the transport service may supersede data submitted
previously. The transport entity will endeavor to have the transmission facility
transfer the data as rapidly as possible. At the receiving end, the transport entity
will interrupt the TS userto notify it of the receipt of urgent data. Thus, the expe-
dited data service is in the nature of an interrupt mechanism,andis used to trans-
fer occasional urgent data, such as a break character from a terminal or an alarm
condition. In contrast, a priority service might dedicate resources and adjustpara-
meters such that, on average, higher priority data are delivered more quickly.

Status Reporting

A status reporting service allows the TS user to obtain or be notified of information
concerning the condition or attributes of the transport entity or a transport connec-
tion. Examplesof status information are
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° Performancecharacteristics of a connection (e.g., throughput, mean delay)
e Addresses (network, transport)
® Class of protocolin use
® Current timer values

® State of protocol “machine” supporting a connection
° Degradation in requested quality of service

Security

The transport entity may provide a variety of security services. Access control may
be provided in the form of local verification of sender and remote verification of
receiver, The transport service mayalso include encryption/decryption of data on
demand.Finally, the transport entity may be capableof routing through securelinks
or nodesif such a serviceis available from the transmission facility.

17.2 PROTOCOL MECHANISMS

It is the purpose ofthis section to make good on ourclaim that a transport protocol
may need to be very complex. For purposesofclarity, we present the transport pro-
tocol mechanismsin an evolutionary fashion. We begin with a network service that
makeslife easy for the transport protocol, by guaranteeing the delivery ofall trans-
port data units in order, as well as defining the required mechanisms. Then wewill
lookat the transport protocol mechanisms required to cope with an unreliable net-
work service.

Reliable Sequencing Network Service

In this case, we assume that the network service will accept messages of arbitrary
length andwill, with virtually 100% reliability, deliver them in sequenceto the des-
tination. Examples of such networks follow:

® A highly reliable packet-switching network with an X.25 interface
° A frame relay network using the LAPFcontrol protocol
¢ An IEEE 802.3 LAN using the connection-oriented LLC service

The assumptionof a reliable sequencing networking services allows the use of
a quite simple transport protocol. Four issues need to be addressed:

° Addressing
° Multiplexing
® Flow control

® Connection establishment/termination

Addressing

The issue concerned with addressing is simply this: A user of a given transport
entity wishes to either establish a connection with or make a connectionless data
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transfer to a user of some other transport entity. The target user needsto be speci-
fied byall of the following:

© Useridentification

e Transport entity identification
Station address

e Network number

The transport protocol must be able to derive the information listed above
from the TS user address. Typically, the user address is specified as station or port.
Theport variable represents a particular TSuserat the specified station; in OSI,this
is called a transport service access point (TSAP). Generally, there wiil be a single
transport entity at each station, so a transportentity identification is not needed.If
morethan onetransportentity is present, there is usually only one of each type. In
this latter case, the address should include a designation of the type of transport
protocol (e.g., TCP, UDP). In the case of a single network, station identifies an
attached network device. In the case of an internet, station is a global internet
address. In TCP, the combination of port andstation is referred to as a socket.

Because routing is not a concern of the transport layer, it simply passes the
station portion of the address down to the network service. Port is included
in a transport header, to be used at the destination by the destination transport
protocol.

Onequestion remains to be addressed: How doestheinitiating TS user know
the address of the destination TS user? Two static and two dynamic strategies
suggest themselves:

1. The TS user must know the addressit wishes to use aheadoftime;this is basi- |
cally a system configuration function. For example, a process may be running
that is only of concern to a limited numberof TS users, such as a process that |
collects statistics on performance. From time to time, a central network man-
agement routine connects to the process to obtain thestatistics. These pro-
cesses generally are not, and should notbe, well-known andaccessibletoall.

2. Some commonly used services are assigned “well-known addresses” (for |
example,time sharing and word processing).

3. A nameserveris provided. The TS user requests a service by some generic or
global name. The request is sent to the nameserver, which does a directory |
lookup and returns an address. The transport entity then proceeds with the |
connection. This service is useful for commonly used applications that change
location from timeto time. For example, a data entry process may be moved
from onestation to another on a local network in order to balanceload. |

4. In somecases, the target user is to be a process that is spawned at request
time. Theinitiating user can send a process request to a well-known address.
Theuser at that addressis a privileged system process that will spawn the new
process and return an address. For example, a programmer has developed a
private application (e.g., a simulation program)that will execute on a remote
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mainframe but be invoked from a local minicomputer. An RJE-type request
can be issued to a remote job-managementprocessthat spawnstHe simulation
process.

Multiplexing

Wenowturnto the concept of multiplexing, which was discussed in general terms
in Section 10.1. With respect to the interface between the transport protocol and
higher-level protocols, the transport protocol performs a multiplexing/demultiplex-
ing function. That is, multiple users employ the same transport protocol, and are
distinguished by either port numbersorservice access points.

The transport entity may also perform a multiplexing function with respect to
the network services that it uses. Recall that we defined upward multiplexing as the
multiplexing of multiple connections on a single lower-level connection, and down-
ward multiplexing as the splitting of a single connection among multiple lower-level
connections,

Consider, for example, a transport entity making use of an X.25 service. Why
should the transport entity employ upward multiplexing? Thereare,after all, 4095
virtual circuits available. In the typical case, this is more than enough to handleall
active TS users. However, most X.25 networks base part of their charge on virtual-
circuit connect time, as each virtual circuit consumes some node buffer resources,
Thus,if a single virtual circuit provides sufficient throughput for multiple TS users,
upward multiplexing is indicated.

On the other hand, downward multiplexing orsplitting might be used to
improve throughput. For example, each X.25virtualcircuitis restricted to a 3-bit or
7-bit sequence number. A larger sequence space might be neededfor high-speed,
high-delay networks. Of course, throughput can only be increased sofar.If there is
a single station-node link over which all virtual circuits are multiplexed, the
throughput ofa transport connection cannot exceed the datarate ofthatlink.

Flow Control

Whereasflow controlis a relatively simple mechanism atthe link layer, it is a rather
complex mechanism at the transport layer, for two main reasons:

° Flow controlat the transport level involves the interaction of TS users, trans-
port entities, and the networkservice.

° The transmission delay between transportentities is generally long compared
to actual transmission time, and, what is worse,it is variable,

Figure 17.3 illustrates the first point. TS user A wishes to send data to TS user
B overa transport connection. We can view the situation as involving four queues.
A generates data and queuesit up to send. A must wait to send that data until

° It has permission from B (peer flow control).
° It has permission from its own transport entity (interface flow control).
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Transport Transport
user A user B
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Transport
entity a

Transport
entity b

 
Networklayer

FIGURE 17.3 Queuing representation of connection-oriented data transfer.

As data flow down from A to transport entity a, a queues the data until it has
permission to send it on from b and the network service. The data are then handed
to the network layer for delivery to b. The network service must queue the data
until it receives permission from b to pass them on. Finally, b must await B’s per-
mission before delivering the data to their destination.

To see the effects of delay, consider the possible interactions depicted in Fig-
ure 17.4, When a TS user wishes to transmit-data,it sends these data to its transport

Sending TS user Transport Transport Receiving TS user
protocol protocol

~ Seng

 
(a) Sendingside (b) Receiving side

FIGURE 17.4 Interaction between transport service user and transport protocol.
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entity (e.g., using a Sendcall); this triggers two events. The transport entity gener-
ates one or more transport-level protocol data units, which we will call segments,’
and passesthese on to the networkservice.It also in some way acknowledgesto the
TS user that it has accepted the data for transmission. At this point, the transport
entity can exercise flow control across the user-transport interface by simply with-
holding its acknowledgment. The transport entity is most likely to do this if the
entity itself is being held up by a flow control exercised by either the network ser-
vice or the target transport entity.

_In anycase, once the transport entity has acceptedthe data,it sends outa seg-
ment. Some time later, it receives an acknowledgment that the data have been
received at the remote end. It then sends a confirmation to the sender.

At the receiving end, a segmentarrives at the transport entity, which unwraps
the data and sends them on(e.g., by an Indication primitive) to the destination TS
user. When the TS user acceptsthe data,it issues an acknowledgment(e.g., in the
form of a Response primitive). The TS user can exercise flow control overthe trans-
port entity by withholding its response.

The target transport entity has two choices regarding acknowledgment. Either
it can issue anacknowledgmentassoonasit has correctly received the segment(the
usualpractice), or it can wait-until it knows that the TS user has correctly received
the data before acknowledging;the latter courseis the safer, where the confirma-
tion is in fact a confirmation that the destination TS user received the data. In the

formercase, the entity merely confirms that the data madeit through to the remote
transport entity. —

With the discussion above in mind, we can cite two reasons why onetransport
entity would wantto restrain the rate of segment transmission over a connection
from anothertransport entity:

° The user of the receiving transport entity cannot keep up with the flow of
data.

e The receiving transport entity itself cannot keep up with the flow of segments.

How do such problems manifest themselves? Well, presumably a transport
entity has a certain amountof buffer space, to which incoming segments are added.
Each buffered segmentis processed(i.e., the transport header is examined) and the
data are sent to the TS user. Either of the two problems mentioned abovewill cause
the buffer to fill up. Thus, the transport entity needs to take steps to stop or slow
the flow of segments so as to prevent buffer overflow. This requirement is not so
easyto fulfill, because of the annoying time gap between sender and receiver. We
return to this point in a moment.First, we present four ways of coping with the flow
control requirement. The receiving transport entity can

1. Do nothing.

2. Refuse to accept further segments from the network service.

3. Usea fixed sliding-windowprotocol.
4. Use a credit scheme.

? In this chapter, we use the terminology of TCP for convenience. ISO standards simply refer to this
object as a transport PDU, or TPDU.

Viptela, Inc. - Exhibit 1011 - Part 2
Page 187



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 188

596 CHAPTER 17 / Transport Protocols

Alternative 1 means that the segments that overflow the buffer are discarded.
The sending transportentity, failing to get an acknowledgment,will retransmit. This
is a shame, as the advantageofa reliable network is that one never hasto retrans-
mit. Furthermore, the effect of this maneuver is to exacerbate the problem! The
sender has increased its output to include new segments, plus retransmitted old
segments.

The second alternative is a backpressure mechanism that relies on the net-
work service to do the work. When a buffer of a transport entity is full, it refuses
additional data from the network service. This triggers flow control procedures
within the network that throttle the network service at the sending end. This ser-
vice, in turn, refuses additional segments from its transport entity. It should be clear
that this mechanism is clumsy and coarse-grained. For example, if multiple trans- |

port connections are multiplexed on a single network connection (virtual circuit), |
flow control is exercised only on the aggregate of all transport connections, |

The third alternative is already familiar to you from our discussions oflink
layer protocols, The key ingredients,recall, are  

© The use of sequence numbers on data units.
@ The use of a window offixed size.

® The use of acknowledgments to advance the window.

With areliable network service, the sliding window technique would actually
work quite well. For example, consider a protocol with a window size of 7. When-
ever the sender receives an acknowledgmentto a particular segment,it is automat-
ically authorized to send the succeeding seven segments. (Of course, some may
already have been sent.) Now, when the receiver’s buffer capacity gets down to
seven segments, it can withhold acknowledgment of incoming segments to avoid
overflow. The sending transportentity can send, at most, seven additional segments
and then must stop. Because the underlying network service is reliable, the sender
will not time-out and retransmit. Thus, at some point, a sending transport entity
may have a number of segments outstanding, for which no acknowledgment has
been received. Because we are dealing with a reliable network, the sending trans-
port entity can assume that the segments will get through and that the lack of
acknowledgmentis a flow control tactic. Such a strategy would not work well in an 7
unreliable network, as the sending transport entity would not know whether the |
lack of acknowledgmentis due to flow control or a lost segment. |

The fourth alternative, a credit scheme, providesthe receiver with a greater 2
degree of control over data flow. Althoughit is not strictly necessary with a reliable |
network service, a credit scheme should result in a smoothertraffic flow; further,it
is a more effective scheme with an unreliable network service, as we shall see.

The credit scheme decouples acknowledgment from flow control. In fixed
sliding-window protocols, such as X.25 and HDLC, the two are synonymous. In a
credit scheme, a segment may be acknowledged without granting new credit, and
vice versa. Figure 17.5 illustrates the protocol (compare Figure 6.4). For simplicity,
we show a data flow in one direction only. In this example, data segments are num-
bered sequentially modulo 8 (e.g., SN 0 = segment with sequence number0), Ini-
tially, through the connection-establishment process, the sending and receiving
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Transport Entity A Transport Entity B

 
  
B is prepared to receive 7 segments
(SN 0 through SN 6) 

A shrinksits transmit window with each
transmission

 
B acknowledges 3 segments, but is only prepared
to receive 1 additional segment beyondtheoriginal
budget (ie., B will accept SN 3 through SN 7) 

[Oli [273Tapsteleori[2[374isfel7]
A adjusts its window with eachcredit
  

 (oleT2T3]4[sTe[7ToT[21314151617]

A exhausts its credit Acko cot zl 
B acknowledges 5 segmentsand restores the
original amountofcredit 

A receives new credit

FIGURE 17.5 Example of credit allocation mechanism.

sequence numbers are synchronized, and A is granted a credit allocation of 7. A
advancesthe trailing edge of its window each timethatit transmits, and advances

- the leading edge only whenit is granted credit. :
Figure 17.6 shows the view of this mechanism from the sending and receiving

sides; of course, both sides take both views because data may be exchangedin both
directions. From the sending point of view, sequence numbersfall into four regions:

° Data sent and acknowledged. Beginning with the initial sequence number
used on this connection through the last acknowledged number.

° Data sent but not yet acknowledged. Represents data that have already been
transmitted, with the sender now awaiting acknowledgment.

¢ Permitted data transmission. The window of allowable transmissions, based
on unused credit allocated from the otherside.

© Unused and unusable numbers. Numbers above the window.

From the receiving point of view, the concern is for received data and for the
-window of credit that has been allocated. Note that the receiver is not required to
immediately acknowledge incoming segments, but may wait and issue a cumulative
acknowledgment for a number of segments; this is true for both TCP and the ISO
transport protocol.

In both the credit allocation scheme and the sliding window scheme, the
receiver needs to adopt somepolicy concerning the amountof data it permits the
sender to transmit. The conservative approachis to only allow new segments up to
the limit of available buffer space. If this policy were in effect in Figure 17.5, thefirst
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Data Data not yet Permitted
acknowledged acknowledged data transmissionoo

fenDataSent

 
‘Initial Last ACK Last data Window

sequence received segment sent edgenumber

(a) Send sequence space

Data received Data not yet Permitted
and acknowledged acknowledged data transmissionscremnmaemeEI
         

Af————————=—=-_ Data received©»—-——_~—_>-

 
Initial Last Last ACK Window

sequence data segment sent edge
number received

(b) Receive sequence space

FIGURE 17.6 Sending and receiving flow control perspectives.

credit message implies that B hasfive free buffer slots, and the second message that
B has sevenfreeslots.

A conservative flow control scheme maylimit the throughput of the transport
connection in long-delay situations. The receiver could potentially increase
throughput by optimistically granting credit for space it does not have. For exam-
ple, if a receiver’s bufferis full but it anticipates that it can release space for two see-
ments within a round-trip propagation time,it could immediately send a credit of2.
If the receiver can keep up with the sender, this scheme may increase throughput
and can do no harm.If the senderis faster than the receiver, however, some sep-
ments may be discarded, necessitating a retransmission. Because retransmissions
are not otherwise necessary with a reliable network service, an optimistic flow con-
trol scheme will complicate the protocol.

Connection Establishment and Termination

Even with a reliable networkservice, there is a need for connection establishment
and termination procedures to support connection-oriented service. Connection
establishment serves three main purposes:

® It allows each end to assure that the other exists.

® It allows negotiation of optional parameters (e.g., maximum segmentsize,
maximum window size, quality of service).
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¢ It triggers allocation of transport entity resources(e.g., buffer space, entry in
connectiontable).

Connection establishment is by mutual agreement and can be accomplished
by a simple set of user commands and control segments, as shown in the state dia-
gram of Figure 17.7. To begin, a TS useris in an CLOSEDstate(i-e., it has no open
transport connection). The TS user cansignal that it will passively wait for a request
with a Passive Open command. A server program, such as time sharing or a file

_transfer application, might do this. The TS user may change its mind by sending a
Close command. After the Passive Open commandis issued, the transport entity
creates a connection object of somesort (i.e., a table entry) that is in the LISTEN
state.

From the CLOSEDstate, the TS user may open a connection by issuing an
Active Open command,whichinstructs the transport entity to attempt connection
establishment with a designated user, which then triggers the transport entity to
send an SYN (for synchronize) segment. This segmentis carried to the receiving
transport entity and interpreted as a request for connection to a particular port.If
the destination transport entity is in the LISTENstate for that port, then a connec-
tion is established through the following actions by the receiving transport entity:

Active Open
Send SYN 

 
 

 

 Passive Open CLOSED

   

Receive SYN

Send SYN _  
 

 
 
 
 

 

Receive 

   Close Receive FIN
Send FIN LEGEND

Event
Action

CLOSE WAIT  

 
 

Close
Send FIN 

  
 
 CLOSED :

Receive FIN

FIGURE17.7. Simple connection state diagram.
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e Signal the TS user that a connection is open.

e Send an SYN as confirmation to the remote transportentity.
e Put the connection object in an ESTAB(established) state.

Whenthe responding SYN is received bythe initiating transport entity,it too
can move the connection to an ESTAB state. The connection is prematurely
abortedif either TS user issues a Close command.

Figure 17.8 shows the robustness of this protocol. Either side can initiate a
connection. Further, if both sides initiate the connection at about the sametime,it
is established without confusion; this is because the SYN segmentfunctions both as
a connection request and a connection acknowledgment.

System A System B System A System B
State/(Command) State/(Command) State/(Command) State/(Command)

CLOSED CLOSED CLOSED CLOSED

(Passive Open) (Active O . :pen) (Active Open) (Active Open)
STEN_SYN SENT SYN SENT “Sty <f~ SYN SENT
ESTAB

ey ESTAB ESTAB
ESTAB

(a) Active/passive open (b) Active/active open

FIGURE17.8 Connection establishment scenarios.

The reader may ask what happensif an SYN comesin while the requested TS 1
useris idle (not listening). Three courses may be followed:

 
e The transport entity can reject the request by sending an RST(reset) segment

back to the other transport entity.

e The request can be queued until a matching Openis issued by the TS user.
e The transport entity can interrupt or otherwise signal the TS user to notify it

of a pending request.  

Note that if the latter mechanism is used, a Passive Open command is not
strictly necessary, but may be replaced by an Accept command,whichis a ‘signal
from the user to the transportentity that it accepts the request for connection.

Connection termination is handled similarly. Either side, or both sides, may
initiate a close. The connection is closed by mutual agreement. This strategy allows
for either abrupt or graceful termination. To achieve the latter, a connection in the
CLOSE WAITstate must continue to accept data segments until a FIN (finish) seg-
mentis received.

Similarly, the diagram defines the procedure for graceful termination. First,
consider the side that initiates the termination procedure:
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1. In response to a TS user’s Close primitive, a FIN segmentis sent to the other
side of the connection, requesting termination.

2. Having sent the FIN, the transport entity places the connection in the FIN
WAITstate. In this state, the transport entitymust continue to accept data
from the other side and deliver that data to its user.

3. When a FIN is received in response, the transport entity informsits user and
closes the connection.

‘ From the point of view of the side that doesnotinitiate a termination,

1, When a FIN segmentis received, the transport entity informs its user of the
termination request and places the connection in the CLOSE WAITstate. In
this state, the transport entity must continue to accept data from its user and
transmit it in data segmentsto the otherside.

2. Whenthe userissues a Close primitive, the transport entity sends a respond-
ing FIN segmentto the other side and closes the connection.

This procedure ensures that both sides have receivedall outstanding data and
that both sides agree to connection termination before actual termination.

Unreliable Network Service

The mostdifficult case for a transport protocolis that of an unreliable network ser-
‘vice. Examples of such networks are

e An internetwork using IP
° A frame relay network using only the LAPFcore protocol
e An IEBE 802.3 LAN using the unacknowledged connectionless LLC service

The problem is notjust that segments are occasionally lost, but that segments
may arrive out of sequencedueto variable transit delays. As we shall see, elaborate
machinery is required to cope with these two interrelated network deficiencies. We —
shall also see that a discouraging pattern emerges. The combination of unreliability
and nonsequencing creates problems with every mechanism we have discussed so
far. Generally, the solution to each problem raises new problems, and although
there are problemsto be overcome for protocolsatall levels, it seems that there are
more difficulties with a reliable connection-oriented transport protocol than any
other sort of protocol.

Seven issues need to be addressed:

e Ordered delivery
e Retransmission strategy

Duplicate detection
Flow control

e Connection establishment

e Connection termination

e Crash recovery
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Ordered Delivery

With an unreliable network service, it is possible that segments, evenif they are all
delivered, mayarrive out of order. The required solution to this problem is to num-
ber segments sequentially. We have seen that for data link control protocols, such
as HDLC,and for X.25, that each data unit (frame, packet) is numbered sequen-
tially with each successive sequence number being one more than the previous
sequence number; this schemeis used in sometransport protocols, such as the ISO
transport protocols. However, TCP uses a somewhatdifferent scheme in which
each data octet that is transmitted is implicitly numbered. Thus, the first segment
may have a sequence numberof 0. If that segment has 1000 octets of data, then the
second segment would have the sequence number 1000, and so on. For simplicity in
the discussions of this section, we will-assume that each successive segment’s se-
quence numberis one more than that of the previous segment.

Retransmission Strategy

Two events necessitate the retransmission of a segment.First, the segment may be
damagedin transit but, nevertheless, could arrive at its destination. If a frame check
sequence is included with the segment, the receiving transport entity can detect the
error and discard the segment. The second contingency is that a segmentfails to
arrive. In either case, the sending transport entity does not know that the segment
transmission was unsuccessful. To cover this contingency, we require that a positive
acknowledgment (ACK) schemebe used: The receiver must acknowledge each suc~
cessfully received segment. Forefficiency, we do not require one ACK per segment.
Rather, a cumulative acknowledgmentcan be used, as we have seen manytimes in
this book. Thus, the receiver may receive segments numbered1, 2, and 3, but only
send ACK 4 back. The sender must interpret ACK 4 to mean that number3 andall
previous segments have been successfully received.

If a segmentdoesnotarrive successfully, no ACK will be issued and a retrans-
mission becomes necessary. To cope with this situation, there must be a timer asso-
ciated with each segmentasit is sent. If the timer expires before the segmentis
acknowledged, the sender must retransmit.

So, the addition of a timer solves this first problem. Next, at what value should
the timer be set? If the valueis too small, there will be many unnecessary retrans-
missions, thereby wasting network capacity. If the value is too large, the protocol
will be sluggish in responding to a lost segment. The timer should beset at a value
a bit longer than the roundtrip delay (send segment, receive ACK). Of course this
delay is variable even under constant network load. Worse, the statistics of the
delay will vary with changing network conditions.

Twostrategies suggest themselves. A fixed timer value could be used, based
on an understanding of the network’s typical behavior; this suffers from an inability
to respond to changing network conditions. If the value is set too high, the ser-
vice will always be sluggish. If it is set too low, a positive feedback condition can
develop, in which network congestion leads to more retransmissions, which increase
congestion.

An adaptive schemehas its own problems. Supposethat the transport entity
keeps track of the time taken to acknowledge data segments and sets its retrans-
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mission timer based on the average of the observed delays. This value cannot be
trusted for three reasons:

e The peer entity may not acknowledge a segment immediately;recall that we
gave it the privilege of cumulative acknowledgments.

e If a segment has been retransmitted, the sender cannot know whetherthe
received ACKis a responsetotheinitial transmission or the retransmission.

¢ Network conditions may change suddenly.

Eachof these problemsis a cause for some further tweaking of the transport algo-
rithm, but the problem admits of no complete solution. There will always be some
uncertainty concerning the best value for the retransmission timer.

Incidentally, the retransmission timer is only one of a number of timers
needed for properfunctioning of a transport protocol; these are listed in Table 17.1,
together with a brief explanation. Furtherdiscussion will be found in what follows.

Duplicate Detection

If a segmentis lost and then retransmitted, no confusion will result. If, however, an
ACKis lost, one or more segments will be retransmitted and, if they arrive suc-
cessfully, will be duplicates of previously received segments. Thus,the receiver must
be able to recognize duplicates, The fact that each segmentcarries a sequence num-
ber helps but, nevertheless, duplicate detection and handlingis no easy thing. There
are two Cases:

° A duplicate is received prior to the close of the connection.
° A duplicate is received after the close of the connection.

Notice that we say “a” duplicate rather than “the” duplicate. From the
sender’s point of view, the retransmitted segment is the duplicate. However, the
retransmitted segment may arrive beforethe original segment, in which case
the receiver viewsthe original segment as the duplicate. In any case, two tactics are
needed to cope with a duplicate received prior to the close of a connection:

© The receiver must assume thatits acknowledgment was lost and therefore
must acknowledge the duplicate. Consequently, the sender must not get con-
fused if it receives multiple ACKsto the same segment.

TABLE 17.1 Transport protocol timers.           

Retransmission timer Retransmit an unacknowledged segment
Reconnection timer Minimum time between closing one connection and opening another with

the same destination address

Window timer Maximum time between ACK/CREDIT segments
Retransmit-SYN timer Time between attempts to open a connection
Persistence timer Abort connection when no segments are acknowledged
Inactivity timer _ Abort connection when no ségmentsare receiveda             
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e The sequence numberspace must be long enough so as not to “cycle”in less
than the maximum possible segmentlifetime.

Figure 17.9 illustrates the reason for the latter requirement. In this example,
the sequence spaceis of length 8. For simplicity, we assumea sliding-window pro-
tocol with a window size of 3. Suppose that A has transmitted data segments0, 1,
and 2 and receives no acknowledgments. Eventually, it times-out and retransmits
segment0. B has received 1 and 2, but 0 is delayed in transit. Thus, B does not send
any ACKs. When the duplicate segment 0 arrives, B acknowledges 0, 1, and 2.
Meanwhile, A has timed-out again and retransmits 1, which B acknowledges with
another ACK 2. Things now seem to have sorted themselves out, and data transfer
continues. When the sequence space is exhausted, A cycles back to sequence num-
ber 0 and continues. Alas, the old segment 0 makes a belated appearance andis
accepted by B before the new segment0 arrives.

Transport Transport
Entity A Entity B

XZ:oO

SN 1

SN 2

A times out and |
retransmits SNQ ~~" 0

A times out and SN1retransmits SN 1 ~~

SN 5 . 3

SN6 ACK &\—
=\

SN 7 ACK!

ACK ON
SNOQ Obsolete SN 0

arrives

FIGURE 17.9 Example of incorrect duplicate detection.

It should be clear that the untimely emergence of the old segment would have
caused no difficulty if the sequence numbers had not yet wrapped around. The
problem is: How big must the sequence space be? This depends on, among other
things, whether the network enforces a maximum packetlifetime, as well as the rate
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at which segments are being transmitted. Fortunately, each additionof a single bit
to the sequence numberfield doubles the sequence space, so it is rather easy to
select a safe size. As we shall see, the standard transport protocols allow stupendous
sequence spaces.

Flow Control

Thecredit-allocation flow control mechanism described earlier is quite robust in the
face of an unreliable network service and requireslittle enhancement. We assume
that the credit allocation schemeis tied to acknowledgmentsin the following way:
To both acknowledge segments and grant credit, a transport entity sends a control
segmentof the form (ACK N, CREDIT M), where ACK N acknowledgesall data
segments through number N, and CREDIT ™ allows segments number N + 1
though N + M to be transmitted. This mechanism is quite powerful. Consider that
the last control segment issued by B was (ACK N, CREDIT M). Then,

e To increase or decrease credit to Xwhen no additional segments have arrived,.
B can issue (ACK N, CREDIT X).

e To acknowledge a new segment withoutincreasing credit, B can issue (ACK
N + 1, CREDIT M — 1).

If an ACK/CREDIT segmentis lost, little harm is done. Future acknowledg-
ments will resynchronize the protocol. Further, if no new acknowledgments are
forthcoming, the sender times-out and retransmits a data segment, whichtriggers a
new acknowledgment. However,it is still possible for deadlock to occur. Consider
a situation in which B sends (ACK N, CREDIT0), temporarily closing the window.
Subsequently, B sends (ACK N, CREDIT M),but this segmentis lost. A is await-
ing the opportunity to send data, and B thinks that it has granted that opportunity.
To overcome this problem, a window timer can be used. This timer is reset with
each outgoing ACK/CREDIT segment. If the timer ever expires, the protocol
entity is required to send an ACK/CREDIT segment, evenif it duplicates a previ-
ous one. This breaks the deadlock andalso assures the other end that the protocol
entity is still alive.

Analternative or supplemental mechanism is to provide for acknowledgments
to the ACK/CREDITsegment. With this mechanismin place, the window timer can
have quite a large value without causing muchdifficulty.

Connection Establishment

As with other protocol mechanisms, connection establishment must take into ac-
count'the unreliability of a network service. Recall that a connection establishment
calls for the exchange of SYNs, a procedure sometimes referred to as a two-way
handshake. Suppose that A issues an SYNto B.It expects to get an SYN back,con-
firming the connection. Two things can go wrong: A’s SYN can belost or B’s
answering SYN canbelost. Both cases can be handled byuse of a retransmit-SYN
timer. After A issues an SYN,it will reissue the SYN whenthetimerexpires.

This situation gives rise, potentially, to duplicate SYNs. If A’s initial SYN was
lost, there are no duplicates. If B’s response waslost, then B may receive two SYNs
from A. Further, if B’s response was not lost, but simply delayed, A may get two
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responding SYNs;all of this means that A and B must simply ignore duplicate SYNs
once a connection is established.

There are other problems with which to contend. Just as a delayed SYN or
lost response can give rise to a duplicate SYN, a delayed data segmentorlost
acknowledgmentcan give rise to duplicate data segments, as we have seen in Fig-
ure 17.9). Such a delayed or duplicated data segmentcan interfere with connection
establishment,as illustrated in Figure 17.10. Assume that with each new connection,
each transport protocol entity begins numbering its data segments with sequence
number 0. In the figure, a duplicate copy of segment 2 from an old connection
arrives during the lifetime of a new connection andis delivered to B before deliy-
ery of the legitimate data segment number 2. One way of attacking this problem is
to start each new connection with a different sequence number, far removed from
the last sequence numberof the most recent connection. For this purpose, the con-
nection request is of the form SYN i, where i is the sequence numberofthefirst
data seginent that will be sent on this connection.

Now,consider that a duplicate SYN i maysurvive past the termination of the
connection. Figure 17.11 depicts the problem that may arise. An old SYN i arrives
at B aftet the connection is terminated. B assumesthat this is a fresh request and
responds with SYN j. Meanwhile, A has decided to open a new connection with B
and sends SYN &k; B discards this as a duplicate. Now, both sides have transmitted
and subsequently received a SYN segment, and therefore think that a valid con-

A B

eyAinitiates a connection
_as B accepts and acknowledges

SN
A begins transmission

ML

 
eeeeObsolete segment SN = 2 is accepted;valid segment SN = 2 is discarded as duplicate

FIGURE17.10 The two-way handshake: problem with
obsolete data segment.
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Obsolete SYN i arrives

SYN, siN j B responds; A sends new SYN

B discards duplicate SYN

SNky 1

FIGURE 17.11 The two-way handshake: problem with obsolete SYN segments.

B rejects segmentas out of sequence

nection exists. However, when A initiates data transfer with a segment numbered k,
B rejects the segment as being out of sequence.

The way out of this problem is for each side to acknowledge explicitly the
other’s SYN and sequence number. The procedure is known as a three-way hand-
shake. The revised connection state diagram, whichis the one employed by TCP,is
shown in the upperpart of Figure 17.12. A new state (SYN RECEIVED)is added,
in which the transport entity hesitates during connection opening to assure that the
SYN segments sent by the two sides have both been acknowledged before the con-
nection is declared established. In addition to the new state, there is a control seg-
ment (RST) to reset the other side when a duplicate SYN is detected.

Figure 17.13 illustrates typical three-way handshake operations. Transport
entity A initiates the connection; a SYN includes the sending sequence number,i.
The responding SYN acknowledges that number and includes the sequence number
for the other side. A acknowledges the SYN/ACKinits first data segment. Nextis
showna situation in which an old SYN & arrives at B after the close of the relevant

connection. B assumesthat this is a fresh request and responds with SYN j, ACKi.
WhenA receives this message,it realizes that it has not requested a connection and
therefore sends an RST, ACK j. Note that the ACK j portion of the RST message
is essential so that an old duplicate RST does not abort a legitimate connection
establishment. The final example shows a case in which an old SYN, ACKarrives
in the middle of a new connection establishment. Because of the use of sequence
numbers in the acknowledgments,this event causes no mischief.

The upper. part of Figure 17.12 does not include transitions in which RSTis
sent. This was donefor simplicity. The-basic rule is to send an RST if the conneéc-

tion state is not yet OPEN and aninvalid:ACK (one that does not reference some-
thing that was sent) is received. The reader should try various combinations of
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Send ACK !

ON i Timeout ima, eae
_.| TIME WAIT (2 MSL) — CLOSED

LEGEND
SV = state vector

MSL = maximum segmentlifetime

FIGURE 17.12 TCP entity state diagram.

events to see that this connection establishment procedure worksin spite of any
combination of old and lost segments,

Connection Termination

Thestate diagram of Figure 17.7 defines the use of a simple two-way handshake for
connection establishment, which was found to be unsatisfactory in the face of an
unreliable network service. Similarly, the two-way handshake defined in that dia-
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eeeeA initiates a connection
SYNj: ACKi B accepts and acknowledges
SN;

RACK

(a) Normaloperation

SY¥x .Zoe Obsolete SYN arrives
SYN} ACK B accepts and acknowledges

RST, .
SAC

A acknowledges and begins transmission

A rejects B’s connection

(b) Delayed SYN

cet

SYN; swe
A initiates a connection

Old SYN arrives at A; A rejects

B accepts and acknowledges

 
SN: 42 CK;eSaeA acknowledges and begins transmission

{c) Delayed SYN, ACK

FIGURE 17.13 Examples of three-way handshake.

gram for connection termination is inadequate for an unreliable network service.
The following scenario could be caused by a misordering of segments. A transport
entity in the CLOSE WAITstate sendsits last data segment, followed by a FIN seg-
ment, but the FIN segmentarrives at the other side before the last data segment.
The receiving transport entity will accept that FIN, close the connection, and lose
the last segment of data. To avoid this problem, a sequence numbercan beassoci-
ated with the FIN, which can be assigned the next sequence numberafter the last
octet of transmitted data. With this refinement, the receiving transport entity, upon
receiving a FIN, will wait if necessary for the late-arriving data before closing the
connection.

A moreserious problem is the potential loss of segments and the potential
presence of obsolete segments. Figure 17.12 shows that the termination procedure
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adoptsa similar solution to that used for connection establishment, Each side must
explicitly acknowledgethe FIN ofthe other, using an ACK with the sequence num-
ber of the FIN to be acknowledged. For a graceful close, a transport entity requires
the following:

° It must send a FIN i and receive an ACKi.

e It must receive a FIN j and send an ACKj.
° It must wait an interval equal to twice the maximum-expected segment

lifetime

Crash Recovery

When the system upon whichatransport entity is running fails and subsequently
restarts, the state information ofall active connectionsis lost. The affected connec-

tions become half-open, as the side that did not fail does notyet realize the prob-
lem.

Thestill active side of a half-open connection can close the connection using
a give-up timer. This timer measures the time the transport machinewill continue
to await an acknowledgment(orother appropriate reply) of a transmitted segment
after the segment has been retransmitted the maximum numberof times. When the
timer expires, the transport entity assumesthat either the other transport entity or
the intervening networkhasfailed. Asa result, the timer closes the connection, and
signals an abnormalclose to the TS user.

In the eventthat a transport entity fails and quickly restarts, half-open con-
nections can be terminated more quickly by the use of the RST segment. Thefailed
side returns an RST i to every segmenti that it receives. When the RST i reaches
the otherside, it must be checkedfor validity based on the sequence numberi, as
the RST could bein response to an old segment. If the reset is valid, the transport
entity performs an abnormaltermination.

These measuresclean upthesituation at the transport level. The decision as
to whether to reopen the connection is up to the TS users. The problem is one of
synchronization. At the time of failure, there may have been one or more out-
standing segments in either direction. The TS user on the side that did notfail
knows how much data it has received, but the other user may not if state in-
formation were lost. Thus, there is the danger that some user data will be lost or
duplicated,

17.3 TCP

The TCP/IP protocolsuite includes two transport-level.protocols: the Transmission
Control Protocol (TCP), which is connection-oriented, and the User Datagram Pro-
tocol (UDP), which is connectionless. In this section, we look at TCP (specified in
RFC 793)—first at the service it provides to the TS user, and then at the internal
protocol details.
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TCP Services

TCP is designed to provide reliable communication between pairs of processes
(TCP users) across a variety of reliable and unreliable networks and internets.
Functionally, it is equivalent to Class 4 ISO Transport. In contrast to the ISO
model, TCPis stream oriented. That is, TCP users exchange streams of data. The
data are placed in allocated buffers and transmitted by TCP in segments. TCP sup-
ports security and precedencelabeling. In addition, TCP provides two useful facili-
ties for labeling data, push and urgent:

¢ Data stream push. Ordinarily, TCP decides when sufficient data have accu-
mulated to form a segmentfor transmission. The TCP user can require TCP
to transmit all outstanding data up to and including those labeled with a push
flag. On the receiving end, TCP will deliver these data to the user in the same
manner; a user might requestthis if it has cometo a logical break in the data.

Urgent data signaling. This provides a means of informing the destination
TCP user that significant or “urgent” data is in the upcoming data stream.It
is up to the destination user to determine appropriate action.

As with IP, the services provided by TCP are defined in terms of primitives
and parameters. The services provided by TCP are considerably richer than those
provided by IP, and, hence, the set of primitives and parameters is more complex.
Table 17.2 lists TCP service request primitives, which are issued by a TCP user to
TCP, and Table 17.3 lists TCP service response primitives, which are issued by TCP
to a local TCP user. Table 17.4 provides a brief definition of the parameters
involved. Several comments are in order.

The two Passive Open commandssignal the TCP user’s willingness to accept
a connection request. The Active Open with Data allows the user to begin trans-
mitting data with the opening of the connection.

TCP Header Format

TCPusesonly a single type of protocol data unit, called a TCP segment. The header
is shown in Figure 17.14. Because one header must serve to perform all protocol
mechanisms,it is rather large, with a minimum length of 20 octets. The fields are

© Source port (16 bits). Source service access point.

Destination port (16 bits). Destination service access point.

Sequence number (32 bits). Sequence numberof the first data octet in this
segment except when SYN is present. If SYN is present, it is the initial
sequence number(ISN), and the first data octet is ISN + 1.
Acknowledgment number (32 bits). A piggybacked acknowledgment. Con-
tains the sequence numberof the next octet that the TCP entity expects to
receive.

Data offset (4 bits). Number of 32-bit words in the header.
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TABLE 17.2 TCP service request primitives,      

Primitive Parameters Descriptionen

Unspecified source-port, [timeout], [timeout- Listen for connection attemptat
Passive Open action], [precedence], [security-range] specified security and precedence

from any remote destination.
Fully Specified source-port, destination-port, Listen for connection attemptat

Passive Open destination-address,[timeout], specified security and precedence
[timeout-action], [precedence], from specified destination.
[security-range]

Active Open source-port,destination-port, Request connectionat a particular
destination-address,[timeout], security and precedence to a
[timeout-action], [precedence], specified destination.
[security]

Active Open with source-port, destination-port, Request connection at a particular
Data destination-address,[timeout], security and precedence to a

{timeout-action], [precedence], specified destination and transmit
[security], data, data-length, PUSH- data with the request
flag, URGENT-flag

Send local-connection-name, data, data- Transfer data across named
length, PUSH-flat, URGENT-flag, connection
[timeout], [timeout-action]

Allocate local-connection-name, data-length Issue incremental allocation for
- receive data to TCP

Close local-connection-name Close connection gracefully
Abort local-connection-name Close connection abruptly
Status local-connection-name Query connection status 

Note: Square brackets indicate optional parameters.        

e Reserved (6 bits). Reserved for future use.

e Hilags (6 bits).

URG:Urgentpointer field significant.
ACK: Acknowledgmentfield significant.
PSH:Push function.

RST: Reset the connection.

SYN: Synchronize the sequence numbers.
FIN: No more data from sender.

e Window (16 bits). Flow control credit allocation, in octets. Contains the num-
ber of data octets beginning with the one indicated in the acknowledgment
field that the senderis willing to accept.

¢ Checksum (16 bits). The one’s complementof the sum modulo 2!®~1 ofall the
16-bit words in the segment, plus a pseudo-header. Thesituation is described
below.

e Urgent Pointer (16 bits). Points to the octet following the urgent data; this
allows the receiver to know how much urgentdata are coming.

e Options (Variable). At present, only one optionis defined, which specifies the
maximum segmentsize that will be accepted.
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TABLE 17.3. TCP service response primitives. —  

 Primitive Parameters Description

Open ID local-connection-name, source-port, Informs TCP user of connection
destination-port*, destination-address*, name assigned to pending connection

requested in an Open primitive
OpenFailure local-connection-name Reports failure of an Active Open request
Open Success local-connection-name Reports completion of pending Open request
Deliver local-connection-name,data, data-length, Reportsarrival of data

URGENT-flag ‘
local-connection-name Reports that remote TCP user has issued a

Close andthat all data sent by remote user
have been delivered

Terminate local-connection-name,description Reports that the connection has been termi-
nated;a description of the reason for termi-
nation is provided

local-connection-name, source-port, Reports current status of connection
source-address, destination-port,

destination-address, connection-state,
receive-window,send-window, amount-

awaiting-ACK, amount-awaiting-receipt,
urgent-state, precedence, security,
timeout

local-connection-name,description Reports service-request or internal error 

* = Notused for Unspecified Passive Open.   

Several of the fields in the TCP header warrant further elaboration. The

source port and destination port specify the sending and receiving users of TCP. As
with IP, there are a number of common users of TCP that have been assigned num-
bers; these numbers should be reserved for that purpose in any implementation.
Other port numbers must be arranged by agreement between communicating
parties.

The sequence number and acknowledgment numberare boundto octets rather
than to entire segments, For example,if a segment contains sequence number 1000
and includes 600 octets of data, the sequence numberrefers to thefirst octet in the
data field; the next segmentin logical order will have sequence number 1600. Thus,
TCPis logically stream-oriented:It accepts a streamof octets from the user, groups
them into segments asit sees fit, and numbers each octet in the stream.

The checksum field ‘applies to the entire segment, plus a pseudo-header pre-
fixed to the headerat the time of calculation (at both transmission and reception).
The pseudo-header includes the following fields from. the IP header: source and
destination internet address and protocol, plus a segment length field (Figure
17.15). By including the pseudo-header, TCP protects itself from misdelivery by IP.
Thatis, if IP delivers a segment to the wrong host, even if the segment contains no
bit errors, the receiving TCP entity will detect the delivery error. If TCP is used over
IPv6, then the pseudo-headeris different, and is depicted in Figure 16.21.

The reader may feel that some items are missing from the TCP header, and
that is indeed the case. TCP is designed specifically to work with IP. Hence, some
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TABLE 17.4 TCP Service parameters,               

Source Port
Timeout

Timeout-action

Precedence

Security-range

Destination Port
Destination Address

Security

Data

Data Length
PUSHflag

URGENTflag

Local Connection Name

Description
Source Address
Connection State

Receive Window
Send Window

Amount Awaiting ACK
Amount Awaiting Receipt

Local TCP user.

Longest delay allowed for data delivery before automatic connection
termination or error report; user specified.

Indicates whether the connection is terminated or an error is reported
to the TCP userin the event ofa timeout.

Precedence level for a connection. Takes on values zero (lowest)
through seven (highest); same parameteras defined for IP

Allowed ranges in compartment, handling restriction, transmission
control codes, and security levels.

Remote TCP user.
Internet address of remote host.

Security information for a connection, including security level, com-
partment, handling restriction, and transmission control code; same
parameteras defined for IP.

Block of data sent by TCP user or delivered to a TCP user.
Length of block of data sent or delivered.
If set, indicates that the associated data are to be provided with the

urgent data stream pushservice.
If set, indicates that the associated data are to be provided with the

urgent data signaling service.
Identifier of a connection defined by a (local socket, remote socket)

pair; provided by TCP.
Supplementary information in a Terminate or Error primitive.
Internet address of the local host.

State of referenced connection (CLOSED, ACTIVE OPEN,
PASSIVE OPEN, ESTABLISHED, CLOSING).

Amountofdata in octets the local TCP entity is willing to receive.
Amountof data in octets permittedto be sent to remote TCP entity.
Amountof previously transmitted data awaiting acknowledgment.
Amountof data in octets buffered at local TCP entity pending receipt

by local TCP user.

          

Urgent State Indicates to the receiving TCP user whether there are urgent data
available or whether all urgent data, if any, have been delivered to
the user.

Bit

 20octets

FIGURE 17.14 TCP header.
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Source Address :
Destination Address “|>}Pseudoheader

      

Segment Length     

Header

        

TCP or UDP Segment

User Data 
     

FIGURE 17.15 Scope of checksum for TCP and UDP.

user parameters are passed down by TCPto IP for inclusion in the IP header. The
relevant ones are

©. Precedence: a 3-bit field

¢ Normal-delay/low-delay
® Normal-throughput/high-throughput

¢ Normal-reliability/high-reliability
e Security: an 11-bit field

It is worth observing that this TCP/IP linkage meansthat the required mini-
mum overhead for every data unit is actually 40 octets.

TCP Mechanisms

Connection lstablishment

Connection establishment in TCP always uses a three-way handshake. When the
SYN flag is set, the segmentis essentially a request for connection (RFC), and thus
functions as explained in Section 17.2. To initiate a connection, an entity sends an
RFC X, where X is the initial sequence number. The receiver responds with RFC
Y, ACK X bysetting both the SYN and ACK flags. Finally, the initiator responds
with ACK Y. If both sides issue crossing RFCs, no problem results; both sides
respond with ACKs. a,

A connection is uniquely determined by the source and destination ports.
Thus, at any one time, there can only be a single TCP connection between a unique
pair of ports. However, a given port can support multiple connections, each with a
different partner port.

Data Transfer

Although data are transferred in segments over a transport connection, data
transfer is viewed logically as consisting of a stream of octets. Hence, every octetis
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numbered, modulo 2”. Each segment contains the sequence numberof thefirst
octet in the data field. Flow controlis exercised using a credit allocation schemein
which thecredit is a number ofoctets rather than a numberof segments.

As was mentioned, data are buffered by the transport entity on both trans-
mission and reception. TCP normally exercises its own discretion as to when to con-
struct a segmentfor transmission and whento release received data to the user. The
PUSHflag is used to force the data so-far accumulatedto be sent by the transmit-
ter and passed onbythe receiver. This serves an end-of-letter function.

The user mayspecify a block of data as urgent. TCP will designate the end of
that block with an urgent pointer and sendit out in the ordinary data stream. The
receiving useris alerted that urgent data are being received.

If, during data exchange, a segmentarrives that is apparently not meantfor
the current connection, the RST flag is set on an outgoing segment. Examples of
this situation are delayed duplicate SYNs and an acknowledgmentof data not yet
sent.

 

Connection Termination

The normal means of terminating a connection consists of a graceful close. Each
TCP user must issue a CLOSEprimitive. The transport entity sets the FIN bit on
the last segmentthat it sends out, which also contains the last of the data to be sent
on this connection.

An abrupt termination occursif the user issues an ABORTprimitive. In this
case, the entity abandons all attempts to send orreceive data and discards data in
its transmission and reception buffers. An RST segmentis sent to the otherside.

TCP Implementation Policy Options

The TCP standard provides a precise specification of the protocol to be used
between TCPentities. However, certain aspects of the protocol admit several pos-
sible implementation options. Although two implementations that choosealterna-
tive options will be interoperable, there may be performance implications. The
design-area options are the following: |

 

 ° Sendpolicy
® Deliver policy , |
e Accept policy |

© Retransmit policy
© Acknowledge policy

 

Send Policy

In the absence of pushed data anda closed transmission window (see Figure 17.6a),
a sending TCP entity is free to transmit data at its own convenience. As data are
issued by the user, they are buffered in the transmit buffer. TCP may construct a
segment for each batch of data provided byits user, or it may wait until a certain
amount of data accumulates before constructing and sending a segment. Theactual
policy will depend on performanceconsiderations. If transmissions are infrequent
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andlarge, there is low overheadinterms of segment generation and processing. On
the other hand,if transmissions are frequent and small, then the system is provid-
ing quick response. :

Onedangerof frequent, small transmissions is known as the silly window syn-
drome, which is discussed in Problem 17.19.

Deliver Policy

In the absenceof a push,a receiving TCPentity is free to deliver datato the userat
its own convenience. It may deliver data as each in-order segmentis received, orit
may buffer data from a numberof segments in the receive buffer before delivery.
Theactual policy will depend on performanceconsiderations. If deliveries are infre-
quentand large, the useris not receiving data as promptly as maybedesirable. On
the other hand,if deliveries are frequent and small, there may be unnecessary pro-
cessing both in TCP andin the user software, as well as an unnecessary number of
operating-system interrupts.

Accept Policy

Whenall data segmentsarrive in order over a TCP connection, TCPplacesthe data
in a receive buffer for delivery to the user. It is possible, however, for segments to
arrive outof order. In this case, the receiving TCP entity has two options:

° Inm-order. Accept only segments that arrive in order; any segmentthat arrives
out of orderis discarded.

° In-window. Acceptall segments that are within the receive window (see Fig-
ure 17.6b).

The in-order policy makes for a simple implementation but places a burden on
the networking facility, as the sending TCP musttime-out and retransmit segments
that were successfully received but discarded because of misordering. Furthermore,
if a single segmentis lost in transit, then all subsequent segments must be retrans-
mitted once the sending TCP times out on the lost segment.

The in-window policy may reduce transmissions but requires a more complex
acceptance test and a more sophisticated data storage scheme to buffer and keep
track of data accepted out of order.

Forclass 4 ISO transport (TP4), the in-window policy is mandatory.

Retransmit Policy

TCP maintains a queue of segments that have been sent but not yet acknowledged.
The TCPspecification states that TCP wili retransmit a segmentifit fails to receive
an acknowledgment within a given time. A TCP implementation may employ one
of three retransmission strategies:

° Kirst-only. Maintain one retransmission timer for the entire queue. If an
acknowledgmentis received, remove the appropriate segment or segments
from the queue andreset the timer. If the timer expires, retransmit the seg-
mentat the front of the queue andreset the timer.
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° Batch. Maintain oneretransmissiontimer for the entire queue. If an acknowl-
edgmentis received, remove the appropriate segment or segments from the
queue andresetthe timer.If the timer expires, retransmit all segments in the
queue and reset the timer.

° Individual. Maintain one timer for each segmentin the queue.If an acknowl-
edgmentis received, remove the appropriate segment or segments from the
queue and destroy the corresponding timerortimers. If any timer expires,
retransmit the corresponding segment individually and resetits timer.

Thefirst-only policyis efficient in termsoftraffic generated, as only lost seg-
ments (or segments whose ACK waslost) are retransmitted. Because the timer for
the second segmentin the queueis not set until the first segmentis acknowledged,
however, there can be considerable delays; the individual policy solves this problem
at the expense of a more complex implementation. The batch policy also reduces
the likelihood of long delays but mayresult in unnecessary retransmissions.

Theactual effectiveness of the retransmit policy depends in part on the accept
policy of the receiver. If the receiver is using an in-order accept policy, then it will
discard segments receivedafter a lost segment; this fits best with batch retransmis-
sion.If the receiver is using an in-window accept policy, then a first-only or indi-
vidual retransmission policy is best. Of-course, in a mixed network of computers,
both acceptpolicies maybein use.

The ISO TP4 specification outlines essentially the same options for a retrans-
mit policy without mandating a particular one.

Acknowledge Policy

Whena data segmentarrivesthat is in sequence, the receiving TCP entity has two
options concerning the timing of acknowledgment:

° Immediate. When data are accepted, immediately transmit an empty (no
data) segment containing the appropriate acknowledgment number.

° Cumulative. When data are accepted, record the need for acknowledgment,
but wait for an outbound segment with data on which to piggyback the
acknowledgment. To avoid a long delay, set a window timer (see Table 17.1);
if the timer expires before an acknowledgmentis sent, transmit an empty seg-
ment containing the appropriate acknowledgment number.

The immediate policy is simple and keeps the sending TCP entity fully in-
formed, which limits unnecessary retransmissions. However, this policy results in
extra segmenttransmissions, namely, empty segments used only to ACK. Further-
more, the policy can case a further load on the network. Consider that a TCP entity
receives a segment and immediately sends an ACK;then the data in the segment
are released to the application, which expands the receive window, triggering
another empty TCP segmentto provide additional credit to the sending TCPentity,

Because of the potential overhead of the immediate policy, the cumulative
policy is typically used. Recognize, however, that the use ofthis policy requires
more processing at the receiving end and complicatesthe task of estimating round-
trip delay by the sending TCPentity.
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The ISO TP4 specification outlines essentially the same options for an
acknowledge policy without mandating a particular one.

17.4 UDP

In addition to TCP, there is one other transport-level protocol that is in common
use as part of the TCP/IP protocolsuite: the user datagram protocol (UDP), speci-
fied in RFC 768.

UDPprovides a conneetionless service for application-level procedures. Thus,
UDPis basically an unreliable service; delivery and duplicate protection are not
guaranteed. However, the overhead ofthe protocolis low, which may be adequate
in many cases. An example of the use of UDPis in the context of network manage-
ment, as described in Chapter 19.

UDPsits on top of IP. Because it is connectionless, UDP has. very little to do.
Essentially, it adds a port addressing capability to IP, best seen by examining the
UDPheader, shownin Figure 17.16. The headerincludes a source port and a desti-
nation port. The length field contains the length of the entire UDP segment, includ-
ing header and data. The checksum is the same algorithm used for TCP and IP. For
UDP,the checksum applies to the entire UDP segmentplus a pseudo-header pre-
fixed to the UDP headerat the time of calculation and is the same one used for TCP
(Figure 17.15). If an error is detected, the segment is discarded and no further
action is taken.

The checksum field in UDPis optional. If it is not used, it is set to zero. How-
ever, it should be pointed out that the IP checksum applies only to the IP header
and not to the data field, which in this case consists of the UDPheaderand the user
data. Thus, if no checksum calculation is performed by UDP,then no check is made.
on the user data.

Bit 0 16 31

8octets 
FIGURE17.16 UDP header.

17.5 RECOMMENDED READING

[PART88] contains reprints of a number of key papers dealing with specific transport pro-
tocol-design.issues. Good accounts of transport protocols can be found in [SPRA91] and
[HALS96].

HALS96 Halsall, F. Data Communications, Computer Networks, and Open Systems. Read-
ing, MA: Addison-Wesley, 1996.

PARTS88 Partridge, C. Innovations in Internetworking. Norwood, MA: Artech House, 1988.
SPRA91 Spragins, J., Hammond, J., and Pawlikowski, K. Telecommunications Protocols

and Design. Reading,MA: Addison-Wesley, 1991.
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17.6 PROBLEMS

17.1

17.2

173

17.4

17.5

17.6

17.7

17.8

17.9

17.10

17.11

17.12

17.13

It is commonpractice in most transport protocols (indeed, most protocols at all lev-
els) for control and data to be multiplexed over the same logical channel on a per-
user-connection basis. An alternative is to establish a single control transport
connection between each pair of communicating transport entities. This connection
would be used to carry control signals relating to all user transport connections be-
tweenthe-two entities. Discuss the implications ofthis Strategy.
The discussion of flow control with a reliable network service referred to a back-
pressure mechanism utilizing a lower-level flow control protocol. Discuss the dis-

' advantagesofthis strategy.
Twotransport entities communicate across a reliable network. Let the normalized
time to transmit a segment equal 1. Assumethat the end-to-end propagation delayis
3, and thatit takes a time 2 to deliver data from a received segment to the transport
user. The senderinitially granted a credit of seven segments. The receiver uses a con-
servative flow control policy and updatesits credit allocation at every opportunity.
Whatis the maximum achievable throughput?
Draw diagramssimilar to Figure 17.8 for the following. (Assumea reliable sequenced
networkservice.)
a. Connection termination:active/passive.
b. Connection termination:active/active.
c. Connection rejection.
d. Connection abortion: User issues an OPEN to a listening user, and then issues a

CLOSEbefore any data are exchanged.
With a reliable sequencing network service, are segment sequence numbersstrictly
necessary? What, if any, capability is lost without them?
Consider a connection-oriented network service that suffers a reset. How could this
problem be dealt with by a transport protocol that assumes that the network service
is reliable except for resets?

‘The discussion of retransmission Strategy made reference to three problems associ-
ated with dynamic timer calculation, What modifications to the strategy would help
to alleviate those problems?

Consider a transportprotocol that uses a connection-oriented network service. Sup-
posethat the transportprotocoluses a credit-allocation flow control scheme,and the
network protocol uses a sliding window scheme. What relationship, if any, should
there be between the dynamic window of the transport protocol and the fixed window
of the network protocol?

In a network that has a maximum packetsize of 128 bytes, a maximum packetlife-
time of 30s, and an 8-bit packet sequence number, whatis the maximum datarate perconnection?

Is a deadlock possible using only a two-way handshake instead of a three-way hand:
shake? Give an example or prove otherwise.
Why is UDP needed? Whycan’t a user program directly access IP?
Listed beloware fourstrategies that can be used to provide a transport user with the
address of the destination transportuser. For each one, describe an analogy with the
Postal Service user.

a. Know the address ahead of time.
b. Makeuse of a “well-known address.”
c. Use a nameserver.

d. Addressee is spawnedat request time.
In a credit flow control scheme, what provision can be madeforcredit allocations that
are lost or misordered in transit?
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Whathappensin Figure.17.7 if an SYN comes in while the requested useris in
CLOSED?Is there any way to get the attention of the user whenit is not listening?
In Section 17.2, it was pointed out that an adaptive, or dynamic, calculation of the
retransmission timer may be desirable. One approach would be to simply take the
average of observed round-trip times over a number of segments, and then set the
retransmission timer equal to a value slightly greater then the average.If the average
accurately predicts future round-trip delays, then the resulting retransmission timer
will yield good performance. The simple averaging method can be expressed as fol-
lows:

K+1

ARTT(K + 1) = a i S) RTT)i=1

 

where RTT(K)is the round-trip time observed for the Kth transmitted segment, and
ARTT(K) is the average round-trip time for the first K segments. This expression can
be rewritten as foliows:

K 1
K+1 ARTT(K) + K+ RTT(K + 1)

a. The TCP standard recommendsthe following formulas for estimating round-trip
time and setting the retransmission timer:

SRTT(K + 1) = aX SRTT(K) + (1 — a) X RTT(K + 1)

RXT(K + 1) = MIN(UBOUND, MAX(LBOUND, B X SRTT(K + 1)))
where SRTT is referred to as the smoothed round-trip time, RXT(K) is the
retransmission timer value assigned after the first K segments, UBOUND and
LBOUNDarepre-chosen fixed upper and lower bounds on the timer value, and
a and f are constants. The recommendedinitial values for a new connection are
RTT = O seconds, and RXT = 3 seconds.

Now,consider that the observed round-trip times for the first 20 segments on a
connection have the following values: 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 10, 10, 10, 10, 10,
10, 10, 10, 10, 10. Show the values for ARRT(K), SRTT(K), and RXT(K)forthis
sequence. For the latter two parameters, include results for a = 0.25, 0.75, and
0.875, and 6 = 1.0 and 1.25.

b. Repeat part (a) for the sequence 20; 19, 18, 17, 16, 15, 14, 13, 12, 11, 10, 10, 10, 10,
10, 10, 10, 10, 10, 10.

c. What function do a and B perform, and whatis the effect of higher and lowerval-
ues of each? Compare SRTT with ARTT.

The technique specified in the TCP standard, and described in the previous problem,
enables a TCP entity to adapt to changes in round-trip time. However, it does not
cope well with a situation in which the round-trip time exhibits a relatively high vari-
ance, To cope with this, Von Jacobsen proposed-a refinement to the standard algo-
rithm that has now been officially adopted for use with TCP. The algorithm can be
sumimarized as follows:

SRTT(K + 1) = (1-y) X SRTT(K) + y X RTT(K + 1)

ERR(K + 1) = RTT(K + 1)-SRTT(K)

SDEV(K + 1) = SDEV(K) + y X (IERR(K + 1)-SDEV(K))

= (1-y) X SDEV(K) + y X |ERR(K + 1)

RXT(K + 1) = SRTT(K + 1) +2 X SDEV(K + 1)

where SDEYis the smoothed estimate of deviation of round-trip time, and ERRis
the difference between the predicted and observed values of round-trip time.
a. Show the values of SRTT(K) and RXT(K) for the same sequences used in parts

(a) and (b) of the preceding problem, for y = 0.75, 0.25, and 0.125.

ARTT(K + 1) =
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b. Compare Von Jacobsen’s algorithm with the original TCP algorithm. What does
the Von Jacobsen algorithm do? Howisit superior to the original algorithm?

17.17 The Von Jacobsen algorithm is quite effective in tracking the round-trip time until

17.18

17.19

17.20

there is a period in which the variability of round-trip timesis high or until there is a
need to retransmit segments due to timer expiration.
a. What problem does retransmission cause in estimating round-trip time?
b. Suggest and justify a way to compensate for retransmissions, Hint: The approach

mandated for TCP, known as Karn’s algorithm, is as follows: Follow the Von
Jacobsen algorithm until a timer expires, necessitating retransmission. Then use a
different strategy until an acknowledgmentarrives before a timer expires, Nowall
you need to do is come up with this alternative strategy.

The primary objective of developing a dynamic retransmission timer algorithm is to
coordinate the needs of sender and receiver so that the senderis not delivering data
either too quickly or too slowly for the receiver. A dynamic retransmission timer has
the side effect of helping to cope with network congestion. As network congestion
increases, retransmission timers will lengthen, thereby reducing the total network
load. However, dynamic timers alone are insufficient to fully cope with severe net-
work congestion, Because the details of the network level are hidden from TCP,it is
difficult for TCP to shape its behavior to respond to congestion. However, the fact
that retransmission timers are lengthening gives the TCP entity some feel for the
degree of congestion. :
a. TCP mandatesthe use of a congestion window, whosesizeis altered to respondto

congestion, At any time, TCP acts asif its window size is

allowed__window = MIN[received__credit, congestion__window].
Duringperiods of normaltraffic, the congestion window is the sameas theactual
window.Suggest a strategy for altering the congestion window during periods of
congestion. Hint: Review the binary-exponential backoff technique used for
CSMA/CD LANs.

b. Whenaperiod of congestion appears to be over, we wouldlike to restore trans-
mission to the use of the actual window. However,it is best to avoid an abrupt
transition to the full window, as this might reawaken congestion. Suggest a con-
servative approach.

A poor implementation of TCP’s sliding-window schemecan lead to extremely poor
performance. There is a phenomenon knownas the Silly Window Syndrome (SWS),
whichcan easily cause degradation in performance by several factors of ten. As an
example of SWS,consideran application thatis engaged in a lengthyfile transfer, and
that TCPis transferringthisfile in 200-octet segments. The receiver initially provides
a credit of 1000. The senderuses up this window with five segments of 200 octets, Now
suppose that the receiver returns an acknowledgmentto’each segment and provides
an additional credit of 200 octets for every received segment. From the receiver’s
point of view, this opens the window back up to 1000 octets. However, from the
sender’s pointof view,if the first acknowledgmentarrivesafter five segments have
beensent, a window of only 200 octets becomes available. Assumethat at some point
the receiver calculates a window of 200 octets but has only 50 octets to send until it
reaches a “push”point. It therefore sends 50 octets in one segment, followed by 150
octets in the next segment, and then resumes transmissionof 200-octet segments,
What might now happento cause a performance problem? State the SWS in more
general terms.

TCP mandates that both the receiver and the sender should incorporate mechanisms
to cope with SWS.
a. Suggest a strategy for the receiver. Hint: Let the receiver “lie” about how much

buffer space is available under certain circumstances; state a reasonable rule of
thumb for this approach.

b. Suggest.a strategy for the sender. Hint: Consider the relationship between the
maximum possible send window and whatis currently available to send.
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gone two major changesin the last several decades. Before the widespread
use of data processing equipment, the security of information felt to be

valuable to an organization was provided primarily by physical and administrative
means; an example of the formeris the use of ruggedfiling cabinets with a combi-
nation lock for storing sensitive documents; an exampleofthelatter is personnel
screening procedures used duringthe hiring process.

With the introduction of the computer, the need for automatedtools for pro-
tecting files and other information stored on the computer becameevident;this is
especially the case for a shared system, such as a time-sharing system, and the need
is even moreacute for systems that can be accessed overa public telephone or data
network. The generic name for the collection of tools designed to protect data and
to thwart hackers is computer security. Although this is an important topic, it is
beyondthe scopeof this book andwill be dealt with only briefly.

The second major change thataffected security is the introduction of distrib-
uted systems and the use of networks and communicationsfacilities for carrying
data between terminal user and computer and between computer and computer.
Network security measures are needed to protect data during their transmission,
and to guarantee that data transmissions are authentic.

Theessential technology underlying virtually all automated network and corn-
puter security applications is encryption, Two fundamental approachesare in use:
conventional encryption, also known as symmetric encryption, and public-key
encryption, also known as asymmetric encryption. As we look at the various
approaches to network security, these two types of encryption will be explored.

The chapterbegins with an overviewof the requirements for network security.
Next, we look at conventional encryption andits use in providing privacy;this is fol-
lowed by a discussion of message authentication. We then look at the use of public-
key encryption and digital signatures. The chapter closes with an examination of
security features in [Pv4 and IPv6.

T= requirements of information security within an organization have under-

18.1 SECURITY REQUIREMENTS AND ATTACKS

In orderto be able to understandthe typesof threats that exist to security, we nged
to have a definition of security requirements. Computer and network security
address three requirements:

° Secrecy. Requires that the information in a computer system only be accessi-
ble for reading by authorized parties. This type of access includes printing, dis-
playing, and other forms ofdisclosure, including simply revealing the exis-
tence of an object.

° Integrity. Requires that computer system assets can be modified only by
authorized parties. Modification includes writing, changing, changing status,
deleting, and creating.

° Availability. Requires that computer system assets are available to authorized
parties.
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The typesof attacks on the security of a computer system or network are best char-
acterized by viewing the function of the computer system as providing information.
In general, there is a flow of information from a source, such as a file or a region of
main memory, to a destination, such as anotherfile or a user. This normal flow is

depicted in Figure 18.1a, The remainingparts of the figure show the following four
general categories of attack:

Interruption. An asset of the system is destroyed or becomes unavailable or
unusable. This is an attack on availability. Examples include destruction of a
piece of hardware, such as a hard disk, the cutting of a communicationline, or
the disabling of the file managementsystem.
interception. An unauthorized party gains accessto an asset. This is an attack
on confidentiality. The unauthorized party could be a person, a program,or a
computer, Examples include wiretapping to capture data in a network, and
the illicit copying of files or programs.

Modification, An unauthorized party not only gains access to but tampers
withar asset. This is an attack on integrity. Examples include changingvalues
in a data file, altering a program so that it performs differently, and modify-
ing the content of messagesbeing transmitted in a network.

Fabrication. An unauthorized party inserts counterfeit objects into the sys-
tem. This is an attack on authenticity. Examples includethe insertion of spu-
rious messages in a network or the addition of records toa file.

A useful categorization of these attacks is in terms of passive attacks and
active attacks (Figure 18.2).

S

Information Information
Source Destination

(a) Normal Flow

O— O Oy0

C)

O
(b) Interruption (c) Interceptionp

(d) Modification —~ (e) Fabrication

FIGURE 18.1 Security threats.
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Passive Threats

Interception (secrecy)

Release of Message Contents Traffic Analysis

Active Threats

Interruption Modification Fabrication
(availability) (integrity) (integrity)

FIGURE18.2 Active and passive network security threats.

 
Passive Attacks

Passive attacks mean the eavesdropping on, or monitoring of, transmissions. The
goal of the opponentis to obtain information that is being transmitted. Two types
of attacks are involved here: release-of-message contents and traffic analysis.

The release-of-message contents is easily understood. A telephone conver-
sation, an electronic mail message, a transferredfile may contain sensitive or con-
fidential information. We would like to prevent the opponent from learning the
contents of these transmissions. _

The secondpassive attack,traffic analysis, is more subtle. Suppose that we had
"a way of maskingthe contents of messagesor other informationtraffic so that Oppo-
nents, even if they captured the message,could not extract the information from the
message. The common technique for masking contents is encryption. If we had
encryption protection in place, an opponent mightstill be able to observethe pat-
tern.of these messages. The opponent could determine the location and identity of
communicating hosts and could observe the frequency and length of messagesbeing
exchanged. This information might be useful in guessing the nature of the commu-
nication that was taking place.

Passive attacks are very difficult to detect because they do not involve any
alteration of the data. However,it is feasible to prevent the success of these attacks.
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Thus, the emphasis in dealing with passive attacks is on prevention rather than
detection.

Active Attacks

The second major category of attack is active attacks, These attacks involve some
modification of the data stream or the creation of a false stream and can be subdi-

vided into four categories: masquerade, replay, modification of messages, and
denialof service.

A masquerade takes place when oneentity pretendsto be a differententity. A
masquerade attack usually includes one of the other forms of active attack. For
example, authentication sequences can be captured and replayed after a valid
authentication sequence has taken place, thus enabling an authorized entity with
few privileges to obtain extra privileges by impersonating an entity that has those
privileges.

Replay involvesthe passive capture of a data unit and its subsequent retrans-
mission to produce an unauthorizedeffect.

Modification ofmessages simply means that someportion of a legitimate mes-
sage is altered, or that messages are delayed or reordered, to produce an unautho-
rized effect. For example, a message meaning “Allow John Smith to read confiden-
tial file accounts” is modified to mean “Allow Fred Brown to read confidentialfile
accounts.”

The denial of service prevents or inhibits the normal use or managementof
communications facilities. This attack may have a specific target; for example, an
entity may suppressall messages directed to a particular destination (e.g., the secu-
rity audit service). Another form of service denial is the disruption of an entire net-
work,either by disabling the network or by overloading it with messages so as to
degrade performance.

Active attacks present the opposite characteristics of passive attacks. Whereas
passive attacks are difficult to detect, measures are available to prevent their suc-
cess. On the other hand,it is quite difficult to prevent active attacks absolutely, as
to do so would require physical protection of all communicationsfacilities and paths
at all times. Instead, the goal is to detect them and to recover fromany disruption
or delays caused by them. Because the detection hasa deterrent effect;-it may also
contribute to prevention.

18.2 PRIVACY WITH CONVENTIONAL ENCRYPTION

The universal technique for providing privacy for transmitted data is conventional
encryption. This section looksfirst at the basic concept of conventional encryption,
followed by a discussion of the two most popular conventional encryption tech-
niques: DESandtriple DES. We then examinethe application of these techniques
to achieve privacy.
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Conventional Encryption

Figure 18.3 illustrates the conventional encryption process. The originalintelligible
message, referred to as plaintext, is converted into apparently random nonsense,
referred to as ciphertext. The encryption process consists of an algorithm and a key.
The key is a value independent ofthe plaintext that controls the algorithm, The
algorithm will produce a different output depending onthe specific key being used
at the time. Changing the key changesthe outputof the algorithm.

Oncethe ciphertext is produced,it is transmitted. Uponreception,the cipher-
text can be transformed back to theoriginal plaintext by using a decryption algo-
rithm and the same key that was used for encryption.

The security of conventional encryption depends onseveralfactors. First, the
encryption algorithm must be powerful enough sothatitis impractical to decrypt a
message on the basis of the ciphertext alone. Beyond that, the security of conven-
tional encryption depends onthe secrecyof the key, not on the secrecy of the algo-
rithm. Thatis, it is assumed thatit is impractical to decrypt a message on the basis
of the ciphertext plus knowledge. of the encryption/decryption algorithm. In other
words, we don’t need to keep the algorithm secret; we only need to keep the key
secret.

This feature of conventional encryption is what makesit feasible for wide-
spread use. The fact that the algorithm need not be kept secret means that manu-
facturers can and have developed low-cost chip implementationsof data encryption
algorithms. These chips are widely available and incorporated into a numberof
products. With the use of conventionalencryption, the principal security problem is
maintaining the secrecyof the key.

Let us take a closer look at the essential elements of a conventional encryp-
tion scheme, again using Figure 18.3. There is some source for a message, which

p>
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Secure Channel
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FIGURE18.3 Model of conventional cryptosystem.
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producesthe following message in plaintext: X = [X4, Xo,..., Xi]. The M elements
of X are letters in somefinite alphabet. Traditionally, the alphabet usually consisted _
of the 26 capital letters. Nowadays, the binary alphabet{0, 1} is typically used. For
encryption, a key of the form K = [Kj, K>, ..., K;] is generated.If the key is gen-
erated at the message source, then it must also be provided to the destination by.
means of somesecure channel. Alternatively, a third party could generate the key
and securely deliver it to both source and destination.

With the message X and the encryption key K as input, the encryption algo-
rithm, or encrypter, forms the ciphertext Y = [Y, Y2,..., Yj]. We can write this as _

Y = Ex(X)

This notation indicates that Y is produced by using encryption algorithm E as a
function of the plaintext X, with the specific function determined by the value of the
key K.

The intended receiver, in possession of the key, is able to invert the transfor-
mation:

X = Dx(Y)

An opponent, observing Y but not having access to K or X, must attempt to
recover X and K or both X and K.It is assumed that the opponent does have knowl-
edge of the encryption (E) and decryption (D) algorithms. If the opponentis in-
terested in only this particular message, then the focus of the effort is to recover X
by generating a plaintext estimate X. Often, however, the opponentis interested in
being able to read future messages as well, in which case an attempt is made to
recover K by generating a plaintext estimate K.

Encryption Algorithms

The most commonly used conventional encryption algorithms are block ciphers. A
block cipher processes the plaintext input in fixed-size blocks, and produces a block
of ciphertext of equal size for each plaintext block. The two most important con-
ventional algorithms, both of which are block ciphers, are DES and Triple DES.

The Data Encryption Standard (DES)

The most widely used encryption schemeis defined in the data encryption standard
(DES) adopted in 1977 by the National Bureau of Standards, now the National
Institute of Standards and Technology (NIST), as Federal Information Processing
Standard 46 (FIPS PUB 46). In 1994, NIST “reaffirmed” DESfor federal use for
another five years [NIST94]; NIST recommends the use of DES for applications
other than the protectionofclassified information.

The overall scheme for DES encryptionis illustrated in Figure 18.4. As with
any encryption scheme,there are two inputs to the encryption function: the plain-
text to be encrypted and the key. In this case, the plaintext must be 64 bits in length,
and the keyis 56 bits in length.
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FIGURE18.4 General depiction of DESalgorithm.

The processing of the plaintext proceeds in three phases. First, the 64-bit
plaintext passes through aninitial permutation (IP) that rearrangesthe bits to pro-
duce the permuted input. This IP is followed by a phaseconsisting of 16 iterations
of the same function. The outputof the last (16th) iteration consists of 64 bits that
are a function of the plaintext input and the key. Theleft and right halvesof the out-
put are swapped to producethe preoutput. Finally, the preoutput is passed through
a permutation (IP) thatis the inverse oftheinitial permutation function, in order
to produce the 64-bit ciphertext.

The right-hand portion of Figure 18.4 shows the way in which the 56-bit keyis
used. Initially, the key is passed through a permutation function. Then,for each of
the 16 iterations, a subkey (K,) is produced by the combinationofa left circular shift
and a permutation. The permutation function is the same for each iteration, but a
different subkey is produced becauseofthe repeated shifting of the key bits.
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~t— 32 bits —>- ~t— 32 bits —>- ~+— 28 bits = 28 bits —-

Left shift(s)

Permutation/contraction
(Permuted Choice 2)

 
 Substition/choice

(S-box)

32  
FIGURE 18.5 Single iteration of DESalgorithm.

Figure 18.5 examines more closely the algorithm for a single iteration. The
64-bit permuted input passes through 16 iterations, producing an intermediate
64-bit value at the conclusion of each iteration. The left- and right-half of each 64-bit
intermediate value are treated as separate 32-bit quantities, labeled L (left) and R
(right). The overall processing at each iteration can be summarizedin the following
formulas:

L; = Rus

R; = Lia © £(Ri,K,)

where © denotes the bitwise XOR function.

Thus,the left-hand outputof an iteration (L,) is simply equalto the right-hand
input to that iteration (R,_;). The right-hand output (R,) is the exclusive-or of L;,
and a complex function f of R;., and K;. This complex function involves both per-
mutation and substitution operations. The substitution operation, represented as
tables called “S-boxes,” simply maps each combination of 48 input bits into a par-
ticular 32-bit pattern. ,

Returning to Figure 18.4, we see that the 56-bit key used as input to the algo-
rithm is first subjected to a permutation. The resulting 56-bit key is then treated as
two 28-bit quantities, labeled Cp and Dp. At each iteration, C and D are separately
subjected to a circular left shift, or rotation, of 1 or 2 bits. These shifted values serve

Viptela, Inc. - Exhibit 1011 - Part 2
Page 223



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 224

632 CHAPTER 18 / NETWORK SECURITY

as inputto the nextiteration. They also serve as input to another permutation func-
tion, which produces a 48-bit output that serves as inputto the function f(R,_;,K,).

The process of decryption with DESis essentially the sameas the encryption
process. Therule is as follows: Use the ciphertext as input to the DESalgorithm,
but use the keys K; in reverse order. That is, use Kj. on the first iteration, K,5 on
the second iteration, and so on until K, is used on the 16th and last iteration.

The Strength of DES

Since its adoption as a federal standard, there have been lingering concerns about
the level of security provided by DES. These concerns, by andlarge, fall into two
areas: the nature of the algorithm andkeysize.

For many years, the more important concern was the possibility of exploiting
the characteristics of the DES algorithm to perform cryptanalysis. The focus of con-
cern has been ontheeightsubstitution tables, or S-boxes, that are used in eachiter-
ation. Because the design criteria for these boxes, and indeed for the entire algo-
rithm, have never been made public, there is a suspicion that the boxes were
constructedin such a way that cryptanalysis is possible for an opponent who knows
the weaknesses in the S-boxes. This assertion is tantalizing, and over the years a
numberof regularities and unexpected behaviors of the S-boxes have been discov-
ered. Despite this problem,no onehasso far succeeded in discovering the supposed
fatal weaknesses in the S-boxes. Indeed, as advances in cryptanalytic techniques
have occurred, the underlying strength of the DES algorithm has become more
apparent. As of this writing, no practical attack method for DES has been pub-
lished. Given that the algorithm hassurvived years of intensive scrutiny unscathed,
it is probably safe to say that DESis one of the strongest encryption algorithms ever
devised.

The more serious concern,today, is the key size. With a key length of 56 bits,
there are 2°° possible keys, which is approximately 7.6 X 10’ keys. Thus, on the
face of it, a brute-force attack appears impractical. Assuming that on average half
the key space hasto be searched, a single machine performing one DESencryption
per microsecond would take more than a thousand yearsto break the cipher.

However, the assumption of one encryption per microsecondis overly con-
servative. As far back as 1977, Diffie and Hellman, the inventors of public-key
encryption, postulated that the technology existed to build a parallel machine with
1 million encryption devices, each of which could perform one encryption per
microsecond. The authors estimated that the cost would be about $20 million in
1977 dollars.

The most rigorous recent analysis of the problem was done by Wiener
[WIEN93]andis based on a knownplaintext attack. Thatis, it is assumed that the
attacker hasatleast one (plaintext, ciphertext) pair. Wiener takes care to provide
the details of his design. To quote his paper,

There have been numerous unverifiable claims about how fast the DES key
space can be searched. To avoid addingtothis list of questionable claims, a great
dealof detail in the design of a key search machineis included in the appendices.
This detailed work was doneto obtain an accurate assessmentofthe cost of the
machine andthe time requiredto find a DES key. There are no plans to actually
build such a machine.

Viptela, Inc. - Exhibit 1011 - Part 2
Page 224



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 225

18.2 / PRIVACY WITH CONVENTIONAL ENCRYPTION 633

Wiener reports on the design of a chip that uses pipelined techniques to
achieve a key search rate of 50 million keys per second. Using 1993 costs, he
designed a modulethat costs $100,000 and contains 5,760 key search chips. With this
design, the following results are obtained:

Key Search Machine Unit Cost Expected Search Time  
 
 

  
 
 

 
  

$100,000 35 hours
$1,060,000 3.5 hours

$10,000,000 21 minutes 

In addition, Wiener estimates a one-time developmentcost of about $500,000.
The Wiener design represents the culmination of years of concern about the

security of DES and mayin retrospect have been a turning point. Asof the time of
this writing, it still seems reasonable to rely on DES for personal and commercial
applications. But the time has come to investigate alternatives for conventional
encryption. One of the most promising and widely used candidates for replacing
DESis triple DES. .

Triple DES

Triple DES wasfirst proposed by Tuchman [TUCH79],andfirst standardized for
- use in financial applications [ANSI85]. Triple DES uses two keys and three execu-

tions of the DESalgorithm (Figure 18.6). The function follows an encrypt-decrypt-
encrypt (EDE) sequence:

C = Ex, [ Dx, [ Ex, [P]]]

There is no cryptographic significance to the use of decryption for the second
stage. Its only advantage is that it allows users of triple DES to decrypt data
encrypted by users of the older, single DES:

C = Ex, [ Dx, [ Ex, [P] ] ] = Ex, [P]

Although only two keys are used, three instances of the DES algorithm are
required. It turns out that there is a simple technique, known as a meet-in-the-

Ky Ky Ky

. A B .
Plaintext (D)Ciphertext

Encryption

Ky Ky Ky

. B A .
Ciphertext {Dd}>(pD}Plaintext

Decryption

FIGURE 18.6 Triple DES.
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middle attack, that would reduce a double DES system with two keys to the rela-
tive strength of ordinary single DES. With three iterations of the DES function, the
effective key length is 112 bits.

Location of Encryption Devices

The most powerful, and most common, approach to countering the threats to net-
worksecurity is encryption. In using encryption we need to decide whatto encrypt
and where the encryption gear shouldbelocated. As Figure 18.7 indicates, there are
two fundamentalalternatives: link encryption and end-to-end encryption.

With link encryption, each vulnerable communicationslink is equipped on
both endswith an encryption device. Thus,all traffic over all communicationslinks
is secured. Although this requires many encryption devices in a large network, the
value of this approachis clear. However, one disadvantage of this approachis that
the message mustbe decrypted eachtimeit enters a packet switch;thisis necessary
because the switch must read the address (virtual circuit number) in the packet
headerin orderto route the packet. Thus, the message is vulnerable at each switch.
If this is a public packet-switching network, the user has no control over the secu-
rity of the nodes,

With end-to-end encryption, the encryption process is carried out at the two
end systems. The source host, or terminal, encrypts the data, which, in encrypted
form,is then transmitted unaltered across the network to the destination terminal
or host. The destination shares a key with the source andso is able to decrypt the

 
Packet-Switching

Network 
LEGEND

0 = End-to-end encryption device
@) = Link encryption device
PSN = Link encryption device

FIGURE18,7 Encryption across a packet-switching network.
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data. This approach would seem to secure the transmission against attacks on the
network links or switches. There is, however,still a weak spot.

Considerthe following situation. A host connects to an X.25 packet-switching
network,sets up a virtual circuit to another host, andis prepared to transfer data to
that other host using end-to-end encryption. Data are transmitted over such a net-
work in the form of packets, consisting of a header and some user data. Whatpart
of each packet will the host encrypt? Suppose that the host encrypts the entire
packet, including the header. This will not work because, remember, only the other
host, can perform the decryption. The packet-switching node will receive an
encrypted packet and be unable to read the header. Therefore,it will not be able to
route the packet!. It follows that the host may only encrypt the user data portion
of the packet and must leave the header in theclear, so that it can be read by the
network.

Thus, with end-to-end encryption, the user data are secure; however, the traf-
fic pattern is not, as packet headers are transmitted in the clear. To achieve greater
security, both link and end-to-end encryption are needed,as is shown in Figure 18.7.

To summarize, when both forms are employed, the host encrypts the user data
portion of a packet using an end-to-end encryption key. The entire packet is then
encrypted using a link-encryption key. As the packet traverses the network, each
switch decrypts the packet using a link-encryption key in order to read the header
and then encrypts the entire packet again so as to send it out on the next link. Now
the entire packet is secure, except for the time that the packet is actually in the
memory of a packet switch, at which time the packet headeris in the clear.

Key Distribution

For conventional encryption to work, the two parties in an exchange must have the
same key, and that key must be protected from access by others. Furthermore, fre-
quent key changes are usually desirable to limit the amount of data compromisedif
an attacker learns the key. Therefore, the strength of any cryptographic system rests
with the key distribution technique, a term that refers to the meansof delivering a
key to two parties who wish to exchange data without allowing others to see the key.
Keydistribution can be achieved in a number of ways. For two parties A and B

1. A key could be selected by A and physically delivered to B.

2. A third party could select the key and physically deliver it to A and B.
3. If A and B have previously and recently used a key, one party could transmit

the new key to the other, encrypted using the old key.
4. If A and B each have an encrypted connection to a third party C, C could

deliver a key on the encrypted links to A and B.

Options 1 and 2 call for manual delivery of a key; for link encryption,this is a
reasonable requirement, as each link encryption device is only going to be exchang-
ing data with its partner on the other end of the link. However, for end-to-end
encryption, manual delivery is awkward. In a distributed system, any given host or
terminal may need to engage in exchanges with many other hosts and terminals
over time. Thus, each device needs a numberof keys, supplied dynamically. The
problem is especially difficult in a wide-area distributed system.
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Option 3 is a possibility for either link encryption or end-to-end encryption,
but if an attacker ever succeeds in gaining access to one key,thenall subsequent
keys are revealed. Evenif frequent changes are madeto the link-encryption keys,
these should be done manually. To provide keys for end-to-end encryption, option
4 is preferable.

Figure18.8illustrates an implementation thatsatisfies option 4 for end-to-end
encryption. In the figure, link encryption is ignored. This can be added,or not, as
required. For this scheme, two kinds of keys are identified:

° Session key. When two end systems (hosts, terminals, etc.) wish to communi-
cate, they establish a logical connection (e.g., virtual circuit). For the duration
of that logical connection,all user data are encrypted with a one-time session
key. At the conclusion of the session, or connection, the session key is
destroyed.

¢ Permanent key. A permanentkey is one used betweenentities for the pur-
poseofdistributing session keys.

The configuration consists of the following elements:

° Keydistribution center. The key distribution center determines which systems
are allowed to communicate with each other. When permission is granted for
two systemsto establish a connection,the key distribution center provides a
one-time session key for that connection.

° Front-end processor. The front-end processor performs end-to-end encryp-
tion and obtainssession keys on behalf of its host or terminal.

 
 
 

  

1. Host sends packet requesting connection.
2. Front endbuffers packet; asks KDC for session key.
3. KDCdistributes session key to both front ends,
4. Buffered packet transmitted.

Legend

FEP = Front-end processor
KDC = Keydistribution center

 
Network 
 

FIGURE 18.8 Automatic key distribution for connection-oriented protocol.
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Thesteps involved in establishing a connection are shownin the figure. When
one host wishes to set up a connection to another host, it transmits a connection-
request packet (step 1). The front-end processor saves that packet and applies to
the KDCfor permission to establish the connection (step 2). The communication
between the FEP and the KDCis encrypted using a master key shared only by the
FEP and the KDC.If the KDC approves the connection request, it generates the
session key and delivers it to the two appropriate front-end processors, using a
unique permanentkeyfor each front end (step 3). The requesting front-end proces-
sor can now release the connection-request packet, and a connection is set up
between the two end systems(step 4). All user data exchanged between the two end
systems are encrypted by their respective front-end processors using the one-time
session key.

The automated key distribution approach providesthe flexibility and dynamic
characteristics needed both to allow a numberof terminal users to access a number

of hosts and for the hosts to exchange data with each other.
Of course, another approach to key distribution uses public-key encryption,

which is discussed in Section 18.4.

Traffic Padding

We mentioned that, in some cases, users are concerned aboutsecurity from traffic
analysis. With the use of link encryption, packet headers are encrypted, reducing
the opportunity for traffic analysis. However,it is still possible in those circum-
stances for an attacker to assess the amountoftraffic on 'a network and to observe

the amountof traffic entering and leaving each end system. An effective counter-
measureto this attack is traffic padding, illustrated in Figure 18.9.

Traffic padding is a function that produces ciphertext output continuously,
éven in the absence of plaintext. A continuous random data stream is generated.

Key

         

Continuous

ciphertext output

Discontinuous

plaintext input
Encryption
algorithm

Continuous
random-data

generator
 

FIGURE 18.9  Traffic-padding encryption device.
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Whenplaintextis available,it is encrypted and transmitted. When input plaintext is
not present, the random dataare encrypted and transmitted. This makesit impos-
sible for an attacker to distinguish betweentrue data flow and noise, anditis there-
fore impossible for the intruder to deduce the amountoftraffic.

18.3 MESSAGE AUTHENTICATION AND HASH FUNCTIONS

Encryption protects against passive attack (eavesdropping). A different require-
mentis to protect against active attack (falsification of data and transactions). Pro-
tection against such attacks is known as message authentication.

Approaches to Message Authentication

A message,file, document, or other collection of data is said to be authentic when
it is genuineand actually coming from its alleged source. Message authentication is
a procedure that allows communicatingparties to verify that received messages are
authentic. The two important aspects are to verify that the contents of the message
have not been altered and that the sourceis authentic, We may also wishto verify
a message’s timeliness (it has not been artificially delayed and replayed) and
sequence,relative to other messages flowing between twoparties.

Authentication Using Conventional Encryption
It is possible to perform authentication simply by the use of conventional encryp-
tion. If we assume that only the sender and receiver share a key (whichis as it
should be), then only the genuine sender would be able to successfully encrypt a
message for the other participant. Furthermore, if the message includes an error-
detection code and a sequence number, the receiver is assured that no alterations
have been madeandthat sequencingis proper.If the message also includes a time-
stamp, the receiver is assured that the message has not been delayed beyond that
time normally expected for network transit.

Message Authentication Without Message Encryption
In this section, we examine several approaches to message authentication that do
not rely on encryption but on a related family of functions. In all of these
approaches, an authentication tag is generated and appended to each message for
transmission. The messageitself is not encrypted and can bereadatthe destination
independentof the authentication function at the destination.

Because the approachesdiscussedin this section do not encrypt the message,
message secrecy is not provided. Because conventional encryption will provide
authentication, and becauseit is widely used with readily available products, why
not simply use such an approach, which provides both secrecy and authentication?
[DAVI90] suggests three situations in which message authentication without
secrecy is preferable:

Viptela, Inc. - Exhibit 1011 - Part 2
Page 230

 
 

 

 



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 231

18.3 / MESSAGE AUTHENTICATION AND HASH FUNCTIONS 639

1, There are a numberof applications in which the same messageis broadcastto
a numberof destinations—for example, notification to users that the network
is now unavailable or analarm signalin a control center. It is cheaper and
more reliable to have only one destination responsible for monitoring authen-
ticity. Thus, the message must be broadcast in plaintext with an associated
message authentication tag. The responsible system performs authentication.
If a violation occurs, the other destination systems are alerted by a general
alarm.

2, Another possible scenario is an exchange in which one side has a heavy load
and cannotafford the time to decrypt all incoming messages. Authentication
is carried out onaselective basis, with the messages being chosen at random
for checking.

3, Authentication of a computer programin plaintext is an attractive service. The
computer program can be executed without having to decrypt it every time,
which would be wasteful of processor resources. However, if a message au-
thentication tag were attached to the program, it could be checked when-
ever assuranceis required of the integrity of the program.

Thus, there is a place for both authentication and encryption in meeting secu-
rity requirements.

Message Authentication Code

One authentication technique involves the use of a secret key to generatea small
block of data, known as a message authentication code, that is appended to the mes-
sage. This technique assumes that two communicating parties, say A and B, share a
common secret key Kan. When A has a messageto sendto B,it calculates the mes-
sage authentication code as a function of the message and the key: MACy =
F(Kaz, M). The messageplus code are transmitted to the intended recipient. The
recipient performs the same calculation on the received message, using the same
secret key, to generate a new message authentication code. The received codeis
comparedto thecalculated code (Figure 18.10). If we assumethat only the receiver
and the sender knowtheidentity of the secret key, andif the received code matches
the calculated code, then,

1. The receiver is assured that the message has not been altered. If an attacker
alters the message but does not alter the code, then the receiver’s calculation
of the codewill differ from the received code. Becausethe attacker is assumed

not to know thesecret key, the attacker cannotalter the code to correspond
to the alterations in the message.

2, The receiver is assured that the message is from the alleged sender. Because
no oneelse knowsthe secret key, no one else could prepare a message with a
propercode.

3, If the message includes a sequence number (such as is used with X.25, HDLC,
TCP, and the ISO transport protocol), then the receiver can be assured of
the proper sequence, as an attacker cannot successfully alter the sequence
number.
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FIGURE18.10 Message authentication using a message authentication code (MAC).

 A numberof algorithms could be used to generate the code. The National
Bureauof Standards,in its publication DES Modes of Operation, recommends the
use of the DESalgorithm. The DES algorithm is used to generate an encrypted ver-
sion of the message,and the last numberofbits of ciphertext are used as the code.
A 16- or 32-bit codeis typical.

The process just described is similar to encryption. One differenceis that the
authentication algorithm need not be reversible, as it must for decryption. It turns
out that because of the mathematical properties of the authenticationfunction,it is
less vulnerable to being broken than is encryption.

One-Way Hash Function.

A variation on the message authentication code that has received much attention
recently is the one-way hash function. As with the message authentication code, a
hash function accepts a variable-size message M as input and producesa fixed-size
tag H(M), sometimescalled a message digest, as output. To authenticate a message,
the message digest is sent with the message in such a waythat the message digest is
authentic.

Figure 18.11 illustrates three ways in which the message digest can be authen-
ticated. The message digest can be encrypted using conventional encryption (part
(a)); if it is assumedthat only the sender andreceivershare the encryption key, then
authenticity is assured. The message canalso be encrypted using public-key encryp-
tion (part (b)). The public-key approach has two advantages: It provides. a digital
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FIGURE18.11 Message authentication using a one-way hash function.

signature as well as message authentication; and it does not require the distribution
of keys to communicating parties.

These two approaches have an advantage over approaches that encrypt the
entire message, in that less computation is required. Nevertheless, there has been
an interest in developing a technique that avoids encryption altogether. Several rea-
sonsfor this interest are pointed out in [TSUD92]:

e Encryption software is quite slow. Even though the amount of data to be
encrypted per messageis small, there may be a steady stream of messages into
and-out-of a system.
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e Encryption hardware costs are non-negligible. Low-cost chip implementa-
tions of DESare available, but the cost addsupif all nodes in a network must
have this capability.

e Encryption hardwareis optimized toward large data sizes. For small blocks of
data, a high proportion of the time is spent in initialization/invocation over-
head.

e Encryption algorithms may be covered by patents. Some encryption algo-
rithms, such as the RSA public-key algorithm, are patented and mustbeli-
censed, addinga cost.

° Encryption algorithms may be subject to export control. This is true of DES.

Figure 18.11c shows a technique that uses a hash function but no encryption
for message authentication. This techniqueassumes that two communicating par-
ties, say A and B, share a commonsecret value Sap. When A has a message to send
to B,it calculates the hash function over the concatenation of the secret value and

the message: MDy = H(SagllM).! It then sends [MIIMDy] to B. Because B pos-
sesses Sap, it can recompute H(S,gllM) and verify MDy,and, because the secret
valueitself is not sent, it is not possible for an attacker to modify an intercepted
message. As long as the secret value remainssecret, it is also not possible for an
attacker to generate a false message.

This third technique, using a shared secret value, is the one adopted for IP
security (described in Chapter 19); it has also been tentatively specified for
SNMPv2.”

Secure Hash Punctions

The one-way hash function, or secure hash function, is important not only in mes-
sage authentication butin digital signatures. In this section, we begin with a discus-
sion of requirements for a secure hash function. Then we look at two very simple
hash functions that are not secure, to gain an appreciation of the structure of such
functions. Finally, we examine one of the most important hashfunctions, MDS.

Hash Function Requirements

The purpose of a hash function is to produce a “fingerprint” of a-file, message, or
other block of data. To be useful for message authentication, a hash function H
must have the following properties, adapted from a list in [NECH91]:

1, Hanbe appliedto a blockof data of anysize.
2. H produces a fixed-length output.

3, H(z)is relatively easy to compute for any given x, making both hardware and
software implementations practical.

1 || denotes concatenation.

? When SNMPv2wasfirst issued in 1993 as a set of proposed Internet standards,it included a security
function that used the techniquejust discussed. SNMPv2 wasreissued as draft Internet standards in 1996
without the security function because of lack of agreementonall the details. However,the final security
standard for SNMPis likely to include the techniquejustdiscussed.
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4, For any given code m, it is computationally infeasible to find x such that
H(x) = m.

5. For any given block x, it is computationally infeasible to find y # x with
H(y) = HQ).

6. It is computationally infeasible to find any pair (x, y) such that H(x) = H(y).

Thefirst three properties are requirements for the practical application of a
hash function to message authentication.

The fourth property is the one-way property: It is easy to generate a code
given a message,butvirtually impossible to generate a message given a code. This
property is important if the authentication technique involves the use of a secret
value (Figure 18.11c), which is not itself sent; however, if the hash function is
not one-way, an attacker can easily discover the secret value: If the attacker can
observe or intercept a transmission, he or she obtains the message M and the hash
code MDy = H(SaslIM). The attacker then inverts the hash function to obtain
SanlIM = H-'(MDy,). Becausethe attacker now has both M and SABIIM,it is a triv-
ial matter to recover Sap.

Thefifth property guarantees that an alternativemessage hashing to the same
value as a given message cannot be found; this prevents forgery when an encrypted
hash code is used (Figure 18.11b and c). If this property were nottrue, an attacker
would be capableof the following sequence: First, observe or intercept a message
plus its encrypted hash code; second, generate an unencrypted hash code from the
message; third, generate an alternate message with the same hash code.

A hash functionthatsatisfies the first five properties in the precedinglist is
referred to as a weak hash function.If the sixth propertyis also satisfied, thenit is
referred to as a strong hash function. The sixth property protects against a sophisti-
cated class of attack knownas the birthday attack.*

In addition to providing authentication, a message digest also provides data
integrity. It performs the samefunction as a frame check sequence:If anybits in the
message are accidentally altered in transit, the message digest will be in error.

Simple Hash Functions

All hash functions operate using the following generalprinciples. The input (mes-
sage,file, etc.) is viewed as a sequence of n-bit blocks. The input is processed one
block at a time in an iterative fashion to produce an n-bit hash function.

One of the simplest hash functions is to take the bit-by-bit—exclusive-or
(XOR)of every block; this can be expressed as follows:

C; = by Bb»2@. . .®D Dan

where

C; = ith bit of the hash code, 1 =i=n
m = numberof n-bit blocks in the input
bj; = ith bit in jth block
® = XORoperation

3 See [STAL9Sb] for a discussion of birthday attacks,
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block 1

block 2

block m

” hash code

 
FIGURE18.12 Simple hash function using bitwise XOR.

main (int argc, char*argv[]){
unsigned long hash[4] = (0, 0, 0, 0), data [4] ;
FILE *f£p;
int i;

if ((fp = = fopen (argv [1], “rb”)) != NULL){
while ((fread (data, 4,,4, fp) != NULL)

for (i=0; i<4; i++)
hash [i] “=data[i];

fclose (fp);
for (i=0; i<4; i++)

printf (%081x”, hash [i]);
printf (“\n”);

} )
(a) XORof every 128-bit block

main (int argc, char “argv []) {
unsigned long hash [4] = (0,0, 0, 0), data [4] ;
FILE *fp;
inti;

if ((fp = = fopen (argv [1], “rb”)) !=NULL){
while ((fread (data,4,,4, fp) !=NULL)

for (i=0;i<4;i++) {
hash [i] “=data[ij];
hash [i] = hash [i] >>1 “ hash[i] <<31;

}
fclose (fp);
for (i=0; i<4; i++)

printf (“%081x”, hash[i]) ;
printf (“\n”);

(b) Rolling each longword 1 bit to the right

FIGURE18.13 Simple hash functions (based on [SCHN91]).
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Figure 18.12illustrates this operation. Figure 18.13a is a C program that pro-
duces a 128-bit hash code. This type of code produces a simple parity for each bit
position andis knownas a longitudinal redundancycheck.It is reasonably effective
for random dataasa data integrity check. Each 128-bit hash value is equally likely.
Thus, the probability that a data errorwill result in an unchangedhash valueis 27!”8
With more predictably formatted data, the functionis less effective. For example,
in most normaltextfiles, the high-order bit of each octet is always zero. Therefore,
16 bits in the hash will alwaysbe zero, and the effectiveness is reduced to 271),

’ A simple way to improve mattersis to perform a one-bit circular shift, or rota-
tion on the hash value after each block is processed, as defined in Figure 18.13b.
This has the effect of “randomizing” the input more completely and overcoming
any regularities that appearin the input.

Although the second program provides a good measureofdataintegrity,it is
virtually useless for data security. Consider thefollowing task of a potential
attacker: Given a hash code, produce a message that.yields that hash code. The
attacker would simply need to preparethe desired message and then append a 128-
bit block that forces the new message,plus block,to yield the desired hash code.

Thus, we need a hash algorithm that is a much more complex function of the
inputbits.

MDS Algorithm Description

The MDS message-digest algorithm, specified in RFC 1321, wasdeveloped by Ron
Rivest at MIT (the “R” in the RSA [Rivest-Shamir-Adelman] public-key encryp-
tion algorithm). The algorithm takes as input a messageof arbitrary length and pro-
duces as output a 128-bit message digest. The inputis processed in 512-bit blocks.

Figure 18.14 depicts the overall processing of a message to produce a digest.
The processing consists of the following steps:

® Step Ll: Append Padding Bits

The message is paddedso that its length in bits is congruent to 448 modulo 512
(length = 448 mod 512). Thatis, the length of the padded messageis 64 bits less
than an integer multiple of 512 bits. Padding is always added, evenif the messageis
already of the desired length. For example, if the message is 448 bits long,itis
paddedby 512 bits to a length of 960 bits. Thus, the numberof paddingbits is in the
range of 1 to 512.

The padding consists of a single 1-bit followed by the necessary number of
0-bits.

© Step 2: Append Length

A 64-bit representation of the length in bits of the original message (before the
padding)is appendedtothe result of step 1. If the original length is greater than 2%,
then only the low-order 64 bits of the length are used. Thus, the field contains the
length of the original message, modulo 2. Theinclusion of a length value at the
end of the message makes moredifficult a type of attack known as a paddingattack
[TSUD92].
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: Message length
Padding ge le ne

(1-512bits) (K mod 2”)
~____+———- Lx 512bits = N x 32 bits
—~t K bits
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|
~— 512 bits ~—*-512 bits—>- ~*_— 312 bits ~— 512 bits—>-

 
      

   

ABCD 
128-bit

digest

FIGURE 18.14 Message digest generation using MDS,

The outcomeofthe first two steps yields a message that is an integer multiple
of 512 bits in length. In the figure, the expanded message is represented as the.
sequenceof 512-bit blocks Yo, Y;,..., Yz-1, so that the total length of the expanded
message is L X 512 bits. Equivalently, the result is a multiple of sixteen 32-bit
words, Let M[0... N — 1] denote the words of the resulting message, with N an
integer multiple of 16. Thus, N = L x 16.

® Step 3: Initialize MD Buffer

A 128-bit buffer is used to hold intermediate and final results of the hash function.

The buffer can be represented as four 32-bit registers (A, B, C, D), which areini-
tialized to the following hexadecimal values(low-orderoctetsfirst): !

A = 01234567 |

B = 89ABCDEF :

C = FEDCBA98

D = 76543210

° Step 4: Process Message in 512-Bit (16-Word) Blocks -

Theheartof the algorithm is a module that consists of four “rounds”of processing;
this module is labeled Hyps in Figure. 18.14, andits logic. is illustrated in Figure
18.15. The four rounds have a similar structure, but each uses a different primitive
logical function, referred to as F, G, H, and I in the specification. In the figure,
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En [
- ABCD ¢ fc(ABCD,Y,, T[17..32])

BEc

ABCD < fy(ABCD,Y;, T[33..48]) 
MDgi

 
FIGURE 18.15 MD5processing of a single 512-bit block (Hyps).

the four roundsare labeledfp, fg, fy, fy, to indicate that each round has the same
general functional structure, f, but depends on a different primitive function
(F, G, H,'D).

Eachprimitive function takes three 32-bit words as input and produces a 32-
bit word output. Eachfunction performsa set of bitwise logical operations;thatis,
the nth bit of the output is a function of the nth bit of the three inputs. The func-
tions are
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F(XY,Z) = (K+ ¥) + (X'+Z)

G(X,Y,Z) = (X+Z) + (Y-Z’)

H(X%Y,Z) = K@YOZ

I(X,Y,Z) = ¥ @(X + Z’)

where the logical operators (AND, OR, NOT, XOR)are represented by the sym-
_ bols (-, +, ’, ®). FunctionFis a conditional function: If X then Y else Z. Function

H producesa parity bit. Table 18.1 is a truth table of the four functions.
Note that each roundtakes asinput the current 512-bit block being processed

(Yq) and the 128-bit buffer value ABCD and updates the contents of the buffer.
Each roundalso makesuse of one-fourth of a 64-elementtable T[1 .. . 64], con-
structed from the sine function. The ith element of T, denoted T[i], has a value
equal to the integer part of 2°? x abs|(sin(i)], where i is in radians, Because
abs[(sin(Z)] is a number between 0 and 1, each element of T is an integer that can be
represented in 32 bits. The table provides a “randomized”set of 32-bit patterns,
which should eliminate any regularities in the input data.

Overall, for block Y,, the algorithm takes Y, and an intermediate digest value
MD,asinputs. MD,is placed into buffer ABCD.Theoutputof the fourth roundis
added to MD,to produce MD,,;. The addition is done independently for each of
the four words in the buffer with each of the corresponding words in MD,, using
addition modulo 2°”.

TABLE 18.1 Truth table oflogical func-
tions for MD5.

0
0
0
0
1
1
1
1

MEOGRROO KORORGKO BerOSRORS BRROoOORGS mMODRORES SCORRKROOR 
® Step 5: Output

After all L 512-bit blocks have been processed,the output from the Lth stage is the
128-bit message digest.

The MD5algorithm has the property that every bit of the hash codeis a func-
tion of every bit in the input. The complexrepetition of the basic functions (F, G,
H,I) produces results that are well mixed; that is, it is unlikely that two messages
chosen at random,evenif they exhibit similar regularities, will have the same hash
code. Rivest conjectures in the RFC that MDSis as strong as possible for a 128-bit
hash code; namely, the difficulty of coming up with two messages having the same
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message digest is on the order of 2% operations, whereasthe difficulty of finding a
message with a given digestis on the order of 2’”* operations. Asofthis writing, no
analysis has been done to disprove these conjectures.

18.4 PUBLIC-KEY ENCRYPTION AND DIGITAL SIGNATURES

Of equal importance to conventional encryption is public-key encryption, which
finds use in message authentication and key distribution. This section looks first
at the basic concept of public-key encryption, followed by a discussion of the
most widely used public-key algorithm: RSA. Wethen lookat the problem of key
distribution,

Public-Key Encryption

Public-key encryption, first publicly proposed by Diffie and Hellman in 1976
[DIFF76], is the first truly reyolutionary advance in encryption in literally thou-
sands of years. For one thing, public-key algorithms are based on mathematical
functions rather than on substitution and permutation. But more importantly, public-
key cryptography is asymmetric, involving the use of two separate keys, in contrast
to the conventional symmetric encryption, which uses only one key. The use of two
keys has profound consequencesin the areas of confidentiality, key distribution,
and authentication.

Before proceeding, we should mention several common misconceptions con-
cerning public-key encryption. One such misconception is that public-key encryp-
tion is more secure from cryptanalysis than conventional encryption. In fact, the
security of any encryption scheme depends on the length of the key and the com-
putational work involved in breaking a cipher. There is nothing in principle about
either conventional or public-key encryption that makes one superior ‘to another
from the point of view of resisting cryptanalysis. A second misconceptionis that
public-key encryption is a general-purpose technique that has made conventional
encryption obsolete. On the contrary, because of the computational overhead of
current public-key encryption schemes, there seems no foreseeable likelihood that
conventional encryption will be abandoned.Finally, there is a feeling that key dis-
tributionis trivial when using public-key encryption, compared to the rather cum-
bersome handshaking involved with key distribution centers for conventional
encryption.In fact, some form of protocol is needed, often involving a central agent,
and the procedures involved are no simpler nor any more efficient than those
required for conventional encryption.

A public-key cryptographic algorithm relies on one key for encryption and a
different but related key for decryption. Furthermore, these algorithms have the
following important characteristic:

* It is computationally infeasible to determine the decryption key given only
knowledge of the cryptographic algorithm and the encryption key.
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In addition, somealgorithms, such as RSA,also exhibit the following charac-
teristic:

° Hither of the two related keys can be used for encryption, with the other used
for decryption.

Theessential steps are the following:

1. Each end system in a network generates a pair of keys to be used for encryp-
tion and decryption of messagesthatit will receive.

2. Each system publishesits encryption Key by placingit in a public register or
file. This is the public key. The companion keyis kept private.

3. If A wishes to send a message to B, it encrypts the message using B’s pub-
lic key.

4. When B receives the message,it decrypts it using B’s private key. No other
recipient can decrypt the message because only B knowsB’s private key.

With this approach,all participants have access to public keys, and private
keys are generatedlocally by each participant and therefore need neverbe distrib-
uted. As longas a system controls its private key,its incoming communicationis
secure. At any time, a system can changeits private key and publish the companion
public key to replaceits old public key.
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FIGURE 18.16 Public-key cryptosystem: secrecy,
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Figure 18.16 illustrates the process (compare Figure 18.3). There is some
source A for a message, which produces a messagein plaintext, X = [K1, X2,...;
Xu]. The M elements of X areletters in somefinite alphabet. The messageis
intended for destination B, which generatesa related pair of keys: a public key KU,,
and a private key, KR,. KR,is secret, known only to B, whereas KU,is publicly
available, and therefore accessible by A.

With the message X andthe encryption key KU,as input, A formsthe cipher-
text Y = [Y1, Yo, sey ¥qi:

Y= Exus(X)

The intended receiver, in possession of the matchingprivate key,is able to
invert the transformation:

X = Dxrs(Y)

An opponent, observing Y and having access to KUs,but not having accessto
KR,or X, must attempt to recover X and/or KR,,It is assumed that the opponent
does have knowledgeof the encryption (E) and decryption (D) algorithms.

We mentionedearlier that either of the two related keys can be used for
encryption, with the other being used for decryption. This enables a ratherdifferent
cryptographic scheme to be implemented. Whereasthe schemeillustrated in Figure
18.16 provides privacy, Figure 18.17 shows the use of public-key encryption to pro-
vide authentication:

Y= Exra(X)

x= Dxud(Y)

In this case, A prepares a message to B andencrypts it using A’s private key
before transmitting it. B can decrypt the message using A’s public key. Because the
message was encrypted using A’s private key, only A could have prepared the mes-
sage. Therefore, the entire encrypted messageservesas a digital signature. In addi-
tion,it is impossible to alter the message without access to A’s private key, so the
message is authenticated both in terms of source andin terms ofdataintegrity.

In the preceding scheme, the entire message is encrypted, and, althoughit
validates both authorand contents, the encryption requires a great dealof storage;
each document mustbe keptin plaintext to be used for practical purposes, and a
copy also must be stored in ciphertext so that the origin and contents can be veri-
fied in case of a dispute. A more efficient way of achieving the sameresultsis to
encrypt a small block ofbits that is a function of the document. Such a block,called
‘an authenticator, must have the propertythatit is infeasible to change the ‘docu-
ment without changing the authenticator. If the authenticator is encrypted with the
sender’s private key, it serves as a signature that verifies origin, content, and
sequencing. A secure hash code can serve this function.

It is important to emphasize that the encryption process just described does
not provide confidentiality. Thatis, the message being sent is safe from alteration

_ but not safe from eavesdropping. This is obviousin the case of a signature based on
a portion of the message,as the rest of the messageis transmitted in the clear. Even
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FIGURE 18.17 Public-key cryptosystem: authentication.

in the case of complete encryption, there is no protection of confidentiality because
any observer can decrypt the message by using the sender’s public key.

The RSA Public-Key Encryption Algorithm
One of the first public-key schemes was developed in 1977 by Ron Rivest, Adi
Shamir, and Len Adlemanat MIT,andfirst published in 1978 [RIVE78]. The RSA
schemehassince reigned supreme as the only widely accepted and implemented
approachto public-key encryption. RSA is a block cipherin which the plaintext and
ciphertext are integers between 0 and n-1 for some n.

Encryption and decryptionare of the following form,for some plaintext block
M andciphertext block C:

C = M*’ modn

M = C4 mod n = (M’)* mod n = M@ modn
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Both sender and receiver must know the value of n. The sender knows the
value of e, and only the receiver knows the value of d. Thus, this is a public-
key encryption algorithm with a public key of KU = {e, n} andaprivate key of
KR = (d, n}. Forthis algorithm to besatisfactory for public-key encryption,the fol-
lowing requirements must be met:

1. Is it possible to find values of e, d, and n such that M°? = M modn forall
M <n?

2. Is it relatively easy to calculate M° and C?forall values of M <n?
3. Is it infeasible to determine d given e and n?

The answerto thefirst two questions is yes. The answerto the third question
is yes, for large values of e and n.

Figure 18.18 summarizes the RSA algorithm. Begin byselecting two prime
numbers, p and q,and calculating their product n, which is the modulus for encryp-
tion and decryption. Next, we need the quantity @(n), which is referred to as the
Buler totientof n, which is the numberofpositive integers less than and relatively
prime to 7. Thenselect an integerd that is relatively prime to (n), (Le., the great-
est commondivisor of d and ¢() is 1). Finally, calculate e as the multiplicative
inverse of d, modulo ¢(n), It can be shownthat d and e havethe desired propetties.

Theprivate key consists of {d, n}, and the public key consistsof {e, n}. Suppose
that user A has published its public key and that user B wishes to send the message
M to A. Then, B calculates C = M° (mod n) and transmits C. On receipt of this
ciphertext, user A decrypts by calculating M = C4 (mod n).

Key Generation
Select p,q p and q both prime
Calculate n = p X q
Select integer d gcd(o(n), d) = 1;1<d< b(n)

- Calculate e e=d" mod o(n)
Public key KU = {e, n}
Private key KR = {d, n}

Encryption
Plaintext: M <n

Ciphertext: C = M®° (modx)

Decryption
Ciphertext: C
Plaintext: M = C4 (mod n)

 
FIGURE18.18 The RSA algorithm.
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FIGURE 18.19 Example of RSA algorithm.

An exampleis shownin Figure 18.19. For this example, the keys were gener-
ated as follows:

- Select two prime numbers, p = 7 and gq = 17.
» Calculate n = pg =7 X 17 = 119.

- Calculate 6(n) = (p-1)(q-1) = 96.

» Select e such thate is relatively prime to $(n) = 96 andless than ¢(n);in this
case, e = 5, ;

_ 5: Determine d such that de = 1 mod 96 and d < 96. Thecorrect value is d = 77,
because 77 X 5 = 385 = 4 X 96 + 1.

&@&NOp>

The resulting keys are public key KU = {5, 119) and private key KR = (77,
119}. The example showsthe use of these keys for a plaintext input of M = 19. For
encryption, 19 is raised to the Sth power, yielding 2476099. Upondivision by 119,
the remainder is determinedto be 66. Hence, 19° = 66 mod 119, and the ciphertext
is 66. For decryption,it is determined that 66” = 19 mod 119. >

There are two possible approachesto defeating the RSA algorithm. Thefirst
is the brute force approach:Try all possible private keys. Thus, the larger the num-
berof bits in e and d, the more secure the algorithm. However, because the calcu-
lations involved, both in key generation and in encryption/decryption, are complex,
the larger the size of the key, the slower the system will run.

Most discussions of the cryptanalysis of RSA have focused on thetask of fac-
toring p into its two prime factors. Until recently, this was felt to be infeasible for
numbersin the range of 100 decimal digits or so, which is about 300 or more bits,
To demonstrate the strength of RSA, its three developers issued a challenge to
decrypt a message that was encrypted using a 129-decimal-digit number as their
public modulus. The authorspredicted that it would take 40 quadrillion years with
current technology to crack the code. Recently the code was cracked by a world-
wide team cooperating over the Internet and using over 1600 computers after
only eight months of work [LEUT94]. This result does not invalidate the use of
RSA;it simply means that larger key sizes must be used. Currently, a 1024-bit
key size (about 300 decimal digits) is considered strong enough for virtually all
applications.
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Key Management

With conventional encryption, a fundamental requirementfor two parties to com-
municate securely is that they share a secret key. Suppose Bob wants to create a
messaging application that will enable him to exchange e-mail securely with anyone
whohasaccesseither to the Internet or to some other network that the two of them
share (e.g., an on-line service such as Compuserve). Suppose Bob wants to do this
using only conventional encryption. With conventional encryption, Bob andhis cor-
respondent, say, Alice, must come up with a way to share a unique secret key that
no one else knows. Howarethey goingto do that? If Alice is in the next room from
Bob, Bob could generate a key andwrite it down on a piece of paperor store it on
a diskette and handit to Alice. But if Alice is on the other side of the continent, or
maybethe world, what can Bob do? Well, he could encryptthis key using conven-
tional encryption and e-mail it to Alice, but this means that Bob and Alice must
share a secret key in order to encrypt this new secret key. Furthermore, Bob
and everyone else who use this new e-mail package face the same problem with
every potential correspondent: Each pair of correspondents must share a unique
secret key,

Howto distribute secret keys securely is the most difficult problem for con-
ventional encryption. This problem is wiped away with public-key encryption by the
simplefact that the private key is neverdistributed. If Bob wants to correspond with
Alice andother people, he generatesa single pair of keys, one private and one pub-
lic. He keeps the private key secure and broadcasts the public keyto all and sundry;
if Alice does the same,then Bobhas Alice’s public key, Alice has Bob’s public key,
and they can now communicate securely. When Bob wishes to communicate with
Alice, Bob can do the following:

1. Prepare a message.

2. Encrypt that message using conventional encryption with a one-time conven-
tionalsession key.

3. Encrypt the session key using public-key encryption with Alice’s public key.
4, Attach the encrypted session key to the messageand sendit to Alice.

Only Alice is capable of decrypting the session key and therefore recovering
the original message.

It is only fair to point out, however, that we have replaced one problem.with
another. Bob’s private key is secure as he need neverrevealit; however, Alice must
be sure that the public key with Bob’s namewrittenall overit is in fact Bob’s pub-
lic key. Someoneelse could have broadcast a public key andsaid it was Bob’s. The
common way to overcomethis problem is ingenious: Use public-key encryption to
authenticate the public key. This encryption assumes the existence of some trusted
signing authority or individual, and worksas follows:

1, A public key is generated by Bob and submitted to Agency X forcertification.
2. X determines by some procedure, suchasa face-to-face meeting, thatthisis,

authentically, Bob’s public key.
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3. X appends a timestamp to the public key, generates the hash code of the
result, and encrypts that result with its private key forming the signature.

4. The signature is attachedto the public key.

Anyone equipped with a copy of X’s public key can now verify that Bob’s pub-
lic key is authentic.

18.5 IPv4 AND IPv6 SECURITY

In August 1995, the IETF publishedfive security-related Proposed Standardsthat
define a security capability at the internet level. The documents are

® RFC 1825: An overview of a security architecture
¢ RFC 1826: Description of a packet authentication extension to IP
@ RFC 1828: A specific authentication mechanism

¢ RFC 1827: Description of.a packet encryption extension to IP
¢ REC 1829: A specific encryption mechanism

Support for these features is mandatory for IPv6 and optional for IPv4. In both
cases, the security features are implemented as extension headers that follow the
main IP header. The extension header for authentication is known as the Authen-
tication header; the one designated for privacy is known as the Encapsulating Secu-
rity Payload (ESP) header.

Security Associations

A key concept that appears in both the authentication and privacy mechanisms for
IP is the security association. An association is a one-way relationship between a
sender and a receiver.If a peer relationship is needed, for two-way secure exchange,
then two security associations are required.

A security association is uniquely identified by an internet address and a secu-
rity parameter index (SPI). Hence, in any IP packet,’ the security association is
uniquely identified by the Destination Address in the IPv4 or IPv6 header and the
SPI in the enclosed extension header (Authentication header or Encapsulating
Security Payload header).

A security association is normally defined by the following parameters:

.© Authentication algorithm and algorithm mode being used with the IP Au-
thentication Header (required for AH implementations).

° Key(s) used with the authentication algorithm in use with the Authentication
Header (required for AH implementations).

‘In the remainderofthis section, the term IP packet-refer's to either an IPv4 datagram or an IPv6 packet.
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© Encryption algorithm, algorithm mode, and transform being used with the IP
Encapsulating Security Payload (required for ESP implementations),
Key(s) used with the encryption algorithm in use with the Encapsulating
Security Payload (required for ESP implementations).
Presence/absenceandsize of a cryptographic synchronizationorinitialization
vectorfield for the encryption algorithm (required for ESP implementations).
Authentication algorithm and modeused with the ESP transform,if any is in

, use (recommended for ESP implementations).
Authentication key(s) used with the authentication algorithm thatis part of
the ESP transform,if any (recommended for ESP implementations).
Lifetime of the key or time when key change should occur (recommendedfor
all implementations).

Lifetime of this Security Association (recommendedfor all implementations),
Source Address(es) of the Security Association, might be a wildcard address
if more than one sending system shares the same Security Association with
the destination (recommendedfor all implementations).
Sensitivity level (for example, Secret or Unclassified) of the protected data
(required for all systems claiming to provide multi-level security, recom-
mendedforall other systems).

The key management mechanism thatis used to distribute keys is coupled to
the authentication and privacy mechanismsonly by wayof the Security Parameters
Index. Hence, authentication and privacy have been specified independently of any
specific key-management mechanism.

Authentication

The Authentication header provides support for data integrity and authentication
of IP packets. The Authentication Header consists of the following fields (Figure
18.20):

° Next Header(8 bits). Identifies the type of header immediately following this
header. ;

0 8 16 31

Security Parameters Index

Authentication Data

(variable number of 32-bit words)

   
  

 
 
 
 

     
FIGURE 18.20 Authentication header.
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° Length (8 bits). Length of Authentication Data field in 32-bit words.

® Reserved (16 bits), For future use.
° Security Parameters Index (32 bits). Identifies a security association.
° Authentication Data (variable). An integral number of 32-bit words.

The authentication data fieldcontents will dependonthe authentication algo-
rithm specified. In any case, the authentication data is calculated over the entire IP
packet, excluding any fields that may change in transit. Such fields are set to zero
for purposesofcalculation at both source and destination. The authenticationcal-
culation is performed prior to fragmentation at the source and after reassembly
at the destination. Hence, fragmentation-related fields can be included in the
calculation.

ForIPv4, the Time-to-Live and Header Checksumfields are subject to change
and are therefore set to zero for the authentication calculation. IPv4 options must
be handled in accordance with the rule that any option whose value might change
during transit must not be includedin the calculation.

ForIPv6, the Hop Limitfield is the only field in the base IPv6 header subject
to change; it is therefore set to zero for the calculation. For the Hop-by-Hop
Options and Destination Options headers, the Option Type field for each op-
tion contains a bit that indicates whether the.Option Data field for this option
may change during transit; if so, this option is excluded from the authentication
calculation.

Authentication Using Keyed MD5

RFC 1828specifies the use of MD5 for authentication. The MDSalgorithm is per-
formed over the IP packetplus a secret key by the source andtheninserted into the
IP packet. At the destination, the samecalculation is performed on the IP packet
plus the secret key and comparedto the received value, This procedure provides
both authentication and data integrity. .

Specifically, the MD5calculation is performed overthe following sequence:

key, keyfill, IP packet, key, MDSfill

where

key = the secret key for this security association
keyfill = padding so that key + keyfill is an integer multiple of 512 bits

IP packet = with the appropriate fields set to zero

MDSfill = padding supplied by MDSsothat the entire block is an integer
multiple of 512 bits

Figure 18.21 shows two ways in which the IP authentication service can be
used. In one case, authentication is provided directly between a server andclient
workstations; the workstation can be either on the same network as the serveror on

an external network. So long as the workstation andthe server share a protected
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End-to-end
authentication

 
  
 
 
  
 

 

End-to-end
authentication

  

 

 

Router/firewall

End-to-intermediate
authentication

FIGURE 18.21 End-to-end versus end-to-intermediate authentication [DOTY95].

secret key, the authentication process is secure. In the other case, a remote work-
station authenticates itself to the corporate firewall, either for access to the entire
internal network or because the requested server does not support the authentica-
tion feature.

Encapsulating Security Payload

The use of the Encapsulating Security Payload provides support for privacy and
data integrity for IP packets.. Depending on the user’s requirements, this mecha-
nism can be used to encrypt either a transport-layer segment (e.g., TCP, UDP,
ICMP), known as transport-mode ESP,or an entire IP packet, known astunnel-
mode ESP.

The ESP header begins with a 32-bit Security Parameters Index (SPI), which
identifies a security association. The remainderof the header, if any, may contain
parameters dependent on the encryption algorithm being used. In general, thefirst
part of the header, including the SPI and possibly some parameters, is transmitted
in unencrypted (plaintext) form, while the remainder of the header,if any, is trans-
mitted in encrypted (ciphertext) form.

Transport-Mode ESP

Transport-mode ESPis used to encrypt the data carried by IP. Typically, these data
are a transport-layer segment, such as a TCP or UDP segment, which in turn con-
tains application-level data. For this mode, the ESP headeris inserted into the IP
packet immediately prior to the transport-Iayer header (e.g., TCP, UDP, ICMP). In
the case of IPv6, if a Destination Options header is present, the ESP header is
inserted immediately prior to that header (see Figure 16,16).

. Transport-mode operation may be summarized as follows:

J. At the source, the block of data consisting of a trailing portion of the ESP
header,plus the entire transport-layer segment, is encrypted, and the plaintext
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[t-—————=-Unnencryptedp>|gEmcryprtehnent

IP header|Other IP headers|ESP header Transport-level segment

—_______-----_---—. Single, partially-encrypted IP packet ———____—_-_____»-|

(a) Transport mode

     

fstUnniyptmtaENOyPtton|

IP header|Other IP headers|ESP header] IP headerplus transport-level segment

[t+ Completely-encrypted inner IP packet ——»-|

[Xfjnweennnnnnsinnenen——nn Partially-encrypted outer IP packet ———_—_—_——_|

(b) Tunnel mode

    

FIGURE 18.22 Secure IPv4 datagram or IPv6 packet.

of this block is replaced with its ciphertext to form the IP packetfor transmis-
sion (Figure 18.22a).

2. This IP packet is then routed to the destination. Each intermediate router
needs to examine and process the IP header plus any plaintext IP extension
headers, but does not need to examinethe ciphertext.

3. The destination node examines and processes the IP headerplus any plaintext /
TP extension headers, Then,on the basis of the SPI in the ESP header, the des- |
tination node decrypts the remainder of the packet to recover the plaintext
transport-layer segment. |

 
Transport-mode operation provides privacy for any application that usesit,

thus avoiding the need to implement privacy in every individual application. This
mode of operationis also reasonably efficient, addinglittle to the total length of the
IP packet. One drawback to this modeis that it is possible to do traffic analysis on
the transmitted packets. Figure 18.23aillustrates the protection provided by trans-
port-mode operation.

Tunnel-Viode ESP

Tunnel-modeESPis used to encrypt an entire IP packet. For this mode, the ESPis
prefixed to the packet, and then the packetplusa trailing portion of the ESP header
is encrypted. This method can be used to countertraffic analysis.

Because the IP header contains the destination address and possibly source
routing directives and hop-by-hop option information,it is not possible to simply
transmit the encrypted IP packet prefixed by the ESP header. Intermediate routes
would be unable to process such a packet. Therefore, it is necessary to encapsulate
the entire block (ESP header plus encrypted IP packet) with a new IP headerthat
will contain sufficient information for routing but not for traffic analysis.

Whereas the transport-mode is suitable for protecting connections between
hosts that support the ESP feature, the tunnel-modeis useful in a configuration that

i

|
|
|i
|
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Encrypted
TCP Session  

  
  

(a) Transport-level security

 
 
 

Encrypted tunnels
carrying IPX traffic

(b) A virtual private network via tunnel mode

FIGURE 18.23 Applications of encapsulating security payload [DOTY95].

includes a firewall or other sort of security gateway that protects a trusted network
from external networks.In this latter case, encryption occurs only betweenan exter-
nal host and the security gateway, or between two security gateways; this relieves
hosts on the internal network of the processing burden of encryption and also sim-
plifies the key distribution task by reducing the numberof needed keys; further,it
thwarts traffic analysis based on ultimate destination.

Consider a case in which an external host wishes to communicate with a host

on an internal network protected by a firewall, and in which ESPis implemented in
the external host andthe firewalls. The following steps occur for transfer of a trans-
port-layer segment from the external host to the internal host:

1. The source prepares an inner IP packet with a destination address ofthe tar-
get internal host. This packet is prefixed by an ESP header; then the packet
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and a portion of the ESP headerare encrypted. Theresulting block is encap-
sulated with a new IP header (base header plus optional extensions such as
routing and hop-by-hopoptions) whose destination addressis the firewall; this
formsthe outer IP packet (Figure 18.22b).

2. The outer packet is routed to the destination firewall. Each intermediate
router needs to examine and process the outer IP header plus any outer IP
extension headers, but does not need to examine the ciphertext.

3. The destination firewall examines and processes the outer IP headerplus any
outer IP extension headers. Then, on the basis of the SPI in the ESP header,
the destination node decrypts the remainder of the packet to recover the
plaintext inner IP packet. This packet is then transmitted in the internal
network.

4. Theinner packetis routed through zero or morerouters in the internalnet-
workto the destination host.

Figure 18.22b shows how tunnel-mode operation can be used toset up a vir-
tual private network. In this example, an organization has four private networks
interconnected across the Internet. Hosts on the internal networks use the Internet
for transport of data but don’t interact with other Internet-based hosts. By termi-
nating the tunnels at the security gateway to each internal network, the configura-
tion allowsthe hosts to avoid implementing the security capability.
The ESP DES-CBC Transform

All implementations that claim conformance with the ESP specification must
implement the DES-CBC (Data Encryption Standard-Cipher Block Chaining)

-method of encryption.

Figure 18.24 shows the format of the ESP header plus payload using DES-
CBC,andindicates which portions are encrypted. The fields are

0 16 24 31
[ Security Parameters Index (SPI)
              

 

 
 

             

Initialization Vector’
             

Payload Data

      

Padding ‘| Pad Length | Payload Type            
LEGEND

CI = Encrypted.

FIGURE 18.24 Encapsulating security payload format.
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¢ Security Parameters Index (32 bits). Identifies a security association.
® Initialization Vector (variable). Input to the CBC algorithm,and a multiple of

32 bits.

© Payload Data (variable). Prior to encryption,this field contains the block of
data to be encrypted, which may be a transport-layer segment (transport
mode) or an IPpacket (tunnel mode).

© Padding. Prior to encryption,filled with unspecified data to align Pad Length
and Payload Typefields at a 64-bit boundary.

@ Pad Length (8 bits). The size of the unencrypted paddingfield. ~
° Payload Type (8 bits). Indicates the protocol type of the Payload Data field

(e.g., IP, TCP). oe

Note that the Initialization Vector is transmitted in plaintext. As was men-
tioned in our description of DES-CBC,this is not the most secure approach. How-
ever, for the purposes of this application, it should provide acceptable security.

Authentication Plus Privacy

The two IP security mechanisms can be combinedin order to transmit an IP packet
that has both privacy and authentication. There are two approaches that can be
used, based on the order in which the two services are applied.

Encryption Before Authentication

Figure 18,.25a illustrates the case of encryption applied before authentication. In
this case, the entire transmitted IP packet is authenticated, including both

 [Men Encrypted 

 Transport-level segmentof inner IP packet

—$————————— Scope of Authentication

(a) Encryption before authentication (transport or tunnel mode)

 

 ———___—__—_—_—_—__—_—_—_——_—_——. Encrypted

ESP-H Transport-level segment ET

|———_—______--_ Inner IP Packet

[<f$———nnn Scope of Authentication

(b) Authentication before encryption (tunnel mode)

 

 

LEGEND

IP-H = IP base headerplus extentions headers E-T= Encapsulating Security Payloadtrailing fields
ESP-H= Encapsulating Security Payload header AH-= Authentication header

FIGURE 18.25 Combining privacy and authentication.
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encrypted and unencryptedparts. In this approach,the userfirst applies ESP to the
data to be protected, then prependsthe authentication headerand theplaintext IP
header(s). There are actually two subcases: '

° Transport-Mode ESP. Authentication applies to the entire IP packet deliv-
ered to the ultimate destination, but only the transport-layer segmentis pro-
tected by the privacy mechanism (encrypted).

e Tunnel-Mode ESP. Authentication applies to the entire IP packet delivered
to the outer IP destination address(e.g., a firewall), and authenticationis per-
formedat that destination. The entire inner IP packet is protected bythepri-
vacy mechanism,for delivery to the inner IP destination.

Authentication Before Encryption

Figure 18.25b illustrates the case of authentication applied before encryption. This
approachis only appropriate for tunnel-mode ESP.In this case, the authentication
headeris placedinside the inner IP packet. This inner packet is both authenticated
and protected by the privacy mechanism.

As we have just seen, the functions of authentication and encryption can be
applied in either order for tunnel-mode ESP. The use of authentication prior to
encryption might be preferable for several reasons. First, because the AH is pro-
tected by ESP,it is impossible for anyoneto intercept the message andalter the AH
without detection. Secondly, it may be desirable to store the authentication infor-
mation with the message andthe destination for later reference. It is more conve-
nient to perform this storage if the authentication information applies to the unen-
crypted message; otherwise, the message would haveto be re-encrypted to Verify
the authentication information.

18.6 RECOMMENDED READING

The topics in this chapter are coveredin greater detail in [STAL95]. For coverage of crypto-
graphic algorithms, [SCHN96]is an essential reference work;it contains descriptionsofvir-
tually every cryptographic algorithm andprotocol published in the last 15 years. Two very
good collections of papers are [SIMM92], which providesa rigorous, mathematical treatment
of cryptographic protocols and algorithms, and [ABRA95], which deals with the issues at
more of a system level.

ABRA95 Abrams, M, Jajodia, S. and Podell, H. eds. Information Security. Los Alamitos,
CA: IEEE Computer Society Press, 1995,

SCHN96 Schneier, B. Applied Cryptography. New York:Wiley, 1996.
SIMM92_ Simmons, G., ed. Contemporary Cryptology: The Science ofInformation Integrity.

Piscataway, NJ: IEEE Press, 1992.

STAL9S Stallings, W. Network and Internetwork Security: Principles and Practice. Upper
Saddle River, NJ: Prentice-Hall, 1995.

Recommended Web Site

° http://www.tansu.com.au/Info/security.html: Contains pointers to FAQs, documents,
USENETgroups,and other web sites related to security.
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{8.7 PROBLEMS

18.1

18.2

18.3

Oneof thesimplest forms of encryption is a substitution cipher. A substitution cipher
is an encryption technique in which theletters of plaintext are replaced by otherlet-
ters or by numbers or symbols, In a famous story by Edgar Allen Poe,the following
ciphertext was generated using a simple substitution algorithm:
534+305))6*;4826)44.)44);806*;488].60))85;-]9*::4*8183
(88)5*};46(;88*96*?;8)*+(,485);5*42:*4(,4956*2(5*—4)8].8*

: 54069285);)618)444;1 (£9;48081;8;841;48485;4)4851528806"81
(£9;48;(88;4(+234;48)44;161;:188;47;

Decrypt this message. Hints:
a. As you know,the most frequently occurringletter in English is e. Therefore, the

first or second (or perhapsthird?) most commoncharacterin the messageis likely
to stand for e, Also, e is often seen in pairs (e.g., meet, fleet, speed, seen, been,
agree, etc.). Try to find a character in the ciphertext that decodes to e.

' b. The most common word in English is “the.” Use this fact to guess the characters
that stand for t and h.

c. Decipher the rest of the message by deducing additional words.
Warning: the resulting messageis in English but may not make muchsense ona first
reading.
One wayto solve the key distribution problemis to use a line from a book that both
the senderandthe receiver possess to generate the key for a substitution cipher. Typ-
ically, at least in spy novels, the first sentence of a book servesas the key. The partic-
ular schemediscussed in this problem is from one ofthe best suspense novels involv-
ing secret codes, Talking to Strange Men, by Ruth Rendell. Work this problem
without consulting that book!
Consider the following message:

SIDKHKDM AF HCRKIABIE SHIMC KD LFEAILA

This ciphertext was producedusing the first sentence of The Other Side of Silence (a
book about the spy Kim Philby):
The snow lay thick on the steps and the snowflakes driven by the wind looked black
in the headlights of the cars. ,
a, Whatis the encryption algorithm?
b. How secure is it?

e. To make the key distribution problem simple, both parties can agree to use the
first or last sentence of a book as the key. To change the key, they simply need to
agree on a new book. Theuse of the first sentence would be preferable to the use
of thelast.

Why?

In oneof his cases, Sherlock Holmes was confronted with the following message.
534 C2 13 127 36 31 4 17 21 41

DOUGLAS 109 293 5 37 BIRLSTONE
26 BIRLSTONE 9 127171

Although Watson was puzzled, Holmes was able to immediately deduce the type of
encryption algorithm. Can you?
Let a be a permutation of the integers 1, 2,...2” — 1, such that (m) gives the per-
muted value of m, 0 = m = 2”. Put another way, m maps theset of -bit integers into
itself and no two integers map into the same integer.DES is such a permutation for
64-bit integers. We say that a hasafixed point at m if w(m) = m. Thatis, if wis an
encryption mapping, then a fixed point corresponds to a message that encrypts to
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18.5

18.6

18.10

itself. We are interested in the probability that a has no fixed points.. Show the
somewhat unexpected result that over 60% of mappings will have at least one fixed
point.

Consider a block encryption algorithm that encrypts blocks of length N = 2”, Say we
have ¢ plaintext/ciphertext pairs P,, C; = Ex[{P,], where we assume that the key K
selects one of the N! possible mappings. Imaginethat we wish to find K by exhaustive
search. We could generate key K’ and test whether C; = ExAP)) for1 Sis etIf K'
encrypts each P; to its proper C,, then we have evidence that K = K’. However,it may
bethe case that the mappings Ex(-) and Ex:(.) exactly agree onthet plaintext/cipher-
text pairs P;, C; and agree on no otherpairs.
a, Whatis the probability that Ex(-) and Ex.(-) are, in fact, distinct mappings?
b. Whatis the probability that Ex(-) and Ex-() agree on another¢’ plaintext/cipher-

text pair where 0 = ¢' = N-k?

Suppose that someonesuggests the following wayto confirm that the two of you are
both in possession of the same secret key. You create a random bit string that is the
length of the key, XORit with the key, and send the result over the channel, Your
partner XORsthe incoming block with the key (which should be the same as your
key) and sendsit back. ‘You check, and if what you receive is your original random
string, you haveverified that your partner has the same secret key, yet neither of you
has evertransmitted the key. Is there a flaw in this scheme?
Consider the following scheme:
a. Pick an odd number, E.
b. Pick two prime numbers, P and Q, where (P-1)(Q-1) -1 is evenly divisible by E.
c. Multiply P and Q to get N.

d. Calculate D =P-V(e-NE)+1
Is this scheme equivalent to RSA? Show whyor why not.
Perform encryption and decryption using the RSA algorithm,as in Figure 4.8, for the
following:
a p=3;q=11d=7;M=5
b. p=5;¢=11l,e=3;M=9
ec p=7;q¢=1le=17;,M=8
d.p=11;q¢=13,e=11;M=7
e. p = 17;q =31,e = 7; M = 2. Hint: Decryptionis not as hard as you think; use some

finesse,

Construct a 32-bit checksum function as the concatenation of two 16-bit functions:
XOR, and RXOR,defined in Figure 18.13 as “two simple hash functions.”
a. Will this checksum detect all errors caused by an odd numberoferror bits?

Explain. ;
b. Will this checksum detectall errors caused by an even numberoferrorbits? If not,

characterize the error patterns that will cause the checksumtofail.
c. Comment on the effectiveness of this function for use as a hash function for

authentication.

Consider using an encryption algorithm to construct a one-way hash function. Con-
sider using RSA with a known key. Then,process a message consisting of a sequence
of blocks as follows: Encrypt the first block, XOR the result with the second block
and encrypt again, etc. Show that this schemeis not secure by solving the following
problem. Consider a two-block message B1, B2, and its hash:

RSAH(B1, B2) = RSA (RSA(B1) ® B2)

Given an arbitrary block C1, choose C2 so that RSAH(C1, C2) = RSAH(B1, B2).
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toward one objective: the support of distributed applications that involve
the interaction of multiple independent systems. In the OSI model, such

applications occupy the application layer andare directly supported ‘by the presen-
tation layer. In the TCP/IP protocolsuite, such applicationstypically rely on TCP
or UDPfor support. _ .

Webegin this chapter with an introduction to Abstract Syntax Notation One
(ASN.1), which has becomean important universal languagefordefining represen-
tations of data structures and protocol formats, and which has gained wide use for
defining application-level protocols.

Next, we examine a numberofquite different applications that give the reader
a feel for the range and diversity of applications supported by a communications
architecture. The first, network management,is itself a support-type application,
designedto assure the effective monitoring and control of a distributed system. The
specific protocol that is examined is the Simple Network ManagementProtocol,
version 2 (SNMPv2), which is designed to operate in both the TCP/IP and OSI envi-
ronments. Next, electronic mail applications are considered, with the SMTP and
MIMEstandards as examples; SMTP provides a basic email service, while MIME
adds multimedia capability to SMTP. Finally, we look at HTTP, whichis the sup-
port application on which the World Wide Web (WWW)operates; in discussing
HTTP,we needtofirst look at the concept of Uniform Resource Locators and Uni-
versal Resource Identifiers. Figure 19.1 highlights the position of these protocols
within the TCP/IP protocolsuite,

N li of the protocols and functions describedso far in Part Four are geared

   

        

            

 

       
 
= 5
FIGURE 19.1 Application-level protocols discussed in this chapter,

                    

19.1 ABSTRACT SYNTAX NOTATION ONE (ASN.1)

One of the mostsignificant developments in computer communications in recent
years is the developmeht of ASN.1, which is now widely used in the developmentof
both OSI-related standards and TCP/IP-related standards.It is used to define the
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format of protocol data units (PDUs), the representation of distributed informa-
tion, and operations performed on transmitted data, A basic understanding of
ASN.1is essential for those who wish to study and workinthisfield.

Before examining the details of ASN.1, we need to introduce the concept of
an abstract syntax. Then, we will look at the fundamentals of ASN.1. Next, a spe-
cial and importantfacility, the ASN.1 macrofacility, is examined.

Abstract Syntax

Table 19.1 defines some key termsthat are relevant to a discussion of ASN.1, and
Figure 19.1 illustrates the underlying concepts.

For purposesofthis discussion, a communications architecture in an end sys-
temcan be considered to have two major components, The data transfer compo-
nent is concerned with the mechanismsfor the transfer of data between endsys-
tems.In the case of the TCP/IP protocolsuite, this component would consist of TCP
or UDP on down.In the case of the OSI architecture, this component would con-
sist of the session layer on down. The application componentis the user of the data
transfer componentand is concerned with the end user’s application. In the case of
the TCP/IP protocol suite, this component would consist of an application, such as
SNMP, FTP, SMTP, or TELNET.In the case of OSI, this component actually con-
sists of the application layer, which is composed of a numberof application service
elements, and the presentation layer.

As we cross the boundary from the application to the data transfer compo-
nent, there is a significant change in the way that data are viewed. For the data
transfer component, the data received from an application are specified as the
binary value of a sequence of octets. This binary value can be directly assembled
into service data units (SDUs) for passing between layers, and into protocol data
units (PDUs) for passing between protocolentities within a layer. The application
component, however, is concerned with a user’s view of data. In general, that view
is one of a structured set of information, such as text in a document, a personnelfile,
an integrated data base,or a visual display of image information. The useris pri+
marily concerned with the semantics of data. The application component must pro-
vide a representation of this data that can be convertedto binary values; thatis, it
must be concerned with the syntax of the data.

TABLE 19.1. Terms relevant to ASN.1.         na    

Abstract Syntax Describes the generic structure of data independent of any encoding technique
used to representthe data. The syntax allows data types to be defined and
values of those types to be specified,

Data Type A namedset of values, A type may be simple, which is defined by specifying the
set ofits values, or structured, which is defined in terms of other types.

Encoding The complete sequenceof octets used to represent a data value.
Encoding Rules A specification of the mapping from onesyntax to another. Specifically, encoding

. rules determine algorithmically, for any set of data values defined in an
abstract syntax, the representation of those values in a transfer syntax.

Transfer Syntax ‘The-way in which data are actually represented in terms of bit patterns while in
transit between presentation entities.          
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FIGURE 19.2 The use of abstract and transfer syntaxes.

The approachillustrated in Figure 19.2 to support application data is as fol-
lows. For the application component, informationis representedin an abstract syn-
tax that deals with data types and data values. The abstract syntax formally speci-
fies data independently from any specific representation. Thus, an abstract syntax
has manysimilarities to the data-type definition aspects of conventional program-
ming languagessuch as Pascal, C, and Ada, and to grammars such as Backus-Naur
Form (BNF). Application protocols describe their PDUs in terms of an abstract
syntax.

This abstract syntax is used for the exchangeof information between applica-
tion components in different systems. The exchangeconsists of application-level
PDUs, which contain protocol control information and user data. Within a system,
the information represented using an abstract syntax must be mapped into some
form for presentation to the human user. Similarly, this abstract syntax must be
mappedinto some local format for storage. For example, such a mapping is used in
the case of network managementinformation. In addition,it is becoming common
to use an abstract syntax to define the data elements in local storage. Thus, the
abstract syntax notation is employed by a user to define network management
information; the application must then convert this definition to a form suitable for
local storage. ,

The component mustalso translate between the abstract syntax of the appli-
cation anda transfer syntax that describes the data valuesin a binary form, suitable
for interaction with the data transfer component. For example, an abstract syntax

‘may include a data type of character; the transfer syntax could specify ASCII or
'EBCDICencoding. -

The transfer syntax thus defines the representation of the data to be
exchanged between data-transfer components. Thetranslation from abstract syntax
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to the transfer syntax is accomplished by means of encoding rules that specify the
representation of each data value of each data type.

This approach for the exchange of application data solves the two problems
that relate to data representation in a distributed, heterogeneous environment:

° There is a commonrepresentation for the exchange of data betweendiffering
systems.

° Internal to a system, an application uses some particular representation of
. data. The abstract/transfer syntax scheme automatically resolves differences

in representation between cooperating application entities.

The fundamental requirement for selection of a transfer syntax is that it sup-
port the corresponding abstract syntax. In addition, the transfer syntax may have
other attributes that are not related to the abstract syntaxes that it can support. For
example, an abstract syntax could be supported by any one of four transfer syn-
taxes, whichare the sameinall respects except that one provides data compression,
one provides encryption, one provides both, and one provides neither. The choice
of which transfer syntax to use would depend oncost and security considerations.

ASN.1 Concepts

Thebasic building block of an ASN-1 specification is the module. We begin this sec-
tion by looking at the top-level structure of the module. Then, we introduce some
lexical conventions used in ASN.1 definitions. Next, the data types defined in
ASN.1 are described. Finally, examples of the use of ASN.1 are given.

Module Definition

ASN.1 is a language that can be used to define data structures. A structure defini-
tion is in the form of a named module. The nameof the module can then be used to

reference the structure. For example, the module namecan be used as an abstract
syntax hame; an application can pass this name to the presentation service to spec-
ify the abstract syntax of the application PDUs that the application wishes to
exchange witha peer application entity,

Modules have the basic form,

<modulereference> DEFINITIONS ::=

BEGIN

EXPORTS

IMPORTS

AssignmentList
End

The modulereference is a module name followed optionally by an object iden-
tifier to identify the module. The EXPORTSconstruct indicates which definitions
in this module may be imported by other modules. The IMPORTSconstructindi-
cates which type and value definitions from other modules are to be imported into
this module. Neither the IMPORTS or EXPORTSconstructs may be included
unless the object identifier for the module is included.Finally, the assignmentlist
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consists of type assignments, value assignments, and macro definitions. Macro def-
initions are discussed later in this ‘section. Type and value assignments have the
form,

<name>: :=<description>

Theeasiest way to describe the syntax is by example.First, we need to specify
somelexical conventions.

Lexical Conventions

ASN.1 structures, types, and values are expressedin a notation similar to thatofa
programming language. The following lexical conventions are followed:

1. Layoutis not significant, multiple spaces and blank lines can be considered as
a single space.

2. Comments are delimited by pairs of hyphens (--) at the beginning and end of
the comnient, or by a pair of hyphensatthe beginning of the commentand the
end of the line as the end of the comment.

3, Identifiers (names of values and fields), type references (namesof types), and
module namesconsist of upper- and lowercaseletters, digits, and hyphens.

4, An identifier begins with a lowercaseletter,

. A type reference or a module namebeginswith an uppercaseletter.
6. A built-in type consists of all capital letters and is a commonly used type for

which a standardnotation is provided.

wa

Abstract Data Types

ASN.1 is a notation for abstract data types and their values. A type can be viewed
as a collection of values. The numberof valuesthat a type may take on may beinfi-
nite. For example, the type INTEGERhasaninfinite numberof values.

Wecanclassify types into four categories:

° Simple. These are atomic types, with no components.
e Structured. A structured type has components. ©
° Tagged. These are types derived from other types.
° Other. This category includes the CHOICE and ANY types, definedlater in

this section.

Every ASN.1 data type, with the exception of CHOICE and ANY,has an
associated tag. The tag consists of a class name and a nonnegative integer tag num-
ber. There are four classes of data types, or four classes oftag:

° Universal. Generally useful, application-independent types and construction
mechanisms; these are defined in the standard andarelisted in Table 19.2.

e Application-wide. Relevant to a particular application; these are defined in
other standards.
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TABLE 19.2 Universal class tag assignments.

|Tag Type Name Set of Values
Basic Types

 
 

  

  
  
  
  

  
  

“UNIVERSAL1 BOOLEAN TRUEor FALSE

UNIVERSAL 2 INTEGER Thepositive and negative whole numbers, including zero
UNIVERSAL 3 BIT STRING A sequenceof zero or morebits
UNIVERSAL4 OCTET A sequenceof zero or more octets

\ STRING
UNIVERSAL9 REAL Real numbers

UNIVERSAL10 ENUMERATED Anexplicitlist of integer values that an instance of a data type  
 may take

 Object Types 
 
  

UNIVERSAL6 OBJECT Theset of values associated with information objects
IDENTIFIER

UNIVERSAL 7 Object descriptor Each value is human-readable text providing a brief description  
 of an information object.

Object Types    
  
  
  
  
  
  
  
  

UNIVERSAL 18 NumericString Digits 0 through 9, space
UNIVERSAL 19 PrintableString Printable characters
UNIVERSAL 20 TeletexString Character set defined by CCITT Recommendation T.61
UNIVERSAL 21 VideotexString Set of alphabet and graphical characters defined by CCITT

Recommendations T.100 and T.101.

UNIVERSAL22 TASString International alphabet five (equivalent to ASCIT)
UNIVERSAL25 GraphicsString Characterset defined by ISO 8824
UNIVERSAL26 VisibleString Characterset defined by ISO 646 (equivalent to ASCII)
UNIVERSAL 27 GeneralString Generalcharacterstring   

Miscellaneous Types 
 UNIVERSAL 5 NULL The single value NULL. Commonly used where several alterna-

  
  

tives are possible but none of them apply.
UNIVERSAL8 EXTERNAL A type defined in some external document. It need not be one

of the valid ASN.1 types.
UNIVERSAL 23 UTCTime Consists of the date, specified with a two-digit year, a two-digit    

 month and a two-digit day,followed by the time, specified in
hours, minutes, and optionally seconds, followed by an
optional specification of the local time differential from
universal time.

UNIVERSAL24 GeneralizedTime Consists of the date, specified with a four-digit year, a two-digit
month and atwo-digit day, followed by the time,specified in
hours, minutes, and optionally seconds, followed by an
optional specification of the local time-differential from
universal time.

UNIVERSAL 11-15 Reserves Reserved for addenda to the ASN.1 standard
UNIVERSAL28-_Reserved Reserved for addenda to the ASN.1 standard

 

  
  

  
  
  
  

(Continued)
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TABLE 19.2. (Continued)

Structured Types 
UNIVERSAL16 SEQUENCEand Sequence:defined by referencing a fixed, orderedlist of types;

SEQUENCE-OF each value is an orderedlist-of values, one from each compo-
nenttype.

Sequence-of: defined by referencing a single existing type; each
value is an orderedlist of zero or more values of the existing
type.

UNIVERSAL17 SET and Set: defined by referencing a fixed, unorderedlist of types, some
of which maybe declared optional; each value is an unordered

SET-OF list of values, one from each componenttype.
Set-of: defined by referencinga single existing type; each value

is an unorderedlist of zero or morevaluesof the existing type.PenneSee

¢ Context-specific. Also relevant to a particular application, but applicable in a
limited context.

° Private. Types defined by users and not covered by any standard.

A data type is uniquely identified by its tag. ASN.1 types are the sameif and
only if their tag numbers are the same. For example, UNIVERSAL4refers to
OctetString, whichis of class UNIVERSALandhas tag number4 within theclass.

A simple type is one defined by directly specifying the set of its values. We
maythink of these as the atomic types;all other types are built up from the simple
types. The simple data types in the UNIVERSALclass can be groupedinto several
categories, as indicated in Table 19.2; these are not “official” categories in the stan-
dard but are used here for convenience.

The first group of simple types can be referred to, for want of a better word,
as basic types. The Booleantypeis straightforward. The Integer type is the set of
positive and negative integers and zero.In addition, individual integer values can be
assigned namesto indicate a specific meaning. The BitString is an ordered set of
zero or more bits; individual bits can be assigned names. The actualvalue of a Bit-
String can be specified as a string of either binary or hexadecimaldigits. Similarly,
an OctetString can be specified as a string of either binary or hexadecimaldigits.
The Real data type consists of numbers expressed in scientific notation (mantissa,
base, exponent); thatis,

M x BE

The mantissa (M) and the exponent (£) maytake on any integer values, positive or
negative; a base (B) of 2 or 10 maybe used.

Finally, the Enumerated type consists of an explicitly enumeratedlist of inte-
gers, together with an associated namefor each integer. The same functionality can
be achieved with the Integer type by naming some of the integer values; but,
becauseof the utilityof this feature, a separate type has been defined. Note, how-
ever, that althoughthe values of the enumerated typeare integers, they do not have
integer semantics. Thatis, arithmetic operations should not be performed on enu-
mierated values,
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Object types are used to nameand describe information objects. Examples of
information objects are standards documents, abstract and transfer syntaxes, data
structures, and managedobjects. In general, an information objectis a class of infor-
mation (e.g., a file format) rather than an instance of suchaclass (e.g., an individ-
ualfile), The Object identifier is a unique‘identifier for a particular object. Its value
consists of a sequence of integers. The.set of defined objects hasa tree structure,
with the rootof the tree being the object referring to the ASN.1 standard.Starting
with the root of the object identifier tree, each object-identjfier component value ~

identifies an arc in the tree. The Object descriptor is a human-readable descriptionof an information object.
ASN.1 defines a numberof character--string types. The values of each of these

types consists of a sequence of zero or more charactersfrom a standardized char-
acterset.

There are some miscellaneous types that have also been defined in the UNI-
VERSAL class. The Null type is used in places in a structure where a value may
or may not be present. The Null type is simply the alternative of no value being
presentat that position in the structure. An External type is one whose values are
unspecified in the ASN.1 standard;it is defined in some other documentor standard
and can be defined using any well-specified notation. UTCTime and Generalized-
Time are twodifferent formats for expressing time. In bothcases, either a universal
or local time maybe specified.

Structured types are those consisting of components, ASN.1 provides four
structured types for building complex data types from simple data types:

e SEQUENCE

e SEQUENCE-OF

° SET

© SET-OF

The Sequence and Sequence-oftypes are used to define an orderedlist of val-
ues of one or more other data types; this is analogous to the record structure found
in many programming languages, such as COBOL. A Sequence consists of an
orderedlist of elements, each specifying a type and, optionally, a name. The nota-
tion for defining the sequence typeis as follows:

SequenceType ::= SEQUENCE(ElementTypeList} | SEQUENCE| }-

ElementTypeList::= ElementType | ElementTypeList, ElementType

ElementType::=
NamedType |
NamedType OPTIONAL |
NamedType DEFAULT Value |
COMPONENTSOF Type

A NamedTypeis a type reference with or without a name. Each elementdef-
inition may be followed by the keyword OPTIONAL or DEFAULT. The
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OPTIONALkeywordindicates that the component elementneed notbe presentin
a sequence value. The DEFAULTkeywordindicates that, if the component ele-
ment is not present, then the value specified by the DEFAULTclause will be
assigned. The COMPONENTSOFclauseis used to define the inclusion, at this
point in the ElementTypeList, of all the ElementType sequences appearingin the
referenced type.

A Sequence-ofconsists of an ordered, variable numberof elements, all of one
type. A Sequence-ofdefinition has the following form:

SequenceOfType::= SEQUENCEOFType | SEQUENCE

The notation SEQUENCEisto beinterpreted as SEQUENCE-OF ANY;the
type ANY is explainedin a later subsection,

A Setis similar to a Sequence,exceptthat the order of the elementsis not sig-
nificant; the elements may be arranged in any order when they are encodedinto a
specific representation. A Set definition has the following form:

SetType ::= SET (ElementTypeList} | SET { }

Thus, a set may include optional, default, and component-of clauses,
A Set-of is an unordered, variable numberof elements,all of one type. A Set-

of definition has the following form:

SetOfType ::= SET OF Type | SET

The notation SET is to be interpreted as SET OF ANY;the type ANY is
explained in a later subsection.

The term tagged type is somewhatof a misnomer, as all data types in ASN.1
have an associated tag. The ASN.1 standard defines a tagged type as follows:

A type defined by referencing a single existing type and a tag; the new typeis iso-
morphic to the existing type, but is distinct from it, In all encoding schemes, a
value of the new typecan bedistinguished from a value ofthe old type.

Tagging is useful to distinguish types within an application. It may be desired
to have several different type names, such as Employee_name and Custo-
mer_name, which are essentially the same type. For some structures, tagging is
needed to distinguish component types within the structured type. For example,
optional components of a SET or SEQUENCEtypeare typically given distinct con-
text-specific tags to avoid ambiguity.

There are twocategoriesof tagged types: implicitly tagged types and explicitly
tagged types. An implicitly tagged type is derived from another type by replacing
the tag (old class name, old tag number) of the old type with a new tag (new class
name, new tag number). For purposes of encoding, only the new tag is used.

An explicitly tagged type is derived from another type by adding a new tag to
the underlying type. In effect, an explicitly tagged type is a structured type with one
component: the underlying type. For purposes of encoding, both the new and old
tags must bereflected in the encoding.

Animplicit tag results in shorter encodings, but an explicit tag may be neces-
sary to avoid ambiguityif the tag of the underlying typeis indeterminate (e.g., if the
underlying type is CHOICE or ANY).
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The CHOICEand ANY types are data types without tags; the reason forthis
is that whena particular value is assigned to the type, then a particular type must be
assigned at the same time. Thus, the type is assigned at “run time.”

The CHOICEtypeisa list of alternative known types. Only oneof these types
will actually be usedto create a value.It was stated earlier that a type can be viewed
as a collection of values. The CHOICEtypeis the union of the sets of valuesof all
of the componenttypeslisted in the CHOICEtype. This type is useful whentheval-
ues to be described can beofdifferent types depending on circumstance, and all the
possible types are known in advance.

The notation for defining the CHOICEtypeis as follows:

ChoiceType ::= CHOICE {AlternativeTypeList}
AlternativeTypeList ::= NamedType | AlternativeTypeList, NamedType

The ANY typedescribes an arbitrary value of an arbitrary type. The notation
is simply

AnyType := ANY

This type is useful when the values to be described can beof different types
but the possible types are not known in advance.

Subtypes

A subtype is derived from a parent type byrestricting the set of values defined for
a parent type. That is, the set of values for the subtype are a subsetof thesetof val-
ues for the parent type. The process of subtyping can extend to more than onelevel:
that is, a subtype mayitself be a parent of an even morerestricted subtype.

Six different forms of notation for designating the values of a subtypeare pro-
vided in the standard. Table 19.3 indicates which of these forms can be applied to
particular parent types. The remainderof this subsection provides an overview of
each form.

A single-value subtype is an explicit listing of all of the values that the subtype
maytake on. For example,

SmallPrime ::= INTEGER (21315171111131171191| 23129)

In this case, SmallPrime is a subtype of the built-in type INTEGER. As
another example,

Months ::= ENUMERATED{ january (1),
february (2),
march(3),
april (4),
may(5),
june (6),
july (7),
august (8),
september(9),
october (10),
november(11),
december(12)}
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TABLE19.3. Applicability of subtype value sets.

 
 

  
 

Type (or derived
from such a type Single|Contained

by tagging) Value Subtype
|

Types y

Set

‘ Any

 
 

Value

Range
Size Permitted Inner

Constraint Alphabet Subtyping

   
 
 
 
 
 

ceft

se  
 

First-quarter ::= Months( january | february | march )
Second-quarter ::= Months( april | may | june)

 
 
 

 
   

First-quarter and Second-quarter are both subtypes of the enumerated type
Months,

A contained subtypeis used to form new subtypesfrom existing subtypes. The
contained subtypeincludesall of the values of the subtypes that it contains. For
example, .

First-half ::= Months ( INCLUDESFirst-quarter | INCLUDESSecond-
quarter )

A contained subtype mayalso includelisting explicit values:

First-third ::= Months ( INCLUDESFirst-quarter| april )

A value-range subtype applies only to INTEGERand REALtypes;it 38 spec-
ified by giving the numerical values of the endpoints of the range. The specialval-
ues PLUS-INFINITY and MINUS-INFINITY maybeused. Also, the specialval-
ues MIN and MAX maybeusedto indicate the minimum and maximum allowable
values in the parent. Each endpointof the range is either closed or open. When
open,the specification of the endpoint includes the less-than symbol (<). The fol-
lowing are equivalent definitions:

PositiveInteger ::= INTEGER (0<..PLUS-INFINITY)
PositiveInteger ::= INTEGER(1..PLUS-INFINITY)
PositiveInteger ::= INTEGER (0<..MAX)
PositiveInteger ::= INTEGER(1..MAX)
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The following are equivalent:

NegativeInteger ::= INTEGER (MINUS-INFINITY..<0)
NegativeInteger ::= INTEGER (MINUS-INFINITY..-1)
NegativeInteger ::= INTEGER (MIN..<0)
Negativelnteger ::= INTEGER (MIN..-1)

_ The pexmitted-alphabet constraint may only be applied to character string
types. A permitted-alphabet type consists of all values (strings) that can be con-
structed using a subalphabetof the parent type. Examples are

TouchToneButtons::= [A5String ( FROM
( be0hed | a ad | “? | gr | “5 | “6” | soy | QR? | “Q” | 669K 99 | 66g) ) )

DigitString = TA5String (FROM
( “oO” | “q | a | 63? | «5» | “6” | seq | “«R” | “Q” ) )

A size constraint limits the numberof items in a type. It can only be applied
to the string types(bit string, octet string, character string) and to Sequence-of and
Set-of types. The item that is constrained dependson the parenttype, as follows:

Type Unit of Measure

bit string bit
octet string octet
character string§character
sequence-of component value
set-of component value

' As an example of a string type, Recommendation X.121 specifies that inter-
national data numbers, whichare used for addressing end systems on public data
networks, including X.25 networks, should consist of at least 5 digits but not more
than 14 digits; this could be specified as follows:

IttDataNumber::= DigitString ( SIZE (5..10 ) )

Now consider a parameter list for a message that may include up to 12
parameters:

ParameterList ::= SET SIZE (0..12 ) OF Parameter

An inner-type constraint can be applied to the sequence, sequence-of,set, set-
of, and choice types. An inner subtype includes in its value set only those values
from the parenttype that satisfy one or more constraints on the presence and/orval-

ues of the components of the parent type. This is a rather complex subtype, and only
a few examples are given here.

Consider a protocol data unit (PDU)that may havefour different fields, in no
particular order:

PDU ::= SET {alpha [0] INTEGER,
beta [1] IASString OPTIONAL,
gamma [2] SEQUENCEOFParameter, -
delta [3] BOOLEAN }
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To specify a test that requires the Boolean to be false and the integer to be
negative,

TestPDU ::= PDU ( WITH COMPONENTS { ..., delta (FALSE), alpha
(MIN...<0)})

To further specify that the beta parameteris to be present and either. 5 or 12
charactersin length,

FurtherTestPDU ::= TestPDU (WITH COMPONENTS {..., beta (SIZE
(5 | 12) PRESENT))

As another example, considerthe use of inner subtyping on a sequence-of
construct

Text-block ::= SEQUENCEOFVisibleString

Address ::= Text-block ( SIZE(1..6) | WITH COMPONENT (SIZE (1..32)))
The above indicates that the address consists of from 1 to 6 text blocks, and

that each text block is from 1 to 32 characters in length.

PDU Example

As an example, consider the ASN.1 specification of the formatof the protocol data
units for the SNMPv2protocol (described later in this chapter). The specification
from the standard is reproducedin Figure 19.3.

The top-level construct uses the CHOICE type to describe a variable selected
fromacollection. Thus, any instance of the type PDUswill be oneof eight alterna-
tive types. Note that each of the choicesis labeled with a name. All of the PDUs

SNMPv2-PDU DEFINITIONS ::= BEGIN

PDUs::= CHOICE{get-request GetRequest-PDU,
get-next-request GetNextRequest-PDU,
get-bulk-request GetBulkRequest-PDU,
response Response-PDU,
set-request SetRequest-PDU,
inform-request InformRequest-PDU,
snmp V2-trap SNMPv2-Trap-PDU,
report Report-PDU_—}

—PDUs

GetRequest-PDU := [0] IMPLICIT PDU
GetNextRequest-PDU := [1] IMPLICIT PDU
Response-PDU ~ ‘= [2] IMPLICIT PDU
SetRequest-PDU s= [3] IMPLICIT PDU
GetBulkRequest-PDU := [5] IMPLICIT BulkPDU
InformRequest-PDU := [6] IMPLICIT PDU
SNMPv2-Trap-PDU = [7] IMPLICIT PDU
Report-PDU := [8] IMPLICIT PDU

max-bindings INTEGER::= 2147483647

. FIGURE 19,3. SNMPv2 PDU formatdefinitions. (Continued on nextpage)
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PDU ::= SEQUENCE(request-id Integer32,
error-status INTEGER[ —sometimes ignored

error-Index INTEGER(0..max-bindings),

NoError(0),
tooBig(1),
noSuchName(2),
badValue (3),
readOnly(4),
genError(5),
noAcvess (6),
wrongType (7),
wrongLength (8),
wrongEncoding (9),
wrongValue (10),
noCreation (11),
inconsistentValue (12),
resourceUnavailable (13),
commitFailed (14),
undoFailed (15),
authorizationError(16),
notWritable (17),
inconsistentName (18) },

—for proxy compatibility
—for proxy compatibility
—for proxy compatibility

—sometimes ignored
variable-binding VarBindList } —values are sometimes ignored

BulkPDU ::= SEQUENCE{
request-id
non-repeaters
max-repetitions
variable-binding

--variable binding

VarBind ::= SEQUENCE{name ObjectName,
CHOICE{value

unspecified

noSuchObject [0]
noSuchinstance [1]
endOfMibView [2]

--variable-binding list

Mustbeidentical in structure to PDU

Integer32,
INTEGER(0..max-bindings),
INTEGER(0..max-bindings),
VarBindList } --values are ignored

ObjectSyntax,
NULL, --in retrieval requests

--exceptions in responses:
IMPLICIT NULL,
IMPLICIT NULL,

IMPLICIT NULL } }

VarBindList ::= SEQUENCE(SIZE(0..max-bindings)) OF VarBind
END

FIGURE 19.3 (Continued)

681

 
defined in this fashion have the same formatbutdifferent labels, with the exception
of GetBulkRequest-PDU.The format consists of a sequence of four elements. The
second element, error-status, enumerates 18 possible integer values, each with a
label. The last element, variable-binding, is defined as having syntax VarBindList,
which is defined later in the sameset of definitions.

The BulkPDUdefinition is also a sequence of four elements, but differs from
the other PDUs.

VarBindList is defined as a Sequence-of construct consisting of some number
of elements of syntax VarBind, with a size constraint of up to 2147483647,or 2314,
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elements. Each element,in turn,is a sequence of two values; thefirst is a name, and
the secondis a choice amongfive elements.

ASN.1 Macro Definitions

Included in the ASN.1 specification is the ASN.1 macro notation. This notation
allows the user to extent the syntax of ASN.1 to define new types and their values.
The subject of ASN.1 macrosis a complex one, andthis section serves only to intro-
duce the subject.

Let us begin with several observations:

1. Thereare threelevels that must be carefully distinguished:
¢ The macronotation, used for defining macros.
° A macrodefinition, expressed in the macro notation and used to define a

set of macro instances,

° A macroinstance, generated from a macro definition by substituting values
for variables. |

2. A macro definition functions as a Super Type, generating a class of macro
instances that function exactly like a basic ASN.1 type.

3. A macro definition may be viewed as a template that is used to generate a set
of related types and values.

4, The macrois used to extend the ASN.1 syntax but does not extend the encod-
ing. Any type defined by meansof a macroinstanceis simply an ASN.1 type,
and is encoded in the usual manner.

5. In addition to the convenience of defining a set of related types, the macro
definition enables the user to include semantic information with the type.

Macro Definition Format

A macro definition has the following general form:
<macroname> MACRO ::=
BEGIN

TYPE NOTATION::= <new-type-syntax>
VALUE NOTATION::= <new-value-syntax>
<supporting-productions>

END

The macronameis written in all uppercase letters. A new ASN.1 type is
defined by writing the nameof the type, which begins with a capital letter, followed
by the macroname, followed by a definition of the type dictated by the form of the
macro body.

The type and value notations, as well as the supporting productions, are all
specified using Backus-Naur Form (BNF). The new-type-syntax describes the new
type. The new-value-syntax describes the values of the new type. The supporting-

''The ASN.1 standard uses the term basic ASN.1 type to refer to any ASN.1 type that is not a macroinstance,
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productions provide any additional grammarrules for either the type or value syn-

tax; that is, any nonterminals within the new-type-syntax and/or new-value-syntax
are expandedin the supporting-productions.

Whenspecific values aresubstituted for the variables or arguments of a macro
definition, a macro instance is formed. This macro instance has tworesults. First,it
generates a representation of a basic ASN.1 type,called the returned type. Second,
it generates a representation of a generic ASN.1 value—thatis, a representation of
the set of values that the type may take. This generic value is called the returned
value.

Macros Versus Defined Types
TheASN.1 macrofacility provides tools for

1. Defining new types

2. Representing those types

3. Representing values of those types

4, Encoding specific values of those types

A similar capability already exists within ASN.1, which allows for the con-
struction of defined types, either from built-in types or, recursively, from built-in
types and defined types. The macro facility differs from the ASN.1 defined type
capability in the following respects:

1. The macrofacility allows the definition of a family of types. Each new type
generated by a macro definition (a macro instance)is closely related to other
types generated from the same macro. In contrast, there is no particular rela-
tionship between one basic ASN.1 defined type and other defined types.

2. A defined type is represented in a set way from the strings symbolizing the
types from whichit is constructed. A macro instance is represented in what-
ever way the writer of the macro chooses. Thus, the syntax of a type defined
via macro instance can be chosen to correspondclosely to the notation used
within the particular application for which the macro was written. Further-
more, the macro instance may include commentary or semanticnarrative. In
this way, types defined by a macro may be morereadable and morewriteable.

3. In basic ASN.1, the representation of a value of a typeis derived from the rep-
resentation of the typein a relatively straightforward manner. The tworepre-
sentations are isomorphic;that is, they have similar or identical structure. This
isomorphism is not required with a macro definition. The returned type and
the returned generic value may have quite different syntaxes. Again, this
allows for more readable and writable values.

SNMPv2 OBJECT-TYPE Macro

An example of a macrois illustrated in Figure 19.4. This macro is defined in the
SNMPv2standard, and is used to define management objects. A management
objectis an individualvariable or item of managementinformation stored in a man-
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OBJECT-TYPE MACRO::= BEGIN

TYPE NOTATION ::+ “SYNTAX”Syntax
UnitsPart
“MAX-ACCESS”Access
“STATUS”Status

“DESCRIPTION”Text
ReferPart
IndexPart
DefValPart

VALUE NOTATION::= value (VALUE ObjectName) »
Syntax «i= type(ObjectSyntax) | “BITS” “(“ Kibbles “}”
Kibbles ::= Kibble | Kibbles “,” Kibble
Kibble ::= identifier “(* nonNegativeNumber“)”
UnitsPart ::= “UNITS” Text | empty
Access ::= “not-accessible”| “accessible-for-notify”| “read-only”| “read-write”| “read-write”| “read-create”
Status := “current” | “deprecated” | “obsolete”
ReferPart ::= “REFERENCE”Text| empty
IndexPart ::= “INDEX”“{* IndexTypes “}” | “AUGMENTS” “{“ Entry “)” | empty
IndexTypes ::= IndexType| IndexTypes “,” IndexType
IndexTypes ::= “IMPLIED”Index | Index
Index ::= value (indexobject ObjectName) --use the SYNTAX valueofthe

--correspondent OBJECT-TYPEinvocation
Entry «= value (entryobject ObjectName) --use the INDEX value of the

--correspondent OBJECT-TYPEinvocation
DefValPart ::= “DEFVAL”“{« value (Defyal ObjectSyntax) “}” | empty
—uses the NVT ASCII characterset

Text n= “eeeseetring???”

END

FIGURE 19.4 SNMPv2 macrofor object definition.

agement information base. Thus, this is an example of the use of ASN.1 to specify
the syntax of locally maintained data that is used by a distributed application.

The type notation portion of this macro consists of eight parts:

° The SYNTAX clause specifies the ASN.1 syntax typeofthis object. Object-
Syntax defines a subset of ASN.1 types that may be usedto define managed
objects; its definition is not shown.

° The UNITSclause canbe used to specify what units a numericalvalue has.
° The MAX-ACCESSclauseis used to specify the access privileges for this

object. Some objects are not accessible by remote users, but are used by the
local system for data-structuring purposes. Other objects may be read-only,
read-write, or read-create.

¢ The STATUSclauseindicates the currentstatus of this object with respect to
whetherit is part of the most recent standard.

e The DESCRIPTIONclause is used to provide a textual description of the
object.

° The REFERENCEclauseis usedto, provide a cross-reference to another por-
tion of the managementinformation base.
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° The INDEXclause is used if this object refers to a tabular structure. The
clause lists the object or objects that serve as indexes into the table.

° The AUGMENTSclauseis used to specify that this object refers to.a tabular
structure that is to be appended to anothertabular structure.

° The DEFVAL clause is used to provide a default value for this object, to be
supplied upon creation of the object by the local system.

The value of an objectis an identifier, ObjectName, that provides a unique
reference for the object.

An example of the use of this macro is the following SNMPv2 object
definition:

iffestResult OBJECT-TYPE

SYNTAX INTEGER{
none(1), -- no test yet requested
success(2),
inProgress(3),
hotSupported(4),
unAbleToRun(5), -- due to state of system
aborted(6),
failed(7)

MAX-ACCESSread-only
STATUS current

DESCRIPTION

“This object contains the result of the most recently
requested test, or the value none(1)if no tests have
been requested since the last reset. Note that this
facility provides no provision for saving the results
of one test when starting another, as could be
required if used by multiple managers concurrently.”

i= {ifTestEntry 4 }

19.2 NETWORK MANAGEMENT—SNMPv2

Networksanddistributed processing systemsare of critical and growing importance
in business, government, and other organizations. Within a given organization, the
trend is toward larger, more complex networks supporting more applications and
moreusers. As these networks growin scale, two facts becomepainfully evident:

° The networkandits associated resources and distributed applications become
indispensable to the organization.

* Morethings can go wrong,disabling the network or a portion of the network,
or degrading performance toan unacceptablelevel.
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A large network cannotbe put together and managed by humaneffort alone.
The complexity of such a system dictates the use of automated network manage-
menttools. The urgency of the needfor suchtools is increased, and the difficulty of

supplying suchtoolsis also increased, if the network includes equipmentfrom mul-
tiple vendors. In response, standards that deal with network management have
been developed, covering services, protocols, and management information base.

This section begins with an introduction to the overall concepts of standard-
ized network management, the remainder is devoted to a discussion of SNMPv2,
which is an extension of SNMP, the most widely used network management
standard,

Network Management Systems

A network managementsystem is a collection of tools for network monitoring and
controlthat is integrated in the followingsenses:

° A single operatorinterface with a powerful but user-friendly set of commands
for performing mostorall network managementtasks.

° A minimal amountof separate equipment. Thatis, most of the hardware and
software required for network managementare incorporated into the existing
user equipment.

A network managementsystem consists of incremental hardware and soft-
ware additions implemented amongexisting network components. The software
used in accomplishing the network managementtasksresides in the host computers
and communications processors(e.g., front-end processors, terminal cluster con-
trollers), A network managementsystem is designed to view the entire network as
a unified architecture, with addresses andlabels assignedto each point and thespe-
cific attributes of each element and link knownto the system. The active elements
of the network provide regular feedback of status information to the network con-
trol center,

A network managementsystem incorporatesthe following key elements:

° Managementstation, or manager
° Agent

¢ Managementinformation base

© Network managementprotocol

The managementstationis typically a stand-alone device, but may be a capa-
bility implemented on a shared system. In either case, the managementstation
serves as the interface for the human network manager into the network manage-
ment system. The managementstation will have, at minimum,

° A set of managementapplications for data analysis, fault recovery, and so on.
° An interface by which the network manager may monitor and control the

network,
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® The capability of translating the network manager’s requirements into the
actual monitoring and control of remote elements in the network.

® A database of network management information extracted from the data-
bases of all the managed entities in the network.

The other active elementin the network managementsystem is the agent. Key
platforms, such as hosts, bridges, routers, and hubs, may be equipped with agent
software so that they may be managed from a managementstation. The agent
responds to requests for information from a management station, responds to
requests for actions from the managementstation, and may asynchronously provide
the managementstation with important but unsolicited information.

The means by which resources in the network may be managedentails repre-
senting these resources as objects. Each object is, essentially, a data variable that
represents one aspect of the managed agent. The collection of objectsis referred to
as a management information base (MIB). The MIB functions as a collection of
access points at the agent for the managementstation. These objects are standard-
ized across systemsof a particularclass (e.g., bridges all support the same manage-
ment objects). A managementstation performs the monitoring function by retriev-
ing the value of MIB objects. Also, a management station can cause an action to
take place at an agent, or it can change the configuration settings of an agent by
modifying the value of specific variables.

The managementstation and agents are linked by a network managementpro-
tocol. The protocol used for the management of TCP/IP networksis the simple net-
work management protocol (SNMP). For OSI-based networks, the common man-
agementinformation protocol (CMIP)is being developed. An enhancedversion of
SNMP, known as SNMPv2,is intended for both TCP/IP- and OSI-based networks.

Eachof these protocols includes the following key capabilities:

© Get: Enables the managementstation to retrieve the value of objects at the
agent.

® Set: Enables the managementstation to set the value of objects at the agent.
° Notify: Enables an agent to notify the management station of significant

events.

In a traditional centralized network managementscheme,onehost in the con-
figuration has the role of a network managementstation; there may be possibly one
or two other managementstations in a backup role. The remainder of the devices
on the network contain agent software and a MIB,to allow monitoring and control
from the managementstation. As networks growin size andtraffic load, such a cen-
tralized system is unworkable. Too much burdenis placed on the managementsta-
tion, and there is too muchtraffic, with reports from every single agent having to
wend their way across the entire network to headquarters, In such circumstances, a
decentralized, distributed approach works best (e.g., Figure 19.5). In a decentral-
ized network management scheme, there may be multiple top-level management
stations, which might be referred to as managementservers. Each such server might
directly manage a portion of the total pool of agents. However, for many of the
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agents, the management server delegates responsibility to an intermediate man-
ager, which plays the role of manager to monitor and control the agents underits
responsibility; it also plays an agent role to provide information and acceptcontrol
from a higher-level managementserver. This type of architecture spreads the pro-
cessing burden and reducestotal networktraffic.

Simple Network Management Protocol Version 2 (SNMPv2)

In August of 1988, the specification for SNMP wasissued and rapidly became the
dominant network management standard. A numberof vendors offer stand-alone
network managementworkstations based on SNMP,and most vendorsofbridges,
routers, workstations, and PCs offer SNMP agent packagesthat allow their prod-
ucts to be managed by an SNMP managementstation.

As the name suggests, SNMPis a simple tool for network management.It
defines a limited, easily implemented management information base (MIB) of
scalar variables and two-dimensionaltables, and it defines a streamlined protocolto
enable a managerto get and set MIB variables and to enable an agentto issue unso-
licited notifications, called traps. This simplicity is the strength of SNMP;it is easily
implemented and consumes modest processor and network resources. Also, the
structure of the protocol and the MIBaresufficiently straightforward that it is not
difficult to achieve interoperability among managementstations and agent software
from a mix of vendors.

With its widespreaduse, the deficiencies of SNMP becameincreasingly appar-
ent: functional deficiencies and lack of a security facility. As a result, an enhanced
version, known as SNMPv2,wasissued in 1993, with a revised version issued in 1996
(RFCs). SNMPv2 has quickly gained support, and a numberof vendors announced
products within monthsof the issuance of the standard.

The Elements of SNMPv2

Surprisingly, SNMPv2 does not provide network management at all! SNMPv2
instead provides a framework on which network managementapplications can be
built. Those applications, such as fault management, performance monitoring,
accounting, and so on,are outside the scope of the standard.

What SNMPv2 does provideis, to use a contemporary term,the infrastructure
for network management. Figure 19.6 is an example of a configuration that illus-
trates that infrastructure.

The essence of SNMPv2 is a protocol that is used to exchange management
information. Each “player” in the network management system maintains a local
database of information relevant to network management, knownas the manage-
ment information base. The SNMPv2 standard defines the structure of this infor-

mation and the allowable data types; this definition is known as the structure of
managementinformation (SMI); we can think of this as the language for defining
management information. The standard also supplies a number of MIBs that are
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ManagerServer

Management Applications

SNMPv2 manager
  
 
 Element Manager 
 _|SNMPv2 manager/agent

 
SNMPv2 manager/agent

 
 

Agent        

 SNMPv2 agentSNMPv2agentSNMPv2agent  
 

FIGURE 19.6 SNMPv2-managed configuration.

 
generally useful for network management.” In addition, new MIBs may be defined
by vendors and user groups.

"There is some ambiquity implicit in the term MIB.Inits singular form, the term can be used to refer to
the entire database of managementinformationateither a manageror an agent. It can also be used in
singular or plural form to refer to a specific defined collection of managementinformationthatis part of
an overall MIB. Thus, the SNMPv2standard includesthe definition of several MIBs and incorporates,
by reference, MIBs defined in SNMPv1.
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Atleast one system in the configuration must be responsible for network man-
agement. It is here that any network managementapplications are housed. There
may be more than one of these managementstations, to provide redundancy or
simply to split up the duties in a large network. Most other systems act in the
role of agent. An agentcollects information locally and stores it for later access
by a manager. The information includes, data about the system itself and
mayalso includetraffic information for the network or networks to which the agent
attaches.

-SNMPv?2will support either a highly centralized network managementstrat-
egy ora distributed one. In the latter case, some systems operate both in the role of
manager andof agent.In its agentrole, such a system will accept commands from a
superior management system. Some of those commandsrelate to the local MIB at
the agent. Other commandsrequire the agentto act as a proxy for remote devices.
In this case, the proxy agent assumes the role of managerto access information at.a
remote agent, and then assumestherole of an agentto pass that information on to
a superior manager.

All of these exchanges take place using the SNMPv2 protocol, whichis of the
simple request/response type. Typically, SNMPv2 is implementedontop of the user
datagram protocol (UDP), whichis part of the TCP/IP protocolsuite; it can also be
implemented on top of the ISO transport protocol.

Structure of Management Information

The SMIdefines the general framework within which an MIB can be defined and
constructed. The SMIidentifies the data types that can be used in the MIB, and
how resources within the MIB are represented and named. The philosophy behind
SMI is to encourage simplicity and extensibility within the MIB. Thus, the MIB can
store only simple data types: scalars and two-dimensional arrays of scalars, called
tables. The SMI doesnot support the creation or retrieval of complex data struc-
tures. This philosophy is in contrast to that used with OSI-systems management,
which provides for complex data structures and retrieval modes to support greater.
functionality. SMI avoids complex data types and structures to simplify the task of
implementation and to enhance interoperability. MIBswill inevitably contain ven-
dor-created data types and,unlesstight restrictions are placed on the definition of
such data types, interoperability will suffer.

Thereare actually three key elements in the SMI specification. At the lowest
level, the SMIspecifies the data types that may be stored. Then, the SMIspecifies
a formal technique for defining objects and tables of objects. Finally, the SMI pro-
vides a schemeforassociating a unique identifier with each actual object in a sys-
tem, so that data at an agent can be referenced by a manager.

Table 19.4 shows the data typesthat are allowed by the SMI. Thisis a fairly
restricted set of types. For example, real numbers are not supported; however,itis
rich enough to support most network management requirements.

The SNMPv2specification includes a template, known as an ASN.1 (Abstract
Syntax Notation One) macro, which provides the formal modelfor defining objects.
That template wasillustrated in Figure19.4. Figure 19,7 is an example of how this
template is used to define objects and tables of objects.
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TABLE 19.4 Allowable data types in SNMPv2.

 Description 

 
 

 
 
 
 

Integers in the range of —27! to 23! — 1,

 
 

Integers in the range of 0 to 2— 1.UlInteger32

A non-negative integer which may be incremented modulo 2.

A non-negative integer which may be incremented modulo 2%,

Gauge 32 A non-negative integer which may increase or decrease, but shall not
exceed a maximum value. The maximum value can not be greater
than 2°? — 1,

A non-negative integer which represents the time, modulo 2°”,in

 
  
 

 
 

  
  
 

  
hundredths of a second.

‘OCTET STRING Octetstrings for arbitrary binary or texual data; may be limited to 255
octets,

IpAddress A 32-bit internet address.

Anarbitrary bitfield.

An enumeration of namedbits.

 
  
 
 

  
  

 
BIT STRING

OBJECT IDENTIFIER

  

  Administratively assigned nameto object or other standardized ele-
ment. Value is a sequence of up to 128 non-negative integers.  

Thefirst three productions serve to define a table, grokTable, stored at an
agent. As with all SNMPv?2tables, grokTable is organized as a sequence of rows, or
entries, each of which has the same sequenceof objects; in this case, each row con-
sists of four objects. The INDEXclause specifies that the object grokIndex serves
as an index into the table; each row of the table will have a unique value of
prokIndex.

The access type of grokIPAddressis read-create, which meansthat the object
is read-write and that the object may be assigned a value by a manageratthe time
that the row containing this object is created by a manager. Each row ofthe table
maintains a counter for the numberof grok packets sentto the grokIPAddress spec-
ified for that row. The grokCountobject is read-only; its value cannot be altered by
a manager but is maintained by the agent within which this table resides. The
grokStatus object is used in the process of row creation and deletion; for which the
algorithm is rather complex. In essence, a RowStatus type of object is used to keep
track of the state of a row during the processof creation and deletion.

Each object definition includes a value, which is a unique identifier for that
object; for example, the value for grokEntry is {grokTable 1}, which meansthatthe
identifier for grokEntry is the concatenationof the identifier for grokTable and1.
The objects in a MIB are organized in a tree structure, and the identifier of an
object is found by walking the tree from its root to the position of the object in that
tree structure. For scalar objects, this scheme provides a uniqueidentifier for any
given object instance. For objects in tables, there is one instance of each object for

Viptela, Inc. - Exhibit 1011 - Part 2
Page 284



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 285

19.2 / NETWORK MANAGEMENT—SNMPyv2 693

grokTable OBJECT-TYPE grokIPAddress OBJECT-TYPE
SYNTAX SEQUENCE OF GrokEntry SYNTAX IpAddress
MAX-ACCESS_not-accessible MAX-ACCESS_read-create
STATUS current STATUS current
DESCRIPTION DESCRIPTION

“The (conceptual) grok table.” “The Ip address to send grok packets
:= { adhocGroup2 } to.”

= { grokEntry 2 }
grokEntry OBJECT-TYPE

SYNTAX GrokEntry grokCount OBJECT-TYPE
MAX-ACCESS not-accessible SYNTAX Counter32
STATUS current MAX-ACCESS__read-only
DESCRIPTION STATUS current

“An entry (conceptual row)in the DESCRIPTION
grok table.” “The total numberof grok packets

INDEX { grokIndex } sent so far.”
z= { grokTable } DEFVAL{0}

== { grokEntry 3 }
GrokEntry := SEQUENCE{

grokIndex INTEGER, grokStatus OBJECT-TYPE
grokIPAddress IpAddress, SYNTAX RowStatus
grokValue Counter32, MAX-ACCESS_read-create
grokStatus RowsStatus} STATUS current

DESCRIPTION
grokludex OBJECT-TYPE “Thestatus object used for creating,

SYNTAX INTEGER modifying, and deleting a conceptual
MAX-ACCESS not-accessible row instance in the grok table.”
STATUS current DEFVAL{active }
DESCRIPTION = ( grokEntry 4)

“The auxiliary variable used for
identify instances of the columnar
objects in the grok table.”

n= { grokEntry 1}

FIGURE 19.7 An example of an SNMPv2table,

each row of the table, so a further qualification is needed; what is done is to con-
catenate the value of the INDEX object to the identifier of each object in the table.

Protocol Operation

Theheart of the SNMPv2 frameworkis the protocolitself, The protocol provides a
straightforward, basic mechanism'‘for the exchange of management information
between managerand agent.

Thebasic unit of exchange is the message, whichconsists of an outer message
wrapper and an inner protocol data unit (PDU). The outer message header deals
with security and is discussed later in this section.

Eight types of PDUs maybecarried in an SNMP:message. The general for-
mats for these are illustrated informally in Figure 19.8; the formal ASN.1 definition
was provided in Figure 19.3. Several fields are common to a number of PDUs. The
request-id field is an integer assigned such that each outstanding request can be
uniquely identified. This process enables a managerto correlate incoming responses

Viptela, Inc. - Exhibit 1011 - Part 2
Page 285



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 286

694 CHAPTER 19 / DISTRIBUTED APPLICATIONS

(a) GetRequest-PDU, GetNextRequest-PDU,SetRequest-PDU,
SNMPv2-Trap-PDU,InformRequest-PDU

(b) Response-PDU

(c) GetBulkRequest-PDU

valuel name2 value2 poe|namen valuen
(d) variable-bindings

    

     max-repetition variable-bindings 

FIGURE 19.8 SNMPv2 PDU formats.

with outstanding requests; it also enables an agent to cope with duplicate PDUs
generated by an unreliable transport service. The variable-bindings field contains a

list of object identifiers; depending on the PDU,the list mayalso include a value for
each object.

The GetRequest-PDU,issued by a manager, includes a list of one or more
object names for which values are requested. If the get operation is successful, then
the responding agent will send a Response-PDU.The variable-bindingslist will
contain the identifier and value of all retrieved objects. For any variables that are
not in the relevant MIB view,its identifier and an error code are returned in the
variable-bindings list. Thus, SNMPv2 permits partial responses to a GetRequest,
which is a significant improvement over SNMP. In SNMP,if one or more of the
variables in a GetRequestis not supported,the agent returns an error message with
a status of noSuchName.In order to cope with such an error, the SNMP manager
must either return no values to the requesting application, or it must include an
algorithm that responds to an error by removing the missing variables, resending
the request, and then sendinga partial result to the application.

The GetNextRequest-PDU also is issued by a managerand includesa list of
one or more objects. In this case, for each object named in the variable-bindings
field, a value is to be returned for the object that is next in lexicographic order,
which is equivalent to saying next in the MIB in termsofits position in the tree
structure of object identifiers. As with the GetRequest-PDU,the agentwill return
values for as many variables as possible. One of the strengths of the GetNextRe-
quest-PDUis that it enables a managerentity to discover the structure of an MIB
view dynamically—a useful ability if the manager does not knowapriori the set of
objects that are supported by an agentorthat are in a particular MIB view.

Oneof the major enhancements provided in SNMPv2is the GetBulkRequest
PDU.The purpose of this PDU is to minimize the number of protocol exchanges
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required to retrieve a large amount of managementinformation. The GetBulkRe-
quest PDU allows an SNMPv2 managerto request that the response be as large as
possible given the constraints on messagesize.

The GetBulkRequest operation uses the sameselection principle as the Get-
NextRequest operation;thatis, selection is always of the next-object instancein lex-
icographic order. The differenceis that, with GetBulkRequest,it is possible to spec-
ify that multiple lexicographic successors be selected.

In essence, the GetBulkRequest operation worksin the following way. The
GetBulkRequestincludesa list of (N + R) variable names in the variable-bindings
list. For each of the first N names,retrieval is done in the samefashion as for Get-
NextRequest. Thatis, for each variablein the list, the next variable in lexicographic
order, plus its value, is returned; if there is no lexicographic successor, then the
named variable and a value of endOfMibVieware returned. Foreachof the last R
names, multiple lexicographic successors are returned.

The GetBulkRequest PDU hastwofields not found in the other PDUs: non-
repeaters and max-repetitions. The non-repeaters field specifies the number of
variables in the variable-bindinglist for which a single lexicographic successoris to
be returned. The max-repetitions field specifies the numberof lexicographic suc-
cessors to be returned for the remaining variables in the variable binding list. To
explain the algorithm,let us define the following:

L = number of variable names in the variable-bindingsfield of the Get-
‘ BulkRequest PDU

N = the numberof variables, starting with the first variable in the variable-
bindingsfield, for which a single lexicographic successoris requested

R = the numberofvariables, followingthe first N variables, for which multi-
ple lexicographic successors are requested

M = the numberof lexicographic successors requested for each of the last R
variables

The following relationships hold:

N = MAX|MIN (non-repeaters, L), 0]
M = MAX|max-repetitions, 0 ] .
R = L-N

The effect of the MAX operatoris that if the value of either non-repeaters or
max-repetitions is less than zero, a value of 0 is substituted.

If N is greater than 0, then the first N variables are processed as for GetNext-
Request. If R is greater than 0 andMis greater than 0, then for each of the last R
variablesin the variable bindingslist, the M lexicographic successorsare retrieved.
Thatis, for each variable,

° Obtain the value ofthe lexicographic successor of the namedvariable.
° Obtain the value of the lexicographic successor to the object instance

retrieved in the previousstep.
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e Obtain the value of the lexicographic successor to the object instance
retrieved in the previous step.

e And so on, until M object instances have beenretrieved.

If, at any point in this process, there is no lexicographic successor, then the
endOfMibView value is returned, paired with the name of the last lexicographic
successor or, if there were no successors, with the name of the variable in the
request.

Usingthese rules, the total numberof variable-binding pairs that can be pro-
duced is N + (M X R). The order in whichthe last (M x R) of these variable-bind-
ing pairs are placed in the Response PDUcan be expressedas follows:

fori:= 1toe Mdo

forr:= 1toRdo

retrieve i-th successor of (NV + r)-th variable;

The effect of this definition is that the successors to the last R variables are

retrieved row by row,rather than retrievingall of the successors to thefirst variable,
followed byall of the successors to the second variable, and so on; this matches with
the way in which conceptual tables are lexicographically ordered, so thatif the last
R values in the GetBulkRequest are columnar objects of the same table, then the
Responsewill return conceptual rowsofthe table.

The GetBulkRequest operation removes one of the major limitations of
SNMP,whichis its inability to efficiently retrieve large blocks of data. Moreover,
this use of this operator can actually enable reducing the size of managementappli-
cations that are supported by the managementprotocol, realizing further efficien-
cies. There is no need for the managementapplication to concern itself with some
of the details of packaging requests. It need not performatrial-and-error procedure
to determine the optimal numberof variable bindings to put in a request-PDU.
Also,if a requestis too big, even for GetBulkRequest, the agent will send back as
much data asit can, rather than simply sending a tooBig error message. Thus, the
manager simply has to retransmit the request for the missing data; it does not have
to figure out how to repackagethe original request into a series of smaller requests.

The SetRequest-PDUis issued by a manager to request that the values of
one or more objects be altered. The receiving SNMPv2 entity responds with a
Response-PDU containing the same request-id. The SetRequest operation is
atomic:either all of the variables are updated or noneare.If the responding entity
is able to set valuesfor all of the variableslisted in the incoming variable-bindings
list, then the Response-PDUincludes the variable-binding field, with a value sup-
plied for each variable.If at least one of the variable values cannotbe supplied, then
no values are returned, and no values are updated. In the latter case, the error-
status code indicates the reason for the failure, and the error-index field indicates
the variable in the variable-bindings list that caused thefailure.

The SNMPv2-Trap-PDU is generated and transmitted by a SNMPv2 entity
acting in an agent role when an unusualeventoccurs.It is used to provide the man-
agement station with an asynchronous notification of some significant event. The
variable-bindings list is used to contain the information associated with the trap
message. Unlike the GetRequest, GetNextRequest, GetBulkRequest, SetRequest,
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and InformRequest PDUs, the SNMPv2-Trap-PDUdoesnotelicit a response from
the receiving entity; it is an unconfirmed message.

The InformRequest-PDUis sent by an SNMPv2 entity acting in a manager
role, on behalf of an application, to another SNMPv2 entity acting in a manager
role, to provide management information to an application using the latter entity.
As with the SNMPv2-Trap-PDU,the variable-bindingfield is used to convey the
associated information. The manager receiving an InformRequest acknowledges
receipt with a Response-PDU.

For both the SNMPv2-Trapandthe InformRequest, various conditions can be
defined that indicate whenthe notification is generated; and the information to be
sent is also specified.

19.3 ELECTRONIC MAIL—SMTP AND MIME

The most heavily used application in virtually any distributed system is electronic
mail, From thestart, the Simple Mail Transfer Protocol (SMTP)has been the work-
horse of the TCP/IP protocol suite. However, SMTP has traditionally been limited
to the delivery of simple text messages. In recent years, there has been a demand
for the delivery mail to be able to contain various types of data, including voice,
images, andvideoclips. Tosatisfy this requirement, a new electronic mail standard,
which builds on SMTP,has been defined: the Multi-Purpose Internet Mail Exten-
sion (MIME).In this section, we first examine SMTP,then look at MIME.

Simple Mail Transfer Protocol (SMTP)
SMTP is the standard protocol for transferring mail between hosts in the TCP/IP
protocolsuite; it is defined in RFC 821.

Although messages transferred by SMTP usually follow the format defined in
RFC 822, described later, SMTP is not concerned with the format or content of
messages themselves, with two exceptions. This concept is often expressed by say-
ing that SMTP uses information written on the envelope of the mail (message
header), but does notlook at the contents (message body) of the envelope. The two
exceptions are

1. SMTPstandardizes the message characterset as 7-bit ASCII.
2, SMTP addsloginformationto thestart of the delivered messagethat indicates

the path the message took.

Basic Electronic Mail Operation*

Figure 19.9illustrates the overall flow of mailin a typical system. Although much of
this activity is outside the scope of SMTP,thefigureillustrates the context within
which SMTP typically operates.

3 The discussion in this section is based partly on a description by Paul Mockapetris, published in
[STAL90]. .
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FIGURE19.9 SMTP mailflow.

 

To begin, mail is created by a user-agent program in response to user input.
Bach created message consists of a header that includes the recipient’s email
address and other information, and a body containing the messageto be sent. These
messages are then queued in some fashion and provided as input to an SMTP
Sender program,whichis typically an always-present server program on the host.

Although the structure of the outgoing-mail queue will differ depending on
the host’s operating system, each queued message, conceptually, has two parts:

1. The message text, consisting of

e The RFC 822 header: the message envelope, which includesan indication of
the intendedrecipientor recipients.

e The body of the message, composed bytheuser.
2. A list of mail destinations. .

Thelist of mail destinations for the message is derived by the user agent from
the 822 message header. In somecases, the destination, or destinations, are literally
specified in the message header. In othercases, the user agent may need to expand
mailing list names, remove duplicates, and replace mnemonic names with actual
mailbox names. If any blind carbon copies (BCC) are indicated, the user agent
needs to prepare messages that conform to this requirement. The basic ideais that
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the multiple formats and styles preferred by humans in the user interface are
replaced by a standardized list suitable for the SMTP send program.

The SMTPsender takes messages from the outgoing mail queue and transmits
them to the proper destination host via SMTP transactions over one or more TCP
connectionsto port 25 on the target host’s. A host may have multiple SMTP senders
active simultaneously if it has a large volume of outgoing mail, and it should also
have the capability of creating SMTP receivers on demandso that mail from one
host cannot delay mail from another.

Whenever the SMTPsender completesdelivery of a particular message to one
or more users on a specific host, it deletes the corresponding destinations from that
message’s destination list. When all destinations for a particular message are
processed, the message is deleted from the queue. In processing a queue, the SMTP
sender can perform a variety of optimization. If a particular message is sent to mul-
tiple users onasingle host, the message text need be sent only once.If multiple mes-
sages are ready to. send to the same host, the SMTP sender can open a TCP con-
nection, transfer the multiple messages, and then close the connection, rather than
opening and closing a connection for each message.

The SMTP sender mustdealwith a variety of errors. The destination host may
be unreachable, out of operation, or the TCP connection may fail while mailis
being transferred. The sender can requeue the mail for later delivery, but give up
after some period rather then keep the message in the queue indefinitely. A com-'
monerroris a faulty destination address, which can occur due to user-input error or
because the intended destination user has a new address on a different host. The

SMTPsender must either redirect the message, if possible, or return an error noti-
fication to the message’s originator.

The SMTP protocol is used to transfer a message from the SMTP sender to
the SMTP receiver over a TCP connection. SMTP attempts to provide reliable
operation but does not guarantee to recover from lost messages. No end-to-end
acknowledgmentis returned to a message’s originator that a messageis successfully
delivered to the message’s recipient, and errorindications are not guaranteed to be
returned either. However, the SMTP-based mail system is generally considered
reliable.

The SMTP receiver accepts each arriving message and either placesit in the
appropriate user mailbox or copiesit to the local outgoing mail queueif forwarding
is required. Tne SMTP receiver must beable to verify local mail destinations and
deal with errors, including transmission errors and lack of disk file capacity.

The SMTP sender is responsible for a message up to the point where the
SMTP receiver indicates that the transfer is complete; however,this simply means
that the message ‘has arrived at the SMTP receiver, not that the message has been
delivered to and retrieved by the intended recipient. The SMTP receiver’s error-
handling responsibilities are generally limited to giving up on TCP connections that
fail or are inactive for very long periods. Thus, the sender has most of the error-
recovery responsibility. Errors during completion indication may cause duplicate,
but not lost, messages.

In most cases, messages go directly from the mail originator’s machine to the
destination machine over a single TCP connection. However, mail will occasionally
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go through intermediate machines via an SMTP forwarding capability, in which
case the message musttraverse multiple TCP connections between source and des-
tination; one wayfor this to happenis for the sender to specify a route to the desti-
nation in the form of a sequence of servers. A more commoneventis forwarding
required because a user has moved.

It is importantto note that the SMTP protocolis limited to the conversation
that takes place between the SMTP sender and the SMTPreceiver. SMTP’s main
function is the transfer of messages, although there are some ancillary functions
dealing with mail destination verification and handling. The rest of the mail-
handling apparatusdepicted in Figure 19.9 is beyond the scope of SMTP and may
differ from one system to another.

We now turnto a discussion of the main elements of SMTP.

SMTP Overview

The operation of SMTPconsists of a series of commands and responses exchanged
between the SMTP senderandreceiver. Theinitiative is with the SMTP sender,
whoestablishes the TCP connection. Once the connectionis established, the SMTP
sender sends commandsover the connection to the receiver. Each command gen-
erates exactly one reply from the SMTPreceiver.

Table 19.5 lists the SMTP commands. Each commandconsists of a single line
of text, beginning with a four-letter command code followed in some cases by an
argumentfield. Mostreplies are a singleline, although multiple-line replies are pos-
sible. The table indicates those commandsthat all receivers must be able to recog-
nize. The other commandsare optional and may be ignored by the receiver.

TABLE 19.5 SMTP commands
         

   
Name Command Form Description

HELO HELO <SP> <domain> <CRLF> Send identification
MAIL MAIL <SP> FROM:<reverse-path> <CRLF> Identifies originator of mail
RCPT RCPT <SP> TO:<forward-path> <CRLF> Identifies recipient of mail
DATA DATA <CRLF> Transfer message text
RSET RSET <CRLF> . Abort current mail transaction
NOOP NOOP <CRLF> Nooperation
QUIT QUIT <CRLF> Close TCP connection
SEND SEND <SP> FROM:<reverse-path> <CRLF> Send mail to terminal
SOML SOML <SP> FROM:<reverse-path> <CRLF> Send mail to terminal if possible;

~otherwise to mailbox

SAML SAML<SP> FROMi<reverse-path> <CRLF> Send mail to terminal and mailbox
VRFY VRFY <SP> <string> <CRLF> Confirm user name
EXPN EXPN<SP> <string> <CRLF> Return membership of mailinglist
HELP HELP [<SP> <string>] <CRLF> Send system-specific documentation
TURN TURN <CRLF> Reverse role of sender and receiver 

<CRLF> = carriage return,line feed
<SP> = space
square brackets denote optional elements
shaded commandsare optionalin a conformant SMTP implementation          
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TABLE 19.6 SMTP replies     

Code Description 

Positive Completion Replya

211 System status, or system help reply
214 Help message (Information on how to use the receiver or the meaning ofa particular non-

standard command; this reply is useful only to the humanuser)
220 <domain> Service ready
221 <domain> Service closing transmission channel
250 Requested mail action okay, completed
251 Usernotlocal; will forward to <forward-path> 

Positive Intermediate Reply 

354 Start mail input; end with <CRLF>.<CRLF>

Transient Negative Completion Replyen

421 <domain> Service not available, losing transmission channel (This may be a reply to any
commandif the service knows it must shut down)

450 Requested mail action not taken: mailbox unavailable (e.g., mailbox busy)
451 Requested action aborted: local error in processing
452 Requested action not taken:insufficient system storageretNtttt

Permanent Negative Completion Reply 

500 Syntax error, command unrecognized (This may include errors such as commandline
too long)

501 Syntax error in parameters or arguments
502 Command not implemented
503 Bad sequence of commands
504 Command parameter not implemented
550 Requested action not taken: mailbox unavailable (e.g., mailbox not found, no access)
551 User not local; please try <forward-path>
$52 Requested mail action aborted: exceeded storage allocation
553 Requested action not takén: mailbox namenotallowed(e.g., mailbox syntax incorrect)
554 Transaction failed

SMTP replies are listed in Table 19.6. Each reply begins with a three-digit
code and maybefollowed by additional information. The leading digit indicates the
category of the reply:

° Positive Completion reply. The requested action has been successfully com-
pleted. A new request maybeinitiated.

© Positive Intermediate reply. The command has been accepted, but the
requested action is being held in abeyance, pending receipt of further infor-
mation. The sender-SMTP should send another command specifying this
information. This reply is used in command sequence groups.

° Transient Negative Completion reply. The command was not accepted, and
the requested actiondid not occur. However, the error condition is temporary
and the action may be requested again.
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° Permanent Negative Completion reply. The command wasnot accepted and
the requested action did not occur.

Basic SMTP operation occurs in three phases: connection setup, exchange of
one or more command-response pairs, and connection termination. We examine
each phasein turn.

Connection Setup

. An SMTP senderwill attempt to set up a TCP connection with a target host whenit
_has one or more mail messagesto deliver to that host. The sequenceis quite simple:

1, The sender opens a TCP connection with the receiver.
2. Once the connection is established, the receiveridentifies itself with “220 Ser-

vice Ready”.
3. The sender identifies itself with the HELO command.
4, The receiver accepts the sender’s identification with “250 OK”.

If the mail service on the destination is unavailable, the destination host
returns a “421 Service Not Available”reply in step 2, and the processis terminated.

Mail Transfer

Once a connection has been established, the SMTP sender may send one or more
messages to the SMTP receiver. There are three logical phasesto the transfer of a
message:

1. A MAIL commandidentifies the originator of the message.
2, One or more RCPT commandsidentify the recipients for this message.
3. A DATA commandtransfers the messagetext.

The MALL command gives the reverse-path, which can be used to report
errors. If the receiver is prepared to accept messagesfrom this originator, it returns
a “250 OK”reply. Otherwise, the receiver returns a reply indicating failure to exe-
cute the command(codes 451, 452, 552), or an error in the command (codes 421,
500, 501).

The RCPT command identifies an individual recipient of the mail data; mul-
tiple recipients are specified by multiple use of this command. A separate reply is
returned for each RCPT command,with one of the following possibilities:

1, The receiver accepts the destination with a 250 reply; this indicates that the
designated mailboxis on the receiver’s system.

2. The destination will require forwarding,andthereceiverwill forward (251).
3. The destination requires forwarding, but the receiver will not forward; the

sender must resend to the forwarding address (551).
4, A mailbox does not exist for this recipient at this host (550).
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5, The destination is rejected due to some other failure to execute (codes 450,
451, 452, 552, 553), or an error in the command (codes 421, 500, 501, 503).

' The advantage of using a separate RCPT phaseis that the senderwill not send
the message until it is assured that the receiver is prepared to receive the message
for at least one recipient, thereby avoiding the overhead of sending an entire mes-
sage only to learn that the destination is unknown. Once the SMTP receiver has
agreed to receive the mail message for at least one recipient, the SMTP senderuses
the DATA commandtoinitiate the transfer of the message. If the SMTP receiver
is still prepared to receive the message, it returns a 354 message; otherwise, the
receiver returns a reply indicating failure to execute the command (codes 451, 554),
or an error in the command (codes 421, 500, 501, 503). If the 354 reply is returned,
the SMTP sender proceeds to send the message over the TCP connection as a
sequence of ASCII lines. The end of the message is indicated by a line containing
only a period. The SMTP receiver responds with a “250 OK”reply if the message
is accepted, or with the appropriate error code (451, 452, 552, 554).

An example, taken from RFC 821,illustrates the process:

S: MAIL FROM:<Smith@Alpha.ARPA>
R: 250 OK

S: RCPT TO:<Jones@Beta.ARPA>
R: 250 OK

S: RCPT TO:<Green@Beta.ARPA>

R: 550 No such user here

S: RCPT TO:<Brown@Beta.ARPA>

R: 250 OK

S: DATA

R: 354 Start mail input; end with <CRLF>.<CRLF>
S: Blah blah blah...

S: ...etc. etc. ete.

§: <CRLF>.<CRLF>

R: 250 O&

The SMTP sender is transmitting mail that originates with the user
Smith@Alpha.ARPA. The message is addressed to three users on machine
Beta.ARPA,namely, Jones, Green, and Brown. The SMTP receiverindicates that
it has mailboxes for Jones and Brown but does not have information on Green.

Because at least one of the intended recipients has been verified, the sender pro-
ceeds to send the text message.

Connection Closing

The SMTP sendercloses the connection in two: steps. First, the sender sends a
QUIT command and waits for a reply. The second step is to initiate a TCP close
operation for the TCP connection. Thereceiver initiates its TCP close after sending
its reply to the QUIT command.
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REC 822

RFC 822 defines a format for text messages that are sent using electronic mail. The
SMTPstandard adopts RFC 822 as the formatfor use in constructing messages for
transmission via SMTP.In the RFC 822context, messages are viewed as having an
envelope and contents. The envelope contains whatever information is needed to
accomplish transmission anddelivery. The contents compose the object to be deliv-
eredto the recipient. The RFC 822 standard applies only to the contents. However,
the content standard includesa set of headerfields that maybe used bythe mail sys-
tem to create the envelope, and the standardis intended to facilitate the acquisition
of such information by programs.

An RFC 822 message consists of a sequenceoflines of text, and uses a gen-
eral “memo” framework. That is, a message consists of some number of header
lines, which follow a rigid format, followed by a bodyportion consisting of arbitrary
text.

A headerline usually consists of a keyword, followed by a colon, followed by
the keyword’s arguments; the formatallows a long line to be broken upinto several
lines. The most frequently used keywords are From, To, Subject, and Date, Here is
an example message:

Date: Tue, 16 Jan 1996 10:37:17 (EST)
From: “William Stallings” <ws@host.com>
Subject: The Syntax in RFC 822
To: Smith@Other-host.com
Cc: Jones@Yet-Another-Host.com

Hello. This section begins the actual message body, which is
delimited from the message headingbya blankline.

Another field that is commonly found in RFC 822 headers is Message-ID.
This field contains a unique identifier associated with this message.

Multipurpose Internet Mail Extensions (MIME)
MIMEis anextension to the RFC 822 framework thatis intended to address some
of the problemsandlimitations of the use of SMTP and RFC 822 for electronic
mail. [MURP95]lists the following limitations of the SMTP/822 scheme:

1, SMTP cannottransmit'‘executable files or other binary objects. A numberof
schemesarein use for converting binary files into a text form that can be used
by SMTP mail systems, including the popular UNIX UUencode/UUdecode
scheme. However, noneoftheseis a standard or even a defacto standard.

2. SMTP cannottransmit text data that includes national languagecharacters, as
these are represented by 8-bit codes with valuesof 128 decimal or higher, and
SMTP is limited to 7-bit ASCII.

3. SMTP servers may reject mail message overa certain size.
4. SMTP gateways that translate between ASCII and the character code

EBCDICdo not use a consistent set of mappings, resulting in translation
problems. .
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5, SMTP gateways to X.400 electronic mail networks cannot handle non-textual
data included in X.400 messages.

6. Some SMTF implementations do not adhere completely to the SMTP stan-
dards defined in RFC 821. Common problemsinclude the following:
® Deletion, addition, or reording of carriage return andlinefeed.
e Truncating or wrapping lines longer than 76 characters.

® Removaloftrailing white space (tab and-space characters).
e Paddingoflines in a message to the same length.

¢ Conversion of tab characters into multiple-space characters.

MIME is intended to resolve these problems in a mannerthat iscompatible
with existing RFC 822 implementations. The specification is provided in RFC 1521
and 1522.

Overview

The MIMEspecification includes the following elements:

1. Five new message headerfields are defined, which may be included in an RFC
822 header. These fields provide information about the body of the message.

2. A numberof content formats are defined, thus standardizing representations
that support multimedia electronic mail.

3. Transfer encodings are defined that enable the conversion of any content for-
matinto a form that isprotected from alteration by the mail system.

In this subsection, we introduce the five message headerfields. The next two
subsections address content formats and transfer encodings. —

The five headerfields defined in MIME are

‘© MilMlE-version. Must have the parameter value 1.0. This field indicates that
the message conforms to RFC 1521 and 1522.

Content-type. Describes the data contained in the body withsufficient detail
that the receiving user agent can pick an appropriate agent.or mechanism to
represent the data to the user or otherwise handle the data in an appropriate
manner,

Content-transfer-encoding. Indicates the type of transformation that has been
used to represent the body of the message in a waythat is acceptable for mail
transport.

Content-id. Used to uniquely identify MIME entities in multiple contexts.
e Content-description. A plain-text description of the object with the body; this

is useful when the objectis not readable (e.g., audio data).

@

Anyorall of these fields may appear in a normal RFC 822 header. A compli-
ant implementation must support the MIME-Version, Content-Type, and Content-
Transfer-Encoding fields; the Content-ID and Content-Description fields are

‘optional and maybe ignored by the recipient implementation.
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MIME Content Types

The bulk of the MIMEspecification is concerned with the definition of a variety of
content types; this reflects the need to provide standardized ways of dealing with a
widevariety of information representations in a multimedia environment.

Table 19.7 lists the content types specified in RFC 1521. There are seven dif-
ferent major types of content andatotal of14 subtypes. In general, a content type
declares the general type of data, and the subtype specifies a particular format for
that type of data.

Forthetext type of body, nospecial software is required to get the full mean-
ing of the text, aside from support of the indicated character set. RFC 1521 defines
only one subtype: plain text, which is simply a string of ASCII characters or ISO
8859 characters. An earlier version of the MIME specification included a richtext
subtype, that allows greater formatting flexibility. It is expected that this subtype
will reappear in a later RFC.

The multipart type indicates that the body contains multiple, independent
parts. The Content-Type headerfield includesa parameter, called a boundary,that
defines the delimiter between bodyparts. This boundary should not appearin any
parts of the message. Each boundary starts on a new line and consists of two
hyphens followed by the boundary value. Thefinal boundary, which indicates the

TABLE 19.7 MIMEcontenttypes.
           

 

Type Subtype Description

Text Plain Unformatted text; may be ASCII or ISO 8859,
i

Multipart Mixed The different parts are independent but are to be transmitted together.
They should be presented to the receiver in the orderthat they appear in
the mail message.

Parallel Differs from Mixed only in that no order is defined for delivering the parts
to the receiver,

Alternative Thedifferent parts are alternative versions of the same information, They
are orderedin increasing faithfulness to the original and the recipient’s
mail system should display the “best” version to the user.

 

Digest Similar to Mixed, but the default type/subtype of each partis
message/rfc822

TT
Message rfc822 Thebodyis itself an encapsulated message that conforms to RFC 822.

Partial Usedto allow fragmentationof large mail items, in a waythat is transpar-
entto the recipient.

External-body Contains a pointer to an object that exists elsewhere.

Image jpeg The imageis in JPEG format, JFIF encoding.
gif The imageis in GIF format.

Video mpeg MPEGformat.

Audio Basic Single-channel 8-bit ISDN mu-law encoding at a sample rate of 8 kHz,
Application PostScript AdobePostscript

, octet-stream . Generalbinary data consisting of 8-bit bytes.             
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end ofthe last part, also has a suffix of two hyphens. Within each part, there may
be an optional, ordinary MIMEheader.

Hereis a simple example of a multipart message, containing two parts, both
consisting of simple text (taken from RFC 1521):

From: Nathaniel Borenstein <nsb@bellcore.com>
To: Ned Freed <ned@innosoft.com>

Subject: Sample message
MIME-Version: 1.0 _

Content-type: multipart/mixed; boundary=“simple boundary”

This is the preamble.It is to be ignored, thoughit is a handy place for mail
composersto include an explanatory note to non-MIME-conformantreaders.
--simple boundary

This is implicitly-typed plain ASCII text. It does NOT end with a linebreak.
--simple boundary
Content-type: text/plain, charset=us-ascii

This is explicitly-typed plain ASCII text. It DOES endwith a linebreak.

--simple boundary--
This is the epilogue.It is also to be ignored.

There are four subtypesof the multipart type, all of which have the same over-
all syntax. The multipart/mixed subtypeis used whenthere are multiple independent
bodyparts that need to be bundled in a particular order. For the multipart/parallel
subtype, the order of the parts is not significant. If the recipient’s system is appro-
priate, the multiple parts can be presented in parallel. For example,a picture ortext
part could be accompanied by a voice commentary that is played while the picture
ortext is displayed.

For the multipart/alternative subtype, the various parts are different represen-
tations of the same information. The following is an example:

From: Nathaniel Borenstein <nsb@bellcore.com>
To: Ned Freed <ned@innosoft.com>

Subject: Formatted text mail
MIME-Version: 1.0

Content-Type: multipart/alternative; boundary=boundary42

--boundary42

Content-Type:text/plain; charset=us-ascii

..plain-text version of message goeshere....
--boundary42
Content-Type: text/richtext

.... RFC 1341 richtext version of same message goeshere...
--boundary42--
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In this subtype, the body parts are ordered in terms of increasing preference.
Forthis example,if the recipient system is capable of displaying the message in the
richtextformat, this is done; otherwise, the plain-text formatis used.

The multipart/digest subtype is used when each of the bodyparts is interpreted
as an RFC 822 message with headers. This subtype enables the construction of a
message whose parts are individual messages. For example, the moderator of a
group mightcollect email messages from participants, bundle these messages, and
send them out in one encapsulating MIME message.

The message type provides a numberof important capabilities in MIME. The
‘ message/rfc822 subtype indicates that the body is an entire message, including
header and body. Despite the name ofthis subtype, the encapsulated message may
be not only a simple RFC 822 message, but any MIME message.

The message/partial subtype enables fragmentation of a large messageinto a
numberof parts, which must be reassembledat the destination. For this = subtype,
three parametersare specified in the Content-Type: Message/Partialfield:

¢ Id. A value that is common to each fragment of the same message,so that the
fragments can be identified at the recipient for reassembly, but which is
uniqueacrossdifferent messages.
Number. A sequence numberthatindicates the position of this fragment in
the original message. Thefirst fragment is numbered1, the second 2, and soon.

Total. The total numberofparts. The last fragmentis identified by having the
same value for the numberandtotal parameters.

e

The rules for fragmenting a message are as follows:

1. Divide the bodyof theoriginal messageinto N parts.
2. Thefirst fragment begins with a header that has no Content-Transfer-Encod-

ing field; the default of 7-bit ASCIIis used. The headerhas a Content-Type of
Message/Partial, with a unique id, number = 1, and total = N. The remaining
fields of the headerare copied from the original message header.

3. The body ofthefirst fragment is an encapsulated MIME messagethathas the
Content-Type and Content-Transfer-Encodingof the original message body.
The Message-IDfield of the encapsulated header mustdiffer from that of the
enclosing header.

4, The remaining fragmentsinclude headerfields from the outer headerof the
first fragment. The Message-ID field must be unique. The Content-Typefield
has the sameid andtotal values as the outer headerofthe first fragment, as
weil as the appropriate numbervalue. There is no Content-Transfer-Encod-
ing field.

Therules for reassemblyare as follows:

1. Thefields for the header ofthe reassembled message are taken from the outer
headerofthe first fragment, with the following exceptions. The Content-Type,
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Content-Transfer-Encoding, and Message-ID fields are taken from the inner
headerofthe first fragment.

2. All of the header fields from the second and any subsequent fragments are
ignored.

3. The body parts of the inessages, not including the inner headerof thefirst
part, are reassembledin order to form the body of the reassembled message.

Figure 19.10 illustrates a messagethat is transferred in two fragments.
. The message/external-body subtype indicates that the actual data to be con-

veyed in this message are not contained in the body. Instead, the body contains
the information needed to access the data. As with the other message types, the
message/external-body subtype has an outer header and an encapsulated message
with its own header. The only necessary field in the outer header is the Content-
Type field, which identifies this as a message/external-body subtype. The inner
headeris the message headerfor the encapsulated message.

The Content-Type field in the outer header must include an access-type para-
meter, which has oneofthe following values:

® FTP. The message bodyis accessible as a file using the file transfer protocol
(FTP). For this access type, the following additional parameters are manda-
tory: name, indicating the name of thefile; andsite, indicating the domain
nameof the host wherethefile resides. Optional parameters are directory, the
directory in which the file is located; and mode, which indicates how FTP

From: Bill@host.com From:Bill@host.com

To: joe@otherhost.com To: joe@otherhost.com
Subject: Audio mail Subject: Audio mail
Message-ID:<id1@host.com> MIME-Version:1.0
MIME-Version: 1.0 Message-ID:<id2@host.com>
Content-type: message/partial, Content-type: message/partial,

id=“ABC@host.com”; number=1; total=2 id=“ABC@host.com”; number=2; total=2
Message-ID: <anotherid@foo.com>
MIME-Version: 1.0

Content-type: audio/basic (») Second of Two Fragments
Content-transfer-encoding: base64

... second half of encoded audio data goeshere..,

... first half of encoded audio data goeshere... ,

(a) First of Two Fragments
From: Bill@host.com

To: joe@otherhost.com
Subject: Audio mail
Message-ID: <anotherid@foo.com>
MIME-Version: 1.0

Content-type: audio/basic
Content-transfer-encoding: base64

... first half of encoded audio data goeshere.,.

... second half of encoded audio data goes here...

(c) Reassembled Message

FIGURE 19.10 Message fragmentation and reassembly.
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shouldretrieve thefile (e.g., ASCII, image). Before thefile transfer can take
place, the user will need to provide a user id and password; these are not
transmitted with the message for security reasons.

¢ TFPT. The message bodyis accessible as a file using the trivial file transfer
protocol (TFTP). The same parameters as for FTP are used, and the user id
and password mustalso be supplied. —

° Anon-FTP.Identical to FTP, exceptthatthe user is not asked to supply a user
id and password. The parameter name supplies the nameofthefile.

° Local-File. The message bodyis accessible asa file on the recipient’s machine.
° AFS. The message bodyis accessible asa file via the global AFS (Andrew File

System). The parameter name supplies the nameofthefile.
° Mail-Server. The message bodyis accessible by sending an email message to

a mail server. A server parameter must be included that gives the email
address of the server. The body of the original message, known as the phan-
tom body,should contain the exact commandto be sentto the mail server.

The image typeindicates that the body contains a displayable image. The sub-
type, jpeg or gif, specifies the image format. In the future, more subtypes will be
addedto thislist.

The video type indicates that the bodycontainsa time-varying picture image,
possibly with color and coordinated sound. The only subtype so far specified is
mpeg,

The audiotype indicates that the body contains audio data, The only subtype,
basic, conforms to an ISDN service known as “64-kbps, 8-kHz Structured, Usable
for Speech Information,” with a digitized speech algorithm referred to as p-law
PCM(pulse-code modulation). This general type is the typical way of transmitting
speechsignals over a digital network. The term p-law refers to the specific encod-
ing technique; it is the standard technique used in North America and Japan. A
competing system, known as A-law,is standard in Europe.

The application type refers to other kinds of data, typically either uninter-
preted binary data or information to be processed by a mail-based application. The
application/octet-stream subtype indicates general binary data in a sequence of
octets. RFC 1521 recommendsthat the receiving implementation should offer to
putthe data inafile or useit as input to a program.

The application/postscript subtype indicates the use of AdobePostscript.
MIME Transfer Encodings

The other major component of the MIME specification, in addition to content-type
specification,is a definition of transfer encodings for message bodies. The objective
is to provide reliable delivery across the largest range of environments.

The MIME standard defines two methods of encoding data. The Content-
Transfer-Encodingfield can actually take on six values,as listed in Table 19.8. How-
ever, three of these values (7bit, 8bit, and binary) indicate that no encoding has
been done,but they do provide some information about the nature of the data. For
SMTP transfer, it is safe to use the 7bit form. The 8bit and binary forms may be
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TABLE 19.8 MIMEtransfer encodings.          

Tit The dataareall represented by short lines of ASCII characters.
Sbit Thelines are short, but there may be non-ASCIIcharacters (octets with the

high-orderbit set).
binary Notonly may non-ASCIi characters bé present but the lines are not necessarily

short enough for SMTP transport. .
quoted-printable Encodes the data in such a waythatif the data being encoded are mostly ASCI

text, the encoded form of the data rémains largely recognizable by humans.
base64 Encodes data by mapping 6-bit blocks of input to 8-bit blocks of output,all of

, which are printable ASCII characters.
x-tokén A namednon-standard encoding.        

usable in other mail-transport contexts. Another Content-Transfer-Encoding-value
is x-token, which indicates that some other encoding schemeis used, for which a
name is to be supplied; this could be a vendor-specific or application-specific
scheme. The two actual encoding schemes defined are quoted-printable and base64.
Two schemesare defined to provide a choice between a transfer techniquethatis
essentially human-readableand onethatis safe for all types of data in a waythatis
reasonably compact.

The quoted-printable transfer encoding is useful when the data consist largely
of octets that correspond to printable ASCII characters (see Table 2.1). In essence,
it represents non-safe characters by the hexadecimal representation of their code
and introducesreversible (soft) line breaks to limit message lines to 76 characters.
The encodingrules are as follows:

1. General 8-bit representation: This rule is to be used when noneof the other
rules apply. Any characteris represented by an equalsign, followed by a two-
digit hexadecimalrepresentation of the octet’s value. For example, the ASCII
form-feed, which has an 8-bit value of decimal 12, is represented by “=0C”.

2. Literal representation: Any character in the range decimal 33 (“!”) through
decimal 126 (“~”), except decimal 61, (“=”) is represented as that ASCII
character.

3, White space: Octets with the values 9 and 32 may be represented as ASCII tab
and space characters, respectively, except at the end ofa line. Any white space
(tab or blank) at the endofa line must be represented byrule 1. On decod-
ing, any trailing white space onaline is deleted; this eliminates any white
space added by intermediate transport agents.

4, Line breaks: Any line break, regardless ofits initial representation,is repre-
sented by the RFC 822line break, which is a carriage-return/line-feed combi-
nation.

5. Soft line breaks: If an encoded line would be longer than 76 characters
(excluding <CRLF>),a soft line break must be inserted at or before character
position 75. A soft line break consists of the hexadecimal sequence 3D0DO0A,
which is the ASCII code for an equal sign followed by carriage return line
feed.
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The base64 transfer encoding, also known as radix-64 encoding, is a common
one for encoding arbitrary binary data in such a wayas to be invulnerable to the
processing by mail-transport programs. For example, both PGP (Pretty Good Pri-
vacy) and PEM (Privacy Enhanced Mail) secure electronic-mail schemes make use
of base64; this technique maps arbitrary binary inputinto printable character out-
put. The form of encoding has the following relevant characteristics:

1. The rangeof the functionis a characterset that is universally representable at
all sites, not a specific binary encoding of that characterset. Thus, the charac-
ters themselves can be encodedinto whatever form is neededby a specific sys-
tem. For example, the character “E”is represented in an ASCII-based system
as hexadecimal45 and in an EBCDIC-based system as hexadecimal C5,

2. The characterset consists of 65 printable characters, one of which is used for
padding. With 2° = 64 available characters, each character can be usedto rep-
resent6 bits of input. .

3. No control characters are included in the set. Thus, a message encoded in
radix 64 can traverse mail-handling systems that scan the data stream for con-
trol characters.

4. The hyphen character (“-”) is not used. This character has significance in the
RFC 822 format and shouldtherefore be avoided.

Table 19.9 shows the mappingof6-bit input values to characters. The charac-
ter set consists of the alphanumeric characters plus “+”and “/”, The “=” character
is used as the padding character.

Figure 19.11 illustrates the simple mapping scheme. Binary inputis processed
in blocks of 3 octets, or 24 bits. Each set of 6 bits in the 24-bit block is mappedinto

TABLE 19.9 Radix-64 encoding.
  

 
  

 

 
 
  

 
 

6-bit character

value encoding

6-bit character 6-bit character 6-bit character
value encoding value encoding value encoding
 
 

 

  

 
 

 

 
0 A 16 Q 32 g 48 w
1 B 17 R- 33 h 49 x
2 Cc 18 S 34 i 50 y
3 D 19 T 35 j Si Zz
4 E 20 U 36 k 52 0
5 F 21 Vv 37 1 53 i
6 G 22 WwW 38 m 54 2
7 H 23 4 39 n 55 3
8 I 24 Y 40 o 56 4

9 J 25 VA 41 P 57 5
1 K 26 a 42 q 58 6 -

L 27 b 42 r 59 7
M 28 c 44 d 60 8
N 29 d 45 t 61 9
Oo 30 e 46 u 62 +
P 31 ft 47 v 63 /
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24 bits —p
    
    

   

         
ee

4 characters = 32 bits ———______—————————————-

[

FIGURE19.11 Printable encoding of binary data into radix-64 format.

 

 

a character. In the figure, the characters are shown encodedas 8-bit quantities. In
this typical case, each 24-bit input is expanded to 32bits of output.

Oneimportantfeature of this mappingis that the least significant 6 bits of the
representation of these 65 characters is the same in all commonly used character
sets. For example, as was mentioned, “E”in 7-bit ASCII is 0100 0101 andin 8-bit
EBCDICis 1100 0101. The rightmost 6 bits are the same in both cases. Thus, the
reverse mapping from radix 64 to binary is simply a matter of extracting the least
significant 6 bits of each character.

For example, the sequence “H52Q”in ASCIIis

1001000 0110101 0110010 1010001

The extracted 6-bit values are 8, 53, 50, 17:

001000 110101 110010 010001

The resulting 24-bit value can be expressed in hexadecimal as 235CA1.

A Multipart Example

Figure 19.12, taken from RFC 1521, is the outline of a complex multipart message.
The message has five parts to be displayed serially: two introductory plain text
parts, an embedded multipart message,a richtext part, and a closing encapsulated
text message in a non-ASCII character set. The embedded multipart message has
two parts to be displayed in parallel: a picture and an audio fragment.

19.4 UNIFORM RESOURCE LOCATORS (URL) AND UNIVERSAL
RESOURCE IDENTIFIERS (URI)

Before turning to a description of the Hypertext Transfer Protocol (HTTP), we
need to examine two important concepts: the Uniform Resource Locator (URL)
and the Universal Resource Identifier (URI).
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MIME-Version: 1.0

From: Nathaniel Borenstein <nsb@bellcore.com>
To: Ned Freed <ned@innosoft.com>
Subject: A multipart example
Content-Type: multipart/mixed;

boundary=unique-boundary-1

This is the preamble area of a multipart message. Mail readers that understand multipart format
should ignore this preamble. If youare reading this text, you might want to consider changing to a mail
reader that understands how to properly display multipart messages. ~-unique-boundary-1

.. Some text appears here...

[Note that the preceding blank line means no header fields were given andthis is text, with charset US
ASCII.It could have been done with explicit typing as in the next part.]
--unique-boundary-1
Content-type: text/plain; chatrset-=US-ASCII

This could have been part of the previous part, butillustrates explicit versus implicit typing of bodyparts.

--unique-boundary-1
Content-Type: multipart/paraltel;

boundary=unique-boundary-2

--unique-boundary-2
‘Content-Type: audio/basic
Content-Transfer-Encoding: base64

-. base64-encoded 8000 Hz single-channel
mu-law-format audio data goes here...

--unique-boundary-2
Content-Type:image/gif
Content-Transfer-Encoding: base64

.. base64-encoded image data goes here...

~-unique-boundary-2—

~-unique-boundary-1
Content-type: text/richtext.

Thisis <>bold><italic>richtext<>/talic></bold><smaller>as defined in RFC
1341</smaller><nl><sni>Isn’tit <bigger><bigger>cool?</bigger></bigger>
--unique-boundary-1
Content-Type: message/rfc822

From:(mailbox in US-ASCI)
To: (address in US-ASCII)
Subject: (subject in US-ASCII)
Content-Type: Text/plain; charset=ISO-8859-1
Content-Transfer-Encoding: Quoted-printable

». Additional text in ISO-8859-1 goes here ws
~-unique-boundary-1--

FIGURE19.12 Example MIME'messagestructure.
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Uniform Resource Locator

A key conceptin the operation of the World-Wide Web (WWW)is that of Uniform

Resource Locator (URL). In the defining documents (RFC 1738, 1808), the URLis characterized as follows:

A Uniform Resource Locator (URL) is a compact representation of the location
and access method for a resource available via the Internet. URLs are used to
locate resources by providing an abstract identification of the resource location.
Havinglocated a resource, a system may perform a variety of operations on the

. Yesource, as mightbe characterized by such wordsas access, update,replace, and
find attributes, In general, only the access method needsto bespecified for any
URL scheme.

A resource is any object that can be accessedbythe Internet, and includesfile
directories,files, documents, images, audio or video clips, and any other data that
may bestored on an Internet-connected computer. The term resource in this con-
text also includes electronic mail addresses, the results of a finger or archie com-
mand, USENETnewsgroups, and individual messages in a USENET newsgroup.

With the exception of certain dynamic URLs, such as the email address, we
can think of a URLas a networked extension of a filename. The URL provides a
pointer to any object that is accessible on any machine connected to the Internet.
Furthermore, because different objects are accessible in different ways (e.g., via .
Web, FIP, Gopher, etc., the URL also indicates the access method that mustbe.
used to retrieve the object.

The general form of a URL is as follows:

<scheme>:<scheme-specific-part>

The URL consists of the nameof the access schemebeing used, followed by a
colon, and then by an identifier of a resource whose formatis specific to the scheme
being used.

Although the scheme-specific formats differ, they have a numberofpoints in
common, as we will see. In particular, many of the accessschemes support the use
of hierarchical structures, similar to the hierarchical directory and file structures
commonto file systems such as UNIX. For the URL, the componentsof the hier-
archy are separated by a “/”, similar to the UNIX approach.

RFC 1738 defines URL formats for the following access schemes:

ftp File Transfer Protocol
http Hypertext Transfer Protocol
gopher The Gopher Protocol
mailto Electronic mail address

news USENETnews

nntp USENETnewsusing NNTP access
telnet Reference to interactive sessions
wais Wide-Area Information Servers

file Host-specific file names
prospero_Prospero Directory Service

Table 19.10 shows the general format of each of these schemes.
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TABLE 19.10 Uniform resource locator (URL) schemes.
            

Scheme Default Port Syntaxeee

ftp 21 ftp://<user>:<password>@<host>:<port>/<cwd1>/<cwd2>/.../<cwdN>/<name>;
type=<typecode>

http 80 http://<host>:<port>/<path>?<searchpart>
gopher 70 gopher://<host>:<port>/<selector> or

gopher://<host>:<port>/<selector>%09<search> or
gopher://<host>:<port>/<selector>%09<search>%09<gopher+_string> or

mailto ° _ mailto:<rfc822-addr-spec>
news — news:<newsgroup-name> or

news:<message-id>
nntp 119 nntp://<host>:<port>/<newsgroup-name>/<article-number>
telnet 23 telnet://<user>:<password>@<host>:<port>
wais 210 wais://<host>:<port>/<database> or

wais://<host>:<port>/<database>?<search> or
wais://<host>:<port>/<database>/<wtype>/<wpath> or

file _— file://<host>/<path>
prospero 1525 prospero://<host>:<port>/<hsoname>;<field>=<value>
         

File Transfer Protocol (FTP)

The FTP URL schemedesignatesfiles and directories accessible using the FTP pro-
tocol. In its simplest form, an FTP URL hasthe following format:

ftp://<host>/<directaryname>/<filename>

where <host> is the name on an Internet host or a dotted decimal IP address of the
host (e.g., acm.org).

As an example, consider the document named Index.README onthe
anonymous FTP server rtfm.mit.edu in directory pub. The URL forthisfile is

ftp://rtfim.mit.edu/pub/Index.README

The URL forthe directory is

ftp://rtfm.mit.edu/pub/

And the URL fortheftpsite itself is simply
ftp://rtfm.mit.edu

The most general form of the fip URL is

ftp://<user>:<password>@<host>:<port>/<cwd1>/<cwd2>/.../<cwdN>/
<name>;type=<typecode>

Some FTP sites require that the user provide a user id and a password; these
are provided in the form <user>:<password> and the @ symbol, preceding the
<host> value. The next new item in the format is <port>. Most access schemes,
including ftp, designate protocols that have a default port number; for ftp,it is 21.
Another port number may be optionally used and,ifso, is supplied by a colon and _
the port numberfollowing the <host> value.
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After the specification of the host, with an optional user-ID and password,
and a port number,a slash indicates the beginning of the file designation. Each of
the <cwd> elementsis a directory name,or, more precisely, an argument to a CWD ©
(change working directory) command,suchas is used in UNIX. The <name>value,
if present, is the nameofafile. Finally, the <typecode> value can be used to desig-
nate a particular type of file; otherwise, the type defaults in an implementation-
dependent way.

Hypertext Transfer Protocol (HTTP)

The HTTP URL schemedesignates accessible Internet resources, using the HTTP
protocol, and, in particular, designates web sites. In its simplest form, an HTTP
URL hasthe following format:

http://<host>:<port>/<path>

The default port number for HTTP is 80. If the <path> portion is omitted, then the
URLpoints to the top level resource, such as a home page. For example,

hitp://www.shore.net

points to the homepageof the Internetsite “www.shore.net.” A more complex path
points to hierarchically subordinate pages. For example,

http://www.shore.net/~ws

points to the author’s home page on the shore.net computer. An HTTP URL can
also point to a documentavailable via the web, such as

http://www.w3.org/pub/WWW/Addressing/rfc1738.txt

This is the URL for RFC 1738, available through the web site of the WWW con-
sortium,

The ?<searchpart> portion of an HTTP URL is optional. When present, it
designates a query that will be invoked when the resourceis accessed.

The Gopher Protocol

The FTP URL schemedesignatesfiles and directories accessible using the FTP pro-
tocol. A Gopher URLtakes the form:

gopher://<host>:<port>/<gopher-path>

where <gopher-path> is one of the following:

<gophertype><selector>
<gophertype><selector>% 09<search>
<gophertype><selector>%09<search>%09<gopher+_string>

The default port is 70. The first form selects a Gophersite, or a directory or file at
the Gophersite. For example,

gopher://mitdir.mit.edu:105/2
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‘Selects the Gopher-accessible telephonedirectory at M.L.T. This directory is search-
able bykeyword. A user whoaccessesthis directory can then interactively enter a key
wordto initiate a search. Alternatively, this can be part of the URL;for example

gopher://mitdir.mit.edu:105/2?chomsky

will access the directory and searchit for the word “chomsky.”
A URLcanalso be usedto access a more-general Gopher search engine and

initiate a search by supplying the string %09<search>, where %09 refers to thetab.
URLs for Gopher+ have a second tab and a Gopher+string. Gopher+ is a set of
extensionsto the original Gopher protocol.

Electronic Mail Address

The mailto URL schemedesignates the Internet mailing address of an individual or
service. When invoked by a webclient,it triggers the creation of an email message
to be sent by Internetelectronic mail. For example,

mailto:webmaster@w3.org

designates the email address of the webmaster for the WWW consortium website.

USENET News

The news URL schemedesignateseither a news grouporthe individualarticles of
USENETnews. For example,

news:comp.dcom.cell-relay

designates the ATM newsgroup, and

news:4bs62n$10le@usenetw1.news.prodigy.com

refers to a message in that newsgroup

USENET News Using NNTP Access

The NNTP URLschemeis an alternative way of designating newsarticles, useful
for specifying articles from NNTPservers. The general form is

nntp://<host>:<port>/<newsgroup-name>/<article-number>

This technique designates a particular location for the news server, whereas the
news:// scheme doesnot. Because most NNTP serversare configuredto allow access
only from locai clients, the news form of the URL is preferred.

Reference to Interactive Sessions (TELNET)

The TELNET URL scheme designates interactive services accessible by the
TELNETprotocol. Thus, this URL doesnot designate a data object but a service.

Wide Area Information Servers (WAIS)
The WAIS URLschemedesignates WAIS databases, searches, or individual docu-
ments available from a WAIS database. A WAIStakesoneof the following forms:
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wais://<host>:<port>/<database>
wais://<host>:<port>/<database>?<search>
wais://<host>:<port>/<database>/<wtype>/<wpath>

The first form designates a WAIS database. The second form designates a
search submitted to a database. The third form designates a particular document
within a database, where <wtype> is the WAIS designation of the documenttype.

Host-Specific File Names

Thefile URL schemediffers from other URL schemesinthatit does not designate
an Internet-accessible object or service. It provides a way of uniquely identifying a
directory or file on an Internet-addressable host, but does not designate an access
protocol. Thus, it has limited utility in a network context.

Prospero Directory Service

The Prospero URL schemedesignates resources that are accessed via the Prospero
Directory Service. A prospero URLtakes the form

prospero://<host>:<port>/<hsoname>;<field>=<value>

where <hsoname> is the host-specific object name in the Prospero protocol. The
optional clause <field>=<value> servesto identify a particular target entry.

Universal Resource Identifier

Universal Resource Identifier (URI) is a term for a generic WWW identifier. The
URIspecification (RFC 1630) defines a syntax for encoding arbitrary naming or
addressing schemes, and providesa list of such schemes, The concept of a URI, and
in particularits details, are still evolving. The URL is a type of URI, in which an
access protocol is designated and a specific Internet address is provided.

The potential advantage of the URIis that it decouples the name of a resource
from its location and even from its access method. With the URL,a specific instance
of a resource at a specific location is designated. If there are multiple instances, and
that specific instance is unavailable at the time of a request, then a requester must
determine an alternative URL andtry that. In principle, with a URI, this process
could be automated.In practice, documents such as the HTTP specification refer to
the use of URIs, but are currently implemented using only URLs.

19.5 HYPERTEXT TRANSFER PROTOCOL (HTTP)

The Hypertext Transfer Protocol (HTTP)is the foundation protocol of the world-
wide web (WWW)and can be used in any client-server application involving
hypertext. The name is somewhat misleading in that HTTP is not a protocol for
transferring hypertext; rather, it is a protocol for transmitting information with
the efficiency necessary for making hypertext jumps. The data transferred by the
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protocol can be plain text, hypertext, audio, images, or any Internet-accessible
information.

Webegin with an overview of HTTP concepts and operation and then look
at someof the details.4 A numberof important terms defined in the HTTP specifi-
cation are summarized in Table 19.11; these will be introduced as the discussion
proceeds,

HTTP Overview

HTTPis a transaction-oriented client/server protocol. The most typical use of
HTTP is between a web browser and a webserver. To provide reliability, HTTP

TABLE19.11 Key terms related to HTTP.                
Cache

A program’s local store of response messages
and the subsystem that controls its message stor-
age, retrieval, and deletion. A cachestores
cacheable responses in order to reduce the
response time and network bandwidth consump-
tion on future, equivalent requests, Anyclient
or server may include a cache, though a cache
cannotbe used byaserver whileit is acting as
a tunnel,

Client

Anapplication program that establishes connec-
tions for the purpose of sending requests.

Connection

A transportlayer virtualcircuit established
between two application programsfor the
purposes of communication.

Entity
A particular representation or rendition of a
data resource, or reply from a service resource,
that may be enclosed within a request or
response message. An entity consists of entity
headers and an entity body.

Gateway
A server that acts as an intermediary for some
other server. Unlike a proxy, a gateway receives
requests as if it were the original serverfor the
requested resource; the requesting client may
not be aware that it is communicating with a
gateway. Gateways are often used as server-side
portals through networkfirewalls and as proto-
col translators for access to resources stored on

non-HTTP systems.
Message

The basic unit of HTTP communication, consist-
ing of a structured sequence of octets transmit-
ted via the connection.

Origin Server
The server on which a given resource resides or
is to be created.

Proxy
An intermediary program that acts as both a
server and a client for the purpose of making
requests on behalf of otherclients. Requests are
serviced internally or by passing them,with pos-
sible translation, on to other servers, A proxy
must interpret and, if necessary, rewrite a
request message before forwardingit. Proxies
are often usedasclient-side portals through net-
workfirewalls and as helper applicationsfor
handling requests via protocols not implemented
by the user agent,

Resource

A. network data object or service that can be
identified by a URI.

Server

Anapplication program that accepts connec-
tions in order to service requests by sending
back responses.

Tunnel

A tunnel is an intermediary program thatis act-
ing as a blind relay between two connections.
Onceactive, a tunnelis not considered a party
to the HTTP communication, though the tunnel
mayhave beeninitiated by an HTTP request.
A tunnel ceases to exist when both endsof the

relayed connections are closed. Tunnels are used
whena portalis necessary and the intermediary
cannot, or shouldnot, interpret the relayed
communication.

User Agent
Theclient that initiates a request. These are
often browsers, editors, spiders, or other end-
usertools.
           

4 This section is based on the most recent (at the time ofthis writing) specification, HTTP 1.1, which is
the first version to be put on the IETF standardstrack.
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makes use of TCP. Nevertheless, HTTP is a “stateless” protocol: Each transaction
is treated independently. Accordingly, a typical implementation will create a new
TCP connection betweenclient and server for each transaction and then terminate

the connection as soon as the transaction completes, although the specification
does not dictate this one-to-one relationship between transaction and connection
lifetimes.

Thestateless nature of HTTP is well-suited to its typical application. A nor-
mal session of a user with a web browserinvolves retrieving a sequence of web
pages and documents. The sequenceis, ideally, performedrapidly, and the locations
of the various pages and documents may be a numberof widely distributed servers.

Another important feature of HTTP isthatit is flexible in the formatsthatit
can handle. Whena client issues a request to a server, it may includeaprioritized
list of formats that it can handle, andthe server replies with the appropriate format.
For example, a Lynx browser cannot handle images, so a web server need not trans-
mit any images on web pages, This arrangementprevents the transmission of unnec-
essary information and provides the basis for extending the set of formats with new
standardized and proprietary specifications.

Figure 19.13 illustrates three examples of HTTP operation. The simplest case
is one in which a user agent establishes a direct connection with an origin server. The
user agentis the clientthat initiates the request, such as a web browser being run on
behalf of an end user. The origin server is the server on which a resource of interest
resides; an example is a web server at which a desired web home pageresides. For
this case, the client opens a TCP connection that is end-to-end between the client
and the server. The client then issues an HTTP request. The request consists of a
specific command,referred to as a method, a URL, and a MIME-like message con-
taining request parameters, information about the client, and perhaps some addi-
tional content information.
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FIGURE 19.13 Examples of HTTP operation.
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Whenthe server receives the request, it attempts to perform the requested
action and then returns an HTTP response. The responseincludes status informa-
tion, a success/error code, and a MIME-like message containing information about
the server, information about the responseitself, and possible body content. The
TCP connectionis then closed.

The middie part of Figure 19.13 shows a case in which there is not an end-to-
end TCP connection between the user agent and the origin server. Instead, there
are one or more intermediate systems with TCP connections between logically adja-
cent systems. Each intermediate system acts as a relay, so that a requestinitiated by
the client is relayed through the intermediate systems to the server, and the
response from the serveris relayed back to the client.

Three forms of intermediate systems are defined in the HTTP specification:
proxy, gateway, and tunnel, all of which are illustrated in Figure 19.14.

Proxy

A proxy acts on behalf of other clients and presents requests from otherclients to
a server. The proxy acts as a serverin intéracting with a client, and as a client in
interacting with a server. There are several scenarios thatcall for the use of a proxy:

1. Security intermediary. The client and server may beseparated by a security
intermediary such asafirewall, with the proxy on theclient side of the fire-
wall. Typically, the client is part of a network secured by a firewall, and the
serveris external to the secured network. In this case, the server must authen-
ticate itself to the firewall to set up a connection with the proxy. The proxy
accepts responsesafter they have passed through thefirewall.

HTTP request . HTTP request 

 HTTP request over
authenticated connection 

  

 
 

  

User Agent

1. HTTP request 

  
2. HTTP request that must befiltered

  
  

   =OE
User Agent Origin Server

FIGURE19.14 Intermediate HTTP systems.

- Viptela, Inc. - Exhibit 1011 - Part 2
Page 314



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 315

19.5 / HYPERTEXT TRANSFER PROTOCOL (HTTP) 723

2. Different versions of HTTP.If the client and server are running different ver-
sions of HTTP, then the proxy can implement both versions and perform the
required mapping.

In summary, a proxy is a forwarding agent, receiving a request for a URL
object, modifying the request, and forwarding that request toward the server iden-
tified in the URL.

Gateway

A gatewayis a server that appearsto the client as if it were an origin server. It acts
on behalf of other servers that may not be able to communicate directly with a
client. There are several scenarios in which servers can be used:

1. Security intermediary. The client and server may be separated by a security
intermediary suchas a firewall, with the gateway on theserver side ofthefire-
wall. Typically, the server is connected to a network protected by a firewall,
with the client external to the network. In this case, the client must authenti-
cate itself to the proxy, which can then pass the request on to the server.

2. Non-HTTP server. Web browsers have built into them the capability to con-
tact servers for protocols other than HTTP, such as FTP and Gopherservers.
This capability can also be provided by a gateway. Theclient makes an HTTP
request to a gateway server. The gateway server then contacts the relevant
FIP or Gopher server to obtain the desired result. This result is then con-
verted into a form suitable for HTTP and transmitted back to the client.

Tunnel

Unlike the proxy and the gateway, the tunnel performs no operations on HTTP
requests and responses. Instead, a tunnel is simply a relay point between two TCP
connections, and the HTTP messages are passed unchangedasif there wereasin-
gle HTTP connection between user agent and origin server. Tunnels are used when
there must be an intermediary system between client and server, but it is not nec-
essary for that system to understand the contents of messages. An exampleis a fire-
wall in which a client or server external to a protected network can establish an
authenticated connection, and which can then maintain that connection for pur-
poses of HTTP transactions.

Cache

Returning to Figure 19.13, the lowest portion of the figure shows an example of a
cache. A cacheis a facility that may store previous requests and responses for han-
dling new requests. If a new requestarrivesthat is the same as a stored request, then
the cache can supply the stored response rather than accessing the resource indi-
cated in the URL.The cache can operate onaclientor server, or on an intermedi-
ate system other than a tunnel. In the figure, intermediary B has cached a
request/response transaction, so that a corresponding new request from theclient
need nottravel the entire chain to the origin server, but is handled by B.
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Notall transactions can be cached,andaclient or servercan dictate that a cer-
tain transaction may be cachedonly for a given timelimit.

Messages

The best way to describe the functionality of HTTPis to describe the individual ele-
ments of the HTTP message. HTTP consists of two types of messages: requests
from clients to servers, and responsesfrom serversto clients. The general structure

. Of such messages is shown in Figure 19.15. More formally, using enhanced BNF
(Backus-Naur Form) notation (Table 19.12), we have

HTTP-Message = Simple-Request | Simple-Response | Full-Request | Full-
Response

Full-Request = Request-Line
*( General-Header | Request-Header| Entity-Header)
CRLF

[ Entity-Body]
Full-Response = Status-Line

*( General-Header| Response-Header| Entity-Header )
CRLF

[ Entity-Body]
Simple-Request = “GET” SP Request-URI CRLF

Simple-Response = [ Entity-Body]

The Simple-Request and Simple-Response messages were defined in
HTTP/0.9. The request is a simple GET command with the requested URI; the
response is simply a block containing the information identified in the URL In

             

                 

              

           

              

Request-Line Status-Line

General-Header General-Header

\

Request-Header , Response-Header

Entity-Header Entity-Header

Entity-Body Entity-Body

        
        

FIGURE 19.15 Generalstructure of HTTP messages.
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TABLE 19.12 Augmented BNF notation used in URL and HTTP specifications.

Wordsin lower case represent variables or namesof rules.
A tule has the form

name = definition

DIGITis any decimal digit, CRLFis carriage return, line feed; SP is one or more spaces.
Quotation marks encloseliteral text.

Angle brackets, “<” “>”, may be used within a definition to enclose a rule name when their presence will
facilitate clarity.
Elements separated by bar (“I”) are alternatives.
Ordinary parentheses are used simply for grouping.
The character “*” preceding an elementindicates repetition. The full form is

<I>*<J>element

indicating at least I and at most J occurrences of the element. *elementallows any number,including 0;
1*elementrequires at least one element; and 1*2elementallows 1 or 2 elements; <N>element means
exactly N elements,
Square brackets, “[“ “]”, enclose optional elements.
The construct “#” is used to define, with the following form,

<I>#<J>element

indicating at least 7 and at most J elements, each separated by a commaand optionallinear white space.
A semicolonat the right of a rule starts a commentthat continuesto the endoftheline.

HTTP/1.1, the use of these simple forms is discouraged because it prevents the
client from using content negotiation and the server from identifying the media type
of the returned entity.

With full requests and responses, the following fields are used:

° Request-line. Identifies the message type and the requested resource.
° Response-line. Provides status information about this response.
e General-header. Contains fields that are applicable to both request and

response messages, but which do not apply to the entity being transferred.
© Request-header. Contains information about the request andtheclient.
© Response-header. Contains information about the response.
° Entity-header. Contains information about the resource identified by the

request and information about the entity body.
° Entity-body. The body of the message.

All of the HTTP headers consist of a sequence offields, following the same
generic format as RFC 822 (described in Section 19.3), Each field begins on a new
line and consists of the field name followed by a colon andthefield value.

Although the basic transaction mechanismis simple, there are a large number
of fields and parameters defined in HTTP;these are listed in Table 19.13. In the
remainderof this section, we look at the general headerfields. Succeeding sections
describe request headers, response headers, andentities.
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TABLE 19.13. HTTP elements.
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Cache-Control Keep-Alive Allow Derived-From
Connection MIME-Version Content-Encoding Expires
Data Pragma Content-Language Last-Modified
Forwarded Upgrade Content-Length Link

Content-MD5 Title

Content-Range Transfer-Encoding
Content-Type URI-Header
Content-Version extention-header 
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REQUEST METHODS REQUEST HEADERFIELDS

 
  

  

OPTIONS MOVE Accept If-Modified-Since
GET DELETE Accept-Charset Proxy-Authorization
HEAD LINK Accept-Encoding Range
POST UNLINK Accept-Language Referer
PUT TRACE Authorization Unless
PATCH WRAPPED From User-Agent
COPY extension-method Host

RESPONSE MESSAGES

RESPONSE STATUS CODES RESPONSE  

  
  

 
 

 
 
 

 
 

 
 
 

 
 
 
 

 
 

 
  
  
  

  
  
  
  
 
 

HEADER
FIELDS

Continue Moved Temporarily Request Timeout Location
Switching Protocols See Other Conflict Proxy-Authenticate
OK Not Modified Gone Public
Created Use Proxy Léngth Required Retry-After
Accepted Bad Request Unless True Server
Non-Authoritative Unauthorized Internal Server Error WWW-Authenticate

Information Payment Required Not Implemented
No Content Forbidden Bad Gateway
Reset Content Not Found Service Unavailable
Partial Content Method Not Allowed Gateway Timeout
Multiple Choices None Acceptable extension code
Moved Permanently Proxy Authentication  

Required 

General Header Fields

General header fields can be used in both request and response messages, These
fields are applicable in both types of messages and contain information that does
not directly apply to the entity being transferred. The fields are the following:

¢ Cache-Control. Specifies directives that must be obeyed by any caching mech-
anisms along the request/response chain; the purpose is to prevent a cache
from adversely interfering with this particular request or response.

Viptela, Inc. - Exhibit 1011 - Part 2
Page 318



Viptela, Inc. - Exhibit 1011 - Part 2 
Page 319

19.5 / HYPERTEXT TRANSFER PROTOCOL (HTTP) 727

Connection. Contains a list of keywords and header-field names that only
apply to this TCP connection between the sender and the nearest non-tunnel
recipient.

Data. Data and time at which the messageoriginated.
Forwarded. Used by gateways and proxies to indicate intermediate steps
along a request or response chain. Each gateway or proxy that handles a mes-
sage may attach a Forwardedfield that gives its URI.
Keep-Alive. May be present if the Keep-Alive keyword is present in an

‘ incoming Connectionfield, to provide information to the requesterof the per-
sistent connection. This field may indicate a maximum time that the sender
will-keep the connection open while waiting for the next request or the maxi-
mum numberof additional requests that will be allowed on the current per-
sistent connection.

MIME-Version. Indicates that the message complies with the indicated ver-
sion of MIME.

Pragma. Contains implementation-specific directives that may apply to any
recipient along the request/response chain.

Upgrade. Used in a request to specify what additional protocols the client
supports and wouldlike to use; used in a response to indicate which protocol
will be used.

Two of these fields warrant further elaboration: Cache-Control and Con-
nection.

Cache-Control

A Cache-Control field can be attached to either a request or a response. Any
caching mechanismsthat receive a message with this header must follow the direc-
tives in the header, which may mean deviating from the default caching action. This
field has the following format:

Cache-Control = “Cache-Control” “:” 1#cache-directive
cache-directive = “cachable”

| “max-age” “=” delta-seconds
| “private” [ “=” <”> 1i#field-name <”> ]
| “no-cache”[ “=” <”> litfield-name <”> ]

Thatis, this field consists of the phrase “Cache-Control:” followed by one or more
directives.

A cachable directive is included in a responseto indicate that the server gen-
erating the response declares it to be cachable. Any caching mechanism that for-
wardsthis response may cacheit for future use.

A max-age directive is used in a request to inform any caching mechanism en
route that it may use a cached response to this message only if it has a cached
response that is no older than the age specified. A server may include this directive
in a response to inform any caching mechanism en route that it may cache this
response for future requests up to the max-age timelimit.
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A private directive in a response indicates that parts of the response message
are intended for a single user and must not be cached except within a non-shared
cache controlled by the user agent. If no field namesarelisted, the entire message
is private.

A no-cachedirective in a request forces that request to be forwarded to the
origin server and not answered by an intermediate cache. This directive allows a
client to request an authoritative responseorto refresh a suspect cache. Thelist of
field namesis not used in a request message. In a response, the no-cache directive
indicates that part orall of the message must not be cachedfor future use.

Connection

A Connection field can be attached to either a request or a response, It is used to’ ~
communicate from one end point of a TCP connectionto the other end point. Thus,
this field is not end-to-end at the HTTP level. When an intermediary system
receives and forwards a messagecontainingthis field, that system must remove the
field prior to forwarding.

Thg body ofthis field may include one or more field namesforfields included
in this message. Thesefields are to be processed bythe recipient and not forwarded
with the rest of the message. Alternatively, the body may consist of one or more
keywords. At present, only the Keep-Alive keyword is defined in version 1.1 of
HTTP;this indicates that the sender would like a persistent TCP connection (one
that remains open beyondthe currenttransaction).

Request Messages

A full-request message consists of a status line followed by one or more general,
request, amd entity headers, followed by an optional entity body.

Request Methods

A full request message always begins with a Request-Line, which has the following
format:

Request-Line = Method SP Request-URI SP HTTP-Version CRLF

The Method parameter indicates the actual request command, called a
method in HTTP. Request-URIis the URI of the requested resource, and HTTP-
Version is the version number of HTTP used bythe sender.

The following request methodsare defined in HTTP/1.1:

¢ OPTIONS. A request for information about the options available for the
request/response chain identified by this URI.

° GET.A requestto retrieve the information identified in the URI and return
it in an entity body. A GETis conditionalif the If-Modified-Since headerfield
is included,andis partial if a Range headerfield is included.

° HEAD.This request is identical to a GET, except that the server’s response
must not include an entity body;all of the headerfields in the responseare the
sameasif the entity body were present; this enablesa client to get informa-
tion about a resource without transferring the entity body.
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POST. A request to accept the attached entityas. a new subordinateto the
identified URI. The posted entity is subordinate to that URI in thesame way
thata file is subordinate to a directory containingit, a newsarticleis subordi-
nate to a newsgroupto which it is posted, or a record is.subordinate to a data-
base. .

° PUT.A requestto accept the attached entity and store it under the supplied
URI. This may be a new resource with a new URI, or a replacementof the
contents of an existing resource with an existing URI.

°’ PATCH.Similar to a PUT,exceptthat the entity containsa list of differences
from the content of the original resource identified.in the URL.

COPY. Requests that 2 copy of the resource identified by the URI in the
Request-Line be copied to the location(s) given in the URI-Headerfield in
the Entity-Header of this message.

MOVE. Requeststhat the resource identified by the URIin the Request-Line
be moved to the location(s) given in the URI-Headerfield in the Entity-
Headerof this message; equivalent to a COPY followed by a DELETE.

¢ DELETE. Requests that the origin server deletethe resource identified by
the URIin the Request-Line.,

LINK.Establishes oneor morelink relationships from the resource identified
in the Request-Line. The links are defined in the Link field in the Entity-
Header.

UNLINK. Removesoneor more link relationships.from the resource identi-
fied in the Request-Line. The links are defined in the Linkfield in the Entity-
Header.

° TRACE. Requests that the server return whatever is received as the entity
bodyof the response; this can be usedfor testing and diagnostic purposes..

e WRAPPED.Allowsa client to send one or more encapsulated requests. The
requests may be encrypted or otherwise processed. The server must unwrap
the requests and processaccordingly.
Extension-method. Allows additional methods to be defined without chang-
ing the protocol, but these methods cannot be assumedto be recognizable by
the recipient.

e

Request Header Fields

Request header fields function as request modifiers, providing additional informa-
tion and parameters related to the request. The following fields are defined in
HTTP/1.1:

e Accept. A list of media types and rangesthat are acceptable as a responseto
this request. ;

° Accept-charset. A list of character sets acceptable for the response.
° Accept-encoding. List of acceptable content encodings for the entity body.

Content encodings are primarily used to allow a documentto be compressed
or encrypted. Typically, the resource is stored in this encoding and only
decoded before actual use.
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° Accept-language. Restricts the set of natural languagesthat are preferred for
the response.

Authorization. Contains a field value, referred to as credentials, used by the
client to authenticateitself to the server.

From. The Internet e-mail address for the human user who controls the
requesting user agent.

Host. Specifies the Internet host of the resource being requested.
if-modified-since. Used with the GET method. This header includes a
date/time parameter; the resourceis to be transferred onlyif it has been mod-
ified since the date/time specified. This feature allows for efficient cache
update. A caching mechanism canperiodically issue GET messagesto anori-
gin server, and will receive only a small response messageunless an updateis
needed,

Proxy-authorization. Allows the client to identify itself to a proxy that
requires authentication.

Range. For future study. The intent is that, in a GET message, a client can
request only a portion of the identified resource.

Referer. The URIof the resource from which the Request-URIwasobtained.
This enables a server to generatelists of back-links.
Unless, Similar in function to the If-Modified-Since field, with two differ-
ences: (1)It is not restricted to the GET method,and(2) comparisonis based
on any Entity-Header field value rather than a date/time value.

User-agent. Contains information about the user agentoriginating this re-
quest. This is used forstatistical purposes, the tracing of protocol violations,
and automated recognition of user agents for the sake oftailoring responses
to avoid particular user agentlimitations.

Response Messages

A full-response messageconsists of a status line followed by one or more general,
response, and entity headers, followed by an optional entity body.

Status Codes

A full-response message always begins with a Status-Line, which has the following
format:

Status-Line = HTTP-Version SP Status-Code SP Reason-Phrase CRLF

The HTTP-Versionvalueis the version number of HTTP used by the sender.
The Status-Code is a 3-digit integer that indicates the response to a received
request, and the Reason-Phrase provides a short textual explanation of the status
code.

There are a rather large numberof status codes defined in HTTP/1.1; these
are listed in Table 19.14, together with a brief definition. The codes are organized
into the following categories:
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TABLE19.14 HTTP status codes.

Continue

Switching Protocols

OK
Created

Accepted

Non-Authoritative
Information

No Content
Reset Content

Partial Content

Multiple Choices

Moved Permanently

Informational

Initial part of request received; client may continue with request.
Server will switch to requested new application protocol.

Successful

Request has succeeded and the appropriate response informationis included.
Request fulfilled and a new resource has been created; the URI(s) are included.
Request accepted but processing not completed. The request may or may not eventu-

ally be acted upon.
Returned contents of entity headeris not the definitive set available from origin

server, but is gathered from a local or third-party copy.
Server has fulfilled request but there is no information to send back.
Request has succeeded and the user agent should reset the document view that caused

the request to be generated.
Serverhasfulfilled the partial GET request and the corresponding informationis

included.

Redirection

Requested resource is available at multiple locations and a preferred location could not
be determined.

Requested resource has been assigned a new permanent URI,future reference should
use this URI

                 

                  

Moved Temporarily Requested resource resides temporarily undera different URI.
See Other Response to the request can be found undera different URI and should be retrieved

_ using a GET onthat resource.
Not Modified Theclient has performed a conditional GET,accessis allowed, and the document has

not been modified since the date/time specified in the request.
Use Proxy Requested resource must be accessed through the proxy indicated in the Locationfield.

Client Exror

Bad Request Malformed syntax in request.
Unauthorized Request requires user authentication.
Payment Required Reserved for future use.
Forbidden Server refuses to fulfill request; used when server does not wish to reveal why the

request was refused.
Not Found Requested URI not found.
Method Not Allowed Method (command) not allowed for the requested resource.
None Acceptable Resource found that matches requested URI,but doesnotsatisfy conditions specified

Proxy Authentication
Required

Request Timeout
Conflict
Gone

Length Required
Unless True

in the request.
Client mustfirst authenticate itself with the proxy.

Client did not produce a request within the time that the server was prepared to wait.
Request could not be completed due to a conflict with the currentstate of the resource.
Requested resource no longer available at the server and no forwarding addressis

known.

Server refuses to accept request without a defined content length.
Condition given in the Unless field was true when tested on server.

(Continued)
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TABLE 19.14 (Continued)

7
Server Error |

Internal'ServerError ‘Serverencountered.an unexpected condition that preventedit ‘from fulfilling the
‘request,

Not Implemented ‘Server does not support the functionality required to fulfill the request.
Bad Gateway Server, while acting as a gateway or proxy,received aninvalid response from the

upstream serverit accessed to fulfill the request.
Service Unavailable ‘Server unable to handle request due to temporary overloading or maintenance of theserver,

“Gateway Timeout ‘Server, while acting as a gateway or proxy, did notreceive a timely response from the

‘@

@

upstream serverit accessed to fulfill the request.

Informational. The request has been received and processing continues. No
entity body accompaniesthis response.
Successful.The request was successfully received, understood, and accepted.
The information returned in the response message depends on the request
method, as follows:

—-GET: The contents of the entity-body corresponds to the requestedresource.

—HEAD:Noentity body is returned.
—POST:Theentity describes or contains the result of the action,
—TRACE:Theentity contains the request message.
—Other methods: Theentity describes the result of the action.
Redirection. Further action is required to complete the request.
Client error. The request contains a syntax error or the request cannot beful-
filled,

Server error. The server failed to fulfill an apparently valid request.
Response HeaderFields

Response headerfields providing additional information related to the response
that cannot be placed in the Status-ILine. The following fields are defined in
HTTP/1.1:

Location. Defines the exact location of the resource identified by the
Request-URI.

Proxy-authenticate. Included with a response that has a status code of Proxy
Authentication Required. This field contains a “challenge”that indicates the
authentication scheme and parameters required,
Public. Lists the non-standard methods supportedbythis server.
Retry-after. Included with a response that has a status code of Service
Unavailable, and indicates how longtheserviceis expected to be unavailable.
Server. Identifies the software product used by the origin server to handle the.
request.
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WWW-authenticate. Included with a response that has a status code of Un-

authorized. This field contains a challenge that indicates the authentication
scheme and parameters required.

Entities

An entity consists of an entity header and an entity body in a request or response
message. An entity may represent a data resource,or it may constitute other infor-
mation supplied with a request or response.

Entity Header Fields

Entity header fields provide optional information about the entity body or, if no
bodyis present, about the resource identified by the request. The following fields
are defined in HTTP/1.1:

@

@

@

Allow. Lists methods supported by the resource identified in the Request-
URI. This field must be included with a response that has a status code of
Method Not Allowed and maybeincludedin other responses.
Content-encoding. Indicates what content encodings have been applied to the
resource. The only encoding currently defined is zip compression.
Content-language. Identifies the natural language(s) of the intended audience
of the enclosed entity.

Content-length. The size of the entity body in octets,

Content-MIDS. For future study. MDSrefers to the MDS5 hash code function,
described in Chapter 18.

Content-range. For future study. The intent is that this designation will indi-
cate a portion of the identified resource that is included in this response.
Content-type. Indicates the media type of the entity body.
Content-version. A version tag associated with an evolving entity.
Derived-from. Indicates the version tag of the resource from whichthis entity
was derived before modifications were made by the sender. This field and the
Content-Version field can be used to manage multiple updates by a group
of users.

Expires. Date/time after which the entity should be consideredstale.
Last-modified. Date/time that the sender believes the resource waslast mod-
ified.

Link. Defines links to other resources,

Title. A textual title for the entity.
Transfer-encoding. Indicates what type of transformation has been applied to
the message bodyto safely transfer it between the sender and the recipient.
The only encoding defined in the standard is chunked. The chunked option
defines a procedure for breaking an entity body into labeled chunksthat are
transmitted separately.

URI-header. Informs the recipient of other URIs by which the resource can
be identified.
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° Extension-header. Allows additionalfields to be defined without changing the
protocol, but these fields cannot be assumed to be recognizable by the recip-
ient.

Katity Body

An entity body consists of an arbitrary sequence of octets. HTTP is designed to be
able to. transfer any type.of content, including text, binary data, audio, images, and
video, Whenanentity bodyis presentin a message, the interpretation of the octets
in the body is determined by the entity headerfields Content-Encoding, Content-
Type, and Transfer-Encoding. These define a three-layer, ordered encoding model:

entity-body := Transfer-Encoding( Content-Encoding( Content-Type
( data )))

The data are the contents of a resource identified by a URI. The Content-
Type field determines the way in which the data are interpreted. A Content-Encod-
ing may be applied to the data and stored at the URIinstead of the data. Finally,
on transfer, a Transfer-Encoding may be applied to form the entity body of the
message.

Access Authentication

HTTP/1.1 defines a simple challenge-response technique for authentication. This
definition does not restrict HTTP clients and servers from using other forms of
authentication, but the current standard only covers this simple form.

Two avthentication exchangesare defined: one betweena client and a server,
and one betweenaclient and a proxy. Both types of exchange use a challenge-
response mechanism. Thechallenge,issued by a server or proxy, is of the form

challenge = auth-scheme 1*SP realm *( “” auth-param )
auth-scheme = token

auth-param = token “=” quoted-string
realm = “realm” “=” realm-value
realm-value = quoted-string

Auth-schemeis the name of a particular authentication scheme. The realm
defines a particular protection space, whichis simply a conceptual partition of the
resource, with its own authentication scheme and authorization database. For
example, a resource may define several realms, one for end users and one for net-
work managers. Thelatter realm may have more privileges and requires a more
powerful authentication scheme.

In response to an authentication challenge, a client must provide credentials.
These are of the form

credentials = basic-credentials | auth-scheme *(“” auth-param )
Basic credentials are covered below.In the generalcase, the user would return

the nameof the authentication scheme anda set of parameters required to authen-
ticate itself,
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Client-Server Authentication

A user agentthat wishes to authenticate itself with a server may do so by including
an Authorization field in the request header; an agent may do this wheninitially
sending the request. An alternative, which may be more common,is that a client
sends a Request message without an Authorization field and is then required to
return an authorization by the server. Figure 19.16 illustrates this scenario, which
involves three steps:

1: The client sends a request, such as a GET request to the server, with no
Authorization field in the request header.

2. The server returns a response with a status code in the Status line of Un-
authorized and a WWW-Authenticate field in the response header. The
WWW-Authenticate field consists of a challenge that indicates the type of
authentication required and may include other parameters. No entity body is
returned.

3. The client repeats the request but includes an Authorization field that con-
tains the authorization data needed by theserver.

If authentication succeeds, the server returns a response with some othersta-
tus code and without a WWW-Authenticate field. If authentication fails, the server
can initiate a new authentication sequence by returning a response with a status of
Unauthorized and a WWW-Authenticate field containing the (possibly new) chal-
lenge. The entity body should explain the reason for the refusal.

In client-server authentication, any proxy or gateway must be transparent, as
far as authentication is concerned. That is, the WWW-Authenticate and Autho-
rization fields must be forwarded unmodified, and the response to a request con-
taining an Authorization field must not be cached. This latter requirementdictates
that the authentication always takes place betweenclient and server and does not
simply replay the server’s prior acceptance of authentication.
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FIGURE 19.16 MTTP access-authentication scenario.
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Proxy Authentication

A proxy maybeconfiguredso thata client mustfirst authenticateitself to the proxy
before being granted access to an origin server. The sequence is similar to that
describedforclient-servér authentication. In this case, the authentication informa-
tion is carried in the Proxy-Authorizationfield in the request header. A client may
authenticate itself when first issuing a Request message. Alternatively, a scenario
similar to Figure 19.16 occurs: :

1, Theclient sends a request, such as a GET requestto the server, with no Proxy-
Authorizationfield in the request header.

2. The proxy does not forward therequest, but returns a response with a status
code in the Status line of Proxy-Authentication Required and a Proxy-
Authenticate field in the response header.

3. The client repeats the request but includes a Proxy-Authorization field that
containsthe authorization data needed by the proxy.

If the requestis authenticated, then the proxy may forward the request to a
server, but will omit the Proxy-Authorization field. The proxy could also return a
cached response.

Basic Authentication Scheme

Forthe basic authentication scheme, a user agent authenticatesitself within a par-
ticular realm by supplying a user ID and a password. This is the simplest form of
authentication, comparable to logging on to a system. Within HTTP,there is no
provision for protecting the user ID or password with encryption, so this method
provides minimalsecurity. The form ofthe credentials for basic authentication are

basic-credentials = “ Basic” SP basic-cookie
basic-cookie = <base64 [7] encodingof userid-password, except notlimited to

76 char/line>

userid-password = [ token ] “:” *TEXT

The combination of user ID and password is an arbitrary string of textual
characters, transmitted in base-64 encoding. For example, considera server that has
an end-user realm and that receives a Request message without an Authorization
field. The server sends a Response message with a status code of Unauthorized and
this WWW-Authenticate field: .

WWW-Authenticate: Basic-realm= ”UserSpace”

where “UserSpace”is the string assigned by the server to identify the protection
space of the Request-URI. Theclient then sends a Request message that includes
an Authorization field that base-64 encodesthe user ID. of “Aladdin”and the pass-
word “open sesame.” Thefield lookslike this:

Authorization: Basic QWxhZGRpbjpvcGVulHNIc2FtZQ==
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19.6 RECOMMENDED READING

A thorough presentation of ASN.1 is to be found in [STEE90].'Two quité useful documents
are [KALI91] and [GAUD89]. [STAL96] provides.a comprehensive and detailed examina-
tion of SNMP and SNMPv2; the book also provides an overview of network-management
technology. One of the few textbooks on the subject of network ‘management is [TERP92].
[ROSE93] provides a book-length treatment ofelectronic mail, including some coverage of
SMTP and MIME.

GAUD89 Gaudette, P. A Tutorial on ASN.1, Technical Report NCSL/SNA-89/12.
Gaithersburg, MD:National Institute of ‘Standards and Technology, 1989. ,

KALI91 Kaliski, B. A Layman’s Guide to a Subset ofASN.1, BER, and DER. Report SEC-
SIG-91-17. Redwood City, CA: RSA Data Security Inc. 1991.

ROSE93 Rose, M. The Internet Message: Closing the Book with Electronic Mail. Engle-
woodCliffs, NJ: Prentice Hall, 1993.

STAL96 Stallings, W. SNMP, SNMPv2, and RMON: Practical Network Management, -
Reading, MA: Addison-Wesley, 1996.

STEE90 Steedman, D. ASN.1: The Tutorial and Reference. London: Technology Ap-
praisals, 1990.

TERP92 Terplan, K. Communication Networks Management. EnglewoodCliffs, NJ: Pren-
tice Hall, 1992.

 Lael Recommended WebSites

© http://snmp.cs.utwente.nl: Exhaustive source of information on SNMP.
© http://www.w3.org/pub/WWW:Website of the World Wide Web Consortium, con-

taining up-to-date information on HTTP.
© http://www.inria.fr/rodeo/personnel/hoschka/asn1.himl: ASN.1 website, contains tuto-

rial information, links to software tools, ASN.1-based applications and products, and
standards information.

19.7 PROBLEMS

19.1 a. Consider the following definitions:
ExpeditedDataAcknowledgement::= SET [
destRef [0] Reference,
yr-tu-nr , {iJ TPDUnaumber,
checkSum [2] CheckSum OPTIONAL}
NormalBA ::= ExpeditedDataAcknowledgement
( WITH COMPONENTS{

destRef,
yr-tu-nr (0..127)}

Find an equivalent expression for defining NormalEA.
b. Consider the following definition

ExtendedEA ::= ExpeditedDataAcknowledgement
( WITH COMPONENTS(..., checkSum PRESENT } )

Find an equivalent expression for defining ExtendedEA.
c. Define a new type, EA, based on ExpeditedDataAcknowledgement, with the

restriction that either the checksum is absent, in which case yr-tu-nr must be in the
range of 0 to 127, or the checksum is present, in which case there is no additional
constraint on yr-tu-nr.
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19.2. Given the following definition,
TypH ::= SEQUENCE{r

INTEGER,
s BOOLEAN,
t INTEGER OPTIONAL }
Which of the following values are valid?
valH1 TypH::= { r-5, s TRUE,t 0}
valH2 TypH ::= (10, FALSE}
valH3 TypH ::= { t 1, 12, s TRUE}

19.3 Giventhe following definitions,
Ti ::= SEQUENCE{ X1,

b BOOLEAN}
X1 ::= CHOICE {y INTEGER, z REAL }
Would theidentifiers for T1 be: y, z, b?

19.4 Define an IASString-based type that contains only either “A” or “B” characters and is
restricted to a maximum length of 10 chars.

19.5 The original (version 1) specification of SNMP has the following definition of a new
type:

Gauge ::= [APPLICATION 2] IMPLICIT INTEGER (0..4294967295)
The stanaard includesthe following explanation of the semantics of this type:

This application-wide type represents a non-negative integer, which mayincrease or
decrease, but whichlatches at a maximum value. This standard specifies a maximum
value of 2°*.-1 (4294967295 decimal) for Gauges.

Unfortunately, the word latch is not defined, and has resulted in two differentin-
terpretations. The SNMPv2 standard cleared up the ambiguity with the followingdefinition:

The value of a Gauge has its maximum value whenever the information being mod-
eled is greater than or equal to that maximum value;if the information being mod-
eled subsequently decreases below the maximum value, the Gaugealso decreases.

a. Whatis the alternative interpretation?
b. Discuss the pros and consof the two interpretations,

19.6 Electronic mail systems differ in the manner in which multiple recipients are handled.
In some systems, the originating user agent or mail sender makesall the necessary
copies, and these are sent out independently. An alternative approach is to deter-
mine the route for each destination first. Then a single message is sent out on a com-
mon portion of the route, and copies are only made whenthe routes diverge; this
processis referred to as mail-bagging. Discuss the relative advantages and disadvan-
tages of the two methods.
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A.

in the increasing mergingof these twofields, The lines have blurred among
computing, switching,and digital transmission equipment, and the same

digital techniques are being used for data, voice, and image transmission. Merging
and evolving technologies, coupled with increasing demandsforefficient and timely
collection, processing, and dissemination of information,are leading to the develop-
ment ofintegrated systems that transmit and processall types of data. Theultimate
goalofthis evolution is the integrated services digital network (ISDN).

The ISDNis intended to be a worldwide public telecommunications network

Rapid advances in computer and communication technologieshaveresulted

"to replace existing public telecommunications networks and deliver a wide variety
of services. The ISDN is defined by the standardization of user interfaces and is
implementedas.a set of digital switches and paths supporting a broad rangeoftraf-
fic types and providing value-added processingservices. In practice, there are mul-
tiple networks, implemented within national boundaries, but from the user’s point
of view,there will be a single, uniformly accessible, worldwide network.

The impact of ISDN on both users and vendors will be profound. To control
ISDN evolution and impact, a massive effort at standardizationis underway. Al-
though ISDNstandardsarestill evolving, both the technology and the emerging
implementation strategy are well understood.

Despite the fact that ISDN has yetto achieve the hopedfor universal deploy-
ment,it is already in its second generation. Thefirst generation, sometimesreferred
to as narrowband ISDN,is based on the use of a 64-kbps channelas the basic unit
of switching and has a circuit-switching orientation. The major technical contribu-
tion of the narrowband ISDNeffort has been frame relay. The second generation,
referred to as broadband ISDN (B-ISDN), supports very high data rates (100s of
Mbps)and hasa packet-switching orientation. The major technical contribution of
the broadband ISDN effort has been asynchronous transfer mode (ATM), also
knownascell relay.

This appendix provides an overview of narrowband ISDN and broadband
ISDN.

OVERVIEW OF ISDN

ISDN Concept

The concept of ISDN is best introduced by considering it from several different
viewpoints: .

® Principles of ISDN
e The user interface

° Objectives
© Services

Principles of ISDN

Standards for ISDN havebeen defined by ITU-T (formerly CCITT),a topic that we
explore later in this section, Table A.1, which is the complete text of one of the
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TABLE A.1 Recommendation 1.120 (1988).    

1 Principles of ISDN

1.1 The main feature of the ISDN conceptis the support of a wide range of voice and nonvoice appli-
cations in the same network. A key elementof service integration for an ISDNis the provision of
a range of services (see Part II of the I-Series in this Fascicle) using a limited set of connection
types and multipurpose user-network interface arrangements(see Parts IH and IV ofthe I-Series
in Fascicle ITI.8).

1.2 ISDNs support a variety of applications including both switched and non-switched connections.
Switched connections in an ISDN include both circuit-switched and packet-switched connections
and their concatenations.

1.3 Asfar as practicable, new services introduced into an ISDN should be arranged to be compatible
with 64 kbit/s switched digital connections.

1.4 An ISDNwill contain intelligence for the purpose of providing service features, maintenance and
network managementfunctions. This intelligence may not be sufficient for some new services and
may have to be supplemented byeither additional intelligence within the network,or possibly
compatible intelligence in the user terminals. .

1.5 A layered protocol structure should be used for the specification of the access to an ISDN. Access
from a user to ISDN resources may vary depending uponthe service required and uponthe status
of implementation of national ISDNs.

1.6 It is recognized that ISDNs may be implementedin a variety of configurations according to spe-
cific nationalsituations.

2 Evolution of ISDNs

2.1 ISDNswill be based on the concepts for telephone IDNs and may evolve by progressively incor-
porating additional functions and network features including those of any other dedicated net-
workssuchas circuit-switching and packet-switching for data so as to providefor existing and
new services.

2.2 Thetransition from an existing network to a comprehensive ISDN mayrequire a periodof time
extending over one or more decades. During this period arrangements must be developed for the
networking of services on ISDNsand services on other networks (see Part V).

2.3 In the evolution towards an ISDN,digital end-to-end connectivity will be obtained via plant and
equipment usedin existing networks, such as digital transmission, time-division multiplex switching
and/or space-division multiplex switching. Existing relevant recommendations for these constituent
elements of an ISDNare contained in the appropriate series of recommendations of CCITT and
of CCIR.

2.4 In the early stages of the evolution of ISDNs, some interim user-network arrangements may need
to be adopted in certain countriesto facilitate early penetration of digital service capabilities.
Arrangements correspondingto national variants may comply partly or wholly with I-Series Rec-
ommendations. However, the intention is that they not be specifically included in the I-Series.

2.5 An evolving ISDN mayalso includeatlater stages switched connectionsat bit rates higher and
lower than 64 kbit/s.       

ISDN-related standards, states the principles of ISDN from the point of view of
CCITT.Let us look at each of these points in turn:

1, Support of voice and nonvoice applications using a limited set ofstandardized
facilities. This principle defines both the purpose of ISDN and the means
of achieving it. The ISDN supports a variety of services related to voice com-
munications (telephone calls) and nonvoice communications (digital data
exchange). These services are to be provided in conformance with standards
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(ITU-T recommendations) that specify a small numberofinterfaces and data
transmissionfacilities.

2. Support for switched and nonswitched applications. ISDN supports both cir-
cuit switching and packet switching. In addition, ISDN supports nonswitched
services in the form of dedicated lines,

3. Reliance on 64-kbps connections. ISDN providescircuit-switched and packet-
switched connections at 64 kbps; this is the fundamental building block of
ISDN.This rate was chosen because, at the time, it was the standard rate. for
digitized voice, and, hence, wasbeing introduced into the evolving integrated
digital networks (IDNs). Althoughthis data rate is useful, it is unfortunately
restrictive to rely solely on it. Future developments in ISDN will permit
greaterflexibility.

4. Intelligence in the network. An ISDNis expected to be able to provide sophis-
ticated services beyond the simple setup of a circuit-switchedcall.

5, Layered protocolarchitecture. The protocols for user access to ISDN exhibit a
layered architecture and can be mapped into the OSI model. This procedure
has a numberof advantages:

e Standards already developed for OSI-related applications may be used
on ISDN. An example is X.25 level 3 for access to packet-switching ser-
vices in ISDN.

° New ISDN-related standards can be based on existing standards, reduc-
ing the cost of new implementations. An example is LAPD, which is
based on LAPB.

° Standards can.be developed and implemented independently for various
layers and functions withii a layer; this allows for the gradual implemen-
tation of ISDNservices at a pace appropriate for a given provider or a
given customerbase.

6. Variety ofconfigurations. More than one physical configurationis possible for
implementing ISDN;this allows for differences in national policy (single-
source versus competition), in the states of technology, and in the needs and
existing equipmentof the customerbase.

The User Interface

Figure A.1 is a conceptual view of the ISDN from a user, or customer, point of view.
The user hasaccess to the ISDN by meansofa localinterface to a “digital pipe” of
a certain bit rate. Pipes of varioussizes are available to satisfy differing needs. For
example, a residential customer may require only sufficient capacity to handle a
telephone and a videotex terminal. An office will undoubtedly wish to connect to
the ISDN via an on-premise digital PBX, and will require a much higher capacity
pipe.

At any given point in time, the pipe to the user’s premiseshas a fixed capac-
ity, but the traffic on the pipe maybe a variable mix up to the capacity limit. Thus,

" auser mayaccesscircuit-switched and packet-switchedservices, as well as other ser-
vices, in a dynamic mix ofsignal types andbit rates. To provide these services, the
ISDNrequires rather complex controlsignals to instruct it how to sort out the time-
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FIGURE A.1 Conceptual view of ISDN connection features.

multiplexed data and provide the required services. These control signals are also
multiplexed onto the samedigital pipe.

An important aspectof the interface is that the user may, at any time, employ
less than the maximum capacity of the pipe, and will be charged ‘according to the
capacity used rather than “connect time.” This characteristic significantly dimin-
ishes the value of current user design efforts that-are geared to optimize circuit
utilization by use of concentrators, multiplexers, packet switches, and other line-
sharing arrangements.

Objectives

Activities currently under way are leading to the development of a worldwide
ISDN.This effort involves national governments, data processing and communica-
tions companies, standards organizations, and other agencies. Certain common
objectives are, by and large, shared bythis disparate group. Welist here the key
objectives:

e Standardization.It is essential that a single set of ISDN standards be provided
to permit universal access and to permit the developmentof cost-effective
equipment.

¢ Transparency. The most important service to be provided is a transparent
transmission service, thereby permitting users to develop applications and
protocols with the confidence that they will not be affected by the underlying
ISDN.

© Separation of competitive functions. It must be possible to separate out func-
tions that could be provided competitively as opposed to those that are fun-
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damentally part of the ISDN.In many countries, a single, government-owned
entity providesall services. Some countries desire (in the case of the United
States, require) that certain enhancedservices be offered competitively (e.g.,
videotex, electronic mail).

Leased and switched services. The ISDN should provide dedicated point-to-
point services as well as switched services, thereby allowing the user to opti-
mize implementation of switching and routing techniques.
Cost-relatedtariffs. The price for ISDN service should be related to cost, and
should be independentof the type of data being carried. One type of service
should notbe in the position of subsidizing others.
Smooth migration. The conversion to ISDN will be gradual, andthe evolving
network mustcoexist with existing equipmentand services. Thus, ISDN inter-
faces should evolve from current interfaces, and provide a migration path
for users,

Multiplexed support. In addition to providing low-capacity support to indi-
vidual users, multiplexed support must be provided to accommodate_user-

. owned PBX andlocal network equipment.

®

There are, of course, other objectives that could be named. Thoselisted above
are certainly among the most important and widely accepted, and each helps to
define the character of the ISDN.

Architecture

Figure A.2is a block diagram of ISDN. ISDN supports a new physical connecterfor
users, a digital subscriber loop (link frum end user to central or end office), and
modificationsto all central office equipment.

The area to which mostattention has beenpaid by standards organizationsis
that of user access. A common physicalinterface has been defined to provide, in
essence, a DTE-DCE connection. The same interface should be usable fortele-
phone, computer terminal, and videotex terminal. Protocols are needed fot the
exchange of control information between user device and the network. Provision
must be made for high-speedinterfacesto, for example, a digital PBX or a LAN.

The subscriber loop portion of today’s telephone network consists of twisted
pair links between the subscriber andthecentraloffice, carrying 4-kHz analogsig-
nals. Under the ISDN, one or two twisted pairs are used to provide a basic full-
duplex digital communicationslink.

Thedigital central office connects the numerous ISDN subscriberloop signals
to the IDN.In addition to providing accessto the circuit-switched network, the cen-
tral office provides subscriber access to dedicatedlines, packet-switchednetworks,
and time-shared, transaction-oriented computer services. Multiplexed access via
digital PBX and LAN mustalso be accommodated.

Standards

The development of ISDN is governed by a set of recommendations issued by
ISDN,called the I-series Recommendations. These Recommendations, or stan-
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FIGURE A.2 Block diagram of ISDN functions.

dards, werefirst issued in 1984. A more complete set was issued in 1988. Mostof the
Recommendations have been updated, at irregularintervals, since that time. The
bulk of the description of ISDNis contained in the I-series Recommendations, with
some related topics covered in other Recommendations. The characterization of
ISDN contained in these Recommendations is centered on three main areas:

1. The standardization of services offered to users, so as to enable services to be
internationally compatible.

2. The standardization of user-network interfaces, so as to enable terminal
equipmentto be portable, and to assist in (1).

3. The standardization of ISDN capabilities to the degree necessary to al-
low user-network and network-network interworking, and thus achieve (1)
and (2),

TheI-series Recommendations are brokenup into six main groupings, labeled
1.100 through 1.600.

1.100 Series—General Concepts

The 1.100 series serves as a general introduction to ISDN. The general structure of
the ISDN recommendationsis presented as well as a glossary of terms. 1.120 pro-
vides an overall description of ISDN and the expected evolution of ISDNs, 1.130
introduces terminology and concepts that are used in the 1.200 series to specify
services,
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1.200 Series—Service Capabilities

The 1.200 series is in a sense the most important part of the ITU-T ISDN recom-
mendations. Here, the services to be provided to users are specified. We may look
on this as a set of requirements that the ISDN must satisfy. In the ISDN glossary
(1.112), the term service is defined as

That which is offered by an Administration or recognized private operating
agency (RPOA)toits customers in order to satisfy a specific telecommunication
requirement.

Althoughthis is a very generaldefinition, the term “service” has cometo have a very
specific meaning in ITU-T, a meaningthat is somewhatdifferent from the use ofthat
term in an OSI context. For ITU-T, a standardized serviceis characterized by

° Complete, guaranteed end-to-end compatibility
° ITU-T-standardized terminals, including procedures
° Listing of the service subscribers in an international directory
° ITU-T-standardized testing and maintenance procedures
° Charging and accountingrules

Thereare three fully standardized ITU-Tservices: telegraphy, telephony, and
data. There are four additional telematic services in the process of being standard-
ized:teletex, facsimile, videotex, and message handling. The goal with all of these
services is to ensure high-quality international telecommunicationsfor the end user,
regardless of the make of the terminal equipment and the type of network used
nationally to support the service.

1.300 Series—Network Aspects

Whereasthe 1.200 series focuses on the user, in termsof the services provided, the
1.300 series focuses on the network, in terms of how the network goes about pro-
viding those services. A protocol reference modelis presented that, while based on
the 7-layer OSI model, attempts to accountfor the complexity of a connection that
may involve two or more users (e.g., a conference call) plus a related common-
channelsignaling dialogue. Issues such as numbering and addressing are covered.
Thereis also a discussion of ISDN connection types,

1.400 Series—User-Network Interfaces

The J.400 series deals with the interface between the user and the network. Three
major topics are addressed:

° Physical configurations. The issue of how ISDN functions are configured into
equipment. The standards specify functional groupings and define reference
points betweenthose groupings.

° Transmission rates. The data rates and combinations of data rates to be
offered to the user.

° Protocol specifications. The protocols at OSI layers 1 through 3 that specify
the user-networkinteraction.
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1.500 Series—lnternetwork Interfaces

ISDN supports servicesthat are also provided on oldercircuit-switched and packet-
switched networks. Thus,it is necessary to provide interworking between an ISDN
and other types of networksto allow communications between terminals belonging
to equivalent services offered through different networks. The 1.500 series deals
with the various networkissues thatarise in attemptingto define interfaces between
ISDN and other types of networks.

1.600 Series—Maintenance Principles

This series provides guidance for maintenance of the ISDN subscriber installation,.
the network portion of the ISDN basic access, primary access, and higher data-rate
services, Maintenanceprinciples and functionsare related to the reference configu-
ration and general architecture of ISDN. A key function that is identified in the
series is loopback. In general, loopback testing is used for failure localization and
verification. ©

ISDN CHANNELS

The digital pipe between the central office and the ISDN useris used to carry a
number of communication channels. The capacity of the pipe, and therefore the
numberof channels carried, may vary from user to user. The transmission structure
of anyaccess link is constructed from the following types of channels:

@ B channel: 64 kbps

® D channel: 16 or 64 kbps

° H channel: 384(HO), 1536(H11), and 1920 (H12) kbps

The B channelis the basic user channel. It can be used to carry digital data,
PCM-encodeddigital voice, or a mixture of lower-ratetraffic, including digital data
and digitized voice encodedat a fractionof 64 kbps. In the case of mixedtraffic, all
traffic must be destined for the same endpoint. Four kinds of connections can be set
up over a B channel:

° Circuit-switched. This is equivalent to switched digital service available today.
The user places a call, and a circuit-switched connection is established with
another network user. An interesting feature is that call-establishment dia-
logue does not take place over the B channel, but is done over the D, as
explained below.

° Packet-switched. The user is connected to a packet-switching node, and data
are exchanged with other users via X.25.

¢ Frame mode. The user is connected to a frame relay node, and data are
exchanged with other users via LAPF.
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° Semipermanent. This is a connection to anotheruserset up by prior arrange-
ment, and not requiring a call-establishment protocol; this is equivalent to a
leased line.

The designation of 64 kbps as the standard user channel rate highlights the
fundamental contradiction in standards activities. This rate was chosen as the most
effective for digitized voice, yet the technology hasprogressedto the point at which
32 kbps, or evenless, produces equally satisfactory voice reproduction. Tobe effec-
tive, a standard must freeze the technology at some defined point. Yet by the time
the standard is approved,it may already be obsolete.

The D channelserves two purposes. First, it carries signaling information to
control circuit-switched calls on associated B channels at the userinterface. In addi-

tion, the D channel may be used for packet-switching or low-speed (e.g., 100 bps)
telemetry at times whennosignaling information is waiting. Table A.2 summarizes
the types of data traffic to be supported on B and D channels.

H channels are provided for user information at higher bit rates. The user may
employ such a channelas a high-speed trunk, or the channel may be subdivided
according to the user’s own TDM scheme. Examples of applications include fast
facsimile, video, high-speed data, high-quality audio, and multiple information
streams at lowerdata rates.

These channel types are groupedinto transmission structures that are offered
as a package tothe user. The best-definedstructures at this time are the basic chan-
nel structure (basic access) and the primary channel structure (primary access),
which are depicted in Figure A.3.

Basic access consists of two full-duplex 64-kbps B channels anda full-duplex
16-kbps D channel. The total bit rate, by simple arithmetic, is 144 kbps. However,
framing, synchronization, and other overheadbits bring the total bit rate on a basic
access link to 192 kbps. The frame structure for basic access was shownin Figure
7.10. Each frame of 48 bits includes 16 bits from each of the B channels and4 bits
from the D channel.

The basic service is intended to meet the needs of most individual users,
including residential and very small offices. It allows the simultaneous use of voice
and several data applications, such as packet-switched access, a link to a central

TABLE A.2. ISDN Channel functions,       

 B Channel (64 kbps) D Channel (16 kbps)

Digital voice Signaling
64 kbps PCM Basic
Lowbit rate (32 kbps) Enhanced

High-speed data Low-speed data
Circuit-switched Videotex
Packet-switched Teletex

Other Terminal

Facsimile Telemetry
Slow-scan video Emergencyservices

Energy management 
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FIGURE A.3 ISDN channelstructures,

alarm service, facsimile, videotex, and so on. These services could be accessed
through a single multifunction terminal or several separate terminals. In either case,
a single physical interface is provided. Most existing two-wire local loops can sup-
port this interface.

In some cases, one or both of the B channels remain unused;this results in a
B+DorD interface, rather than the 2B+D interface. However,to simplify the net-
work implementation,the data rate at the interface remains at 192 kbps. Neverthe-
less, for those subscribers with more modest transmission requirements, there may
be a cost savings in using a reducedbasicinterface.

Primary access is intended for users with greater capacity requirements, such
as offices with a digital PBX or a local network. Becauseof differences in the digi-
tal transmission hierarchies used in different countries, it was not possible to get
agreementona single data rate. The United States, Canada, and Japan makeuse of
a transmission structure based on 1.544 Mbps;this corresponds to the T1 transmis-
sion facility using the DS-1 transmission format. In Europe, 2.048 Mbpsis the stan-
dard rate. Both of these data rates are providedas a primaryinterface service. Typ-
ically, the channel structure for the 1.544-Mbps rate is 23 B channels plus one
64-kbps D channel and,for the 2.048-Mbpsrate, 30 B channels plus one 64-kbps D
channel. Again, it is possible for a customer with lower requirements to employ
fewer B channels, in which case the channel structure is nB+D, where n ranges
from 1 to 23, or 1 to 30 for the two primary services. Also, a customer with high
data-rate demands maybe provided with more than one primary physical interface.
In this case, a single D channel on oneof the interfaces may suffice forall signaling
needs, and the other interfaces may consist solely of B channels (24B or 31B). The
frame structure for primary access was shownin Figure 7.11.

The primary interface may also be used to support H channels. Someof these
structures include a 64-kbps D channelfor control signaling. When no D channelis
present, it is assumed that a D channel on another primary interface at the same
subscriberlocation will provide any required signaling. The following structuresare
recognized:

° Primary rate interface HO channel structures. This interface supports multi-
ple 384-kbps HO channels. The structures are 3HO + D and 4HO for the
1.544-Mbpsinterface, and 5HO + D for the 2.048-Mbpsinterface.
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° Primary rate interface Hil channelstructures. The H11 channelstructure con-
sists of one 1536-kbps H11 channel. The H12 channelstructure consists of one
1920-kbps H12 channel and one D channel.

° Primary rate interface structures for mixtures of B and HO channels. This
interface consists of 0 or 1 D channels plus any possible combination of B and
HO channels, up to the capacity of the physicalinterface(e.g., 3H0 + 5B + D
and 3HO + 6B).

A.3 USER ACCESS

To define the requirements for ISDN user access, an understanding of the antici-
pated configuration of user premises equipment and of the necessary standard
interfacesis critical. The first step is to group functions that mayexist on the user’s
premises. Figure A.4 shows the CCITT approach tothis task, using

° Functional groupings. Certain finite arrangements of physical equipment or
combinations of equipment.

° Referencepoints. Conceptualpoints used to separate groupsof functions.

The architecture on the subscriber’s premises is broken up functionally into
groupings separated by reference points. This separation permits interface stan-
dards to be developed at each reference point; this effectively organizes the stan-
dards work and provides guidance to the equipment providers. Once stable inter-
face standardsexist, technical improvements on either side of an interface can be

 
FIGURE A.4_ ISDNreference points and functional
groupings.
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made without impacting adjacent functional groupings. Finally, with stable inter-
faces, the subscriber is free to procure equipment from different suppliers for the
various functional groupings, so long as the equipment conformsto the relevant
interface standards.

Network termination 1 (NT1) includes functions associated with the physical
and electrical termination of the ISDN onthe user’s premises; these correspond to
OSIlayer 1. The NT1 may be controlled by the ISDN provider and forms a bound-
ary to the network. This boundary isolates the user fromthe transmission technoi-
ogy of the subscriber loop and presents a physical connector interface for user
device attachment. In addition, the NT1 performs line maintenance functions such
as loopback testing and performance monitoring. The NT1 supports multiple chan-
nels (e.g., 2B + D); at the physicallevel, the bit streams of these channels are mul-
tiplexed together, using synchronous time-division multiplexing. Finally, the NT1
interface might support multiple devices in a multidrop arrangement. For example,
a residential interface might include a telephone, personal computer, and alarm sys-
tem, all attached to a single NT1 interface via a multidropline.

Network termination 2 (NT2)is an intelligent device that can perform switch-
ing and concentration functions; it may include functionality up throughlayer 3 of
the OSI model. Examples of NT2 are a digital PBX, a terminal controller, and a
LAN. An example of a switching function is the construction of a private network
using semipermanentcircuits among a numberofsites, each of which could include
a PBX that acts as a circuit switch, or a host computerthat acts as a packet switch.
The concentration function simply meansthat multiple devices, attached to a digi-
tal PBX, LAN,or terminal controller, may transmit data across an ISDN.

Network termination 1, 2 (NT12) is a single piece of equipment that contains
the combined functions of NT1 and NT2;this points out one of the regulatory is-
sues associated with ISDN interface development. In many countries, the ISDN
provider will own the NT12 and provide full service to the user. In the United
States, there is a need for a network termination with a limited numberof functions
to permit competitive provision of user premises equipment. Hence, the user
premises network functionsare split into NT1 and NT2,

Terminal equipmentrefers to subscriber equipment that makes use of ISDN;
two types are defined. Terminal equipmenttype I (TE1) refers to devices that sup-
port the standard ISDN interface. Examples are digital telephones, integrated
voice/data terminals, and digital facsimile equipment. Terminal equipment type 2
(TE2) encompassesexisting non-ISDN equipment. Examplesare terminals with a
physical interface, such as EIA-232-E, and host computers with an X.25 interface.
Such equipmentrequires a terminal adapter (TA)to plug into an ISDNinterface.

Thedefinitionsof the functional groupings also define, by implication,theref-
erence points. Reference point T (terminal) corresponds to a minimal ISDN net-
work termination at the customer’s premises; it separates the network provider’s
equipment from the user’s equipment. Reference point S (system) corresponds to
the interface of individual ISDN terminals and separates user terminal equipment
from network-related communications functions. Reference point R (rate) provides
a non-ISDNinterface between user equipment that is not ISDN-compatible and
adapter equipment. Typically, this interface will comply with an older interface
standard, such as EIA-232-E.
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A.4_ ISDN PROTOCOLS

ISDN Protocol Architecture

Figure A.5illustrates, in the context of the OSI model, the protocols defined orref-
erenced in the ISDN documents, As a network, ISDNis essentially unconcerned
with user layers 4-7, These are end-to-end layers employed by the user for the
exchangeof information. Network accessis concerned only with layers 1-3. Layer

. I, defined in 1.430 and 1.431, specifies the physical interface for both basic and pri-
mary access. Because B and D channels are multiplexed over the same physical
interface, these standards apply to both types of channels. Abovethis layer, the pro-
tocol structure differs for the two channels.

For the D channel, a new datalink layer standard, LAPD (Link Access Pro-
tocol, D channel) has been defined. This standard is based on HDLC, modified to
meet ISDN requirements. All transmission on the D channel is in the form of
LAPDframesthat are exchanged between the subscriber equipment and an ISDN
switching element. Three applications are supported: control signaling, packet-
switching, and telemetry. For control signaling, a call control protocol has been
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FIGURE A.S_ ISDNprotocols at the user-network interface.
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defined (1.451/Q.931). This protocol is used to establish, maintain, and terminate
connections on B channels; thus, it is a protocol between the user and the network,
Abovelayer 3, there is the possibility for higher-layer functions associated with
user-to-user control signaling. These functions are a subject for further study. The
D channel can also be used to provide packet-switching services to the subscriber.
In this case, the X.25 level-3 protocol is used, and X.25 packets are transmitted in
LAPD frames. The X.25 level-3 protocol is used to establish virtual circuits on the
D channel to other users and to exchange packetized data. The final application
area, telemetry, is a subject for further study.

The B channelcan be usedfor circuit switching, semipermanentcircuits, and
packet-switching. For circuit switching, a circuit is set up on a B channel, on demand.
The D-channelcall control protocol is used for this purpose. Once thecircuitis set
up, it may be used for data transfer between the users. A semipermanentcircuit is a
B-channelcircuit that is set up by prior agreement between the connected users and
the network. As with a circuit-switched connection, it provides a transparent data
path between end systems.

With either a circuit-switched connection or a semipermanent circuit, it
appears to the connectedstations that they have a direct, full-duplex link with each
other. They are free to use their own formats, protocols, and frame synchroniza-
tion. Hence, from the point of view of ISDN,layers 2 through 7 are notvisible or
specified.

In the case of packet-switching, a circuit-switched connection is set up on a B
channel between the user and a packet-switched node using the D-channe! control
protocol. Oncethecircuit is set up on the B channel, the user may employ X.25lay-
ers 2 and 3 to establish a virtual circuit to another user over that channel and to

exchange packetized data. As an alternative, the frame relay service may be used.
Framerelay can also be used over H channels and over the D channel.

Someof the protocols shown in Figure A.5 are summarized in the remainder
of this section. First, we look at the way in which packet-switched and circuit-
switched connections are set up, Next, we examine the control-signaling protocol
and then LAPD.Finally, the physical-layer specifications are reviewed.

ISDN Connections

ISDN provides four types of service for end-to-end communication:

® Circuit-switched calls over a B channel.

e Semipermanent connections over a B channel.
e Packet-switched calls over a B channel.

¢ Packet-switched calls over the D channel.

Circuit-Switched Calls

The network configuration and protocols for circuit switching involve both the B
and D channels. The B channelis used for the transparent exchangeof user data.
The communicating users may employ any protocols they wish for end-to-end com-
munication. The D channelis used to exchange control information between the
user and the network for call establishment and termination, as well as to gain
access to networkfacilities.
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The B channelis serviced by an NT1 or NT2 using only layer-1 functions. On
the D channel, a three-layer network access protocolis used andis explained below.
Finally, the process of establishing a circuit through ISDNinvolvesthe cooperation
of switches internal to ISDNto set up the connection. These switches interact by
using an internal protocol: Signaling-System Number7.

Semipermanent Connections

A semipermanentconnection between agreed points maybe provided for an indef-
: inite period. of time after subscription,for a fixed period, or for agreed-uponperi-

ods during a day, a week, or someotherinterval. As with circuit-switched connec-
tions, only Layer-1 functionality is provided by the network interface. The
call-control protocolis not needed because the connection already exists.

Packet-Switched Calls over a B Channel

The ISDN mustalso permit user access to packet-switched services for data traffic
(e.g., interactive) that is best serviced by packet switching. There are two possibili-
ties for implementing this service: Either the packet-switching capability is fur-
nished by a separate network,referred to as a packet-switched public data network
(PSPDN), or the packet-switching capability is integrated into ISDN.In the former
case, the service is provided over a B channel. In thelatter case, the service may be
provided over a B or D channel. Wefirst examinethe use of a B channelfor packet-
switching,

When the packet-switching service is provided by a separate PSPDN,the
accessto that service is via a B channel. Both the user and the PSPDN mustthere-
fore be connected as subscribers to the ISDN.In the case of the PSPDN,one or
more of the packet-switching network nodes, referred to as packet handlers, are
connected to ISDN. Wecanthink of each such nodeasa traditional X.25 DCE sup-
plemented by the logic needed to access ISDN. That is, the ISDN subscriber
assumes the role of an X.25 DTE,the node in the PSPDN to whichit is connected
functions as an X.25 DCE,and the ISDN simply provides the connection from DTE
to DCE. Any ISDNsubscriber can then communicate,via X.25, with any user con-
nected to the PSPDN,including

° Users with a direct, permanent connection to the PSPDN.

° Users of the ISDN that currently enjoy a connection, through the ISDN,to
the PSPDN.

The connection between the user (via a B channel) and the packet handler
with which it communicates may be either semipermanentorcircuit-switched. In
the former case, the connection is always there and the user mayfreely invoke X.25
to set up a virtual circuit to another user. In the latter case, the D channelis
involved, and the following sequence ofsteps occurs (Figure A.6):

1. Theuser requests, via the D-channelcall-control protocol(1.451/Q.931),a cir-
cuit-switched connection on a B channelto a packet handler.

2. The connection is set up by ISDN,andtheuseris notified via the D channel
call-control protocol.
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FIGURE A.6_ Virtualcall setup.

3. The user sets up a virtual circuit to another user via the X.25 call establish-
ment procedure on the B channel(described in Section 3.2). This step requires
first that a data link connection, using LAPB, mustbe set up between the user
and the packet handler.

4. The user terminates the virtualcircuit, using X.25 on the B channel.
§, After one or morevirtualcalls on the B channel, the user is done andsignals

via the D channel to terminate the circuit-switched connection to the packet-
switching node.

6. The connection is terminated by ISDN.

Figure A.7 shows the configuration involved in providing this service. In the
figure, the user is shown to employ a DTE device that expects an interface to an
X.25 DCE. Hence, a terminal adapter is required. Alternatively, the X.25 capabil-
ity can be an integrated function of an ISDN TE1 device, dispensing with the need
for a separate TA.

Whenthe packet-switching service is provided by ISDN,the packet-handling
function is provided within the ISDN,either by separate equipmentoras part of the
exchange equipment. The user may connectto a packet handlereither by a B chan-
nel or the D channel. On a B channel, the connection to the packet handler may be
either switched or semipermanent, and the same procedures described above apply
for switched connections. In this case, rather than establish a B-channel connection
to another ISDN subscriber that is a PSPDN packet handler, the connectionis to an
internal element of ISDNthatis a packet handler.
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FIGURE A.7 Access to PSPDN for packet-modeservice.

Packet-Switched Calls over a D Channel

When the packet-switching service is provided internal to the ISDN,it can also be
accessed on the D channel. Forthis access, ISDN provides a semipermanent con-
nection to a packet-switching node within the ISDN. The user employs the X.25
level-3 protocol, as is done in the case of a B-channelvirtualcall. Here, the level-3
protocolis carried by LAPD frames, Because the D channelis also used forcontrol
signaling, some means is needed to distinguish between X.25 packet traffic and
ISDNcontroltraffic; this is accomplished by means of the link-layer addressing
scheme,as explained below.

Figure A.8 shows the configuration for providing packet-switching within
ISDN.The packet-switching service provided internal to the ISDN over the B and
D channelsis logically providedby a single packet-switching network. Thus,virtual
calls can be set up between two D-channel users, two B-channel users, and between
a B and D channeluser. In addition,it will be typical to also provide access to X.25
users on otherISDNs and PSPDNsbyappropriate interworking procedures.

Common Channel Signaling at the ISDN User-Network Interface

ITU-T has developed a standard,1.451, for common channel signaling. The primary
application of this standard is for the Integrated Services Digital Network. In OSI
terms,I.451 is a layer-3, or network-layer, protocol. As Figure A.9 indicates, 1.451
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FIGURE A.9 Call control communications architecture.
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relies on a link layer protocol to transmit messages over the D channel. 1.451 spec-
ifies procedures forestablishing connections on the B channels that share the same
physical interface to ISDN as the D channel.It also provides user-to-user control
signaling over the D channel.

The process of establishing, controlling, and terminating a call occurs as a
result of control-signaling messages exchanged between the user and the network
over a D channel. A commonformatis used for all messages defined in 1.451, illus-
trated in Figure A.10a. Three fields are commontoall messages:

e Protocol discriminator. Used to distinguish messages for user-network call
control from other message types. Other sorts of protocols may share the
commonsignaling channel. .

° Call reference. Identifies the user-channelcall to which this message refers.
As with X.25 virtual circuit numbers,it has only local significance. Thecall
reference field comprises three subfields. The length subfield specifies the
length of the remainder of the field in octets. This length is one octet for a
basic-rate interface, and two octets for a primary-rate interface. The flag indi-
cates which end of the LAPDlogical connection initiated the call.

« Message type. Identifies which 1.451 messageis being sent. The contents of
the remainder of the message depend onthe message type.

8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 l
, ~ Information Contents of

element D|information clement

(b) Single-octet information clement format(type 1)

[ Information element identifier |
(c) Single-octet information elementformat (type 2)

  

 Protocol disciminator 
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Mandatoryandadditional
information elements Length of information element 

|
I
|

0 Message type

I :
I
|
|
|
'
|
|
|
I

~oeee
information element

|
|
l
| Contents of
|

(a) General message format |
I
I

Nareteenie

(d) Variable-length information element format

FIGURE A.10_ 1.451 formats.
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