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PREFACE

Objectives

This book attempts to provide a unified overview of the broad field of data and
computer communications. The organization of the book reflects an attempt to
break this massive subject into comprehensibleparts and to build, piece by piece, a
survey of the state of the art. The book emphasizesbasic principles and topics of
fundamental importance concerning the technology andarchitectureofthis field, as
well as providing a detailed discussion of leading-edge topics.

The following basic themes serve to unify the discussion:

® Principles: Although the scope of this book is broad, there are a number of
basic principles that appear repeatedly as themes and that unify this field.
Examples are multiplexing, flow control, and error control. The book high-
lights these principles and contrasts their application in specific areas of tech-
nology.

° Design Approaches: The book examines alternative approaches to meeting
specific communication requirements. The discussion isbolstered with exam-
ples from existing implementations.

¢ Standards: Standards have cometo assume an increasingly important, indeed
dominant, role in this field. An understandingof the current status and future
direction of technology requires a comprehensive discussion of the role and
nature of the related standards.

Plan of the Text

The bookis divided into four parts:

I

I

Data Communications: This part is concerned primarily with the exchange of
data between twodirectly-connected devices. Within this restricted scope, the
key aspects of transmission, interfacing, link control, and multiplexing are
examined,

Wide-Area Networks: This part examines the internal mechanisms and tech-
nologies that have been developed to support voice, data, and multimedia
communications over long-distance networks. Thetraditional technologies of
packet switching and circuit switching are examined, as well as the more
recent frame relay and ATM.

Wu
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Ill Local Area Networks: This part explores the quite different technologies and
architectures that have been developed for networking over shorter distances.
The transmission media, topologies, and medium accesscontrol protocols that
are the key ingredients of a LAN design are explored andspecific standard-
ized LAN systems examined.

IV Communications Architecture and Protocols: This part explores both the
architectural principles and the mechanismsrequired for the exchangeof data
among computers, workstations, servers, and other data among computers.
workstations, servers, and other data processing devices. Much of the materi-
al in this part relates to the TCP/IP protocolsuite.

In addition, the book includes an extensive glossary,a list of frequently-used
acronyms, and a a bibliography. Each chapter includes problems and suggestionsfor
further reading. ‘

The book is intended for both an academic anda professional audience. For
the professionalinterestedin this field, the book serves as a basic reference volume
andis suitable for self-study.

As a textbook, it can be used for a one-semester or two-semester course:It
covers the material in the Computer Communication Networkscourseofthe joint
ACM/IEEE Computing Curricula 1991. The chapters and parts of the book are
sufficiently modular to provide a great dealofflexibility in the design of courses.
The following are suggestions for course design: .

° Fundamentals of Data Communications: Part I, Chapters 8 (circuit switch-
ing), 9 (packet switching), 12 (protocols and architecture).

© Communications Networks: If the student has a basic background in data
communications, then this course could cover Parts Il and III, and
Appendix A.

° Computer Networks: If the student has a basic background in data commu-
nications, then this course could cover Chapters 5 (data communication
interface), 6 (data link control), and PartIV.

In addition, a more streamlined course that covers the entire book is possi-
ble by eliminating certain chapters that are not essential on a first reading.
Chaptersthat could be optional are: Chapters 2 (data transmission) and 3 (trans-
mission media), if the student has a basic understanding of these topics, Chapter
7 (multiplexing), Chapter 10 (frame relay), Chapter 14 (bridges), andChapter18
(network security).

INTERNET SERVICES FOR INSTRUCTORS AND STUDENTS

There is a web page for this book that provides support for students andinstruc-
tors. The page includes links to relevant sites, transparency mastersoffigures in
the book in PDF (Adobe Acrobat) format, and sign-up information for the book’s
internet mailinglist. The mailing list has been set up so that instructors using this
book can exchange information, suggestions, and questions with each other and
with the author. The web pageis at http:/ /www.shore.net/~ws/DCC5e.html.
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PREFACE ix

As soon as any typos or other errors are discovered, an: errata list for this
bookwill be available at http://www.shore.net/~ws/welcome.html.

WHAT'S NEWIN THE FIFTH EDITION

This fifth edition is seeing the light of day less than a dozenyearsafter the publi-
cation of the first edition. Much has happened during those years. Indeed, the
pace of change, if anything, is increasing. The result is that this revision is more
comprehensive and thorough than any of the previous ones. As an indication of
this, about one-half of the figures (233 out of 343) and one-half of the tables (48
out of 91) in this edition are new. Every chapter has been revised, new chapters
have been added,and the overall organization of the book has changed.

To begin this process of revision, the fourth edition of this book was exten-
sively reviewed by a numberof professors who taught from that edition. The
result is that, in many places, the narrative has been clarified and tightened and
illustrations have been improved. Also, a numberof new “field-tested” problems
have been added.

Beyond these refinements to improve pedagogy anduser-friendliness, there
have been major substantive changes throughoutthe book. Highlights include

° ATM:The coverage of ATM has been significantly expanded. There is
now an entire chapter devoted to ATM and ATM congestion control
(Chapter 11). New to this edition is the coverage of ATM LANs(Sections
13.4 and 14.3),

IPv6 (IPng) and IPv6 Security: IPv6, also knownas IPng (next generation),
is the key to a greatly expanded use of TCP/IP both on the Internet and
in other networks. This new topic is thoroughly covered. The protocol
and its internetworking functions are discussed in Section 16.3, and the
important material on IPvé6 security is provided in Section 18.4.

° Wireless and Spread Spectrum: There is greater coverage of wireless tech-
nology (Section 3.2) and spread spectrum techniques (Section 4.5), New
to this edition is treatment of the important topic of wireless LANs
(Sections 12.5 and 13.6).

e High-speed LANs: Coverageof this important area is significantly expand-
ed, and includes detailed treatment of leading-edge approaches, includ-
ing Fast Ethernet (100BASE-T), 100VG-AnyLAN, ATM LANs,and Fibre
Channel(Sections 13.1 through 13.5).

e Routing: The coverage of internetwork routing has been updated and
expanded. There is a longer treatment of OSPF and a discussion of BGP
has been added.

e Frame Relay: Frame relay also receives expanded coverage with Chapter
10 devoted to frame relay and framerelay congestion control.
Network Security: Coverage of this topic has been expanded to an entire
chapter (Chapter 18).

e Network Management: New developments in the specification of SNMPv2
are covered (Section 19.2).
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e SMTP and MIME: Multimedia electronic mail combines the basic func-

tionality of the Simple Mail Transfer Protocol with the Multi-purpose
‘ Internet Mail Extension.

HTTP: (Hypertext Transfer Protocol): HTTPis the foundation of the oper-
ation of the worldwide web (www). Section 19.3 covers HTTP.

TCP/IP: TCP/IP is now the focus of the protocol coverage in this book.
Throughoutthe book, especially in Part IV, there is increased discussion
of TCP/IP and related protocols and issues.

In addition, throughoutthe book,virtually every topic has been updated to
reflect the developments in standards and technology that have occurred since
the publication of the second edition.

ACKNOWLEDGMENTS

This new edition has benefited from review by a numberof people, who gave
generously of their time and expertise. Kitel Albertson (Trondheim College of
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2 CHAPTER 1 / INTRODUCTION

1.1

communications that profoundly changed the technology, products, and
companies of the now-combined computer-communications industry. Al-

though the consequencesof this revolutionary mergerarestill being worked out,it
is safe to say that the revolution has occurred, and any investigation of the field of
data communications must be made within this new context.

The computer-communications revolution has produced several remarkable
facts:

T= 1970s and 1980s saw a mergerof the fields of computer science and data

© Thereis no fundamentaldifference between data processing (computers) and
data communications (transmission and switching equipment).

e There are no fundamental differences among data, voice, and video commu-
nications.

e The lines between single-processor computer, multi-processor computer,
local network, metropolitan network, and long-haul network have blurred.

Oneeffect of these trends has been a growing overlap of the computer and
communications industries, from component fabrication to system integration.
Anotherresult is the developmentof integrated systems that transmit and process
all types of data and information. Both the technology andthe technical-standards
organizations are driving toward a single public system that integrates all commu-
nications and makesvirtually all data and information sources around the world
easily and uniformly accessible.

It is the ambitious purpose of this book to provide a unified view of the broad
field of data and computer communications. The organization of the bookreflects
an attempt to break this massive subject into comprehensible parts and to build,
piece by piece, a surveyofthestate of the art. This introductory chapter begins with
a general model of communications. Then,a brief discussion introduces each of the
four major parts of this book. Next, the all-important role of standards is intro-
duced.Finally, a brief outline of the rest of the bookis provided.

A COMMUNICATIONS MODEL

Webegin ourstudy with a simple model of communications,illustrated by the block
diagram in Figure 1.1a.

The fundamentalpurpose of a communications system is the exchange of data
between twoparties. Figure 1.1b presents one particular example, which is the com-
munication between a workstation and a server over a public telephone network.
Another example is the exchangeof voice signals between two telephonesoverthe
same network, The key elements of the modelare

Source. This device generates the data to be transmitted; examplesaretele-
phonesand personal computers.
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Source System Destination System
A A.-

Source Transmitter|; Destination eee 
(a) General block diagram

 
Workstation - Server

Public Telephone Network

(b) Example

FIGURE 1.1 Simplified communications model.

e ‘Transmitter. Usually, the data generated by a source system are not transmit-
ted directly in the form in which they were generated. Rather, a transmitter
transforms and encodesthe information in such a way as to produce electro-
magnetic signals that can be transmitted across somesort of transmission sys-
tem. For example, a modemtakesa digital bit stream from an attached device
such as a personal computer and transformsthat bit stream into an analog sig-
nal that can be handled by the telephone network.

e Transmission System.This can be a single transmission line or a complex net-
work connecting source and destination.

e Receiver. The receiver accepts the signal from the transmission system and
converts it into a form that can be handled by the destination device. For
example, a modem will accept an analog signal coming from a network or
transmission line and convertit into a digital bit stream.

© Destination. Takes the incoming data from the receiver.

This simple narrative conceals a wealth of technical complexity. To get some
idea of the scopeof this complexity, Table 1.1 lists some of the key tasks that must
be performedin a data communications system. The list is somewhatarbitrary: Ele-
ments could be added; items onthelist could be merged; and some items represent
several tasks that are performedat different “levels” of the system. However, the
list as it stands is suggestive of the scope of this book.
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TABLE 1.1 Communicationstasks.      

Transmission system utilization Addressing
Interfacing Routing
Signal generation Recovery
Synchronization Message formatting
Exchange management Security
Error detection and correction Network management
Flow control     

Thefirst item, transmission system utilization, refers to the need to makeeffi-
cientuse of transmission facilities that are typically shared among a numberof com-
municating devices. Various techniques (referred to as multiplexing) are used to
allocate the total capacity of a transmission medium among a numberof users.
Congestion control techniques may be required to assure that the system is not
overwhelmed by excessive demandfor transmissionservices.

In order to communicate, a device must interface with the transmission sys-
tem. All the forms of communication discussed in this book depend, at bottom, on
the use of electromagnetic signals propagated over a transmission medium. Thus,
once an interface is established, signal generation is required for communication.
The properties of the signal,.such as form andintensity, must be such that they are
(1) capable of being propagated through the transmission system, and (2)inter-
pretable as data at the receiver.

Notonly must the signals be generated to conform to the requirements ofthe
transmission system and receiver, but there must be some form of synchronization
between transmitter and receiver. The receiver must be able to determine when a
signal beginsto arrive and whenit ends. It must also know the duration of each sig-
nal element.

Beyondthe basic matter of deciding on the nature and timing ofsignals, there
are a variety of requirements for communication between twoparties that might be
collected under the term exchange management.If data are to be exchangedin both
directions over a period of time, the two parties must cooperate. For example, for
two parties to engagein a telephone conversation, one party must dial the number
of the other, causing signals to be generatedthat result in the ringing ofthe called
phone. The called party completes a connectionbylifting the receiver. For data pro-
cessing devices, more will be needed than simply establishing a connection;certain
conventions must be decided upon. These conventions may include whether both
devices may transmit simultaneously or must take turns, the amountof data to be
sent at onetime, the formatof the data, and whatto doif certain contingencies, such
as an error,arise.

The next two items might have been included under exchange management,
but they are important enoughtolist separately. In all communications systems,
there is a potential for error; transmittedsignals are distorted to some extent before
reaching their destination. Error detection and correction are required in circum-
stances where errors cannotbe tolerated; this is usually the case with data process-
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ing systems. For example, in transferring a file from one computer to another,it is
simply not acceptable for the contents of the file to be accidentally altered. Flow
control is required to assure that the source does not overwhelm the destination by
sending data faster than they can be processed and absorbed.

Next, we mention the related but distinct concepts of addressing and routing.
When a transmission facility is shared by more than two devices, a source system
must somehow indicate the identity of the intended destination. The transmission
system must assure that the destination system, and only that system, receives the
data. Further, the transmission system mayitself be a network through which vari-
ous paths may be taken. A specific route through this network must be chosen,

Recovery is a concept distinct from that of error correction. Recovery tech-
niques are neededin situations in which an information exchange, such as a data
base transactionorfile transfer, is interrupted due to a fault somewhereinthesys-
tem. The objective is either to be able to resumeactivity at the point of interruption
or at least to restore the state of the systems involved to the condition prior to the
beginning of the exchange.

Message formatting has to do with an agreement between twoparties as to the
form of the data to be exchanged or transmitted. For example, both sides must-use
the same binary code for characters.

Frequently,it isimportant to provide some measure of security in a data com-
munications system. The sender of data may wish to be assured that only the
intended party actually receives the data; and the receiver of data may wish to be
assured that the received data have not been altered in transit and that the data

have actually come from the purported sender.
Finally, a data communicationsfacility is a complex system that cannotcreate

or run itself. Network management capabilities are needed to configure the system,
monitor its status, react to failures and overloads, and planintelligently for future
growth.

Thus we have gone from the simple idea of data communication between
source and destination to a rather formidable list of data communicationstasks. In

this book, we further elaborate this list of tasks to describe and encompass the
entire set of activities that can beclassified under data and computer communi-
cations. "

DATA COMMUNICATIONS

This book is organized into four parts. The first part deals with the most funda-
mental aspects of the communicationsfunction, focusing on the transmissionofsig-
nals in a reliable and efficient manner. For want of a better name, we have given
Part I the title “Data Communications,” although that term arguably encompasses
someor even all of the topics of Parts II, I, and IV.

To get someflavor for the focus of Part I, Figure 1.2 provides a new perspec-
tive on the. communications model of Figure 1.1a. Let us trace through the details
of this figure using electronic mail as an example.
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Digital bit Analog Analog Digital bit
stream signal signal stream

Text tL STL Text
o Eg

 Receiver Destination |

@ @
Input Input data Transmitted Received Outputdata Output

information g(t) signal signal g(t)! information
m s(t) r(t) m'

FIGURE 1.2 Simplified data communications model.

Consider that the input device and transmitter are components of a personal
computer. The user of the PC wishes to send a message to another user—for exam-
ple, “The meeting scheduled for March 25 is canceled” (m). The user activates the
electronic mail package on the PC andenters the message via the keyboard (input
device). The character string is briefly buffered in main memory. Wecan view it as
a sequence of bits (g) in memory. The personal computer is connected to some
transmission medium,such as a local network or a telephoneline, by an I/O device
(transmitter), such as a local network transceiver or a modem. The input data are
transferred to the transmitter as a sequence of voltage shifts [g(4)] representing bits
on some communications bus or cable. The transmitter is connected directly to the
medium and converts the incoming stream [g(f)] into a signal [s(t)] suitable for
transmission. Specific alternatives to this procedure will be described in Chapter4.

The transmitted signal s(t) presented to the medium is subject to a number of
impairments, discussed in Chapter 2, before it reaches the receiver. Thus, the
received signal r(f) may differ to some degree from s(t). The receiver will attempt
to estimate the original s(t), based on r(t) and its knowledge of the medium,pro-
ducing a sequenceof bits g'(#). These bits are sent to the output personal computer,
wherethey are briefly buffered in memoryas a block of bits (g). In many cases, the
destination system will attempt to.determine if an error has occurred and,if so, will
cooperate with the source system to eventually obtain a complete, error-free block
of data. These data are then presented to the user via an output device, such as a
printeror a screen. The message (m’), as viewedby theuser, will usually be an exact
copy of the original message (77).

Nowconsider a telephone conversation. In this case, the input to the tele-
phoneis a message (m) in the form of sound waves. The sound wavesare converted
by the telephone into electrical signals of the same frequency. These signals are
transmitted without modification over the telephone line. Hence, the input signal
g(t) and the transmitted signal s(¢) are identical. Thesignals(t) will suffer some dis-
tortion over the medium,so that r(t) will not be identical to s(t). Nevertheless, the
signal r(t) is converted back into a sound wave withno attempt at correction or

Viptela, Inc. - Exhibit 1011 - Part 1
Page 23



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 24

1.3

1.3 / DATA COMMUNICATIONS NETWORKING 7

improvementof signal quality. Thus m is not an exact replica of m. However, the
received sound messageis generally comprehensible to the listener.

The discussion so far does not touch on other key aspects of data communi-
cations, including data-link control techniques for controlling the flow of data and
detecting and correcting errors, and multiplexing techniques for transmission effi-
ciency. All of these topics are explored in Part I.

DATA COMMUNICATIONS NETWORKING

In its simplest form, data communication takes place between two devices that are
directly connected by some form of point-to-point transmission medium. Often,
however,it is impractical for two devices to be directly, point-to-point connected.
This is so for one (or both) of the following contingencies:

e The devices are very far apart. It would be inordinately expensive, for exam-
ple, to string a dedicated link between two devices thousandsof miles apart.

® There is a set of devices, each of which may require a link to many of the
others at various times. Examplesareall of the telephones inthe world and
all of the terminals and computers ownedbya single organization. Except
for the case of a very few devices,it is impractical to provide a dedicated wire
between each pair of devices.

Thesolution to this problem is to attach each device to a communicationsnet-
work. Figure 1.3 relates this area to the communications model of Figure 1.1a and
also suggests the two majorcategories intowhich communications networksare tra-
ditionally classified: wide-area networks (WANs)and local-area networks (LAINs).
The distinction between the two, both in terms of technology and application, has
become somewhatblurred in recentyears, but it remains a useful way of organizing
‘the discussion.

‘Wide-Area Networks

Wide-area networks have beentraditionally been considered to be those that cover
a large geographical area, require the crossing of public right-of-ways, andrely at
least in part on circuits provided by a commoncarrier. Typically, a WAN consists
of a numberof interconnected switching nodes. A transmission from any one device
is routed through these internal nodes to the specified destination device. These
nodes (including the boundary nodes) are not concerned with the content of the
data; rather, their purpose is to provide a switching facility that will move the data
from nodeto node until they reach their destination.

Traditionally, WANs have been implemented using one of two technologies:
circuit switching and packet switching. More recently, frame relay and ATM net-
works have assumed majorroles.
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FIGURE 1.3 Simplified network models.

Circuit Switching

In a circuit-switched network, a dedicated communications path is established
between twostations through the nodes of the network. That path is a connected
sequence of physical links between nodes. On each link, a logical channel is dedi-
cated to the connection. Data generated by the source station are transmitted along
the dedicated path as rapidly as possible. At each node, incoming data are routed
or switched to the appropriate outgoing channel without delay. The most common
example of circuit switching is the telephone network.

Packet Switching

A quite different approach is used in a packet-switched network. In this case,it is
not necessary to dedicate transmission capacity along a path through the network.
Rather, data are sent out in a sequence of small chunks,called packets. Each packet
is passed through the network from node to node along some path leading from
source to destination. At each node, the entire packet is received, stored briefly, and
then transmitted to the next node. Packet-switched networks are commonly used
for terminal-to-computer and computer-to-computer communications.
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Frame Relay

Packet switching was developedat a timewhen digital long-distance transmission
facilities exhibited a relatively high error rate comparedtotoday’s facilities. As a
result, there is a considerable amount of overhead built into packet-switched
schemes to compensate for errors. The overhead includes additional bits added to
each packetto introduce redundancyand additional processing at the endstations
and the intermediate switching nodesto detect and recoverfrom errors.

With modern high-speed telecommunications systems, this overhead is un-
necessary and counterproductive. It is unnecessary because the rate of errors has
been dramatically lowered and any remaining errors can easily be caught in the end
systems by logic that operates above the level of the packet-switching logic; it is
counterproductive because the overheadinvolved soaks upasignificant fraction of
the high capacity provided by the network.

Framerelay was developed to take advantageof these high datarates and low
error rates, Whereas the original packet-switching networks were designed with a
data rate to the enduser of about 64 kbps, frame relay networks are designed to
operate efficiently at user data rates of up to 2 Mbps. The key to achieving these
high datarates is to strip out most of the overhead involved with error control.

ATM

Asynchronoustransfer mode (ATM), sometimes referredto ascell relay, is a cul-
mination ofall of the developments in circuit switching and packet switching over
the past 25 years.

ATM canbe viewed as an evolution from frame relay. The most obviousdif-
ference between frame relay and ATM is that frame relay uses variable-length
packets, called frames, and ATM usesfixed-length packets, called cells. As with
frame relay, ATM provides little overhead for error control, depending on the
inherentreliability of the transmission system and on higher layers of logic in the
end systems to catch and correct errors. By using a fixed-packet length, the pro-
cessing overhead is reduced even further for ATM compared to frame relay. The
result is that ATM is designed to work in the range of 10s and 100s of Mbps, com-
pared to the 2-Mbpstarget of framerelay.

ATMcanalso be viewed as an evolution from circuit switching. Withcircuit-
switching, only fixed-data-rate circuits are available to the end system. ATMallows
the definition of multiple virtual channels with data rates that are dynamically
defined at the time the virtual channel is created. By using full, fixed-size cells,
ATMisso efficient that it can offer a constant-data-rate channel even thoughitis
using a packet-switching technique. Thus, ATM extendscircuit switching to allow
multiple channels with the data rate on each channel dynamically set on demand.

ISDN and Broadband ISDN

Merging and evolving communications and computing technologies, coupled with ~
increasing demandsforefficient and timely collection, processing, and dissemina-
tion of information, are leading to the development of integrated systems that
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transmit andprocessall types of data. A significant outgrowth of these trends is the
integrated services digital network (ISDN).

The ISDNis intended to be a worldwide public telecommunications network
to replace existing public telecommunications networks and deliver a wide variety
of services. The ISDN is defined by the standardization of user interfaces and
implemented asa setof digital switches and paths supporting a broad range of traf-
fic types and providing value-added processing services. In practice, there are mul-
tiple networks, implemented within national boundaries, but, from the user’s point
of view, there is intended to beasingle, uniformly accessible, worldwide network.

, Despite the fact that ISDNhasyet to achieve the universal deployment hoped
for, it is already in its second generation. Thefirst generation, sometimes referred

_to as narrowband ISDN,is based on the use of a 64-kbps channelas the basic unit
of switching and hasa circuit-switching orientation. The major technical contribu-
tion of the narrowband ISDNeffort has been frame relay. The second generation,
referred to as broadband ISDN,supports very high data rates (100s of Mbps) and
has a packet-switching orientation. The major technical contribution of the broad-
band ISDNeffort has been asynchronoustransfer mode (ATM),also knownascell
relay.

Local Area Networks

Aswith wide-area networks,a local-area network is a communications network that
interconnects a variety of devices and provides a means for information exchange
amongthose devices. There are several key distinctions between LANs and WANs:

1. The scope of the LANis small, typically a single building or a cluster of build-
ings. This difference in geographic scopeleadsto different technical solutions,
as weshallsee.

2. It is usually the case that the LAN is owned by the same organization that
ownsthe attached devices.For WANs,this is less often the case, or at least a
significant fraction of the network assets are not owned. This has two impli-
cations. First, care must be taken in the choice of LAN,as there may be a sub-
stantial capital investment (comparedto dial-up or leased charges for wide-
area networks) for both purchase and maintenance. Second, the network
management responsibility for a local networkfalls solely on the user.
Theinternal data rates of LANsare typically much greater than those of wide-
area networks.

»

Traditionally, LANs make use of a broadcast network approach rather than a
switching approach. With abroadcast communication network,there are no inter-
mediate switching nodes. At each station, there is a transmitter/receiver that com-
municates over a medium shared by otherstations. A transmission from any one
station is broadcast to and received by all other stations. A simple example ofthis
is a CB radio system,in which all users tuned to the same channel may communi-
cate. Wewill be concerried with networksused to link computers, workstations, and
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other digital devices. In the latter case, data are usually transmitted in packets.
Because the mediumis shared, only one station at a time can transmit a packet.

More recently, examples of switched LANs have appeared. The two most
prominent examples are ATM LANs,which simply use an ATM networkin a local
area, and Fibre Channel. Wewill examine these LANs,as well as the more common
broadcast LANs,in Part III.

PROTOCOLS AND. PROTOCOL ARCHITECTURE

When computers, terminals, and/or other data processing devices exchange data,
the scope of concern is much broader than the concerns we have discussed in Sec-
tions 1.2 and1.3. Consider, for example, the transferof a file between two comput-
ers. There must be a data path between the two computers, either directly or via a
communication network. But more is needed. Typical tasks to be performedare.

1. The source system musteither activate the direct data communication path or
inform the communication network of the identity of the desired destination
system.

2. The source system must ascertain that the destination system is prepared to
receive data.

3. The file transfer application on the source system mustascertain that thefile

management program on the destination system is prepared to accept and
store the file for this particular user.

4. If the file formats used on the two systems are incompatible, one or the other
system must perform a format translation function.

It is clear that there must be a high degree of cooperation between the two
computer systems. The exchange of information between computers for the pur-
pose of cooperative action is generally referred to as computer communications.
Similarly, when two or more computers are interconnected via a communication
network,the set of computerstationsis referred to as a computer network. Because
a similar level of cooperation is required between a user at a terminal and oneat a
computer, these terms are often used when someof the communicating entities are
terminals.

In discussing computer communications and computer networks, two con-
cepts are paramount:

® Protocols

¢ Computer-communications architecture, or protocol architecture

A protocol is used for communication between entities in different systems.
The terms “entity” and.“system” are used in a very general sense. Examples of
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‘entities are user application programs, file transfer packages, data-base manage-
ment systems, electronic mail facilities, and terminals. Exampies of systems are
computers, terminals, and remote sensors. Note that in some cases the entity and
the system in whichit resides are coextensive (e.g., terminals). In general, an entity
is anything capable of sending or receiving information, and a system is a physically
distinct object that contains one or moreentities. For two entities to communicate
successfully, they must “speak the same language.” What is communicated, howit
is communicated, and when it is communicated must conform to some mutually

_ acceptable conventions between the entities involved. The conventionsare referred
to as a protocol, which may be defined asaset of rules governing the exchange of
data between twoentities. The key elements of a protocol are

® Syntax. Includes such things as data format andsignallevels.
° Semantics. Includes control information for coordination and error handling.

® Timing. Includes speed matching and sequencing.

Having introduced the concept of a protocol, we can now introduce the con-
cept of a protocol architecture. It is clear that there must be a high degree of coop-
eration between the two computers. Instead of implementing thelogic for this as a
single module, the task is broken up into subtasks, each of which is implemented
separately. As an example, Figure 1.4 suggests the way in whicha file transfer facil-
ity could be implemented. Three modules are used. Tasks 3 and 4 in the preceding
list could be performedbya file transfer module. The two modules on the twosys-
tems exchangefiles and commands. However, rather than requiring the file trans-
fer module to handle the details of actually transferring data and commands,thefile
transfer modules each rely on a communications service module. This module is
responsible for making sure that the file transfer commandsand data are reliably
exchanged between systems. Amongother things, this module would perform task
2. Now,the nature of the exchange between systemsis independentofthe nature of
the network that interconnects them. Therefore, rather than building details of the
network interface into the communications service module, it makes sense to have
a third module, a network access module, that performs task 1 by interacting with
the network.

Computer 1 Computer 2

File transfer Files andfile transfer commands File transfer
application application

Communications Communications

service module . service module‘ Network interface

Network access logic Communications Network access
module network . module
 
FIGURE 1.4 A simplified architectureforfile transfer.
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Let us try to summarize the motivation for the three modulesin Figure1.4,
Thefile transfer module contains all of the logic that is unique to the file transfer
application, such as transmitting passwords, file commands, andfile records. There
is a need to transmit these files and commandsreliably. However, the samesorts of
reliability requirements are relevant to a variety of applications (e.g., electronic
mail, documenttransfer). Therefore, these requirements are met by a separate com-
munications service module that can be used by a variety of applications. The com-
munications service module is concerned with assuring that the two computersys-
temsare active and ready for data transfer and for keeping track ofthedata that are
being exchanged to assure delivery. However, these tasks are independentof the
type of networkthatis being used. Therefore, the logic for actually dealing with the
network is separated out into a separate network access module. That way,if the
network to be used is changed, only the network access moduleis affected.

Thus, instead of a single module for performing communications, there is a
structured set of modules that implements the communications function. That struc-
ture is referred to as a protocol architecture. In the remainderof this section, we
generalize the preceding example to present a simplified protocol architecture. Fol-
lowing that, we look at more complex,real-world examples: TCP/IP and OSI.

A Three-Layer Model
In very general terms, communications can besaid to involve three agents: applica- ©
tions, computers, and networks. One example of an application is a file transfer
operation. These applications execute on computers that can often support multiple
simultaneous applications. Computers are connected to networks, and the data to
be exchanged are transferred by the network from one computer to another. Thus,
the transfer of data from one application to another involvesfirst getting the data
to the computerin which the application resides and then gettingit to the intended
application within the computer.

With these concepts in mind, it appears natural to organize the communica-
tion task into three relatively independentlayers:

® Network access layer

e Transport layer
® Application layer

The network access layer is concerned with the exchange of data between a
computer and the network to which it is attached. The sending computer must pro-
vide the network with the address of the destination computer, so that the network
may route the data to the appropriate destination. The sending computer may wish
to invoke certain services, such as priority, that might be provided by the network.
The specific software used at this layer depends on the type of network to’be used;
different standards have been developed for circuit switching, packet switching,
local area networks, and others. Thus, it makes sense to separate those functions
having to do with network access into a separate layer. By doingthis, the remain-
der of the communications software, above the network access layer, need not be
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concerned with the specifics of the network to be used. The same higher-layersoft-
ware. should function properly regardless of the particular network to which the
computeris attached.

Regardless of the nature of the applications that are exchangingdata,thereis
usually a requirementthatdata be exchangedreliably. Thatis, we would like to be
assuredthatall of the data arrive at the destination applicationand that the data
arrive in the same order in which they were sent. As weshall see, the mechanisms
for providing reliability are essentially independent of the nature of the applica-

_ tions. Thus, it makes sense to collect those mechanisms in a common layer shared
by all applications; this is referred to as the transport layer.

Finally, the application layer contains the logic needed to support the various
user applications. For each different type of application, such asfile transfer, a sep-
arate module is neededthat is peculiar to that application.

Figures 1.5 and 1.6 illustrate this simple architecture. Figure 1.5 shows three
computers connected to a network. Each computercontains software at the net-
work access and transport layers and software at the application layer for one or
more applications. For successful communication, every entity in the overall system
must have a unique address. Actually, two levels of addressing are needed. Each
computer on the network must have a unique network address; this allows the net-
work to deliver data to the proper computer. Each application on a computer must
have an addressthatis unique within that computer; this allows the transport layer
to support multiple_applications at each computer. These latter addresses are
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FIGURE 1.5 Protocol architectures and networks.
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FIGURE L6 Protocols in a simplified architecture.

knownasservice access points (SAPs), connoting that each application is individu-
ally accessing the services of the transport layer.

Figure 1.6 indicates the way in which modules at the samelevel on different
computers communicate with each other: by meansof a protocol. A protocolis the
set of rules or conventions governing the ways in which two entities cooperate to
exchange data. A protocol specification details the control functions that may be
performed, the formats and control codes used to communicate those functions,
and the proceduresthat the two entities must follow.

Let us trace a simple operation. Suppose that an application, associated with
SAP 1 at computer A, wishes to send a message to another application, associated
with SAP 2 at computer B. The application at A hands the message overto its trans-
port layer with instructions to send it to SAP 2 on computer B. The transport layer
hands the message over to the network access layer, which instructs the network to
send the message to computer B. Note that the network need notbe told the iden-
tity of the destination service access point. All that it needs to knowis that the data
are intended for computer B.

To control this operation, control information, as well as user data, must be
transmitted, as suggested in Figure 1.7. Let us say that the sending application gen-
erates a block of data and passesthis to the transport layer. The transport layer may
break this block into. two smaller pieces to make it more manageable. To each of
these pieces the transport layer appends a transport header, containing protocol
control information. The combination of data from the next higher layer and con-
trol information is known as a protocol data unit (PDU),; in this case,it is referred
to as a transport protocol data unit. The header in each transport PDU contains
control information to be used by the peertransport protocol at computer B. Exam-
ples of items that may be stored in this header include

° Destination SAP. Whenthe destination transport layer receives the transport
protocol data unit, it must know to whom the data are to be delivered.

® Sequence number. Because the transport protocol is sending a sequence of
protocol data units, it numbers them sequentially so that if they arrive out of
order, the destination transport entity may reorder them.
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® Error-detection code. The sending transport entity may include a codethatis
a function of the contents of the remainder of the PDU.Thereceiving trans-
port protocol performs the samecalculation and comparesthe result with the
incoming code. A discrepancy results if there has been someerrorin .trans-
mission. In that case, the receiver can discard the PDU and take corrective
action.

Thenextstep is for the transport layer to hand each protocol data unit over to
the network layer, with instructions to transmit it to the destination computer. To
satisfy this request, the network access protocol must present the data to the net-
work with a request for transmission. As before, this operation requires the use of
control information. In this case, the network access protocol appends a network
access header to the data it receives from the transport layer, creating a network-
access PDU. Examplesof the items that may be stored in the header include

e Destination computer address. The network must know to whom (which com-
puter on the network) the data are to be delivered.

e Facilities requests. The network access protocol might want the network to
make use ofcertain facilities, such as priority.

Figure 1.8 putsall of these concepts together, showing the interaction between
modules to transfer one block of data. Let us say that the file transfer module in
computer X is transferring a file one record at a time to computer Y. Each record
is handed overto the transport layer module. Wecanpicture this action as being in
the form of a command or procedure call. The arguments of this procedure call
include the destination computer address, the destination service access point, and

Viptela, Inc. - Exhibit 1011 - Part 1
Page 33



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 34

1.4 / PROTOCOLS AND PROTOCOL ARCHITECTURE 17

Source X Destination Y

 

  
 

 
l
I
1l
I
I
l|
\

TransportTransport }  $$$FH

“Transport PDU|

  Network
} access

FIGURE 1.8 Operation of a protocol architecture.

Network
access

Packet

the record. The transport layer appends the destination service access point and
other control information to the record to create a transport PDU. This is then
handed downto the network access layer by another procedurecall. In this case, the
arguments for the commandare the destination computer address andthe transport
protocol data unit. The network access layer uses this information to construct a
network PDU. Thetransport protocol data unit is the data field of the network
PDU,and the network PDU headerincludes information concerning the source
and destination computer addresses. Note that the transport headeris not “visible”
at the network access layer; the network access layer is not concerned with the con-
tents of the transport PDU.

The network accepts the network PDU from X anddelivers it to Y. The net-
work access module in Y receives the PDU,strips off the header, and transfers the
enclosed transport PDU to X’s transport layer module. The transport layer exam-
ines the transport protocol data unit headerand,onthebasis of the SAPfield in the
header, delivers the enclosed record to the appropriate application,in this case the
file transfer module in Y.

The TCP/IP Protocol Architecture

Twoprotocol architectures have served as the basis for the developmentof inter-
operable communications standards: the TCP/IP protocol suite and the OSI refer-
ence model. TCP/IP is the most widely used interoperable architecture, and OSI has
become the standard model for classifying communications functions. In the
remainderof this section, we provide a brief overview of the two architectures; the
topic is explored morefully in Chapter 15.

TCP/IP is a result of protocol research and development conducted on the
experimental packet-switched network, ARPANET,funded by the Defense Ad-
vanced Research Projects Agency (DARPA), and is generally referred to as the
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TCP/IP protocol suite. This protocol suite consists of a large collection of protocols
that have been issued as Internet standards by the Internet Activities Board (IAB).

Thereis no official TCP/IP protocol modelasthereis in the case of OSI. How-
ever, based on the protocol standards that have been developed, we can. organize
the communication task for TCP/IP into five relatively independentlayers:

© Application layer

° Host-to-host, or transport layer
® Internet layer

° Network access layer

Physicallayer

The physical layer covers the physical interface between a data transmission
device (e.g., workstation, computer) and a transmission medium or network. This
layer is concerned with specifying the characteristics of the transmission medium,
the nature of the signals, the data rate, and related matters.

The network access layer is concerned with the exchange of data between an
end system and the network to which it is attached. The sending computer must
provide the network with the address of the destination computer,so that the net-
work may route the data to the appropriate destination. The sending computer may
wish to invoke certain services, such as priority, that might be provided by the net-
work. Thespecific softwareusedat this layer dependson the type of network to be
used;different standards have been developedfor circuit-switching, packet-switch-
ing (e.g., X.25), local area networks (e.g., Ethernet), and others. Thus, it makes
sense to separate those functions having to do with network access into a separate
layer. By doing this, the remainder of the communications software, abovethe net-
work access layer, need not be concerned about the specifics of the network to be
used. The same higher-layer software should function properly regardless of the
particular network to which the computeris attached.

The network access layer is concerned with access to and routing data across
a network for two end systems attached to the same network. In those cases where
two devices are attachedto different networks, procedures are neededto allow data
to traverse multiple interconnected networks. This is the function of the internet
layer. The internet protocol(IP)is used at this layer to provide the routing function
across multiple networks. This protocol is implemented not only in the end systems
but also in routers. A router is a processor that connects two networks and whose
primary function is to relay data from one network to the other on its route from
the source to the destination end system.

Regardless of the nature of the applications that are exchanging data,there is
usually a requirement that data be exchangedreliably. That is, we would like to be
assured that all of the data arrive at the destination application and that the data
arrive in the same order in which they were sent. As we shall see, the mechanisms
for providing reliability are essentially independent of the nature of the applica-
tions. Thus, it makes sense to collect those mechanisms in a commonlayer shared
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by all applications; this is referred to as the hest-to-host layer, or transport layer.
The transmission control protocol (TCP) is the most commonly-used protocol to
provide this functionality.

Finally,the application layer contains the logic needed to support the various
user applications, For each different type of application, suchasfile transfer, ¢ sep-
arate module is neededthat is peculiar to that application.

Figure 1.9 shows how the TCP/IP protocols are implemented in end systems
and relates this description to the communications model of Figure 1.1a, Note that
the physical and network access layers provide interaction between the end system
and the network, whereas the transport and application layers are what is known as
end-to-end protocols; they support interaction between two end systems. The inter-
net layer has the flavor of both. Atthis layer, the end system communicatesrouting
information to the network but also must provide some common functions between
the two end systems; these will be explored in Chapters 15 and 16.

The OSI Model

The opensystems interconnection (OSI) model was developed bythe International'
Organization for Standardization (ISO) as a model for a computer communications
architecture and as a framework for developing protocol standards. It consists of
seven layers:

Source System Destination System

Transmissio
Transmitter Receiver »| Destinationsystem        

Application
   

Application ce aeneeceeeeeee ne ee we ce en tt
   
  
 
 

TCP Je ~eeeee TCP

Network access me om me Network access

Physical9->---—-— Physical

 
Source System | Destination System

FIGURE 1.9 Protocol architecture model.
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@ Application
Presentation

° Session

® Transport

Network
Data Link

Physical

Figure 1.10.illustrates the OSI modeland providesa brief definition of the functions
performedat eachlayer. The intent of the OSI modelis thatprotocols be developed
to perform the functions of each layer.

The designers of OSI assumed that this model and the protocols developed
within this model would come to dominate computer communications, eventually
replacing proprietary protocol implementations and rival multivendor models such
as TCP/IP. This has not happened. Although many useful protocols have been
developed in the context of OSI, the overall seven-layer model has not flourished.
Instead,it is the TCP/IP architecture that lias come to dominate. Thus, our empha-
sis in this bookwill be on TCP/IP.

Application
Provides access to the OSI environmentfor users and also providesdistributed information
services,
            

Presentation
Provides independenceto the application processes from differences in data representation
(syntax).                 

Session

Provides the control structure for communication between applications; establishes, manages, and
terminates connections (sessions) between cooperating applications.                   

‘Transport
Providesreliable, transparent transfer of data between end points; provides end-to-end error
recovery and flow control.      

Network

Provides upper layers with independence from the data transmission and switching technologies
used to connect systems; responsible for establishing, maintaining, and terminating connections.

Data Link

Provides for the reliable transfer of information across the physical link; sends blocks of data
(frames) with the necessary synchronization, error control, and flow control,

Physical
Concerned with transmission of unstructured bit stream over physical medium; deals with the
mechanical,electrical, functional, and procedural characteristics to access the physical medium.

 
FIGURE 1.10 The OSI layers.
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TCP/IP OSI

Application

Application .
Presentation

 
User

Space

Software
Transport - "
—

Network Firmware

Network Operating
Access Data Link Hardware System

Physical Physical

FIGURE 1.11 Protocol architectures.

Figure 1.11 illustrates the layers of the TCP/IP and OSIarchitectures, show-
ing roughly the correspondence in functionality between the two. The figure also
suggests common meansof implementing the variouslayers.

STANDARDS

It has long been accepted in the communications industry that standards are
required to govern the physical, electrical, and procedural characteristics of com-
munication equipment. In the past, this view has not been embraced by the com-
puter industry. Whereas communication-equipment vendors recognize that their
equipmentwill generally interface to and communicate with other vendors’ equip-
ment, computer vendors havetraditionally attempted to lock their customers into
proprietary equipment; the proliferation of computers and distributed processing
has madethat an untenable position. Computers from different vendors must com-
municate with each other and, with the ongoing evolution of protocol standards,
customers will no longer accept special-purpose protocol-conversion software
development. Theresult is that standards now permeateall of the areas of technol-
ogy discussed in this book.
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Throughout the book wewill describe the most important standards that are
in use or that are being developed for various aspects of data and computer com-
munications. Appendix 1A looksat the key organizations involved with the devel-
opmentof standards.

There are a numberof advantages and disadvantagesto the standards-making
process, Welist here the most striking ones. The principal advantages of standards
are the following:

¢ A standard assuresthat there will be a large market for a particular piece of
equipmentor software. This encourages mass production and, in somecases,
the use of large-scale-integration (LSI) or very-large-scale-integration (VLSI)
techniques,resulting in lower costs.
A standard allows products from multiple vendors to communicate, giving the
purchaser moreflexibility in equipmentselection and use.

The principal disadvantages are these:

A standard tends to freeze the technology. By the time a standard is devel-
oped, subjected to review and compromise, and promulgated, moreefficient
techniquesare possible.

There are multiple standardsfor the same thing. This is not a disadvantage of
- standardsperse, but of the current way things are done. Fortunately,in recent

years the various standards-making organizations have begun to cooperate
more closely, Nevertheless, there are still areas where multiple conflicting
standardsexist.

1.6 OUTLINE OF THE BOOK

This chapter, of course, serves as an introduction to the entire book. A brief synop-
sis of the remaining chapters follows.

Data Transmission

The principles of data transmission underlie all of the concepts and techniquespre-
sented in this book. To understand the. need for encoding, multiplexing, switching,
error control, and so on, the reader must understand the behavior of data signals
propagated through a transmission medium. Chapter: 2 provides an understanding
of the distinction between digital and analog data and digital and analog transmis-
sion. Concepts of attenuation and noise are also examined...

Transmission Media

Transmission media can beclassified as either guided or wireless. The most com-
monly-used guided transmission media are twisted pair, coaxial cable, and optical
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fiber. Wireless techniques include terrestrial and satellite microwave, broadcast
radio, and infrared. Chapter 3 coversall of thesetopics.

Data Encoding

Data comein both analog (continuous) and digital (discrete) form. For transmis-
sion, input data must be encodedas anelectrical signal that is tailored to the char-
acteristics of the transmission medium. Both analog and digital data can be repre-
sented by either analog or digital signals; each of the four cases is discussed in
Chapter 4. This chapter also covers spread-spectrum techniques.

The Data Communications Interface

In Chapter 5 the emphasis shifts from data transmission to data communications.
For two devices linked by a transmission medium to exchangedigital data, a high
degree of cooperationis required. Typically, data are transmitted onebit at a time
over the medium. The timing (rate, duration, spacing) of these bits must be the
samefor transmitter and receiver, Two common communication techniques—asyn-
chronous and synchronous—are explored. This chapter also looks at transmission
line interfaces. Typically, digital data devices do not attach to and signal across a
transmission medium directly. Rather, this process is mediated through a standard-
ized interface.

Data Link Control

True cooperative exchangeof digital data between two devices requires some form
of data link control. Chapter 6 examines the fundamental techniques commontoall
data link control protocols including flow control and error detection and correc-
tion, and then examines the most commonly used protocol, HDLC.

Multiplexing

Transmission facilities are, by and large, expensive.It is often the case that two com-
munication stations will not utilize the full capacity of a data link. Forefficiency,it
should bepossible to share that capacity. The generic term for such sharingis multi-
plexing.

Chapter7 concentrates on the three most commontypesof multiplexing tech-
niques. Thefirst, frequency-division multiplexing (FDM), is the most widespread
andis familiar to anyone whohasever used a radioortelevision set. The secondis
a particular case of time-division multiplexing (TDM), often known as synchronous
TDM.This is commonly used for multiplexing digitized voice streams. The third
type is another form of TDM that is more complex but potentially more efficient
than synchronous TDM;it is referredto asstatistical or asynchronous TDM.

Circuit Switching

Any treatment of the technology and architecture of circuit-switched networks
mist of necessity focus on the internal operation of a single switch. This is in con-
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trast to packet-switched networks, which are best explained bythe collective behav-
ior of the set of switches that make up a network. Thus, Chapter 8 begins by exam-
ining digital-switching concepts, including space- and time-division switching. Then,
the concepts of a multinode circuit-switched network are discussed; here, we are
primarily concerned with the topics of routing and controlsignaling.

Packet Switching

There are two main technical problemsassociated with a packet-switched network,
and each is examined in Chapter9:

¢ Routing. Because the source and destination stations are not directly con-
nected, the network must route each packet, from nodeto node, through the
network.

° Congestion control. The amountoftraffic entering and transiting the network
must be regulated for efficient, stable, and fair performance.

The key design issues in both of these areas are presented and analyzed;the
discussion is supported by examples from specific networks. In addition, a key
packet-switching interface standard, X.25, is described.

Frame Relay

Chapter 10 examines the most important innovation to come out of the work on
ISDN:frame relay. Frame relay provides a more efficient means of supporting
packet switching than X.25 and is enjoying widespreaduse, not only in ISDN butin
other networking contexts. This chapter looks at the data-transfer protocol andcall-
control protocol for frame relay and also looksat the related data link control pro-
tocol, LAPF.

A critical component for frame relay is congestion control. The chapter
explains the nature of congestion in frame relay networks and both the importance
and difficulty of controlling congestion. The chapter then describes a range of con-
gestion control techniques that have been specified for use in frame relay networks.

Asynchronous Transfer Mode (ATM)
Chapter 11 focuses on the transmission technologythat is the foundation of broad-
band ISDN: asynchronous transfer mode (ATM). As with frame relay, ATM is
finding widespread application beyond its use as part of broadband. This chapter
begins with a description of the ATMprotocol and format. Then the physicallayer
issues relating to the transmission of ATM cells and the ATM Adaptation Layer
(AAL)are discussed.

Again, as with frame relay, congestion controlis a vital component of ATM.
This area, referred to as ATMtraffic and congestion control, is one of the most
complex aspects of ATM andis the subject of intensive ongoing research. This
chapter surveys those techniques that have been accepted as having broad utility in
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ATM environments.

LAN Technology

The essential technology underlying all forms of local area networks comprises
topology, transmission medium, and medium access control technique. Chapter 12
examinesthefirst two of these elements. Four topologies are in common use: bus,
tree, ring; star. The most common transmission media for local networking are
twisted pair (unshielded and shielded), coaxial cable (baseband and broadband),
and optical fiber. These topologies and transmission media are discussed, and the
most promising combinations are described.

LAN Systems

Chapter 13 looks in detail at the topologies, transmission media, and MACproto-
cols of the most important LAN systems in current use; all of these have been
defined in standards documents. The discussion opens with what might be called
traditional LANs, which typically operate at data rates of up to 10Mbps and which
have been in use for over a decade. These include Ethernet and related LANs and

two token-passing schemes, token ring and FDDI(fiber distributed data interface).
Then, more recent high-speed LAN systems are examined, including ATM LANs.
Finally, the chapter looks at wireless LANs.

Bridges

The increasing deployment of LANshasled to an increased need to interconnect
LANswith each other and with wide-area networks. Chapter 14 focuses on a key
device used in interconnection LANs: the bridges. Bridge operation involves two
types of protocols: protocols for forwarding packets and protocols for exchanging
routing information.

This chapter also returns to the topic of ATM LANstolook at the important
concept of ATM LAN emulation, which relates to connecting other types of LANs
to ATM networks.

Protocols and Architecture

Chapter 15 introduces the subject of protocol architecture and motivates the need
for alayered architecture with protocols defined at each layer. The conceptof pro-
tocol is defined, and the important features of protocols are discussed.

The two most important communications architectures are introduced in this
chapter. The open systems interconnection (OSI) modelis described in somedetail.
Next, the TCP/IP model is examined. Although the OSI modelis almost universally
accepted as the framework fordiscourse in this area,it is the TCP/IP protocol suite
that is the basis for most commercially available interoperable products.
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Internetworking

With the proliferation of networks, internetworkingfacilities have becomeessential
components of network design. Chapter 16 begins with an examination ofthe
requirements for an internetworkingfacility and the various design approachesthat
can be taken tosatisfy those requirements. The remainder of the chapter explores

-the use of routers for internetworking. The internet protocol (IP) and the new IPv6,
also known as IPng, are examined. Various routing protocols are also described,
including the widely used OSPF and BGP.

Transport Protocols

The transport protocolis the keystone of the whole concept of a computer commu-
nicationsarchitecture. It can also be one of the most complex of protocols. Chapter
17 examines in detail transport protocol mechanisms and then introduces two
important examples: TCP andUDP.

Network Security

Network security has becomeincreasingly important with the growthin the number
and importance of networks. Chapter 18 provides a survey of security techniques
and services. The chapter begins with a look at encryption techniques for insuring
privacy, whichincludethe use of conventional and public-key encryption. Then, the
area of authentication and digital signatures is explored. The two most important
encryption algorithms, DES and RSA, are examined, as well as MD5,a one-way
hash function important in a numberof security applications.

Distributed Applications

The purpose of a communications architecture is to support distributed applica-
tions. Chapter 19 examines three of the most important of these applications; in
each case, general principles are discussed and are followed by a specific example.
The applications discussed are network management, world-wide web (WWW)
exchanges, and electronic mail. The corresponding examples are SNMPv2, HTTP,
and SMTP/MIME.Before getting to these examples, the chapter opens with.an
examination of Abstract Syntax Notation One (ASN.1), whichis the standardized
language for defining distributedapplications.

ISDN and Broadband ISDN

The integrated-services digital network (ISDN) is a projected worldwide public
telecommunications network that is designed to service a variety of user needs.
BroadbandISDNis an enhancementof ISDNthat can support very high datarates.
Appendix A looksat the architecture, design principles, and standards forISDN
and broadband ISDN.
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STANDARDS ORGANIZATIONS

THROUGHOUT THIS BOOK, we describe the most important standards in use or being
developed for various aspects of data and computer communications. Various organizations
have beeninvolved in the developmentor promotion of these standards. This appendix pro-
vides a brief description of the most important(in the current context) of these organizations:

e IETF
e ISO

° ITU-T

Internet Standards and the IETF

Manyofthe protocols that make up the TCP/IP protocol suite have been standardized or are
in the process of standardization. By universal agreement, an organization known as the
Internet Architecture Board (IAB)is responsible for the development and publication of
these standards, which are published in a series of documents called Requests for Comments
(RFCs).

This section provides a brief description of the way in which standards for the TCP/IP
protocol suite are developed.

The Internet and Internet Standards

The Internet is a large collection of interconnected networks, all of which use the TCP/IP
protocol suite. The Internet began with the development of ARPANETandthe subsequent
support by the Defense Advanced Research Projects Agency (DARPA)for the-develop-
mentof additional networks to support military users and governmentcontractors.

The IABis the coordinating committee for Internet design, engineering, and manage-
ment. Areas covered include the operation of the Internetitself and the standardization of
protocols used by end systems on the Internet forinteroperability. The LAB has two princi-
ple subsidiary task forces:

° Internet Engineering Task Force (IETF)
© Internet Research Task Force (IRTF)

The actual work of these task forces is carried out by working groups. Membership in
a working group is voluntary; any interested party may participate.

It is the IETF thatis responsible for publishing the RFCs. The RFCs are the working
notes of the Internet research and development community. A documentin this series may
be onessentially any topic related to computer communications, and may be anything from
a meeting reportto the specification of a standard.

The final decision of which RFCs become Internet standards is made by the IAB, on
the recommendation of the IETF. To becomea standard, a specification must meet the fol-
lowing criteria:

e Be stable and well-understood

e Be technically competent
e Have multiple, independent, and interoperable implementations with operational

experience
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© Enjoy significant public support
© Be recognizably useful in someorall parts of the Internet

The keydifference betweenthese criteria and those used for international standardsis
the emphasis here on operational experience.
The Standardization Process

Figure 1.12 showsthe series of steps, called the standards track, that a specification goes
through to becomeastandard. Thesteps involve increasing amountsofscrutiny andtesting.
Ateach step, the IETF must make a recommendation for advancement of the protocol, and
the IAB mustratify it.

The white boxesin the diagram represent temporary states, which should be occupied
for the minimumpractical time. However, a document must remain a proposed standardfor
at least six months-and a draft standard for at least four months to allow time for review and
comment. The gray boxes represent long-term states that may be occupied for years.

A protocolor other specification that is not considered ready for standardization may
be published as an experimental RFC. After further work, the specification may be resub-
mitted.If the specification is generally stable, has resolved known designchoices,is believed
to be well-understood, has received significant community review, and appears to enjoy
enough community interest to be considered valuable, then the RFC will be designated a
proposed standard.

For a specification to be advancedto draft-standardstatus, there must be at least two
independent and interoperable implementations from which adequate operational experi-
ence has been obtained.

   

 
  

   
 

Proposed
standard

Draft
standard

Experimental

  
FIGURE 1.12 Standards track diagram.
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After significant impleméntation and operational experience has been obtained, a
specificationmay be elevated to standard. At this point, the specification is assigned an STD
numberas well as an RFC number.

Finally, when a protocol becomesobsolete,it is assigned to the historic state.

The International Organization for Standardization (ISO)
ISO is an international agency for the developmentof standards on a wide range of subjects.
It is a voluntary, nontreaty organization whose members are designated standards bodies of
participating nations, plus nonvoting observer organizations. Although ISO is not a govern-
mental body, more than 70 percent of ISO memberbodies are governmental standardsinsti-

_tutions or organizations incorporated by public law. Most of the remainder haveclose links
with the public administrationsin their own countries. The United States memberbodyis the
American National StandardsInstitute.

ISO was foundedin 1946 and has issued more than 5000 standardsin a broad range of
areas. Its purpose is to promote the developmentof standardization andrelated activities to
facilitate international exchange of goods and services and to develop cooperation in the
sphereof intellectual, scientific, technological, and economic activity. Standards have been
issued to cover everything from screw threads to solar energy. One important area ofstan-
dardization deals with the open systems interconnection (OSI) communications architecture
and the standardsat each layer of the OSIarchitecture.

In the areas of interest in this book, ISO standards are actually developed in a joint
effort with another standards body, the International Electrotechnical Commission (IEC).
IECis primarily concerned with electrical and electronic engineering standards, In the area
of information technology, the interests of the two groups overlap, with IEC emphasizing
hardware and ISO focusing on software. In 1987, the two groups formed the Joint Technical
Committee 1 (JTC 1). This committee has the responsibility of developing the documents
that ultimately become ISO (and IEC) standardsin the area of information technology.

The developmentof an ISO standard fromfirst proposal to actual publication of the
standard follows a seven-step process. The objective is to ensure that thefinal result is accept-
able to as many countries as possible. The steps are briefly described here. (Timelimits are
the minimum time in which voting could be accomplished, and amendments require
extended time.)

~_. A new work item is assigned to the appropriate technical committee, and within that
technical committee, to the appropriate working group. The working group prepares
the technical specifications for the proposed standard and publishes these as a draft
proposal (DP). The DPis circulated among interested membersforballoting and tech-
nical comment. At least three months are allowed, and there may beiterations,When
there is substantial agreement, the DPis sent to the administrative arm of ISO, known
as the Central Secretariat.

2. The DPis registered at the Central Secretariat within two monthsofits final approval
by the technical committee.

3. The Central Secretariat edits the document to ensure conformity with ISO practices;
no technical changes are made, The edited documentis then issued as a draft interna-
tional standard (DIS).

4, The DIS is circulated for a six-month balloting period. For approval, the DIS must
receive a majority approval by the technical committee members and 75 percent
approvalofall voting members. Revisions may occur to resolve any negative vote. If
more than two negative votes remain,it is unlikely that the DIS will be published as a
final standard.

5, The approved,possibly revised, DIS is returned within three months to the Central
Secretariat for submission to the ISO Council, which acts as the board of directors of
ISO.
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6. The DIS is accepted by the Council as an international standard(IS).
7. The IS is published by ISO.

As can be seen, the process of issuing a standard is a slow one. Certainly, it would be
desirable to issue standards as quickly as the technical details can be worked out, but ISO
must ensure that the standard will receive widespread support.

ITU Telecommunications Standardization Sector

The ITU Telecommunications Standardization Sector (ITU-T) is a permanentorganof the
International Telecommunication Union (ITU), which is itself a United Nations specialized
agency. Hence, the members of ITU-T are governments. The U.S. representation is housed
in the Departmentof State. The charter of the ITU is thatit “is responsible for studying tech-
nical, operating, andtariff questions and issuing Recommendations on them with a view to
standardizing telecommunications on a worldwide basis.” Its primary objective is to stan-
dardize, to the extent necessary, techniques and operations in telecommunications to achieve
end-to-end compatibility of international telecommunication connections, regardless of the
countries of origin and destination.

The ITU-T was created on March 1, 1993, as one consequence of a reform process
within the ITU. It replaces the International Telegraph and Telephone Consultative Com-
mittee (CCITT), which had essentially the same charter and objectives as the new ITU-T.

ITU-Tis organized into 15 study groups that prepare Recommendations:

1. Service Description
2, Network Operation -
3. Tariff and Accounting Principles
4, Network Maintenance

§, Protection Against Electromagnetic Environment Effects
6. Outside Plant

7, Data Network and Open Systems Communications
8, Terminal Equipment and Protocols for Telematic Services
9, Television and Sound Transmission

10, Languages for Telecoramunication Applications
1i. Switching and Signalling
12, End-to-End Transmission Performance

13. General Network Aspects
14, Modems and Transmission Techniques for Data, Telegraph, and Telernatic Services
15, Transmission Systems and Equipment

Workwithin ITU-T is conducted in. four-year cycles. Every four years, a World
Telecommunications Standardization Conference is held. The work program for the next
four years is established at the assembly in the form of questions submitted by the various
study groups, based on requests madeto the study groups by their members. The conference
assesses the questions, reviews the scope of thestudy groups, creates new or abolishes exist-
ing-study groups, and allocates questions to these groups.

Based on these questions, each study group prepares draft Recommendations, A draft
Recommendation may be submitted to the next conference, four years hence, for approval.
Increasingly, however, Recommendations dre approved whentheyare ready, without having
to wait for the end of the four-year Study Period. This accelerated procedure was adopted
after the study period that ended in 1988. Thus, 1988 was the last time that a large batch of
documents was published at one.time as a set of Recommendations.
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1B APPENDIX

INTERNET RESOURCES

THERE ARE A number of resources available on the Internet for keeping up with
developmentsin this field.

USENET Newsgroups
A number of USENETnewsgroups are devoted to someaspect of data communications and
networking, As with virtually all USENET groups,there is a high noise-to-signal ratio, butit
is worth experimenting to see if any meet your needs. Hereis a sample:

e comp.dcom.lans, comp.dcom.lans.misc: General discussions of LANs.
e comp.std.wireless: General discussion of wireless networks, including wireless LANs.
e comp.security.misc: Computer security and encryption.
e comp.dcom.cell-relay: Covers ATM and ATM LANs.
e comp.dcom.frame-relay: Covers frame-relay networks.
e comp.dcom.net-management: Discussion of network-managementapplications, proto-

cols, and standards.

e comp.protocols.tcp-ip: The TCP/IP protocolsuite.

 Web Sites for This Book

™- A special web pagehas beenset up for this book at http://www.shore.net/~ws/DCCSe.html
Thesite includes the following:

e Linksto other websites, including thesites listed in this book, provide a gatewayto rel-
evant resources on thé web. ,

e Links to papers and reports available via the Internet provide additional, up-to-date
material for study.

e Wealso hopeto include to links to home pages for courses based on the book, these
pages maybe useful to other instructors in providing ideas-about how to structure the
course.

e Additional problems, exercises,arid otheractivities for classroom useare also planned.

As soon as any typosor other errors are discovered, an erratalist for this book will be
available at http://www.shore.net/~ws/welcome.html. Thefile will be updated as needed.
Please email any errors that you spot to ws@shore.net. Errata sheets for other books are at
the same website, as well as discount ordering information for the books.

Other Web Sites

There are numerous websites that provide some sort of information related to the topics of
thisbook. Here is a sample:

e http://www.soc.hawaii.edu/con/com-resources.html: Information andlinks to resources
about data communications and networking.

e http://www.internic.net/ds/dspg01.html: Maintains archives that relate to the Internet
and IETF activities. Includes keyword-indexedlibrary of RFCs and draft documents as
well as many other documentsrelated to the Internet and related protocols.
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° http://www.ronin.com/SBA:Links to over 1500 hardware and software vendors who
currently have WWW sites, as well as a list of thousands of computer and networking
companies in a Phone Directory.

© http://liinwww.ira.uka.de/bibliography/index.html: The Computer Science Bibliogra-
phy Collection, a collection of hundreds of bibliographies with hundreds of thousands
of references.

In subsequent chapters, pointers to more specific web sites can be found in the “Recom-
mended Reading”section.
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quality of the signal being transmitted and the characteristics of the frans-
mission medium, The objective of this chapter andthe nextis to provide the

reader with an intuitive feeling for the nature of these two factors.
The first section presents some concepts and termsfrom thefield of electrical

engineering; this should provide sufficient background for the remainder ofthe
chapter. Section 2.2 clarifies the use of the terms analog anddigital. Either analog
or digital data may be transmitted using either analog or digital signals. Further-

T: successful transmission of‘data depends-principally on two factors: the

.more, it is common for intermediate processing to be performed between source
and destination, and this processing haseither an analogor digital character.

Section 2.3 looks at the various impairments that may introduce errors into
the data during transmission. The chief impairments are attenuation, delay distor-
tion, and the various forms of noise.

CONCEPTS AND TERMINOLOGY

In this section we introduce some concepts and terms that will be referred to
throughoutthe rest of the chapter and, indeed, throughout PartI.

Transmission Terminology

Data transmission occurs between transmitter and receiver over some transmission
medium. Transmission media may be classified as guided or unguided. In both
cases, communicationis in the form of electromagnetic waves. With guided media,
the waves are guided along a physical path; examples of guidedmedia are twisted
pair, coaxial cable, and optical fiber. Unguided media provide a means for trans-_
mitting electromagnetic waves but do not guide them; examples are propagation
through air, vacuum, and sea water.

The term direct link is used to refer to the transmission path between two
devices in which signals propagate directly from transmitter to receiver with no
intermediate devices, other than amplifiers or repeaters used to increase signal
strength. Both parts of Figure 2.1 depict a directlink. Note that this term can apply
to both guided and unguided media.

A guided transmission mediumis point-to-pointif, first, it provides a direct
link between two devices and, second, those are the only two devices sharing the
medium (Figure 2.1a). In a multipoint guided configuration, more than two devices
share the same medium (Figure 2.1b).

A transmission may be simplex, -half-duplex, or full-duplex. In simplex trans-
mission,signals are transmitted in only one direction; one station is the transmitter
and the otheris the receiver. In half-duplex operation, both stations may transmit,
but only one at a time. In full-duplex operation, both stations may transmit simul-

"taneously. In thelatter case, the medium is carrying signals in both directions at the
same time. How this can be is explained in.due course.

Weshould note that the definitions just given are the ones in commonusein
the United States (ANSI definitions). In Europe (ITU-T definitions), the term
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FIGURE 2.1 Guided transmission configurations.

“simplex” is used to correspond to half-duplex, as defined above, and “duplex”is
used to correspondto full-duplex, as also defined above.

Frequency, Spectrum, and Bandwidth

In this book, we are concerned with electromagnetic signals, used as a means to
transmit data. At point3 in Figure 1.1, a signal is generated by the transmitter and
transmitted over a medium. Thesignal is a function of time, but it can also be
expressed as a function of frequency; that is, the signal consists of components of
different frequencies. It turns out that the frequency-domain view of a signalis far
more important to an understanding of data transmission than a time-domain view.
Both views are introduced here.

Time-Domain Concepts

Viewedasa function of time, an electromagnetic signal can be either continuous or
discrete. A continuoussignal is one in which the signal intensity varies in a smooth
fashion over time. In other words, there are no breaks or discontinuities in the sig-
nal.’ A discrete signal is one in which thesignal intensity maintains a constantlevel.
for some period of time and then changes to another constant level. Figure 2.2
shows examples of both kinds of signals. The continuous signal might represent
speech, andthe discrete signal might represent binary 1s and 0s.

Thesimplestsort of signalis a periodic signal, in which the samesignal pattern
repeats over time. Figure 2.3 shows an example of a periodic analog signal (sine

1 A mathematical definition: A signal s(t) is continuousif lim s(t) = s(a)for all a.a
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Amplitude (volts)

(a) Continuous

      
“> Time,

Amplitude

Time

(b) Discrete

FIGURE 2.2 Continuous anddiscrete signals.

wave) and a periodicdigital signal (square wave). Mathematically, a signal s(t) is
defined to be periodic if and only if

s(t+ T) = s(t) a <t< +o

where the constant T is the period of the signal. (T is the smallest value that satis-
fies the equation.) Otherwise, a signal is aperiodic.

The sine wave is the fundamental continuoussignal. A general sine wave can
be represented by three parameters: amplitude (A), frequency (f), and phase (¢).
The amplitude is the peak value or strength of the signal over time; typically, this
value is measuredin volts or watts. The frequencyis the rate (in cycles per second,
or Hertz (Hz)) at which the signal repeats. An equivalent parameter is the period
(T) of a signal, which is the amountoftime ittakes for one repetition; therefore,
T = 1/f. Phase is a measureof the relative position in time within a single period of
a signal, asillustrated below.

‘The general sine wave can be written

s(t) = A sin(2aft +)
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HIGURE 2.3 Example of periodic signals.

Figure 2.4 showsthe effect of varying each of the three parameters. In part (a) of
the figure, the frequency is 1 Hz; thus, the period is T = 1 second.Part (b) has the
same frequency and phase but an amplitude of 1/2. In part(c), we have f = 2, which
is equivalent to T = 1/2. Finally, part (d) shows the effect of a phase shift of 7/4 radi-
ans, which is 45 degrees (27 radians = 360° = 1 period).

In Figure 2.4, the horizontal axis is time; the graphsdisplay the value ofa sig-
nal. at a given point in spaceas a function of time. These samegraphs,with a change
of scale, can apply with horizontal axes in space. In this case, the graphs display the
value of a signal at a given point in time as a function of distance. For example, for
a sinusoidal transmission (say an electromagnetic radio wave somedistance from a
radio antenna,or sound somedistance from a loudspeaker), at a particular instant
of time, the intensity of the signal varies in a sinusoidal way as a function of distance
from the source.
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FIGURE 2.4 A sin (Qaft + $).

There are two simple relationships between the two sine waves, one in time
and one in space. Define the wavelength, A, of a signal as the distance occupied by
a single cycle, or, put another way, as the distance between two points of corre-
sponding phaseof two consecutive cycles. Assumethatthe signalis traveling with a
velocity v. Then the wavelength is related to the period as follows: A = vT. Equiva-
lently, Af = v. Of particular relevance to this discussion is the case where v = c,the
speedoflight in free space, which is 3 x 10° m/s.

Frequency Domain Concepts

In practice, an electromagnetic signal will be made up of many frequencies. For
example, the-signal

s(0) = sin Qnfit) + 3 sin uf)

is shown in Figure 2.5. The components of this signal are just sine waves -of-fre-
quencies f; and 3f,; parts a and b of the figure show these individual components.
There are several interesting points that can be made aboutthis figure:

e The second frequency is an integer multiple of the first frequency. When all
of the frequency components of a signal are integer multiples of one fre-
quency,the latter frequency is referred to as the fundamental frequency.
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’ FIGURE 2.5 Addition of frequency components (T = 1/f).

® The period of the total signal is equal to the period of the fundamentalfre-
quency. The period of the componentsin (2af;t)is T = 1/f,, and the period of
s(£) is also T, as can be seen from Figure 2.5c.

It can be shown,using a discipline known as Fourier analysis, that any signal
is made up of components at various frequencies, in which each componentis a
sinusoid. This result is of tremendous importance, because the effects of various
transmission media on a signal can be expressed in terms of frequencies, as is dis-
cussedlater in this chapter. For the interested reader, the subject of Fourier analy-
sis is introduced in Appendix 2A attheendofthis chapter.
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FIGURE 2.6 Frequency-domain representations.

So, we can say that for each signal, there is a time-domain function s(t) that
specifies the amplitude of the signal at each instant in time. Similarly, there is a fre-
quency-domain function S(f) that specifies the constituent frequencies of the signal.
Figure 2.6a showsthe frequency-domain functionfor the signal in Figure 2.5c. Note
that, in this case, S(/) is discrete. Figure 2.6b shows the frequency domain function
for a single square pulse that has the value 1 between —X/2 and X/2,andis 0 else-
where. Note that in this case S(/) is continuous, and that it has nonzero valuesindef-
initely, although the magnitude of the frequency components becomessmaller for
larger f. These characteristics are commonforrealsignals.

The spectrum of a signal is the range of frequencies that it contains. For the
signalin Figure 2.5c, the spectrum extendsfromf, to 3f,. The absolute bandwidth of
a signalis thewidth of the specirum. In the case of Figure 2.5c, the bandwidthis 2f,.
Manysignals, such as that of Figure 2.6b, have an infinite bandwidth. However,
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FIGURE2.7 Signal with de component.

  

So ~

most of the energy in the signal is contained in a relatively narrow band of fre-
quencies, This bandis referred to as the effective bandwidth, or just bandwidth.

Onefinal term to define is dc component. If a signal includes a component of
zero frequency, that componentis a direct current (dc) or constant component. For
example, Figure 2.7 shows the result of adding a dc componentto the signal of Fig-
ure 2.6. With no de component, a signal has an average amplitude of zero, as seen
in the time domain. With a dc component,it has a frequency term at f = 0 anda
nonzero average amplitude.

Relationship Between Data Rate and Bandwidth
The conceptof effective bandwidth is a somewhatfuzzy one. We havesaidthatit is
the band within which mostofthe signal energy is confined. The term “most”in this
context is somewhat arbitrary. The important issue here is that, although a given
waveform may contain frequencies over a very broad range, as a practical matter
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any transmission medium thatis used will. be able to accommodate only a limited
band of frequencies. This, in turn, limits the data rate that can be carried on the
transmission medium.

To try to explain these relationships, consider the square wave of Figure 2.3b.
Supposethat welet a positive pulse represent binary 1 and a negative pulse repre-
sent binary 0. Then, the waveform represents the binary stream 1010.... The dura-
tion of each pulse is 1/2f,; thus, the data rate is 2f, bits per second (bps). What are
the frequency components of this signal? To answer this question, consider again
Figure 2.5. By adding together sine wavesat frequencies f; and 3fi, we get a wave-

' form that resembles the square wave. Let us continue this process by addinga sine
wave of frequency 5f,, as shownin Figure 2.8a, and then adding a sine waveoffre-
quency 7f;, as shown in Figure 2.8b. As we add additional odd multiples of fi, suit-
ably scaled, the resulting waveform approaches more and more closely that of a
square wave,

Indeed, it can be shown that the frequency componentsof the square wave
can be expressed as follows:

S 1.

(0) Ax oP k sin(2akf;t)
Thus, this waveform has an infinite number of frequency components and,hence,
an infinite bandwidth. However, the amplitude of the kth frequency component,
kfi, is only 1/k, so most of the energy in this waveform is in the first few frequency
components. What happensif we limit the bandwidth to just the first three fre-
quency components? Wé have already seen the answer, in Figure 2.8a. As we can
see, the shapeof the resulting waveform is reasonably close to that of the original
square wave.

Wecanuse Figures 2.5 and2.8 toillustrate the relationship between data rate
and bandwidth. Suppose that we are using a digital transmission system that is capa- ~
ble of transmitting signals with a bandwidth of 4 MHz.Letus attemptto transmit a
sequenceof alternating 1s and Os as the square wave ofFigure 2.8c. What data rate
can be achieved? Let us approximate our square wave with the waveform of Figure
2.8a. Although this waveform is a “distorted” square wave,it is sufficiently close to-
the square wavethat a receiver should be ableto discriminate between a binary 0
and a binary 1. Now,if welet f; = 10° cycles/second = 1 MHz, then the bandwidth
of the signal .

s(0) = sin((2a x 10°) + 5 sin((2m x 3 x 10%) +E sin((2m x 5 x 10%)
is (5 X 10°) — 10° = 4 MHz.Notethat for fi, = 1 MHz,the period of the funda-
mental frequency is T = 1/10° = 107° = 1 sec. Thus,if we treat this waveform as
a bit string of 1s and 0s, onebit occurs every 0.5 psec, for a data rate of 2 X 10° =
2 Mbps. Thus,for a bandwidth of 4 Mhz,a data rate of 2 Mbpsis achieved.

Now supposethat we have a bandwidth of 8 MHz.Letus look again at Figure
_ 28a, but now with f; = 2 MHz. Using the same line of reasoning as before,

the bandwidthof thesignalis (5 x 2 x 10°) —(2x 10°) = 8 MHz.Butin this case
T = 1/f, = 0.5 psec. As a result, one bit occurs every 0.25 psec for a data rate of
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FIGURE 2.8 Frequency componentsof a square wave (T = 1/f,).

4 Mbps. Thus,other things being equal, by doubling the bandwidth, we double the
potential datarate.

But now suppose that the waveform in Figure 2.5c is considered adequate for
approximating a square wave. Thatis, the difference between a positive and nega-
tive pulse in Figure 2.5c is sufficiently distinct that the waveform can be successfully
used to represent a sequenceof 1s and 0s. Now,let f; = 2 MHz. Usingthe sameline
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-of reasoningas before, the bandwidth of the signalin Figure 2.5c is (3 x 2 X 10°) -
(2 Xx 10°) = 4 MHz.But,in this case, T = 1/f, = 0.5,ysec. As a result, one bit occurs
evéry0.25 sec, for a data rate of 4 Mbps. Thus, a given bandwidth can support var-
ious data rates depending on the requirements of the receiver.

We can draw the following general conclusions from the above observations.
In general, any digital waveform will have infinite bandwidth. If we attempt to
transmit this waveform as a signal over any medium,the nature of the medium will
limit the bandwidth that can be transmitted. Furthermore, for any given medium,

. the greater the bandwidth transmitted, the greater the cost. Thus, on the one hand,
economic and practical reasonsdictate that digital information be approximated by
a signal of limited bandwidth. On the other hand,limiting the bandwidth creates
distortions, which makes the task of interpreting the received signal moredifficult.
The more limited the bandwidth, the greater the distortion, and the greater the
potential for error by the receiver.

Biss OO ! 0 0 0 0 1 0 90

Pulses before transmission:

Bit rate: 2000 bits per second

Pulses after transmission:

Bandwidth 500 Hz

Bandwidth 900 Hz

Bandwidth 1300 Hz

Bandwidth 1700 Hz

 
Bandwidth 2500 Hz

Bandwidth 4000 Hz

FIGURE 2.9 Effect of'bandwidth on a digitalsignal.
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One moreillustration should serve to reinforce these concepts. Figure 2.9.
showsadigital bit stream with a data rate of 2000 bits per second. With a bandwidth
of 1700 to 2500 Hz, the representation is quite good. Furthermore, we can general-
ize these results. If the data rate of the digital signal is W bps, then a very good rep-
resentation can be achieved with a bandwidth of 2W Hz; however, unless noise is
very severe, the bit pattern can be recovered with less bandwidth than this.

Thus, there is a direct relationship between data rate and bandwidth: the
higher the data rate of a signal, the greateris its effective bandwidth. Lookedat the
other way, the greater the bandwidthof a transmission system, the higheris the data
rate that can be transmitted over that system.

Another observation worth makingis this: If we think of the bandwidth of a
signal as being centered about some frequency,referred to as the center frequency,
then the higher the center frequency, the higher the potential bandwidth andthere-
fore the higher the potential data rate. Consider that if a signal is centered at
2 MHz,its maximum bandwidth is 4 MHz.

Wereturn to a discussion of the relationship between bandwidth and data rate
later in this chapter, after a consideration of transmission impairments.

ANALOG AND DIGITAL DATA TRANSMISSION

In transmitting data from a source to a destination, one must be concerned with the
nature of the data, the actual physical means used to propagate the data, and what
processing or adjustments may be required along the wayto assure that the received
data are intelligible. For all of these considerations, the crucial question is whether
we are dealing with analog or digital entities.

The terms analog and digital correspond, roughly, to continuous and discrete,
respectively. These two terms are used frequently in data communications in at
least three contexts:

© Data

° Signaling
e Transmission

Wediscussed data,as distinct from information, in Chapter 1. For present purposes,
we define data as entities that convey meaning. Signals are electric or electro-
magnetic encoding of data. Signaling is the act of propagating the signal along a
suitable medium.Finally, transmission is the communication of data by the propa-
gation and processing ofsignals. In what follows, we try to make these abstract con-
cepts clear by discussing the terms analog anddigital in these three contexts.

Data

The concepts of analog and digital data are simple enough. Analog data take on
continuous values on someinterval. For example, voice and video are continuously
varying patterns of intensity. Most data collected by sensors, such as temperature
and pressure, are continuous-valued. Digital data take on discrete values; examples
are text and integers.
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FIGURE 2.10 Acoustic spectrum for speech. Source: [FREE89]

The most familiar example of analog data is audio or acoustic data, which, in
the form of sound waves, can be perceived directly by human beings. Figure 2.10
showsthe acoustic spectrum for human speech. Frequency components of speech
may be found between 20 Hz and 20 kHz. Although much of the energy in speech
is concentrated at the lower frequencies, tests have shown that frequencies up to
600 to 700 Hz add verylittle to the intelligibility of speech to the human ear. The
dashed line more accurately reflects the intelligibility or emotional content of
speech.

Another common example of analog data is video. Hereit is easier to charac-
terize the data in terms of the viewer (destination) of the TV screen rather ihan the
original scene (source) that is recorded by the TV camera. To producea picture on
the screen, an electron beam scansacross the surface of the screen from left to right
and top to bottom. For black-and-whitetelevision, the amountof illumination pro-
duced (on a scale from black to white) at any point is proportional to the intensity
of the beam asit passes that point. Thus, at any instant in time, the beam takes on
an analog value of intensity to produce the desired brightness at that point on the
screen, Further, as the beam scans, the analog value changes. The video image,
then, can be viewed as a time-varying analogsignal.

Figure 2.11a depicts the scanning process. At the end of each scanline, the.
beam is swept rapidly back to theleft (horizontal retrace). When the béam reaches
the bottom,it is swept rapidly back to the top (vertical retrace). The beam is turned
off (blanked out) during the retrace intervals.

To achieve adequate resolution, the beam producesa total of 483 horizontal
lines at a rate of 30 complete scans of the screen per second. Tests have shown that
this rate will produce a sensation of flicker rather than smooth motion. However,
the flicker is eliminated by a processof interlacing, as depicted in Figure 2.11b. The
electron beam scansacross the screen starting at the far left, very near the top. The
beam reaches the bottom at the middle after 241% lines. At this point, the beam is
quickly repositioned at the top of the screen and, beginning in the middle, produces
an additional 241% lines interlaced with the original set. Thus, the screen is
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line Horizontal retrace
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 Vertical
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Lines 5 through 238offirst field and lines 267 through 500
ofsecond field not shown here.

Lines 242 through 262 andlines 505 through 525 are not
part of raster; they occur while:beamis shutoff during
vertical retrace,

      

     
  
    
            

HIGURE 2.11 TV picture production.

refreshed 60 times per second rather than 30, and flicker is avoided. Note that the
total countof lines is 525. Of these, 42 are blanked out during the vertical retrace
interval, leaving 483 actually visible on the screen.

A familiar example of digital data is text or character strings. While textual
data are most convenient for human beings, they cannot, in character form, be eas-
ily stored or transmitted by data processing and communications systems. Such sys-
tems are designed for binary data. Thus, a number of codes have been devised by
which characters are represented by a sequence of bits. Perhaps the earliest com-
mon example ofthis is the Morse code. Today, the most commonly used codein the
UnitedStates is the ASCII (American Standard Code for Information Interchange)
(Table 2.1) promulgated by ANSI. ASCII is also widely used outside the United
States. Each characterin this code is represented by a unique 7-bit pattern; thus, 128
different characters can be represented. This is a larger numberthanis necessary,
and someof the patterns represent “control” characters (Table 2.2). Some of these
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TABLE 2.1 The American Standard Codefor Information Interchange (ASCII).     
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This is the U.S. national version of CCITT International Alphabet Number5 (T.50). Control characters are explained in Table 2.                   

control characters have to do with controlling the printing of characters on a page.
Others are concerned with communications procedures and will be discussedlater.
ASCII-encoded characters are almost always stored and transmitted using 8 bits per
character (a block of8 bits is referred to as an octet or a byte). The eighth bit isa
parity bit used for error detection. Thisbit is set such that the total numberof binary
1s in each octet is always odd (odd parity) or always even (even parity). Thus, a
transmission error that changes a single bit can be detected.

Signals

In a communications system, data are propagated from one point to another by
meansofelectric signals. An analog signal is a continuously varying electromagnetic
wave that may be propagated over a variety of media, depending on spectrum;
examples are wire media, such as twisted pair and coaxial cable, fiber optic cable,

Viptela, Inc. - Exhibit 1011 - Part 1
Page 65



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 66

2.2 / ANALOG AND DIGITAL DATA TRANSMISSION 49

TABLE2.2. ASCII control characters, (Continued on next page.)       

Formatcontrol

'BS (Backspace): Indicates movementofthe print-
ing mechanism or display cursor backward one
position.

HT (Horizontal Tab): Indicates movementof the
printing mechanism ordisplay cursor forward to
the next preassigned‘tab’ or stopping position.

LF (Line Feed): Indicates movementofthe printing
mechanism or display cursor to the start of the next
line.

VT (Vertical Tab): Indicates movementof the print-
ing mechanism or display cursor to the next of a
series preassigned printing lines.

FF (Form Feed): Indicates movementof the printing
mechanism ordisplay cursorto the starting position
of the next page, form,or screen.

CR (Carriage Return): Indicates movementof the
printing mechanism or display cursor tq the starting
position of the sameline.

Transmission control

SOH (Start of Heading): Used to indicate the start of
a heading, which may contain addressor routing
information.

STX (Start of Text): Used to indicate the start of the
text and'so also indicates the end of the heading.

ETX (End of Text): Used to terminate the text that
wasstarted with STX.

EOT (End of Transmission): Indicates the end of a
transmission, which may have included one or more
‘texts’ with their headings.

ENQ (Enquiry): A request for a response from a
remotestation. It may be used as a ‘WHO ARE
YOU’requestfor a station to identify itself.

ACK (Acknowledge): A character transmitted by a
receiving device as an affirmation response to a
sender. It is used as a positive response to polling
messages.

NAK(Negative Acknowledgment): A character
transmitted by a receiving device as a negative
response to a sender.It is used as a negative
response to polling messages.

SYN (Synchronous/Idle): Used by a synchronous
transmission system to achieve synchronization.
When no data are being sent, a synchronoustrans-
mission system may send SYN characters continu-
ously.

ETB (End of Transmission Block): Indicates the end
of a block of data for communication purposes.It
is used for blocking data where the block structure
is not necessarily related to the processing format.

Information separator

KS (File Separator)
GS (Group Separator)
RS (Record Separator)
US (United Separator)

Information separators to be used in an optional
manner except that their hierarchy shall be FS
(the most inclusive) to US (the least inclusive).
            

and atmosphere or ‘space propagation. A digital signal is a sequence of voltage
pulses that may be transmitted over a wire medium; for example, a constant posi-
tive voltage level may represent binary 1, and a constant negative voltage level may
represent binary 0.

In what follows, we look first at some specific examples of signal types and
then discuss the relationship between data andsignals.

Examples

Let us return to our three examples of the preceding subsection. For each example,
wewill describe the signal and estimate its bandwidth.

In thecase of acoustic data (voice), the data can be representeddirectly by an
electromagnetic signal occupying the same spectrum. Although,there is a need to
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TABLE 2.2 (Continued).           

Miscellaneous

NUL (Null): No character. Used forfilling in time
orfilling space on tape when there are no data.

BEL (Bell): Used when there is need to call human
attention. It may control alarm or attention devices,

SO (Shift Out): Indicates that the code combinations
that follow shall be interpreted as outside of the
standard characterset until an SI characteris
reached.

SI (Shift In): Indicates that the code combinations
that follow shall be interpreted according to the

_ Standard character set. :

DEL (Delete): Used to obliterate unwanted charac-
ters, for example, by overwriting.

SP(Space): A nonprinting character used to separate
words, or to move the printing mechanism or dis-
play cursor forward by oneposition.

DLE (Data LinkEscape): A character that shall
change the meaning of one or more contiguously
following characters. It can provide supplementary
controls or permit the sending of data characters,
having any bit combination.

DC1, DC2, DC3, DC4 (Device Controls): Characters
for the control of ancillary devices or special termi-
nal features.

CAN (Cancel): Indicates that the data that precedeit
in a messageor block should be disregarded (usu-
ally because an error has been detected).

IEM (End of Medium): Indicates the physical end of
a tape or other medium,or the end of the required
or used portion of the medium.

SUB (Substitute): Substituted for a character that is
found to be erroneousorinvalid.

ESC (Escape): A character intended to provide code
extension in that it gives a specified number of
continuously following characters an alternate
meaning, 

compromise between the fidelity of the sound, as transmitted electrically, and the
cost of transmission, which increases with increasing bandwidth. Although, as men-
tioned, the spectrum of speech is approximately 20 Hz to 20 kHz, a much narrower
bandwidth will produce acceptable voice reproduction. The standard spectrum for
a voice signal is 300 to 3400 Hz. This is adequate for voice reproduction, it mini-
mizes required transmission capacity, and it allows for the use of rather inexpensive
telephone sets. Thus, the telephone transmitter converts the incoming acoustic
voice signal into an electromagnetic signal over the range 300 to 3400 Hz. This sig-
nal is then transmitted through the telephone system to a receiver, which repro-
duces an acoustic signal from the incoming electromagneticsignal.

Now,let us look at the video signal, which,interestingly, consists of both ana-
log and digital components, To produce a video signal, a TV camera, which per-
forms similar functions to the TV receiver, is used. One component of the camera

‘is a photosensitive plate, upon which a sceneis optically focused. An electron beam
sweepsacross the plate from left to right and top to bottom,in the same fashion as
depicted in Figure 2.11 for the receiver. As the beam sweeps, an analogelectric sig-
nal is developed proportional to the brightness of the scene at a particular spot.

Now wearein a position to describe the video signal. Figure 2.12a showsthree
lines of a video signal; in this diagram, white is represented by a small positive volt-
age, and black by a much larger positive voltage. So, for example, line 3 is ata
medium gray level most of the way across with a blacker portion in the middle.
Once the beam has completed a scan from left to right, it must retrace to the left
edge to scan the next line. During this period, the picture should be blanked out (on
both camera and receiver). This is done with a digital “horizontal blanking pulse.”
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Horizontal

syne Horizontal blanking pulse
pulse 4

Line 1 Line 3

~«— Reference black level
           
    

~¢— Reference white level
~«— Zerolevel

L525 psec
63.5 psec

(a) Horizontallines of video

 
    

Horizontal blanking 
 
 

Line Top ofpicture
Bottom of picture

        ~*— Referenceblack level:

    
‘~t~— Reference white level
~t— Zero level

a - 63.5 usec830-1330 psec
Vertical blanking pulse

 
       

(b) Vertical blankingsignal

FIGURE2.12 Video signal(different scales for a and b).

Also, to maintain transmitter-receiver synchronization, a synchronization (sync)
pulse is sent between every line of video signal. This horizontal sync pulse rides on
top of the blanking pulse, creating a staircase-shaped digital signal between adja-
cent analog videosignals. Finally, when the beam reaches the bottom of the screen,
it must return to the top, with a somewhat longer blankinginterval required. Thisis
shownin Figure 2.12b. The vertical blanking pulse is actually a series of synchro-
nization and blanking pulses, whose details need not concern us here.

Next, considerthe timing of the system. We mentionedthata total of 483 lines
are scannedata rate of 30 complete scans per second. This is an approximate num-
ber taking into accountthe time lost during the vertical retrace interval. The actual
U.S. standard is 525 lines, but of these about 42 are lost during vertical retrace.

Thus, the horizontal scanning frequencyisesMes = 15,750 lines per second,or
63.5 ps/line. Of this 63.5 4s, about 11 ys are allowed for horizontalretrace, leaving
a total of 52.5 ys per videoline.

Finally, we are in a position to estimate the bandwidth required for the video
signal. To do this, we must estimate the upper (maximum) and lower (minimum)
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frequency of the band. We use the following reasoning to arrive at the maximum
frequency: The maximum frequency would occur during the horizontalscanif the
scene were alternating between black and white as rapidly as possible. We can esti-
mate this maximum value by consideringthe resolution of the video image.In the
vertical dimension, there are 483 lines, so the maximumvertical resolution would be
483, Experiments have shownthatthe actual subjective resolution is about 70 per-
cent of that number, or about 338 lines. In the interest of a balanced picture, the
horizontal andvertical resolutions should be about the same. Because the ratio of
width to height of a TV screen is 4:3, the horizontal resolution should be about
4/3 X 338 = 450 lines. As a worst case, a scanning line would be made up of 450
elements alternating black and white. The scan would result in a wave, with each
cycle of the wave consisting of one higher (black) and one lower (white) voltage
level. Thus, there would be 450/2 = 225 cycles of the wave in 52.5 ps, for a maxi-
mum frequency of about 4 MHz. This rough reasoning,in fact, is fairly accurate.
The maximum frequency,then, is 4 MHz. The lowerlimit will be a dc or zerofre-
quency, where the dc component correspondsto the average illumination of the
scene (the average value by which the signal exceeds the reference white level).
Thus, the bandwidth of the video signal is approximately 4 MHz — 0 = 4 MHz.

The foregoing discussion did not consider color or audio componentsof the
signal. It turns out that, with these included,the bandwidth remains about 4 MHz.

Finally, the third example described aboveis the generalcase of binary digi-
tal data. Accommonlyused signal for such data uses two constant (dc) voltage lev-
els, one level for binary 1 and onelevelfor binary 0. (In Chapter3, we shall see that
this is but one alternative, referred to as NRZ.) Again, we are interested in the
bandwidth of such a signal. This will depend,in any specific case, on the exact shape
of the waveform and on the sequence of 1s and 0s. We can obtain some under-
standing by considering Figure 2.9 (compare Figure 2.8). As can be seen,the greater
the bandwidth of the signal, the more faithfully it approximates a digital pulse
stream.

Data and Signals

In the foregoing discussion, we have looked at analogsignals used to represent ana-
log data anddigital signals used to representdigital data. Generally, analog data are
a function of time and occupy a limited frequency spectrum; such data can be rep-

- resented by an electromagnetic signal occupying the same spectrum. Digital data
can berepresentedby digital signals, with a different voltage level for each of the
two binarydigits.

AsFigure 2.13illustrates, these are not the only possibilities. Digital data can
also be represented by analogsignals by use of a modem (modulator/demodulator).
The modem converts a series of binary (two-valued) voltage pulses into an analog
signal by encodingthe digital data onto a carrier frequency. The resulting signal
occupies a certain spectrum of frequency centered about the carrier and may be
propagated across a medium suitable for that carrier. The most common modems
represent digital data in the voice spectrum and,hence,allow those data to be prop-
agated over ordinary voice-grade telephonelines. At the other endof the line, the
modem demodulatesthe signal to recover the original data.
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Analog data SN ———epe Analog signal
(veice-sound waves)

Telephone

 Digital data —— ee ———»-_ Analogsignal
(binary voltage pulses) co (modulated on

Modem carrier frequency)

(a) Analogsignals: represent data with continuously
varying electromagnetic wave

Analog signal ——+[%] ————ee=Digital signal
CODEC

Digital data ———_—_—-» Crh ———_—_——-_ Digitalsignal

Digital
transmitter

(b) Digital signals: represent data with sequence
of voltage pulses

FIGURE2.13 Analog anddigital signaling of analog anddigital data.

In an operation very similar to that performed by a modem,analog data can
be represented by digital signals. The device that performs this function for voice
data is a codec (coder-decoder). In essence, the codec takes an analog signal that
directly represents the voice data and approximatesthat signal by a bit stream. At
the receiving end,the bit stream is used to reconstruct the analog data.

Thus, Figure 2.13 suggests that data may be encodedinto signals in a variety
of ways. Wewill return to this topic in Chapter 4.

Transmission

A final distinction remains to be made. Both analog and digital signals may be
transmitted on suitable transmission media. The way these signals are treated is a
function of the transmission system. Table 2.3 summarizes the methods of data
transmission. Analog transmission is a meansof transmitting analog signals without
regardto their content; the signals may represent analog data(e.g., voice) ordigital
data(e.g., binary data that pass through a modem). In eithercase, the analog signal
will become weaker (attenuated) after a certain distance. To achieve longer dis-
tances, the analog transmission system includes amplifiers that boost the energy in
the signal. Unfortunately, the amplifier also boosts the noise components. With
amplifiers cascaded to achieve long distances, the signal becomes more and more
distorted. For analog data, such as voice, quite a bit of distortion can be tolerated

Viptela, Inc. - Exhibit 1011 - Part 1
Page 70



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 71

54 CHAPTER 2 / DATA TRANSMISSION

TABLE 2.3 Analog and digital transmission.           

Analog signal

Twoalternatives: (1) signal occupies
the same spectrum as the analog data;

Digital signal

Analog data are encoded using a
codec to producea digital bit stream.

 Analog data (2) analog data are encoded to
occupy’a different portion of spec-
trum.

. Digital data are encoded using a Twoalternatives: (1) signal consists of
soe modem to produce analogsignal. two voltage levels to represent the

Digital data two binary values; (2) digital data are
encodedto produce a digital signal
with desired properties.

(a) Data andsignals

Analog transmission Digital transmission

Is propagated through amplifiers, Assumesthat the analog signal repre-
same treatment whethersignal is used|sents digital data. Signal is propa-

Analogsignal to-represent analog data or digital gated through repeaters; at each
data. repeater,digital data are recovered

from inboundsignal and used to gen-
erate a new analog outboundsignal.

Not used Digital signal represents a stream of
1s and Os, which mayrepresent digital
data or may be an encoding of analog

Digital signal data. Signal is propagated through
repeaters; at each repeater, stream of
1s and Os is recovered from inbound

signal and used to generate a new
digital outboundsignal.     

 
(b) Treatmentofsignals
         

and the data remainintelligible. However, for digital data, cascaded amplifiers will
introduce errors,

Digital transmission,in contrast, is concerned with the contentof the signal. A
digital signal can be transmitted only a limited distance before attenuation endan-
gers the integrity of the data. To achieve greater distances, repeaters are used. A
repeater receives the digital signal, recovers the pattern of 1s and 0s, and retrans-
mits a new signal, thereby overcoming the attenuation.

The,same technique maybeused with an analogsignalif it is assumed that the
signal carries digital data. At appropriately spaced points, the transmission system
has repeaters rather than amplifiers. The repeater recovers the digital data from
the analog signal and generates a new,clean analog signal. Thus, noise is not cumu-
lative.
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The question naturally arises as to which is the preferred method of transmis-
sion; the answer being supplied by the telecommunications industry and its cus-
tomers is digital, this despite an enormous investment in analog communications
facilities. Both long-haul telecommunications facilities and intrabuilding services
are gradually being converted to digital transmission and, where possible, digital
signaling techniques. The most important reasons are

Digital technology. The adventoflarge-scale integration (LSI) and very large-
' scale integration (VLSI) technology has caused a continuing drop in the cost

andsize of digital circuitry. Analog equipment has not shownasimilar drop.
Data integrity. With the use of repeaters rather than amplifiers, the effects of
noise and othersignal impairments are not cumulative. It is possible, then, to
transmit data longer distances and over lesser quality lines by digital means
while maintaining the integrity of the data. This is explored in Section 2.3.
Capacity utilization. It has become economical to build transmission links of
very high bandwidth, including satellite channels and connections involving
optical fiber. A high degree of multiplexing is needed to effectively utilize
such capacity, and this is more easily and cheaply achieved with digital (time-
division) rather than analog (frequency-division) techniques. This is explored
in Chapter7.

Security and privacy. Encryption techniques can be readily applied to digital
data and to analog data that have been digitized.

Integration. By treating both analog and digital data digitally,all signals have
the same form and can betreated similarly. Thus, economies of scale and con-
venience can be achieved byintegrating voice, video, and digital data.

e

2.5 TRANSMISSION IMPAIRMENTS

With any communications system,it must be recognized that the receivedsignal will
differ from the transmitted signal due to various transmission impairments. For ana-
log signals, these impairments introduce.various random modifications that degrade
the signal quality. For digital signals, bit errors are introduced: A binary1 is trans-
formed into a binary 0 and vice versa. In this section, we examine the various
impairments and comment ontheir effect on the information-carrying capacity of a
communication link; the next chapter looks at measures to compensate for these
impairments.

The most significant impairments are

e Attenuation and attenuation distortion

® Delay distortion
e Noise

Viptela, Inc. - Exhibit 1011 - Part 1
Page 72



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 73

56 CHAPTER 2 / DATA TRANSMISSION

Attenuation

The strength of a signalfalls off with distance over any transmission medium. For
guided media,this reduction in strength, or attenuation,is generally logarithmic and
is thus typically expressed as a constant numberof decibels per unit distance. For
unguided media, attenuation is a more complex function of distance and of the
makeup of the atmosphere. Attenuation introduces three considerations for the
transmission engineer. First, a received signal must have sufficient strength so that
the electronic circuitry in the receiver can detect and interpret the signal. Second,

' the signal must maintain a level sufficiently higher than noise to be received with-
out error. Third, attenuation is an increasing function of frequency.

Thefirst and second problemsare dealt with by attention to signal strength
and by the use of amplifiers or repeaters. For a point-to-point link, the signal
strength of the transmitter must be strong enoughto bereceived intelligibly, but not
so strong as to overload the circuitry of the transmitter, which would cause a dis-
torted signal to be generated. Beyond a certain distance, the attenuation is un-
acceptably great, and repeaters or amplifiers are used to boost the signal from time
to time. These problems are more complex for multipoint lines where the distance
from transmitter to receiver is variable.

The third problem is particularly noticeable for analog signals. Because the
attenuationvaries as a function of frequency,the receivedsignalis distorted, reduc-
ing intelligibility. To overcomethis problem,techniquesareavailable for equalizing
attenuation across a band of frequencies. This is commonly done for voice-grade
telephonelines by using loading coils that change the electrical properties of the
line; the result is to smooth out attenuation effects. Another approach is to use
amplifiers that amplify high frequencies more than lower frequencies.

An example is shown in Figure 2.14a, which shows attenuation as a function
of frequencyfor a typical leased line. In the figure, attenuation is measuredrelative
to the attenuation at 1000 Hz. Positive values on the y axis represent attenuation
greater than that at 1000 Hz. A 1000-Hz tone of a given powerlevel is applied to
the input, and the power,P90, is measuredat the output. For any other frequency
f, the procedure is repeated and the relative attenuation in decibels is

P

Np= —10logiop1000

Thesolid line in Figure 2.14a shows attenuation without equalization. As can
be seen, frequency components at the upper end of the voice band are attenuated
much more than those at lower frequencies. It should be clear that this will result in
a distortion of the received speech signal. The dashed line showsthe effect of equal-
ization. The flattened response curve improves the quality of voice signals. It also
allowshigher data rates to be used for digital data that are passed through a modem.

Attenuation distortion is much less of a problem with digital signals. As we
have seen, the strength of a digital:signal falls off rapidly with frequency (Figure
2.6b); most of the content is concentrated near the fundamental frequency,or bit
rate, of the signal.
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Delay Distortion

Delay distortion is a phenomenon peculiar to guided transmission media. The dis-
tortion is caused by the fact that the velocity of propagation of a signal through a
guided medium varies with frequency. Fora bandlimited signal, the velocity tends
to be highest near the center frequency and lower toward the two edgesof the band.
Thus, various frequency componentsofasignalwill arrive at the receiver at differ-
ent times.

This effect is referred to as delay distortion, as the received signal is distorted
' due to variable delay in its components. Delay distortion is particularly critical for

digital data. Consider that a sequenceofbits is being transmitted, using either ana-
log or digital signals. Because of delay distortion, some of the signal components of
one bit position will spill over into other bit positions, causing intersymbol inter-
ference, which is a major limitation to maximum bit rate over a transmission control.

Equalizing techniques can also be used for delay distortion. Again using a
leased telephoneline as an example, Figure 2.14b showsthe effect of equalization
on delay as a function of frequency.

Noise

For any data transmission event, the received signal will consist of the transmitted
signal, modified by the various distortions imposed by the transmission system, plus
additional unwantedsignals that are inserted somewhere between transmission and
reception; the latter, undesired signals are referred to as noise—a majorlimiting
factor in communications system performance.

Noise may be divided into four categories:

e Thermalnoise

e Intermodulation noise

© Crosstalk

© Impulse noise

Thermal noise is due to thermal agitation of electrons in a conductor. It is
presentin all electronic devices and transmission media and is a function of tem-
perature. Thermalnoise is uniformly distributed across the frequency spectrum and
hence is often referred to as white noise; it cannot be eliminated and therefore
places an upper bound on communications system performance. The amountof
thermal noise to be found in a bandwidth of 1 Hz in any device or conductoris

No = kT

where

No = noise power density, watts/hertz
k = Boltzmann’s constant = 1.3803 < 10773 J/°7K

T = temperature, degrees Kelvin
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The noise is assumedto be independentof frequency. Thus, the thermal noise,
in watts, presentin a bandwidth of W hertz can be expressed as

N= kTW

or, in decibel-watts,

N = 10 log k + 10 log T + 10 log W

= -228.6 dBW + 10 log T + 10 log W

Whensignals at different frequencies share the same transmission medium,
the result may be intermodulation noise. The effect of intermodulation noise is to
producesignals at a frequency that is the sum or difference of the two original fre-
quencies, or multiples of those frequencies. For example, the mixing of signals at
frequenciesf, and f2 might produce energyat the frequencyf, + f:. This derived sig-
nal could interfere with an intended signal at the frequency f, + fo.

Intermodulation noise is produced when there is some nonlinearity in the
transmitter, receiver, or intervening transmission system. Normally, these compo-
nents behaveas linear systems;that is, the output is equal to the input,times a con-
stant. In a nonlinear system, the output is a more complex function of the input.
Such nonlinearity can be caused by component malfunction or the use of excessive
signal strength. It is under these circumstances that the sum and difference terms
occur.

Crosstalk has been experienced by anyone who, while using the telephone,
has been able to hear another conversation;it is an unwanted coupling betweensig-
nal paths. It can occur byelectrical coupling between nearbytwistedpairor,rarely,
coax cable lines carrying multiple signals. Crosstalk can also occur when unwanted
signals are picked up by microwave antennas; although highly directional,
microwave energy does spread during propagation. Typically, crosstalk is of the
same order of magnitude (or less) as thermal noise.

All of the types of noise discussed so far have reasonably predictable and rea-
sonably constant magnitudes;it is thus possible to engineer a transmission system to
cope with them. Impulse noise, however, is noncontinuous, consisting of irregular
pulses or noise spikes of short duration and ofrelatively high amplitude.It is gen-
erated from a variety of causes, including external electromagnetic disturbances,
such aslightning, and faults and flaws in the communications system.

Impulse noise is generally only a minor annoyancefor analog data. For exam-
ple, voice transmissionmay be corrupted by short clicks and crackles with no loss of
intelligibility. However, impulse noise is the primary sourceof errorin digital data
communication. For example, a sharp spike of energy of 0.01-second duration
would not destroy any voice data, but-would wash out about S0 bits of data being
transmitted at 4800 bps. Figure 2.15 is an example of the effect on a digital signal.
Here the noise consists of a relatively modest level of thermal noise plus occasional
spikes of impulse noise. The digital data are recovered from the signal by sampling
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Data .

transmitted:=0 +t 0 1 1 0 0 1 1 0 086 1 06 1 0

Signal:JULILIU

Noise:

Signal plus
noise:

Sampling
times:

 
Data received: 0 1 0 1 1 0 1 1 1 0 0 1 0 0 0

Original data: 0 1 0 1 1 0 0 1 1 0 0 1 0 I 0

eeBits in error _——*
FIGURE 2.15 Effect of noise on a digital signal.

the received waveform once perbit time. As can be seen,the noise is occasionally
sufficient to change a1 toaQoraQtoal.

Channel Capacity

Wehave seen that there are a variety of impairmentsthat distort or corrupta sig-
nal. For digital data, the question that then arises is to what extent these impair-
ments limit the data rate that can be achieved. The rate at which data can be trans-

mitted over a given communication path, or channel, under given conditions, is
referred to as the channel capacity.

There are four concepts here that weare trying to relate to one another:

e Data rate. This is the rate, in bits per second (bps), at which data can be com-
municated.

e Bandwidth, This is the bandwidth of the transmitted signal as constrained by
the transmitter and by the nature of the transmission medium, expressed in
cycles per second,or hertz.
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e Noise. The average level of noise over the communicationspath.
e Error rate. The rate at which errors occur, where an erroris the reception of

a 1 when a 0 wastransmitted, or the reception of a 0 when a 1 wastransmitted.

The problem weare addressing is this: Communicationsfacilities are expen-
sive, and, in general, the greater the bandwidth ofa facility, the greater the cost.
Furthermore,all transmission channels of any practical interest are of limited band-
width. The limitations arise from the physical properties of the transmission
medium or from deliberate limitations at the transmitter on the bandwidthto pre-
vent interference from other sources. Accordingly, we would like to makeaseffi-
cient use as possible of a given bandwidth. For digital data, this means that we
would like to get as high a datarate as possible at a particular limit of error rate for
a given bandwidth. The main constraint on achievingthis efficiency is noise.

To begin,let us consider the case of a channelthatis noise-free. In this envi-
ronment, the limitation on data rate is simply the bandwidth of the signal. A for-
mulation of this limitation, due to Nyquist, states that if the rate of signal transmis-
sion is 2W,then a signal with frequenciesno greater thanWis sufficient to carry the
data rate. The converseis also true: Given a bandwidth of W,the highest signal rate
that can be carried is 2W. This limitation is due to the effect of intersymbol inter-
ference, such as is produced by delay distortion. Theresult is useful in the develop-
mentof digital-to-analog encoding schemesandis derived in Appendix 4A.

Notethatin the last paragraph, wereferredto signalrate.If the signals to be
transmitted are binary (two voltagelevels), then the data rate that can be supported
by W Hz is 2W bps. As an example, consider a voice channel being used, via
modem,to transmit digital data. Assume a bandwidth of 3100 Hz. Then the capac-
ity, C, of the channel is 2W = 6200 bps. However,as weshall see in Chapter4, sig-
nals with more than two levels can be used; that is, each signal element can repre-
sent more than one bit. For example, if four possible voltage levels are used as
signals, then each signal element can represent two bits. With multilevel signaling,
the Nyquist formulation becomes

C = 2W log, M

where M is the numberof discrete signal or voltage levels. Thus, for M = 8, a value
used with some modems, C becomes 18,600 bps.

So, for a given bandwidth, the data rate can be increased by increasing the
number of different signals. However, this places an increased burden on the
receiver: Instead of distinguishing one of two possible signals during each signal
time, it must distinguish one of M possible signals. Noise and other impairments on
the transmissionline will limit the practical value of M.

Thus, all other things being equal, doubling the bandwidth doubles the data
rate. Now considerthe relationship between data rate, noise, and error rate. This
can beexplained intuitively by again considering Figure 2.15. The presenceof noise
can corrupt one or morebits. If the data rate is increased, then the bits become
“shorter” so that more bits are affected by a given pattern of noise. Thus, at a given
noise level, the higher the data rate, the higher the errorrate.
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All of these concepts can be tied together neatly in a formula developed by
the mathematician Claude Shannon.As wehavejustillustrated, the higher the data
rate, the more damage that unwanted noise can do. Fora given level of noise, wé
would expectthat a greater signal strength would improve theability to correctly
receive data in the presence of noise. The key parameterinvolved in this reasoning
is the signal-to-noise ratio (S/N), which is the ratio of the powerin a signal to the
powercontained in the noise that is presentat a particular pointin the transmission.
Typically, this ratio is measuredat a receiver,asit is at this point that an attemptis
madeto process thesignal and eliminate the unwanted noise. For convenience,this

’ ratio is often reported in decibels:

signal power
(SIN)an = 10 log Tose power

This expresses the amount, in decibels, that the intended signal exceeds the noise
level. A high S/N will mean a high-quality signal and a low number of required
intermediate repeaters.

The signal-to-noise ratio is important in the transmission of digital data
becauseit sets the upper bound onthe achievable data rate. Shannon’sresult is that
the maximum channel capacity, in bits per second, obeys the equation

SC= W loga(1 + S|
whereCis the capacity of the channelin bits per second and W is the bandwidth of
the channel in hertz. As an example, consider a voice channel being used, via
modem, to transmit digital data. Assume a bandwidth of 3100 Hz. A typical value
of S/N for a voice-grade line is 30 dB,or a ratio of 1000:1. Thus,

C = 3100 logo(1 + 1000)

= 30,894 bps

This represents the theoretical maximum that can be achieved. In
practice,however, only much lower rates are achieved. One reason for this is that
the formula assumes white noise (thermal noise). Impulse noise is not accounted
for, nor are attenuation or delay distortion.

The capacity indicated in the preceding equation is referred to as the error-
free capacity. Shannon provedthatif the actual information rate on a channelis less
than the error-free capacity, then it is theoretically possible to use a suitable signal
code to achieve error-free transmission through the channel. Shannon’s theorem
unfortunately does not suggest a meansfor finding such codes, but it does provide
a yardstick by which the performanceof practical communication schemes may be
measured,

The measureofefficiency of a digital transmission is the ratio of C/W, which
is the bps per hertz that is achieved. Figure 2.16 illustrates the theoretical efficiency
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FIGURE 2.16 Theoretical and actual transmission efficiency.

of a transmission. It also showsthe actual results obtained on a typical voice-grade
line.

Several other observations concerning the above equation maybeinstructive.
Fora given level of noise, it would appear that the data rate could be increased by
increasing either signal strength or bandwidth. However, as the signal strength
increases, so do nonlinearities in the system, leading to an increase in inter-
modulation noise. Note also that, because noise is assumed to be white, the wider
the bandwidth, the more noise is admitted to the system. Thus, as W increases,
S/N decreases.

Finally, we mention a parameter related to S/N that is more convenient for
determining digital data rates and error rates. The parameteris the ratio of signal
energy per bit to noise-power density per hertz, E,/No. Considera signal, digital or
analog, that contains binary digital data transmitted at a certain bit rate R. Recall+
ing that 1 W =1J/s, the energyperbit in a signalis given by #, = ST), where S is
the signal power and T;,is the time required to send one bit. The data rateRisjust
R=1/T,. Thus,

or, in decibel notation,

a = § — 10 log R + 228.6 dBW — 10 logT0
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2.4

2.5

Theratio E,/Np is important because the bit error rate for digital data is a (decreas-
ing) function of this ratio. Given a value of E,/No neededto achieve a desired error
rate, the parameters in the preceding formula may beselected. Note that as the bit
rate R increases, the transmitted signal power, relative to noise, must increase to
maintain the required E;/No.

Let ustry to grasp this result intuitively by considering again Figure 2.15. The
signalhere is digital, but the reasoning would be the same for an analogsignal. In
several instances, the noise is sufficient to alter the value of a bit. Now,if the data
rate were doubled, the bits would be moretightly packed together, and the same
passageofnoise might destroy two bits. Thus, for constant signal and noisestrength,
an increase in datarate increasesthe errorrate.

Example

Forbinary phase-shift keying (definedin Chapter4); E,/No = 8.4 dBis required for
a bit error rate of 10-4 (probability of error = 107‘). If the effective noise tempera-
ture is 290°K (room temperature) and the data rate is 2400 bps, what received sig-
nal level is required?

Wehave

8.4 = S(dBW) — 10 log 2400 + 228.6 dBW — 10 log 290

= $(dBW) - (10)(3.38) + 228.6 — (10)(2.46)

S = — 161.8 dBW

RECOMMENDED READING

There are many books that cover the fundamentals of analog and digital transmission.
[COUC9S] is quite thorough. Other excellent treatments include the three-volume’,
[BELL90], [PROA94], and [HAYK94].

BELL90 Bellcore (Bell Communications Research). Telecommunications Transmission
Engineering, Third Edition. Three volumes. 1990,

COUC95 Couch, L. Modern Communication Systems: Principles and Applications. Engle-
woodCliffs, NJ: Prentice Hall, 1994.

HAYK94 Haykin, S. Communication Systems. New York: Wiley, 1994.
PROA94_ Proakis, J. and Salehi, M. Communication Systems Engineering. Englewood

Cliffs, NJ: Prentice Hall, 1994.

PROBLEMS

2.1. a. For the multipoint configuration of Figure 2.1, only one deviceat a time can trans-
mit. Why?

b. There are two methods of enforcing the rule that only one device can transmit. In
the centralized method, one station is in control and can either transmit or allow a
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specified other station to transmit. In the decentralized method, the stations jointly
cooperatein taking turns. What do yousee as the advantages and disadvantages of
the two methods?

Figure 2.6b showsthe frequency-domain function for a single square pulse. The single
pulse could representa digital 1 in a communication system. Note thatan infinite num-
ber of higher frequencies of decreasing magnitudes are neededto represent the single
pulse, Whatimplication does that have for a real digital transmission system?
Suppose that data are stored on 800-kbyte floppy diskettes that weigh 1 ounce each.
Suppose that a Boeing 747 carries 10 tons of these floppies at a speed of 600 mph over
a distance of 3000 miles. Whatis the data transmission rate in bits per second ofthis

’ system?
ASCIis a 7-bit code that allows 128 characters to be defined. In the 1970s, many news-
papers receivedstories from the wire servicesin a 6-bit code called TTS. This codecar-
ried upper- and lower-case characters as well as many special characters and format-
ting commands. The typical TTS character set allowed over 100 characters to be
defined. How do you think this could be accomplished?
Figure 2.12 indicates that the vertical blanking pulse has a duration of 830 to 1330 ps.
Whatis the total numberofvisible lines for each of these two figures?
Fora video signal, whatincrease in horizontal resolution is possible if a bandwidth of
5 MHz is used? Whatincrease in vertical resolution is possible? Treat the two ques-
tions separately; thatis, the increased bandwidth is to be used to increase either hori-
zontal or vertical resolution, but not both.
a. Suppose that a digitized TV pictureis to be transmitted from a source that uses a

matrix of 480 X 500 picture elements (pixels), where each pixel can take on oneof
32 intensity values. Assumethat 30 pictures are sent per second.(This digital source
is roughly equivalent to broadcast TV standardsthat have been adopted.) Find the
source rate R (bps).

b. Assumethat the TV pictureis to be transmitted over a channel with 4.5-MHz band-
width and a 35-dB signal-to-noise ratio. Find the capacity of the channel (bps).

c. Discuss how the parametersgiven in part (a) could be modified to allow transmis-
sion of color TV signals without increasing the required value for R.

Figure 2.5 shows the effect of eliminating higher-harmonic components of a square
wave and retaining only a few lower-harmonic components. What would the signal
look like in the opposite case—thatis, retaining all higher harmonics andeliminating
a few lower harmonics?

Whatis the channel capacity for a teleprinter channel with a 300-Hz bandwidth and a
signal-to-noise ratio of 3 dB?
A digital signaling system is required to operate at 9600 bps.
a. Ifa signal element encodesa 4-bit word, what is the minimum required bandwidth

of the channel?

b. Repeatpart (a) for the case of 8-bit words.
Whatis the thermal noise level of a channel with a bandwidth of 10 kHz carrying
1000 watts of power operating at 50° C?
Study the works of Shannon and Nyquist on channel capacity. Each places an upper
limit on the bit rate of a channel, based on two different approaches. Howare the two
related?

Given a channel with an intended capacity of 20 Mbps. The bandwidth of the channel
is 3 MHz. Whatsignal-to-noise ratio is required in order to achieve this capacity?
The square waveof Figure 2.8c, with T = 1 msec, is transmitted through a low-passfil-
ter that passes frequencies up to 8 kHz with no attenuation.
a. Find the power in the output waveform.
b. Assuming that at the filter input there is a thermal noise. voltage with No =

0.1 pWatt/Hz,find the output signal-to-noise ratio in dB.
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2.15 _A periodic bandlimited signal has only three frequency components: dc, 100 Hz, and
200 Hz. In sine-cosine form,

x(t) = 12 + 15 cos 2007+ 20 sin 200at — 5 cos 400at — 12 sin 400at
Expressthe signal in amplitude/phase form.

2.16 If an amplifier has a 30-dB gain, what voltage ratio does the gain represent?
2.17 An amplifier has an output of 20W. Whatisits output in dBW?
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2A APPENDIX

FOURIER ANALYSIS

IN THIS APPENDIX, we provide an overview of key concepts in Fourier Analysis.

Fourier Series Representation of Periodic Signals
With the aid of a goodtable ofintegrals.it is a remarkably simple task to determine the fre-
quericy-domain nature of manysignals. We begin with periodic signals. Any periodic signal
can be represented as a sum of sinusoids, known as a Fourierseries:

x(t) = s a, cos(2amnfot) + s b,, sin(2anfot)
n=0 n=1

where fo is the inverse of the period of the signal (fo = 1/T). The frequency fo is referred to
as the fundamental frequency; multiples of fo are referred to as harmonics. Thus, a periodic
signal with period T consists of the fundamental frequency fo = 1/T plus harmonics of that
frequency.If ap # 0, then x(t) has a dc component.

Thevalues ofthe coefficients are calculated as follows:

ay = | x(ddt0

a, = 2)x(f)cos(27fot)dt0

b, = 4[x(t )sin(2afot)dt0

This form of representation, known as the sine-cosine representation, is the easiest
form to compute,but suffers from the fact that there are two components at each frequency.
A more meaningful representation, the amplitude-phase representation, takes the form

x(t) = co + > Cp COS(2Afot + O,)n=1

This relates to the earlier representation, as follows:

Co = do

Cn = Vae + b2

= tant {Bai0,, = —tan (22)
Examples of the Fourier series for periodic signals are shownin Figure 2.17.

Fourier Transform Representation of Aperiodic Signals
For aperiodic signal, we have seen that its spectrum consists of discrete frequency compo-
nents, at the fundamental frequency andat its harmonics. For an aperiodic signal, the spec-
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Fourier series
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FIGURE2.17 Some commonperiodic signals and their Fourierseries.
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trum consists of a continuum of frequencies. This spectrum can be defined by the Fourier
transform.Fora signal x(f) with a spectrum X(=f), the following relationships hold:

oo

x)=|X(fle?af90

~

X(f) = [ x(pe?"dtoO

Figure 2.18 presents some examples of Fourier transform pairs.

Power Spectral Density and Bandwidth
The absolute bandwidth of any time-limited signal is infinite. In practical terms, however,
most of the powerin a signalwill be concentrated in somefinite band, and the effective band-
width will consist of that portion of the spectrum that contains most of the power. To make
this concept precise, we need to define the’ power spectral density.

First, we observe the powerin the time domain. A function x(f) usually specifies a sig-
nal in termsof either voltage or current. In either case, the instantaneous powerin the signal
is proportionalto |x(1)|?. We define the average powerof a time-limitedsignal as

 

p=-—! [woreh-&

For a periodic signal, the average power in one periodis

1") v2p=4/ |x(t)|? dt
Wewould like to know the distribution of power as a function of frequency. For peri-

odic signals, this is easily expressed in terms of the coefficients of the exponential Fourier
series. The powerspectral density S(f) obeys

s(f) = 3} |X,a(f - nfo)n=—-0

The power spectral density S(f) for aperiodic functions is more difficult to define. In
essence,it is obtained by defining a “period” Tp and allowing To to increase withoutlimit.

For a continuous valued function S(f), the power contained in a bandof frequencies,
fi < f < hr» is

fe

p=2| scrapfi

For a periodic waveform,the power through thefirst j harmonics is
i

> lel?n=0

With these concepts, we can now define the half-power bandwidth, which is perhaps
the most common bandwidth definition. The half-power bandwidth is the interval between
frequencies at which S(f) has droppedto half of its maximum value of power, or 3 dB below
the peak value.

P= Ni
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FIGURE2.18 Some commonsignals and their Fourier transforms.
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2B APPENDIX

‘DECIBELS AND SIGNAL STRENGTH

AN IMPORTANT PARAMETER in any transmission system is the strength of the signal
being transmitted. As a signal propagates along a transmission medium,there will be a loss,
or attenuation, of signal strength. Additional losses occur at taps and splitters. To compen-
sate, amplifiers may beinserted at various points to impart a gain in signal strength.

itiis customary. to express gains,losses, and relative levels in decibels, because
e Signal strength often falls off logarithmically, so loss is easily expressed in terms of the

decibel, which is a logarithmic unit.
@ The netgain orloss in a cascaded transmission path can be calculated with simple addi-

tion and subtraction.

The decibel is a measure of the difference in twosignallevels:

P

Nap = 10 logio B,
where

Nap = numberofdecibels

P,2 = powervalues
logio = logarithm to the base .10 (from now on, wewill simply use log to mean logy)

For example,if a signal with a powerlevel of 10 mW is inserted onto a transmission
line and the measured power somedistance away is 5 mW,the loss can be expressed as

LOSS = 10 log(5/10) = 10(-0.3) = -3 dB

Note that the decibel is a measure ofrelative, not absolute difference. A loss from 1000 mW
to 500 mW is also a -3 dB loss. Thus, a loss of 3 dB halves the voltage level; a gain of 3 dB
doubles the magnitude.

The decibel is also used to measure the difference in voltage, taking into account that
poweris proportional to the square of the voltage:

-—P="R

where

P = powerdissipated across resistance R
V = voltage across resistance R

Thus,

fe
Nap = 10 log 5 = 10eva 20 logv,
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Decibel valuesrefer to relative magnitudes or changes in magnitude,not to.an absolute
level. It is convenient to be able to refer to an absolute level of power or voltage in decibels
so that gains and losses with referenceto an initial signal level may easily be calculated. Thus,
several derived units are in commion use.

The dBW (decibel-Watt) is used extensively in microwave applications. The value of
1 W is selected as a reference and defined to’be 0 dBW.The absolute decibel level of power
in dBWis defined as

Power(dBW)= 10 log Power)
For example, a power of 1000 W is 30 dBW, and a power of 1 mW is -30 dBW.

A unit in commonuse in cable television and broadband LAN applications is the
dBmvV(decibel-millivolt). This is an absolute unit with 0 dBmV equivalent to 1 mV. Thus,

Voltage(dBmV) = 20 log Nottaea)
The voltage levels are assumedto be across a 75-ohm resistance.

The decibel is convenient for determining overall gain or loss in a signal path. The
amplifier gain, and the losses dueto the cables, tap, and splitter are expressed in decibels. By
using simple addition and subtraction, the signal level at the outlet is easily calculated. For
example, consider a point-to-point link that consists of a transmission line with a single
amplifier partway along. If the loss on thefirst portion ofline is 13-dB, the gain of the ampli-
fier is 30 dB, and the loss on the second portion of line is 40 dB, then the overall gain (loss)
is -13 +30 —40 = ~23 dB.If the original signal strength is -30 dBW,the received signal
strength is -53 dBW.
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receiverin a data transmission system. Transmission media can beclassified
as guided or unguided. In both cases, communicationis in the form of elec-

tromagnetic waves. With guided media, the wavesare guided along a solid medium,
such as coppertwisted pair, copper coaxial cable, and opticalfiber, The atmosphere
and outer space are examples of unguided media that provide a meansof transmit-
ting electromagnetic signals but do not guide them;this form of transmissionis usu-
ally referred to as wireless transmission.

The characteristics and quality of a data transmission are determined both by

T= transmission medium is the physical path between transmitter and

the characteristics of the medium andthe characteristics of the signal. In the case of
guided media, the mediumitself is more important in determining thelimitations of
transmission.

For unguided media, the bandwidthof the signal produced by the transmitting
antenna is more important than the medium in determining transmission charac-
teristics. One key property of signals transmitted by antennais directionality. In
general, signals at lower frequencies are omnidirectional; thatis, the signal propa-
gatesin all directions from the antenna. At higher frequencies,it is possible to focus
the signal into a directional beam.

In considering the design of data transmission systems, a key concern, gener-
ally, is data rate and distance: the greater the data rate and distance, the better. A
number of design factors relating to the transmission medium and to the signal
determine the data rate and distance:

° Bandwidth. All other factors remaining constant, the greater the bandwidth
of a signal, the higher the data rate that can be achieved.

° Transmission impairments. Impairments, such as attenuation, limit the dis-
tance. For guided media, twisted pair generally suffer more impairment than
coaxial cable, which in turn suffers more thanopticalfiber.

° Interference. Interference from competing signals in overlapping frequency
‘bandscan distort or wipe outa signal. Interferenceis of particular concern for
unguided media, but it is also a problem with guided media. For guided
media, interference can be caused by emanations from nearby cables. For
example, twisted pair are often bundled together, and conduits often carry
multiple cables. Interference can also be experienced from unguided trans-
missions. Propershielding of a guided medium can minimizethis problem.

° Numberof receivers. A guided medium can be used to construct a point-to-
point link or a sharedlink with multiple attachments. In thelatter case, each
attachment introduces someattenuation anddistortion‘on theline, limiting
distance and/or data rate.

_ Figure 3.1depicts the electromagnetic spectrum and indicates the frequencies
at which various guided media and unguided transmission techniques operate. In
this chapter, we examine these guided and unguidedalternatives. In all cases, we
describe the systems physically, briefly discuss applications, and summarize key
transmission characteristics.
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FIGURE3.1 Electromagnetic spectrum for telecommunications,

GUIDED TRANSMISSION MEDIA

For guided transmission media, the transmission capacity, in terms of either data
rate or bandwidth, dependscritically on the distance and on whether the mediumis
point-to-pointor multipoint, such as in a local area network (LAN). Table 3.1 indi-
cates the type of performance typical for the common guided medium for long-
distance point-to-point applications; we defer a discussion of the use of these media
for LANsto Part II.

The three guided media commonlyusedfor data transmission are twisted pair,
coaxial cable, and optical fiber (Figure 3.2). We examine eachof these in turn.

Twisted Pair

The least-expensive arid most widely-used guided transmission medium is twisted
pair.

{

TABLE 3.1 Point-to-point transmission characteristics of guided media. 

 

Transmission

medium Total data rate Bandwidth Repeater spacing

Twisted pair 4 Mbps 3 MHz 2 to 10 km
Coaxialcable 500 Mbps 350 MHz 1 to 10 km
Optical fiber 2 Gbps 2 GHz 10 to 100 km       
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FIGURE 3.2 Guided transmission media.

Physical Description

A twisted pair consists of two insulated copper wires arranged in a regular spiral
pattern. A wire pair acts as a single communication link. Typically, a number of
these pairs are bundled together into a cable by wrapping them in a tough protec-

_ tive sheath. Over longer distances, cablés may contain hundredsofpairs. The twist-
ing tends to decrease the crosstalk interference between adjacentpairs in a cable.
Neighboring pairs in a bundle typically have somewhat different twist lengths to
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enhancethecrosstalk interference. On long-distancelinks, the twist length typically
varies from twoto six inches. The wires in a pair have thicknesses of from 0,016 to
0.036 inches.

Applications
Byfar the most commontransmission medium for both analog anddigital signalsis
twisted pair.It is the most commonlyused mediumin the telephone networkas well
as being the workhorsefor communications within buildings.

In the telephone system,individual residential telephone sets are connected to
the local telephone exchange, or “endoffice,” by twisted-pair wire. These .are
referred to as subscriber loops. Within an office building, each telephone is also con-
nectedto a twisted pair, which goes to the in-house private branch exchange (PBX)
system or to a Centrex facility at the end office. These twisted-pair installations
were designed to supportvoicetraffic using analog signaling. However, by meansof
a modem,thesefacilities can handle digital datatraffic at modest datarates.-

Twisted pair is also the most common medium used for digital signaling. For
connectionsto a digital data switch or digital PBX within a building, a data rate of
64 kbps is common. Twisted pair is also commonly used within a building for local
area networks supporting personal computers. Datarates for such products are typ-
ically in the neighborhood of 10 Mbps. However, recently, twisted-pair networks
with data rates of 100 Mbps have been developed,although these are quite limited
in terms of the number of devices and geographic scopeof the network. For long-
distance applications, twisted pair can be used at data rates of 4 Mbps or more.

Twisted pair is much less expensive than the other commonly used guided
transmission media (coaxial cable, optical fiber) and is easier to work with. It is
morelimited in terms of data rate and distance.

Transmission Characteristics

Twisted pair maybe used totransmit both analog and digital signals. For analog sig-
nals, amplifiers are required about every 5 to 6 km.Fordigital signals, repeaters are
required every 2 or 3 km.

Comparedto other commonlyused guided transmission media (coaxial cable,
opticalfiber), twisted pair is limited in distance, bandwidth, and data rate. As Fig-
ure 3.3 shows,the attenuation for twisted pair is a very strong function of frequency.
Other impairments are also severe for twisted pair. The medium is quite suscepti-
ble to interference and noise because of its easy coupling with electromagnetic
fields. For example, a wire run parallel to an ac power line will pick up 60-Hz
energy. Impulse noise also easily intrudes into twisted pair. Several measures are
taken to reduce impairments. Shielding the wire with metallic braid or sheathing
reduces interference. The twisting of the wire reduces low-frequency interference,
and the use of different twist lengths in adjacent pairs reduces crosstalk.

For point-to-point analog signaling,:a bandwidth of up to about 250 kHzis
possible. This accommodates a numberof voice channels. For long-distance digital
point-to-pointsignaling, data rates of up to a few Mbpsare possible; for very short
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FIGURE 3.3 Attenuation oftypical guided media.

distances, data rates of up to 100 Mbps have been achieved in commercially avail-
able products.

Unshielded and Shielded Twisted Pair

Twisted pair comes in two varieties: unshielded and shielded. Unshielded twisted
pair (UTP) is ordinary telephone wire. Office buildings, by universal practice, are
pre-wired with a great deal of excess unshielded twisted pair, more than is needed
for simple telephone support. This is the least expensive of all the transmission
media commonly usedfor local area networks, and is easy to work with and simple
to install.

Unshielded twisted pair is subject to external electromagnetic interference,
including. interference from nearby twisted pair and from noise generated in the
environment. A way to improve the characteristics of this medium is to shield the
twisted pair with a metallic braid or Sheathing that reduces interference. This
shielded twisted pair (STP) provides better performance at lower data rates. How-
ever, it is more expensive and more difficult to work with than unshielded twisted
pair.

Category 3 and Category 5 UTP

Most office buildings are prewired with a type of 100-ohm twisted pair cable com-
monly referred to as voice-grade. Because voice-grade twisted pair is already
installed,it is an attractive alternative for use as a LAN{nedium. Unfortunately, the
data rates and distances achievable with voice-grade twisted pair are limited.

In 1991, the Electronic Industries Association published standard EIA-568,
Commercial Building Telecommunications Cabling Standard, that specified the use:
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of voice-grade unshielded twisted pair as well as shielded twisted pair for in-build-
ing data applications. At that time, the specification was felt to be adequate for the
range of frequencies and data rates found in office environments. Upto that time,
the principle interest for LAN designs was in the range of data rates from 1 Mbps
to 16 Mbps. Subsequently, as users migrated to higher-performance workstations
and applications, there was increasing interest in providing LANs that could oper-
ate up to 100 Mbpsoverinexpensive cable. In responseto this need, ELA-568-A was
issued in 1995. The new standard reflects advances in cable and connector design
and test methods. It covers 150-ohm shielded twisted pair and 100-ohm unshielded
twisted pair.

EIA-568-A recognizes three categories of UTP cabling:

° Category 3. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 16 MHz.

° Category 4. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 20 MHz.

° Category 5. UTP cables and associated connecting hardware whose transmis-
sion characteristics are specified up to 100 MHz.

Of these, it is Category 3 and Category 5 cable that have received the most
attention for LAN applications. Category 3 corresponds to the voice-grade cable
found in abundance in most office buildings. Over limited distances, and with
proper design, data rates of up to 16 Mbps should be achievable with Category 3.
Category 5 is a data-grade cable that is becoming increasingly common for pre-
installation in new office buildings. Over limited distances, and with proper design,
data rates of up to 100 Mbps should be achievable with Category 5.

A keydifference between Category 3 and Category 5 cable is the numberof
twists in the cable per unit distance. Category 5 is much more tightly twisted—
typically 3 to 4 twists per inch, compared to 3 to 4 twists per foot for Category 3.
Thetighter twisting is more expensive but provides much better performance than
Category 3.

Table 3.2 summarizes the performance of Category 3 and 5 UTP,as well as the
STP specified in EIA-568-A. Thefirst parameter used for comparison, attenuation,
is fairly straightforward. The strength of a signal falls off with distance over any
transmission medium.For guided media, attenuation is generally logarithmic andis
therefore typically expressed as a constant number of decibels per unit distance.
Attenuation introduces three considerations for the designer. First, a received sig-
nal must have sufficient magnitude so that the electronic circuitry in the receiver
can detect and interpret the signal. Second, the signal must maintain a level suffi-
ciently higher than noise to be received without error. Third, attenuation is an
increasing function of frequency.

Near-endcrosstalk, as it applies to twisted pair wiring systems, is the coupling
of the signal from one pair of conductors to another pair. These conductors may be
the metalpins in a connectoror the wire pairs in a cable. The near endrefers to cou-
pling that takes place when the transmit signal entering the link couples back to the
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TABLE 3.2 Comparison of shielded and unshielded twisted pair.

Attenuation (dB per 100 m) Near-end crosstalk (dB)

Frequency Category 3 Category 5 Category3 Category 5
(MHz) UTP UTP 150 2 STP UTP UTP 150.Q STP

1 2.6 2.0 11 41 62 58
4 5.6 4.1 2.2 32 53 58
16 13.1 8.2 4.4 23 44 50.4

25 —_ 10.4 6.2 _— 32 475
100 _ 22.0 123 _— ~ 38.5
300 — —_ 21.4 _ _ 31.3
     

receive conductor pair at that same end of the link; in other words, the near-trans-
mitted signal is picked up by the near-receive pair.

Coaxial Cable

‘Physical Description

Coaxial cable, like twisted pair, consists of two conductors, but is constructed dif-
ferently to permit it to operate over a wider range of frequencies. It consists of a
hollow outer cylindrical conductor that surrounds a single inner wire conductor
(Figure 3.2b). The inner conductoris held in place by either regularly spaced insu-
lating rings or a solid dielectric material. The outer conductor is covered with a
jacket or shield. A single coaxial cable has a diameter of from 0.4 to about1 in.
Because ofits shielded, concentric construction, coaxial cable is much less suscepti-
ble to interference and crosstalk than is twisted pair. Coaxial cable can be used over
longer distances and supports more stations on a sharedline than twisted pair.

Applications

Coaxial cable is perhaps the mostversatile transmission medium and is enjoying
widespread use in a wide variety of applications; the most important of these are

® Television distribution

® Long-distance telephone transmission
« Short-run computer system links
® Local area. networks

Coaxial cable is spreading rapidly as a meansofdistributing TV signals to indi-
vidual homes—cable TV.From its modest beginnings as Community Antenna Tele-
vision (CATV), designed to provide service to remote areas, cable TV will eventu-
ally reach almost as many homes and offices as the telephone. A cable TV system
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can carry dozens or even hundreds of TV channels at ranges up to a few tens of
miles.

Coaxial cable has traditionally been an important part of the long-distance
telephone network. Today,it faces increasing competition from optical fiber, ter-
restrial microwave, andsatellite. Using frequency-division multiplexing (FDM,see
Chapter 7), a coaxial cable can carry over 10,000 voice channels simultaneously.

Coaxial cable is also commonly used for short-range connections between
devices. Using digital signaling, coaxial cable can be used to provide high-speed I/O
channels on computer systems.

‘Another application area for coaxial cable is local area networks (Part
Three). Coaxial cable can support a large number of devices with a variety of data
and traffic types, over distances that encompass a single building or a complex of
buildings.

Transmission Characteristics

Coaxial cable is used to transmit both analog and digital signals. As can be seen
from Figure 3.3, coaxial cable has frequency characteristics that are superior to
those of twisted pair, and can hence be used effectively at higher frequencies and
data rates. Because of its shielded, concentric construction, coaxial cable is much
less susceptible to interference and crosstalk than twisted pair. The principal con-
straints on performance are attenuation, thermal noise, and intermodulation noise.
Thelatter is present only when several channels (FDM)or frequency bandsarein
use on the cable.

For long-distance transmission of analog signals, amplifiers are needed every
few kilometers, with closer spacing required if higher frequencies are used. The
usable spectrum for analog signaling extends to about 400 MHz.Fordigital signal-
ing, repeaters are needed every kilometer or so, with closer spacing needed for
higher data rates.

Optical Fiber

Physical Description

An optical fiber is a thin (2 to 125 jm), flexible medium capable of conducting an
optical ray. Various glasses and plastics can be used to makeopticalfibers. The low-
est losses have been obtained usingfibers of ultrapure fused silica. Ultrapure fiber
is difficult to manufacture; higher-loss multicomponent glass fibers are more eco-
nomical andstill provide good performance. Plastic fiber is even less costly and can
be used for short-haul links, for which moderately high losses are acceptable.

An optical fiber cable has a cylindrical shape and consists of three concentric
sections: the core, the cladding, and the jacket (Figure 3.2c). The core is the inner-
most section and consists of one or more very thin strands, or fibers, made of glass
or plastic. Each fiber is surrounded by its own cladding, a glass or plastic coating
that has optical properties different from those of the core. The outermost layer,
surrounding one or a bundle of claddedfibers,is the jacket. The jacket is composed
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ofplastic and other material layered to protect against moisture, abrasion, crushing,
and other environmental dangers.

Applications

One of the most significant technological breakthroughs in data transmission has
been the development of practical fiber optic communications systems. Optical
fiber already enjoys considerable use in long-distance telecommunications, andits
use in military applications is growing. The continuing improvements in perfor-
mance and declinein prices, together with the inherent advantagesofopticalfiber,
have madeit increasingly attractive for local area networking. The following char-
acteristics distinguish optical fiber from twisted pair or coaxial cable:

@

Q

@

e

Greater capacity. The potential bandwidth, and hence data rate, of optical
fiber is immense; data rates of 2 Gbps over tens of kilometers have been
demonstrated. Compare this capability to the practical maximum of hundreds
of Mbps over about 1 km for coaxial cable and just a few Mbps over 1 km or
up to 100 Mbpsovera few tens of meters for twisted pair.

Smaller size and lighter weight. Optical fibers are considerably thinner than
coaxial cable or bundled twisted-pair cable—at least an order of magnitude
thinner for comparable information-transmission capacity. For cramped con-

duits in buildings and undergroundalong public rights-of-way, the advantage
of small size is considerable. The corresponding reduction in weight reduces
structural support requirements.

Lower attenuation. Attenuationis significantly lower for optical fiber than for
coaxial cable or twisted pair (Figure 3.3) and is constant over a wide range.

Electromagnetic isolation. Optical fiber systems are not affected by external
electromagnetic fields. Thus, the system is not vulnerable to interference,
impulse noise, or crosstalk. By the same token, fibers do not radiate energy,
thereby causing little interference with other equipment and thus providing a
high degree of security from eavesdropping. In addition, fiber is inherently
difficult to tap.

Greater repeater spacing. Fewer repeaters means lower cost and fewer
sources of error. The performance of optical fiber systems from this point of
view has been steadily improving. For example, AT&T has developed a fiber
transmission system that achieves a data rate of 3.5 Gbps over a distance of
318 km [PARK92] without repeaters. Coaxial and twisted-pair systems gen-
erally have repeaters every few kilometers.

Five basic categories of application have become important for optical fiber:

Long-haul trunks

Metropolitan trunks

Rural-exchange trunks
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e Subscriber loops
e Local area networks

Long-haul fiber transmission is becoming increasingly common in the tele-
phonenetwork. Long-haul routes average about 900 miles in length and offer high
capacity (typically 20,000 to 60,000 voice channels). These systems compete eco-
nomically with microwave and have so underpriced coaxial cable in many devel-
oped countries that coaxial cable is rapidly being phased out of the telephone net-
work, in such areas.

Metropolitan trunking circuits have an average length of 7.8 miles and may
have as many as 100,000 voice channels in a trunk group. Mostfacilities are installed
in underground conduits and are repeaterless, joining telephone exchanges in a
metropolitan or city area. Included in this category are routes that link long-haul
microwavefacilities that terminate at a city perimeter to the main telephone
exchange building downtown.

Rural exchange trunks havecircuit lengths ranging from 25 to 100 miles that
link towns and villages. In the United States, they often connect the exchangesof
different telephone companies. Most of these systems have fewer than 5,000 voice
channels. The technology in these applications competes with microwavefacilities.

Subscriber loop circuits are fibers that run directly from the central exchange
to a subscriber. These facilities are beginning to displace twisted pair and coaxial
cable links as the telephone networks evolve into full-service networks capable of
handling not only voice and data, but also image and video. The initial penetration
of optical fiber in this application is for the business subscriber, but fiber transmis-
sion into the homewill soon begin to appear.

A final important application of optical fiber is for local area networks.
Recently, standards have been developed and products introduced for optical fiber
networks that have a total capacity of 100 Mbps and can support hundreds or even
thousandsofstationsin a large office building or in a complex of buildings.

The advantages of optical fiber over twisted pair and coaxial cable become
more compelling as the demand forall types of information (voice, data, image,
video) increases.

Transmission Characteristics

Optical fiber systems operate in the range of about 10"* to 10'° Hz; this covers por-
tions of the infrared and visible spectrums. The principle of optical fiber transmis-
sion is as follows. Light from a source enters the cylindrical glass or plastic core.
Rays at shallow angles are reflected and propagated along the fiber; other rays are
absorbed by the surrounding material. This form of propagation is called multi-
mode, referring to the variety of angles that will reflect. When the fiber core radius
is.reduced, fewer angles will reflect. By reducing the radius of the core to the order
of a wavelength, only a single angle or mode can pass: the axial ray. This single-
mode. propagation provides superior performance for the following reason: With
multimode transmission, multiple propagation paths exist, each with adifferent
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path length and, hence, time to traverse the fiber; this causes signal elements to
spread outin time, which limits the rate at which data can be accurately received.
Becausethereis a single transmission path with single-mode transmission, such dis-
tortion cannotoccur. Finally, by varying the index of refraction of the core, a third
type of transmission, known as multimode graded index, is possible. This type is
intermediate between. the other two in characteristics. The variable refraction has

the effect of focusing the rays more efficiently than ordinary multimode, also known
as multimode step index. Table 3.3 comparesthe three fiber transmission modes.

Two different types of light source are used in fiber optic systems: the light-
emitting diode (LED)andtheinjection laser diode (ILD). Both are semiconductor
devices that emit a beam of light when a voltage is applied. The LEDis less costly,
operates over a greater temperature range, and has a longer operational life. The
ILD,which operates onthelaserprinciple, is more efficient and can sustain greater
data rates.

There is a relationship among the wavelength employed, the type of trans-
mission, andthe achievable data rate. Both single mode and multimode can support
several different wavelengthsoflight and can employlaser or LED light source. In
opticalfiber, light propagates bestin three distinct wavelength “windows,” centered
on 850, 1300, and 1550 nanometers (nm). Theseareall in the infrared portion of the
frequency spectrum,belowthevisible-light portion, which is 400 to 700 nm. Theloss
is lower at higher wavelengths, allowing greater data raies over longer distances
(Table 3.3). Mostlocal applications today use 850-nm LEDlight sources. Although
this combinationis relatively inexpensive,it is generally limited to data rates under
100 Mbpsanddistances of a few kilometers. To achieve higher data rates and longer
distances, a 1300-nm LED or laser source is needed. The highest data rates and
longest distances require 1500-am laser sources.

TABLE 3.3 Typical fiber characteristics [STER93].              

Attenuation (dB/km) (Max)

      

    

  

Core Cladding Bandwidth
diameter diameter (MHz/kin)

Fiber type (1m) (um) | 80nm 13000m 1500 nm (Max)

Single Mode 5.0 85 or 125 2.3 5000 @ 850 an
8.1 125 0.5 0.25

Graded-index 50 125 2.4 0.6 0.5 600 @ 850 nm
1500 @ 1300 nm

62.5 125 3.0 0.7 0.3 200 @ 850 nm
1600 @ 1360 na

100 140 3.5 L5 0.9 300 © 850 nea
300 @ 1300 nm

Step-index 200 or 300 380 or 440 6.0 6                  
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3.2 WIRELESS TRANSMISSION

For unguided media, transmission and reception are achieved by means of an
antenna. For transmission, the antenna radiates electromagnetic energy into the
medium (usually air), and for reception, the antenna picks up electromagnetic
waves from the surrounding medium. There are basically two types of configura-
tions for wireless transmission: directional and omnidirectional. For the directional

configuration, the transmitting antenna puts out a focused electromagnetic beam;
the transmitting and receiving antennas must therefore be carefully aligned. In the
omnidirectional case, the transmitted signal spreads outin all directions and can be
received by many antennas. In general, the higher the frequency of a signal, the
moreit is possible to focusit into a directional beam.

Three general ranges of frequencies are of interest in our discussion of wire-
less transmission. Frequencies in the range of about 2 GHz (gigahertz = 10° Hz) to
40 GHz are referred to as microwave frequencies. At these frequencies, highly
directional beams are possible, and microwave is quite suitable for point-to-point
transmission. Microwaveis also used for satellite communications. Frequencies in
the range of 30 MHz to 1 GHz are-suitable for omnidirectional applications. We will
refer to this range as the broadcast radio range. Table 3.4 summarizes characteris-
tics! of unguided transmission at various frequency bands. Microwave covers part
of the UHF andall of the SHF band, and broadcast radio covers the VHF andpart
of the UHF band.

Another important frequency range, for local applications, is the infrared por-
tion spectrum. This covers, roughly, from 3 < 10'' to 2 x 10!* Hz. Infrared is use-
ful to local point-to-point and multipoint applications within confinedareas, such as
a single room.

Terrestrial Microwave

Physical Description

The most commontype of microwave antennais the parabolic “dish.” A typical size
is about 10 feet in diameter. The antennais fixed rigidly and focuses a narrow beam
to achieve line-of-sight transmission to the receiving antenna. Microwave antennas
are usually located at substantial heights above ground level in orderto extend the
range between antennas andto be able to transmit over intervening obstacles. With
no intervening obstacles, the maximum distance between antennas conforms to

d = 714VKh (2-1)

where d is the distance between antennasin kilometers,h is the antenna heightin
meters, and K is an adjustment factor to account for the fact that microwaves are
bent or refracted with the curvature of the earth and will, hence, propagate farther

' The various modulation techniques are explained in Chapter4.

Viptela, Inc. - Exhibit 1011 - Part 1
Page 102



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 103

CHAPTER 3 / TRANSMISSION MEDIA86

 yutod-o}-ju10d(AousnbeyyarqpoysejuowpedxgsdqylOGLOLMSdZHDTOLWAAjowenxe)JHAZHDO0€-0ESABMOIONEOjTJOIeS(AouenbexSABMOIONUE[BLISOLIOsdqw00TOLMSdZHI006OLWaysiyJodns)TSZHD0€-€SABMOION[ELISOLIOL-(fouenbeyWOIstAs|>o}THNsdqyyOLOLMSdZHI02OLgSs‘WAWaryenum)THNZHIA000€-00€OIpelLT(AousnbeyUOISIAS[S3THAsdqyO01OLMSd‘HSAZHIN§0}ZEDSWa‘ass‘AWystyAlea)THAZETIA00€-0€operga(AouenbeyOIPEISABMIIOYSsdq000€-01MSW‘MSA‘SISVZAyOLass‘WYyatq)THZHIA0€-€
(Aouenbay

oIpelJAY[eosowogsdq0001-01SSW‘MSi‘HSVHA7OLWYwMIpew)JZEDOOOE-00E-(AouonbaywoResiAeNsdq00T-1'0MSW‘MSA‘SVfeopoeidjouAjeroueg)MOD)TTZEDTOO€-0EsuoneorddeoyelBedUOHeINpoyyTIplapueguonemMpoyyoureNpueqTedpoutigByep[eisiqByepsojeuyAouenbery spueqsuopeorunumucopepindunJosonsiseeUpeAIAVL
Viptela, Inc. - Exhibit 1011 - Part 1

Page 103



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 104

3,2/ WIRELESS TRANSMISSION 87

than the opticalline of sight. A good rule of thumbis K = 4% [VALK93]. For exam-
ple, two microwave antennasat a height of 100 m may beasfar as 7.14 x V 133 =
82 km apart.

To achieve long-distance transmission, a series of microwave relay towers is
used; point-to-point microwave links are strung together over the desired distance.

Applications

The primary use for terrestrial microwave systems is in long-haul telecommunica-
tions'service, as an alternative to coaxial cable or optical fiber. The microwavefacil-
ity requires far fewer amplifiers or repeaters than coaxial cable over the same dis-
tance, but requires line-of-sight transmission. Microwave is commonlyusedfor both
voice and television transmission.

Another increasingly common use of microwave is for short point-to-point
links between buildings; this can be used for closed-circuit TV or as a data link
between local area networks. Short-haul microwave can also be used for the so-
called bypass application. A business can establish a microwave link to a long-
distance telecommunications facility in the same. city, bypassing the local texephone
company.

Transmission Characteristics

Microwave transmission covers a substantial portion of the electromagnetic spec-
trum. Commonfrequencies used for transmission are in the range 2 to 40 GHz. The
higher the frequency used, the higher the potential bandwidth and therefore the
higher the potential data rate. Table 3.5 indicates bandwidth anddata rate for some
typical systems.

As with any transmission system, a main source of joss is attenuation. For
microwave (and radio frequencies), the loss can be expressed as

2

L = 10log (404) dB (2-2)
where d is the distance andAis the wavelength,in the same units. Loss varies as the
square of the distance. In contrast, for twisted pair and coaxial cable,loss varies log-
arithmically with distance (linear in decibels). Repeaters or amplifiers, then, may be

TABLE 3.5 Typical digital microwave performance.      

Band (GHz) Bandwidth (MHz) Data rate (Mbps)

2 7 12
6 30 90

ii 40 90
220 27413            
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TABLE 3.6 Principal microwave bands authorized for fixed telecommunications in the United
 States (1979).

Maximum Necessary
channel spectral

Range bandwidth efficiency
Band name (GHz) (MHz) (bits/Hz) Type of service

2 GHz 1.71 -1.85 — Federal government
2 GHz 1.85 -1.99 8 Private; local government
2 GHz 2.11 ~2.13 3.5 2 Commoncarrier (shared)
2 GHz 2.13 -2.15 0.8/1.6 Private; local government
2 GHz 2.15 -2.16 10 Private; multipoint
2 GHz 2.16 —2.18 3.5 2 Commoncarrier

2 GHz _ 2.18 -2.20 0.8/1.6 Private; local government
2 GHz 2.20 —2.29 _ Federal government
2 GHz 2.45 —2.50 0.8 Private; local government (shared)
4 GHz 3.70 -4.20 20 4.5 Commoncarrier;satellite
6 GHz 5.925 —6.425 30 3 Commoncarrier;satellite
6 GHz 6.525 -6.875 5/10 Private; shared

7-8 GHz 7.125 —8.40 _— Federal government
10 GHz 10.550 —10.680 25 Private
11 GHz 10.7 -11.7 50 2.25 Commoncarrier

12 GHz 12.2 -12.7 10/20 Private; local government
13 GHz 13.2 ~13.25 25 Commoncarrier; private
14 GHz 14.4 -15.25 —_ Federal government
18 GHz 17.7 -19.7 220 Commoncarrier; shared

18 GHz 18.36 —19.04 50/100 Private; local government
22 GHz 21.2 -23.6 50/100 Private; commoncarrier
31 GHz 31.0 -31.2 50/100 Private; common carrier

38 GHz 36.0 ~38.6 — Federal government
40 GHz 38.6 —40.0. 50 Private; common carrier

Above 40.0 —_ Developmental                   

placed farther apart for microwave systems—10 to 100 km is typical. Attenuation
increases with rainfall, the effects of which become especially noticeable above
10 GHz. Another source of impairmentis interference. With the growing popular-
ity of microwave, transmission areas overlap and interference is always a danger. As
a result, the assignment of frequency bandsis strictly regulated.

Table 3.6 shows the authorized microwave frequency bands as regulated by
the Federal Communications Commission (FCC). The most common bands for
long-haul telecommunications are the 4{GHz to 6 GHz bands. With increasing con-
gestion at these frequencies, the 11 GHz bandis now coming into use. The 12 GHz
bandis used as a component of cable TV systems. Microwavelinks are used to pro-
vide TV signals to local CATV installations; the signals are then distributed to indi-
vidual subscribers via coaxial cable. Higher-frequency microwave is being used for
short point-to-point links between buildings; typically, the 22 GHz bandis used.
The higher microwave frequencies are less useful for longer distances because of
increased attenuation but are quite adequate for shorter distances. In addition, at
the higher frequencies, the antennas are smaller and cheaper.
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Satellite Microwave

Physical Description
A communicationsatellite is, in effect, a microwaverelay station. It is used to link
two or more ground-based microwave transmitter/receivers, known as earth sta-
tions, or ground stations, The satellite receives transmissions on one frequency
band (uplink), amplifies or repeats the signal, and transmits it on another frequency
(downlink). A single orbiting satellite will operate on a numberof frequency bands,
called transponder channels, or simply transponders.

Figure 3.4 depicts, in a general way, two commonconfigurations for satellite
communication. In thefirst, the satellite is being used to provide a point-to-point
link between two distant ground-based antennas. In the second, the satellite pro-
vides communications between one ground-based transmitter and a number of
ground-based receivers.

For a communicationsatellite to function effectively, it is generally required
that it remain. stationary with respect to its position over the earth; otherwise,it
would not be within the line of sight of its earth stationsat all times. To remain sta-
tionary, the satellite must have a period of rotation equalto the earth’s period of
rotation. This match occursat a height of 35,784 km.

Twosatellites using the same frequency band,if close enough together,will
interfere with each other. To avoid this problem, current standards require a
4° spacing (angular displacement as measured from the earth) in the 4/6 GHz band
and a 3° spacing at 12/14 GHz. Thus, the number of possible satellites is quite
limited.

Applications
The communication satellite is a technological revolution as important as fiber
optics. Among the most important applications forsatellites are

e Television distribution

° Long-distance telephone transmission
° Private business networks

Because of their broadcast nature, satellites are well suited to television dis-
tribution and are being used extensively in the United States and throughoutthe
world for this purpose.In its traditional use, a network provides programming from
a central location. Programs are transmitted to the satellite and then broadcast
down to a aumberof stations, which then distribute the programs to individual
viewers. One network, the Public Broadcasting Service (PBS), distributesits televi-
sion programming almost exclusively by the use of satellite channels. Other com-
mercial networks also make substantial use ofsatellite, and cable television systems
are receiving an ever-increasing proportion of their programming from satellites.
The most recent application of satellite technology to television distribution is
direct broadcast satellite (DBS), in which satellite video signals are transmitted
directly to the home user. The dropping cost andsize of receiving antennas have
made DBSeconomically feasible, and a numberof channels are either already in
service or in the planning stage.
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(b) Broadcastlink via satellite microwave

FIGURE3.4 Satellite communications configurations.

Satellite transmissionis also used for point-to-point trunks between telephone
exchangeoffices in public telephone networks.It is the optimum medium for high-
usage internationaltrunks andis competitive with terrestrial systems for many long-
distance intranationallinks.

Finally, there are a number of business data applications for satellite. The
satellite provider can divide the total capacity into a number of channels and lease
these channels to individual business users. A user equipped with the antennas at a
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FIGURE 3.5 VSATconfiguration.

numberofsites can usea satellite channel for a private network. Traditionally, such
applications have been quite expensive and limitedto larger organizations with
high-volume requirements. A recent developmentis the very small aperture termi-
nal (VSAT)system, which provides a low-cost alternative. Figure 3.5 depicts a typ-
ical VSAT configuration. A numberof subscriber stations are equipped with low-
cost VSAT antennas (about $400 per month per VSAT). Using some protocol,
these stations share a satellite transmission capacity for transmission to a hub sta-
tion. The hub station can exchange messages with each ofthe subscribers as well as
relay messages between subscribers.

. Transmission Characteristics

The optimum frequency range for satellite transmission is 1 to 10 GHz. Below
1 GHz,thereis significant noise from natural sources, including galactic, solar, and
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atmospheric noise, and human-madeinterference from various electronic devices.
Above 10 GHz,the signal is severely attenuated by atmospheric absorption and
precipitation.

Mostsatellites providing point-to-point service today use a frequency band-
width in the range 5.925 to 6.425 GHz for transmission from earth to satellite
(uplink) and a bandwidthin the range 3.7 to 4.2 GHz for transmission fromsatellite
to earth (downlink). This combinationis referred to as the 4/6 GHz band. Note that
the uplink and downlink frequencies differ. For continuous operation without inter-

. ference,a satellite cannot transmit and receive on the same frequency. Thus,signals
received from a ground station on one frequency must be transmitted back on
another.

The 4/6 GHz bandis within the optimum zoneof 1 to 10 GHz but has become
saturated. Other frequencies in that range are unavailable because of sources of
interference, usually terrestrial microwave. Therefore, the 12/14 GHz band has
been developed (uplink: 14 to 14.5 GHz; downlink: 11.7 to 12.2 GHz). Atthis fre-
quency band, attenuation problems must be overcome. However, smaller and
cheaperearth-station receivers can be used.It is anticipated that this band will also
saturate, and use is projected for the 19/29 GHz band (uplink: 27.5 to 31.0 Ghz;
downlink: 17.7 to 21.2 GHz). This band experiences even greater attenuation prob-
lems but will allow greater bandwidth (2500 MHz versus 500 MHz) and even
smaller and cheaperreceivers.

Several properties of satellite communication should be noted. First, because
of the long distancesinvolved, there is a propagation delay of about a quarter sec-
ond between transmission from one earth station and reception by another earth
station. This delay is noticeable in ordinary telephone conversations.It also intro-
duces problemsin the areas of error control and flow control, which we discuss in
later chapters. Second,satellite nicrowave is inherently a broadcastfacility. Many
stations can transmit to the satellite, and a transmission from a satellite can be
received by manystations.

Broadcast Radio

Physical Description

The principal difference between broadcast radio and microwaveis that the former
is omnidirectional and the latter is directional. Thus, broadcast radio does not
require dish-shaped antennas, and the antennas need not berigidly mounted to a
precise alignment.

Applications

Radio is a general term used to encompass frequencies in the range of 3 kHz to
300 GHz. Weare using the informal term broadcast radio to cover the VHF and
part of the UHF band: 30 MHz to 1 GHz. This range covers FM radio as well as
UHF and VHF television. This rangeis also used for a numberof data-networking
applications. ©

Transmission Characteristics

The range 30 MHz to 1 GHz is an effective one for broadcast communications.
Unlike the case for lower-frequency electromagnetic waves, the ionosphereis trans-
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parent to radio waves above 30 MHz. Transmissionis limited to line of sight, and
distant transmitters will not interfere with each other due to reflection from the
atmosphere. Unlike the higher frequencies of the microwave region, broadcast
radio wavesare less sensitive to attenuation from rainfall.

As a line-of-sight propagation technique, radio obeys Equation (2-1); thatis,
the maximum distance between transmitter and receiveris slightly more than the
optical line of sight, or 7.14 /Kh. As with microwave, the amountof attenuation2

due to distance obeys Equation (2-2), namely, 1010e(4*4) dB. Because of the
longer wavelength, radio waves suffer relatively less attenuation.

A prime source of impairment for broadcast radio waves is multipath inter-
ference. Reflection from land, water, and natural or human-made objects can cre-
ate multiple paths between antennas. This effect is frequently evident when TV
reception displays multiple images as an airplane passes by.

Infrared

Infrared communications is achieved using transmitters/receivers (transceivers)
that modulate noncoherent infrared light. Transceivers must be in line ofsight of
each other,either directly or via reflection from a light-colored surface such as the
ceiling of-a room.

One important difference between infrared and microwave transmission is
that the former doesnotpenetrate walls. Thus, the security and interference prob-
lems encountered in microwave systems are not present. Furthermore, there is no
frequency allocation issue with infrared, because nolicensing is required.

RECOMMENDED READING

Detailed descriptions of the transmission characteristics of the transmission media discussed
in this chapter can be found in [FREE91]. [REEV95] provides an excellent treatment of
twisted pair and optical fiber. Two good treatments of optical fiber are [GREE93} and
[STER93]. [STAL97] discusses the characteristics of transmission media for LANsin greater
detail.

FREE91 Freeman, R. Telecommunication Transmission Handbook. New York: Wiley,
1991.

GREE93_ Green, P. Fiber Optic Networks. EnglewoodCliffs, NJ: Prentice Hall, 1993.
REEV9S Reeve, W. Subscriber Loop Signaling and Transmission Handbook. Piscataway,

NJ: IEEEPress, 1995.

STAL97_ Stallings, W. Local and Metropolitan Area Networks, Fifth Edition. Englewood
Cliffs, NJ: Prentice Hall, 1997. :

STER93_ Sterling, D. Technician’s Guide to Fiber Optics. Albany, NY: Delmar Publications,
1993.

One website to recommend:
” ehttp://shapple.cs.washington.edu:600/mobile/mobile_htm!: Source for information about

wireless technology, products, conferences, and publications.
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3.4 PROBLEMS

3.1

3.2

3.3

3.4

3.5

3.6

Attenuation

&xplain the logical flaw in the following argument:
According to Table 3.1, a twisted pair can cary a digital data rate of 4 Mbps.

Home computers can use a modem with the telephone network to communicate across
networks. The telephone outlet is connected to the central exchange by a subscriber
loop, whichis twisted pair.It is difficult to establish communication by this method at a
data rate higher than 28.8 kbps, which is much lower then 4 Mbps. Therefore, there
must be a mistake in Table 3.1.

A twisted-pair line is approximatedasa filter with the characteristics shown in Figure
3.6. The figure shows the amountof attenuation of the signalas a function of frequency.
Assumingthat a square wavesignal, such as Figure 2.8c, with T = 0.1 psec and. A = a/4
is fed to the cable, find the sine wave components, with their magnitudes, that would
appearat the output.

A telephoneline with a bandwidth of 100 kHz is known to have a loss of 20 dB. The
inputsignal poweris measuredas0.5 watt, and the output signal noise level is measured
as 2.5 watt. Using this information, calculate the output signal-to-noise ratio,
A transmitter-receiver pair is connected across a coaxial cable. The signal power mea-
sured at the receiver is 0.1 watt. Signal levels change 1000 times per second. Noise
energy is 0.05 pJoules for every i millisecond. If E,/No = 10 dB is desired, determine
how manylevels must be accommodatedin the signal to encode the bits. What would
be the bit rate?

Given a 100-watt powersource, what is the maximum allowable length for the follow-
ing transmission mediaif a signal of 1 watt is to be received?
a. 22-gauge twisted pair operating at 1 kHz
b. 22-gauge twisted pair operating at 1 MHz
c. 0.375-inch coaxial cable operating at 1 MHz
d. 0.375-inch coaxial cable operating at 1 GHz
e. optical fiber operating atits optimal frequency
Coaxial cable is a two-wire transmission system. What is the advantage of connecting
ihe outer conductor to ground?

Sa =a

Sbb

        oo
 Bp-----------/)

80
Frequency (MHz)

FIGURE 3.6 Filter characteristics of a twisted-pair line,
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log and digital signals. Figure 2.13 suggested that either form of data could be
encodedinto either form ofsignal.

Figure 4.1 is another depiction that emphasizes the process involved. For dig-
ital signaling, a data source g(f), which may beeither digital or analog, is encoded
into a digital signal x(#). The actual form of x(¢) depends on the encoding technique,
and is chosen to optimize use of the transmission medium. For example, the encod-
ing may be chosen to either conserve bandwidth or to minimize errors.

The basis for analog signaling is a continuous, constant-frequency signal

[Chapter2, a distinction was made between analog anddigital data, and ana-

~ knownasthe carrier signal. The frequencyofthe carrier signal is chosen to be com-
patible with the transmission medium being used. Data may be transmitted using a
carrier signal by modulation. Modulation is the process of encoding source data
ontoacarriersignal with frequencyf,. All modulation techniques involve operation
on one or more of the three fundamental frequency-domain parameters:

° Amplitude

° Frequency
e Phase

The input signal m(t) may be analog or digital and is called the modulating
signal, or basebandsignal. The result of modulating the carrier signalis called the
modulatedsignal s(t). As Figure 4.1b indicates, s(¢) is a bandlimited (bandpass) sig-
nal. The location of the bandwidth on the spectrum is related to f, and is often
centered on f,. Again, the actual form of the encoding is chosen to optimize some
characteristic of the transmission.

Each of the four possible combinations depicted in Figure 4.1 is in wide-
spread use. The reasons for choosing a particular combination for any given com-
munication task vary. We list here some representative reasons:

e Digital data, digital signal. In general, the equipment for encodingdigital data
into a digital signal is less complex and less expensive than digital-to-analog
modulation equipment.

Analog data, digital signal. Conversion of analog data to digital form permits
the use of modern digital transmission and switching equipment. The advan-
tages of the digital approach were outlined in Section 2.2.
Digital data, analog signal. Some transmission media, such as optical fiber and
the unguided media,will only propagate analogsignals.
Analog data, analog signal. Analog data in electrical form can be transmitted
as basebandsignals easily and cheaply; this is done with voice transmission
over voice-grade lines. One common use of modulationis to shift the band-
width of a baseband signal to another portion of the spectrum. In this way,
multiple signals, each at a different position on the spectrum, can share the
same transmission medium;this is known as frequency-division multiplexing.

®

e@

We now examine the techniques involved in each of these four combinations
and then look at spread spectrum, which fits into several categories.
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(a) Encoding onto a digital signal
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FIGURE4.1 Encoding and modulation techniques.

DIGITAL DATA, DIGITAL SIGNALS

A digital signal is a sequence of discrete, discontinuous voltage pulses. Each pulse
is a signal element. Binary data are transmitted by encoding each data bit into sig-
nal elements. In the simplest case, there is a one-to-one correspondence between
bits and signal elements. An example is shown in Figure 2.15, in which binary 0 is
represented by a lower voltage level and binary 1 by a higher voltage level. As we
shall see in this section, a variety of other encoding schemesare also used.

First, we define some terms.If the signal elements all have the samealgebraic
sign, thatis, all positive or negative, then the signal is unipolar. In polar signaling,
onelogic state is represented by a positive voltage level, and the other by a nega-
tive voltage level. The data signalingrate, or just data rate, of a signalis the rate, in
bits per second, that data are transmitted. The duration or length of a bit is the
amountoftime it takes for the transmitter to emit the bit; for a data rate R, the bit
duration is 1/R. The modulationrate, in contrast, is the rate at which signal levelis
changed;this will depend onthe nature of the digital encoding, as explained below.
The modulationrate is expressed in bauds, which meanssignal elements per second.
Finally, the terms mark and space, for historical reasons, refer to the binary digits 1
and 0, respectively. Table 4.1 summarizes key terms; these should be clearer when
we see an example later in this section.

Thetasks involvedin interpreting digital signals at the receiver can be sum-
marized by again referring to Figure 2.15. First, the receiver must knowthe timing
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TABLE 4.1 Key data transmission terms.              

Term Units Definition
a

Data element bits A single binary one or zero.
Data rate bits per second (bps) Therate at which data elements

are transmitted.

Signal element Digital: a voltage pulse of That part of a signal that
constant amplitude. occupies the shortest interval

of a signaling code.
Analog: a pulse of constant

frequency, phase, and
amplitude. .

Signaling rate or Signal elements per second Therate at whichsignal
modulation rate (baud) elements are transmitted         

of each bit. Thatis, the receiver must know with some accuracy whena bit begins
and ends, Second, the receiver must determine whetherthe signal level for each bit
position is high (1) or low (0). In Figure 2.15, these tasks are performed by sampling
each bit position in the middle of the interval and comparing the valueto a thresh-
old. Because of noise and other impairments, there will be errors, as shown.

Whatfactors determine how successful the receiverwill be in interpreting the
incoming signal? We saw in Chapter 2 that three factors are important: the signal-
to-noise ratio (or, better, E;/No), the data rate, and the bandwidth. With other fac-
tors held constant, the following statements are true:

° An increase in data rate increases bit error rate (the probability that a bit is
received in error).

° An increase in S/N decreasesbit errorrate.

° An increase in bandwidth allows an increase in data rate.

Thereis another factor that can be used to improve performance, andthatis
the encoding scheme: the mapping from databits to signal elements. A variety of
encoding schemesare in use. In what follows, we describe some of the more com-
mon ones; they are defined in Table 4.2 and depicted in Figure 4.2.

Before describing these techniques, let us consider the following waysof eval-
uating or comparing the various techniques.

° Signal spectrum. Several aspects of the signal spectrum are important. A lack
of high-frequency components means that less bandwidth is required for
transmission. In addition, lack of a direct-current (dc) componentis also
desirable. With a dc componentto the signal, there must be direct physical
attachment of transmission components; with no dc component, ac-coupling
via transformeris possible; this provides excellent electrical isolation, reduc-
ing interference. Finally, the magnitude of the effects of signal distortion and
interference depend on the spectral properties of the transmitted signal. In
practice, it usually happens that the transfer function of a channel is worse
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TABLE 4.2 Definition of digital signal encoding formats.       

Nonreturn-to-Zero-Level (NRZ-L)
0 = high level
1 = low level

Noareturn to Zero Inverted (NRZI)
0 = notransition at beginningof interval (one bit time)
1 = transition at beginning of interval

Bipolar-AMi
0 = noline signal
1 = positive or negative level, alternating for successive ones

Pseadoternary
0 = positive or negative level, alternating for successive zeros
1 = noline signal

Manchester

0 = transition from high to low in middle of interval
1 = transition from low to high in middle ofinterval

Differential Manchester

Always a transition in middle of interval
O = transition at beginning of interval
1 = notransition at beginning ofinterval

B8ZS ;
Sameas bipolar AMI, exceptthat anystring of cight zeros is replaced by a string with

two code violations
HIDBS

Same as bipolar AMI, except that any string of four zeros is replaced by a string with
one code violation            

near the band edges. Therefore, a good signal design should concentrate the
transmitted power in the middle of the transmission bandwidth. In such a

" case, a smaller distortion should be presentin the received signal. To meetthis
objective, codes can be designed with the aim of shaping the spectrum of the
transmitted signal.

° Clocking. We mentionedthe need to determine the beginning and end of each
bit position. This is no easy task. One rather expensive approachis to provide
a separate clock-lead to synchronize the transmitter and receiver. Thealter-
native is to provide some synchronization mechanism that is based on the
transmitted signal; this can be achieved with suitable encoding.

° Error detection. We will discuss various error-detection techniques in Chap-
ter 5, and show in Chapter6 that these are the responsibility of a layer of logic
abovethe signaling level known as data link control. However,it is useful to
have some error-detection capability built into the physical signaling-
encoding scheme;this permits errors to be detected more quickly.

° Signal interference and noise immunity. Certain codes exhibit superior per-
formance in the presence of noise. This ability is usually expressed in terms of
a bit errorrate.

° Cost and complexity. Although digital logic continues to drop in price,
expense should not be ignored. In particular, the higher the signaling rate to
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FIGURE 4.2 Digital signal encoding formats.

 
achieve a given data rate, the greater the cost. We will see that some codes
require a signaling rate thatis, in fact, greater than the actual data rate.

Wenow turn to a discussion of various techniques.

Nonreturn to Zero (NRZ)

The most common, and easiest, way to transmit digital signals is to use two differ-
ent voltage levels for the two binary digits. Codes that follow this strategy share the
property that the voltage level is constant during a bit interval; there is no transition
(no return to a zero voltage level). For example, the absence of voltage can be used
to represent binary 0, with a constant positive voltage used to represent binary 1.
More commonly,a negative voltage is used to represent one binary value and a pos-
itive voltage is used to represent the other. This latter code, known as Nenretumn-
to-Zero-Level (NRZ-L),is illustrated’ in Figure 4.2. NRZ-L is generally the code
used to generate or interpret digital data by terminals and other devices.If a differ-
ent code is to be used for transmission,it is typically generated from an NRZ-L
signal by the transmission system. (In terms of Figure 1.1, NRZ-L is g(#) and the
encodedsignal is s(#).)

A variation of NRZ is known as NIRZI (Nonreturn to zero, invert on ones).
As with NRZ-L, NRZI maintains a constant voltage pulse for the duration of a bit

ln this figure, a negative voltage is equated with binary 1 and a positive voltage with binary 0. This is
the opposite of the definition used in virtually all other textbooks. However, there is no “standard” def-
inition of NRZ-L, and the definition here conforms to the use of NRZ-L in data communications inter-
faces and the standards that govern those interfaces.
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time. The data themselves are encoded as the presence or absence of a signal tran-
sition at the beginningof the bit time. A transition (low-to-high or high-to-low) at
the beginningofa bit time denotes a binary 1 for that bit time; no transition indi-
cates:a binary 0.

NRZIis an example ofdifferential encoding. In differential encoding, the sig-
nal is decoded by comparingthe polarity of adjacent signal elements rather than
determining the absolutevalue of a signal element. One benefit of this schemeis
that it may be morereliable to detect a transition in the presence of noise than to
compare a value to a threshold. Anotherbenefit is that with a complex transmission
layout, it is easy to lose the sense of the polarity of the signal. For example, on a
multidrop twisted-pair line, if the leads from an attached device to the twisted pair
are accidentally inverted, all 1s and 0s for NRZ-L will be inverted; this cannot hap-
pen with differential encoding. ,

The NRZ codesarethe easiest to engineer and, in addition, makeefficient use
of bandwidth. This latter property is illustrated in Figure 4.3, which compares the
spectral density of various encoding schemes.In the figure, frequency is normalized
to the data rate. As can be seen, most of the energy in NRZ and NRZI signals is
between dc andhalf the bit rate. For example, if an NRZ codeis used to generate
a signal with a data rate of 9600 bps, most of the energy in the signal is concentrated
between dc and 4800 Hz.

The main limitations of NRZ signals are the presence of a dc component and
the lack of synchronization capability. To picture the latter problem, consider that
with a longstring of 1s or Os for NRZ-L,or a longstring of 0s for NRZI, the output
is a constant voltage over a long period of time. Under these circumstances, any
drift between the timing of transmitter and receiverwill result in a loss of synchro-
nization between the two.

Becauseof their simplicity and relatively low frequency response characteris-
tics, NRZ codes are commonlyusedfor digital magnetic recording. However, their
limitations make these codes unattractive for signal transmission applications.

Multilevel Binary

A category of encoding techniques knownas multilevel-binary address some of the
deficiencies of the NRZ codes. These codes use more than twosignal levels. Two
examples of this schemeareillustrated in Figure 4.2: bipolar-AMI (alternate mark
inversion) and pseudoternary.”

In the case of the bipolar-AMII scheme, a binary 0 is represented by noline
signal, and a binary 1 is represented by a positive or negative pulse. The binary 1
pulses must alternate in polarity. There are several advantages to this approach.
First, there will be no loss of synchronization if a long string of 1s occurs. Each 1
introduces a transition, and the receiver can resynchronize on that transition.
A longstring of 0s would still be a problem. Second, because the 1 signals alternate
in voltage from positive to negative, there is no net dc component. Also, the

2 These termsare not consistently used in the literature. In some books, these two terms are used fordif-
ferent encoding schemes than those defined here, and a variety of terms have been used for the two
schemesillustrated in Figure 4.2. The nomenclature used here corresponds to the usage in various
ITU-T standards documents.
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FIGURE 4.3 Spectral density of various signal encoding schemes.

bandwidth of the resulting signal is considerably less than the bandwidth for NRZ
(Figure 4.3). Finally, the pulse-alternation property provides a simple means of
error detection. Any isolated error, whether it deletes a pulse or adds a pulse,
causes a violation of this property.

The comments of the previous paragraph also apply to pseudoternary. In this
case,it is the binary 1 that is represented by the absence of a line signal, and the
binary 0 by alternating positive and negative pulses. There is no particular advau-
tage of one technique over the other, and each is the basis of some applications.

Although a degree of synchronization is provided with these codes, a long
string of Os in the case of AMI or isin the case of pseudoternary still presents a
problem. Several techniques have been used to address this deficiency. One
approachis to insert additional bits that force transitions. This technique is used in
ISDNforrelatively low data-rate transmission. Of course, at a high datarate, this
schemeis expensive, as it results in an increase in an already high signal-iransmis-
sion rate. To cope with this problem at high data rates, a technique that involves
scrambling the data is used; we will look at two examplesof the technique laterin
this section.

Thus, with suitable modification, multilevel binary schemes overcome the
problems of NRZ codes. Of course, as with any engineering design decision, there
is a tradeoff. With multilevel binary coding,the line signal may take on oneofthree
levels, but each signal element, which could represent log, 3 = 1.58 bits of informa-
tion, bears only onebit of information, making multilevel binary not as efficient as
NRZ coding. Another waytostate this is that the receiver of multilevel binary sig-
nals has to distinguish between three levels (+A, —A,0) instead of just two levels
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FIGURE 4.4 Theoretical bit error rate for various digital encoding schemes.

in the other signaling formats previously discussed. Because ofthis, the multilevel
binary signal requires approximately 3 dB more signal power than a two-valuedsig-
nal for the same probability of bit error; this is illustrated in Figure 4.4. Put another
way,the bit error rate for NRZ codes,at a given signal-to-noiseratio,is significantly
less than that for multilevel binary.

Biphase

There is another set of alternative coding techniques, grouped under the term
biphase, which overcomesthelimitations of NRZ codes. Twoof these techniques,
Manchester and Differential Manchester, are in commonuse.

In the Manchester code, there is a transition at the middle of each bit period.
The mid-bit transition serves as a clocking mechanism andalso as data: a low-to-
high transition represents a 1, and a high-to-low transition represents a 0.3 In Dif-

3 The definition of Manchester presented here conformsto its usage in local area networks. In this defi-
nition, a binary 1 corresponds to a low-to-high transition, and a binary 0 to a high-to-low transition.
Unfortunately,there is no official standard for Manchester, and a numberof respectable textbooks (e.g.,
{TANE88}, [COUC95], [FREE91], [SKLA88], [PEEB87], [BERT92], and thefirst two editions of this
textbook) use the inverse, in which a low-to-high transition defines a binary 0 and a high-to-low transi-
tion defines a binary 1. Here, we conform to industry practice and to the definition used in the various
LAN standards.
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ferential Manchester, the mid-bit transition is used only to provide clocking. The
encoding of a 0 is represented by the presence of a transition at the beginningof a
bit period, anda 1 is represented by the absence ofa transition at the beginning of
a bit period. Differential Manchester has the added advantage of employing differ-
ential encoding.

All of the biphase techniques require at least one transition per bit time and
may have as manyastwotransitions. Thus, the maximum modulation rate is twice
that for NRZ; this means that the bandwidth required is correspondingly greater.
Onthe other hand, the biphase schemes have several advantages:

° Synchronization. Because there is a predictable transition during each bit
time, the receiver can synchronize on that transition. For this reason, the
biphase codes are knownasself-clocking codes.

° No de component. Biphase codes have no dc component,yielding the bene-
fits described earlier.

e Kxror detection. The absence of an expected transition can be used to detect
errors. Noise on the line would haveto invert both the signal before and after
the expected transition to cause an undetected error.

As can be seen from Figure 4.3, the bulk of the energy in biphase codesis
between one-half and one times the bit rate. Thus, the bandwidth is reasonably nar-
row and contains no dc component; however,it is wider than the bandwidth for the
multilevel binary codes,

Biphase codes are popular techniques for data transmission. The more com-
mon Manchester code has been specified for the DEEE 802.3 standard for baseband
coaxial cable and twisted-pair CSMA/CD bus LANs. Differential Manchester has
been specified for the IEEE 802.5 token ring LAN,using shielded twisted pair.

Modulation Rate

Whensignal encoding techniquesare used,a distinction needs to be made between
data rate (expressed in bits per second), and modulation rate (expressed in baud).
The data rate, or bit rate, is 1/tg, where ty = bit duration. The modulation rateis
the rate at which signal elements are generated. Consider, for example, Manchester
encoding. The minimum size signal elementis a pulse of one-half the duration of a
bit interval. For a string of all binary zeroesorall binary ones, a continuous stream
of such pulses is generated. Hence, the maximum modulation rate for Manchester
is 2/ty. This situation is illustrated in Figure 4.5, which shows the transmission of a
stream of 1 bits at a data rate of 1 Mbps using NRZI and Manchester. In general,

=~R__R
P= F ~ tog
 

where

D = modulation rate, baud

R = data rate, bps
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FIGURE 4.5 A stream of ones at 1 Mbps.

1 = numberof different signal elements

b = numberofbits per signal element

One way of characterizing the modulation rate is to determine the average
number of transitions thatoccur per bit time. In general, this will depend on the
exact sequence ofbits being transmitted. Table 4.3 compares transition rates for
various techniques.It indicates the signal transition rate in the case of a data stream
of alternating 1s and 0s, and for the data stream that produces the minimum and
maximum modulation rate.

Scrambling Techniques

Although the biphase techniques have achieved widespread use in local-area-net-
work applications at relatively high data rates (up to 10 Mbps), they have not been
widely used in long-distance applications. The principal reason for this is that they

TABLE 4.3 Normalizedsignaltransition rate of various digital signal encoding rates.          

 Minimum | 101010... Maximum

NRZ-L 0 (all 0’s or 1’s) 1.0 1.0
NRZI 0 (all 0’s) 0.5 1.0 (all 1’s)
Binary-AMI 0 (all 0’s) 1.0 1.0
-Pseudotemmary 0 (all 1’s) 1.0 1.0
Manchester 1.0 (1010...) 1.0 2.0 (all 0’s or 1’s)
Differential Manchester 1.0 (all 1’s) 1s 2.0 (all 0’s)aAAAI 
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require a high signaling rate relative to the data rate. This sort of inefficiency is
morecostly in a long-distance application.

Another approachis to make use of somesort of scrambling scheme. The idea
behind this approach is simple: sequences that would result in a constant voltage
level on theline are replaced byfilling sequences that will provide sufficient transi-
tions for the receiver’s clock to maintain synchronization.Thefilling sequence must
be recognized by the receiver and replaced with the original data sequence. Thefill-
ing sequence is the same length as the original sequence, so there is no data-rate
increase. The design goals for this approach can be summarized as follows:

e No dc component

e No long sequencesof zero-levelline signals
e No reduction in data rate

e Error-detection capability

Two techniques are commonly used in long-distance transmission services;
these are illustrated in Figure 4.6.

A coding scheme that is commonly used in North America is known as bipe-
lar with 8-zeros substitution (B8ZS). The coding schemeis based on a bipolar-AMI.
Wehave seen that the drawback of the AMI codeis that a long string of zeros may
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B = Valid bipolar signal
V = Bipolar violation

FIGURE 4.6 Encodingrules for B8ZS and HDB3.
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TABLE 4.4 HDB3 substitution rules.

Numberofbipolar pulses (ones)
since last substitution

Polarity of
preceding pulse Odd Even

- 000— +00+
+ 000+ —00-    

result in loss of synchronization. To overcome this problem, the encoding is
amended with the followingrules:

e If an octet ofall zeros occurs and the last voltage pulse preceding this octet
was positive, then the eight zeros of the octet are encoded as 000+-0-+.

» If an octet of all zeros occurs and the last voltage pulse preceding this octet
was negative, then the eight zeros of the octet are encoded as 000—-+0+-.

This technique forces two code violations (signal patterns not allowed in
AMI) of the AMI code, an event unlikely to be caused by noise or other transmis-
sion impairment. The receiver recognizes the pattern and interprets the octet as
consisting ofall zeros.

A coding schemethat is commonly used in Europe and Japan is knownas the
high-density bipolar-3 zeros (HIDB3) code (Table 4.4). As before,it is based on the
use of AMI encoding. In this case, the schemereplaces strings of four zeros with
sequences containing one or two pulses. In each case, the fourth zero is replaced
with a code violation. In addition, a rule is needed to ensure that successive viola-
tions are of alternate polarity so that no dc componentis introduced. Thus,if the
last violation was positive, this violation must be negative, and vice versa. The table
showsthat this condition is tested for by knowing whether the numberof pulses
since the last violation is even or odd and the polarity of the last pulse before the
occurrence of the four zeros.

Figure 4.3 shows the spectral properties of these two codes. As can beseen,
neither has a dc component. Most of the energy is concentratedin a relatively sharp
spectrum around a frequency equal to one-half the data rate. Thus, these codes are
well suited to high data-rate transmission.

DIGITAL DATA, ANALOG SIGNALS

Weturn now to the case of transmitting digital data using analog signals. The most
familiar use of this transformationis for transmitting digital data through the public

telephone network. The telephone network was designed to receive, switch, and
transmit analog signals in the voice-frequency range of about 300 to 3400 Hz.It is
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not at present suitable for handling digital signals from the subscriber locations
(although this is beginning to change). Thus, digital devices are attached to the net-
work via a modem (modulator-demodulator), which converts digital data to analog
signals, and vice versa.

For the telephone network, modems are used that produce signals in the
voice-frequency range. The samebasic techniques are used for modemsthat pro-
duce signals at higher frequencies (e.g., microwave). This section introduces these
techniques and providesa brief discussion of the performance characteristics of the

_ alternative approaches.

Encoding Techniques

We mentioned that modulation involves operation on one or more of the three
characteristics of a carrier signal: amplitude, frequency, and phase. Accordingly,
there are three basic encoding or modulation techniques for transforming digital
data into analogsignals,as illustrated in Figure 4.7:

e Amplitude-shift keying (ASK)
° Frequency-shift keying (FSK)
° Phase-shift keying (PSK)

In all these cases, the resulting signal occupies a bandwidth centered on the
carrier frequency.

In ASK,the two binary values are represented by two different amplitudes of
the carrier frequency. Commonly, one of the amplitudesis zero; that is, one binary
digit is represented by the presence, at constant amplitude, of the carrier, the other
by the absence of the carrier. The resulting signalis

() = {4 cos(2nf.t) binary 1lo binary 0

where the carrier signal is A cos(2af,1). ASK is susceptible to sudden gain changes
andis a rather inefficient modulation technique. On voice-gradelines,it is typically
used only up to 1200 bps.

The ASK technique is used to transmit digital data over optical fiber. For
LEDtransmitters, the equation aboveis valid. That is, one signal elementis repre-
sented by a light pulse while the other signal element is represented by the absence
of light. Laser transmitters normally have a fixed “bias” current that causes the
device to emit a low light level. This low level represents one signal element, while
a higher-amplitude lightwave represents another.

In FSK, the two binary values are represented by two different frequencies
near the carrier frequency. The resulting signal is

_ fAcos(2af,t) binary 1s(t) = (4 cos(2arfst) binary 0
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Amplitude-shift keying

Frequency-shift keying

Phase-shift keying

FIGURE 4.7 Modulation of analogsignals for digital data.

where f, and f, are typically offset from the carrier frequency f, by equal but oppo-
site amounts.

Figure 4.8 showsan example of the use of FSK for full-duplex operation over
a voice-grade line. The figure is a specification for the Bell System 108 series
modems. Recall that a voice-grade line will pass frequencies in the approximate
range of 300 to 3400 Hz, andthat full-duplex meansthat signals are transmitted in
both directions at the same time. To achieve full-duplex transmission, this band-
widthis split at 1700 Hz.In one direction (transmit or receive), the frequencies used
to represent 1 and 0 are centered on 1170 Hz, with a shift of 100 Hz on eitherside.
Theeffect of alternating between those two frequenciesis to produce a signal whose
spectrum is indicated as the shadedarea ontheleft in Figure 4.8. Similarly, for the
other direction (receive or transmit) the modem uses frequencies shifted 100 Hz to
each side of a center frequency of 2125 Hz. This signal is indicated by the shaded
area on the right in Figure 4.8. Note that thereis little overlap and, consequently,
little interference.

FSKis less susceptible to error than ASK. On voice-gradelines, it is typically
used up to 1200 bps. It is also commonly used for high-frequency (3 to. 30 MHz)
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Signal.
strength

Spectrum of Spectrum of
signal transmitted—_signal transmitted
in one direction|_in opposite direction

   
1700=2025 2225 3000 Frequency (Hz)

 
1070 1270

FIGURE 4.8 Full-duplex FSK transmission on a voice-gradeline.

radio transmission. It can also be used at even higher frequencies on local area net-
works that use coaxial cable.

In PSK,the phase ofthe carrier signal is shifted to represent data. The bottom
of Figure 4.7 is an example of a two-phase system. In this system,a binary 0 is rep-
resented by sendinga signal burst of the same phaseas the previoussignal burst. A
binary 1 is represented by sending a signal burst of opposite phase to the preceding
one;this is known as differential PSK,as the phaseshift is with reference to the pre-
vious bit transmitted rather than to some constant reference signal. The resulting
signalis

() = {4 cos(2af,t + a) binary 1SU) * |A cos(2af.t) binary 0

with the phase measuredrelative to the previous bit interval.
Moreefficient use of bandwidth can be achievedif each signaling element rep-

resents more than one bit. For example, instead of a phase shift of 180<degree>,as
allowed in PSK, a common encoding technique, known as quadrature -phase-shift
keying (QPSK)uses phaseshifts of multiples of 90°:

A cos(2af.t + 45°) 1

s(t) = A cos(2af,t + 135°) 10
A cos(2af.t + 225°) 00
A cos(2.nf,t + 315°) ol

Thus, each signal element represents two bits rather than one.
This scheme can be extended.It is possible to transmit bits three at a time

using eight different phase angles. Further, each angle can have more than one
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amplitude. For example, a standard 9600 bps modem uses 12 phase angles, four of
which have two amplitude values (Figure 4.9).

This latter example points out very well the difference between the data rate
R (in bps) and the modulation rate D (in bauds) of a signal. Let us assumethatthis
scheme is being employed with NRZ-L digital input. The data rate is R = Utz
where tg is the width of each NRZ-L bit. However, the encoded signal contains
1 = 4 bits in each signal element using L = 16 different combinations of amplitude
and phase. The modulation rate can be seen to be R/4, as each changeofsignalele-
ment communicates four bits. Thus, the line signaling speed is 2400 bauds, but the
data rate is 9600 bps. This is the reason that higher bit rates can be achieved over
voice-grade lines by employing more complex modulation schemes.

To repeat

R R

D=5= log,L
where

D = modulation rate, bauds

R = data rate, bps
L = numberof different signal elements

b = numberofbits per signal element

The above is complicated when an encoding technique other than NRZ is
used. For example, we saw that the maximum modulationrate for RZ signalsis 2/tg.
Thus, D for RZ is greater than D for NRZ. This, to some extent, counteracts the
reduction in D achieved by using multilevel signal modulation techniques.

Oltt 0001
O10 0010 ©

(previous4 bits) 1001 bs1000

2

11t0 1010 ®
1101 1011

FIGURE 4.9 Phase angles for 9600 bit-per-second transmission.
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Performance

In looking at the performance of various digital-to-analog modulation schemes, the
first parameter of interest is the bandwidth of the modulated signal. This depends
on a variety of factors, including the definition of bandwidth used andthefiltering
technique used to create the bandpass signal. We will use some straightforward
results from [COUC9S5].

The transmission bandwidth B; for ASK is of the form

Br= (1 + r)R

whereR is the bit rate and r is related to the technique by whichthe signalis filtered
to establish a bandwidth for transmission;typically, 0 <r < 1. The bandwidth,then,
is directly related to the bit rate. The formula aboveis also valid for PSK.

For FSK,the bandwidth can be expressed as

Br =2AF+(1+7)R

where AF = f,.—f, = f. —f, is the offset of the modulated frequency from the car-
rier frequency. When very high frequencies are used, the AF term dominates. For
example, one of the standards for FSK signaling on a coaxial cable multipointlocal
network uses AF = 1.25 MHz, f, = 5 MHz, and R = 1 Mbps. In this case, By »
2AF = 2.5 MHz.In the example of the preceding section for the Bell 108 modem,
AF = 100 Hz,f; = 1170 Hz (in onedirection), and R = 300 bps. In this case, Br ~
(1 + 7)R, which is the range from 300 to 600 Hz.

With multilevel signaling, significant improvements in bandwidth can be
achieved. In general

_ 141) - (i+)Br=( yp /R= iog,L/®
where/ is the numberof bits encodedpersignal element and L is the numberof dif-
ferent signal elements.

Table 4.5 showsthe ratio of data rate, R, to transmission bandwidth for vari-
ous schemes. This ratio is also referred to as the bandwidth efficiency. As the name
suggests, this parameter measuresthe efficiency with which bandwidth can be used
to transmit data. The advantage of multilevel signaling methods now becomesclear.

Ofcourse, the discussion above refers to the spectrum of the input signal to a
communicationsline. Nothing has yet been said of performance in the presence of
noise. Figure 4.10 summarizes some results based on reasonable assumptions
concerning the transmission system [COUC95]. Here, bit error rate is plotted as a
function of the ratio E,/No defined in Chapter 2. Of course, as that ratio increases,
the bit-error rate drops. Further, PSK and QPSKare about 3 dB superior to ASK
and FSK.

This information can now berelated to bandwidth efficiency. Recall that

Ey _ _S_
No NoR
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TABLE 4.5 Data rate to transmission bandwidth ratio

for various digital-to-analog encoding schemes.

r=0 r=05 r=1

ASK 1.0 0.67 0.5
FSK

Wideband (AF >> R) ~0 ~0 ~0
Narrowband(AF=f,) 1.0 0.67 0.5

PSK 1.0 0.67 0.5

Multilevel signaling
L=4,1=2 2.00 1.33 1.00
L=81=3 3.00 2.00 1.50
L=16,1=4 4.00 2.67 2.00
L=32,1=5 5.00 3.33 2.50    

The parameter No is the noise-power density in watts/hertz. Hence, the noise in a
signal with bandwidth B; is N = NoBr. Substituting, we have

E, SB
N NR

Fora given signaling scheme,the bit error rate can be reduced by increasing F,/No,

0 5 10 15        

q

103

2P,=probabilityofbiterror
5,

q

 
107 oe

-1 01 2 3 4 5 6 7 8 9 10 11 12 13 14 15

(Ep/No) (dB)

FIGURE 4.10 Bit error rate of various digital-to-analog encoding
schemes.
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which can be accomplished by increasing the bandwidth or decreasing the data
rate—in other words, by reducing bandwidth efficiency.

Example

Whatis the bandwidth efficiency for FSK, ASK, PSK, and QPSKfora bit errorrate
of 10-’ on a channel with an S/N of 12 dB?

Wehave

ae = 12 dB - (Zan
For FSK and ASK,from Figure 4.10,

x = 14.2dB

(Ras = —2.2 dB

% = 06
For PSK,from Figure 4.10

a = 11.2 dB

(Zan = -0.8 dB

a =12

As the example above shows, ASK and FSK exhibit the same bandwidtheffi-
ciency; PSK is better, and even greater improvement can be achieved with multi-
level signaling.

It is worthwhile to compare these bandwidth requirements with those for
digital signaling. A good approximation is

By =050 + yD

where D is the modulation rate. For NRZ, D = R, and we have
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Thus, digital signaling is in the same ballpark, in terms of bandwidthefficiency, as
ASK, FSK, and PSK.Significant advantage for analog signaling is seen with multi-
level techniques.

ANALOG DATA,DIGITAL SIGNALS

In this section we examine the process of transforming analog data into digital sig-
nals. Strictly speaking, it might be more correct to refer to this as a process of con-
verting analog data into digital data, a process known as digitization. Once analog
data have been convertedinto digital data, a numberof things can happen; the three
most common are

1. The digital data can be transmitted using NRZ-L. In this case, we -have gone
directly from analog datato a digital signal.

2. The digital data can be encodedas a digital signal using a code other than
NRZ-L. Thus, an extra step is required.

3. The digital data can be converted into an analogsignal, using.one of the mod-
ulation techniques discussed in Section 4.2.

This last, seemingly curious procedure is illustrated in Figure 4.11, which
showsvoice data thatare digitized and then converted to an analog ASKsignal; this
allows digital transmission in the sense defined in Chapter 2. The voice data,
because they have been digitized, can be treated as digital data, even though trans-
mission requirements(e.g., use of microwave) dictate that an analog signal be used.

The device used for converting analog data into digital form for transmission,
and subsequently recovering the original analog data from the digital, is known, as
a codec (coder-decoder). In this section, we examine the two principal techniques
used in codecs, pulse code modulation, and delta modulation. The section closes
with a discussion of comparative performance.

AnalogsignalAnalog data Digital data
(voice) (NRZ-L) (ASK)

 
 
 

i Digitizer |  
FIGURE 4.11 Digitizing analog data.

Pulse Code Modulation

Pulse Code Modulation (PCM)is based on the sampling theorem, which'states
If a signal f(‘) is sampled at regular intervals of time andat a rate higher than
twice-the highestsignificant signal frequency, then the samples contain all the
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information of the original signal. The function f(‘) may be reconstructed from
these samples by the use of a low-pass filter.

For the interested reader, a proof is provided in Appendix 4A.If voice data
are limited to frequencies below 4000 Hz, a conservative procedure for intelligibil-
ity, 8000 samples per second would be sufficient to completely characterize the
voice signal. Note, however, that these are analog samples.

Thisis illustrated in Figure 4.12a and b. The original signal is assumed to be
bandlimited with a bandwidth of B. Samples are taken at a rate 2B, or once every
1/2B seconds. These samples are represented as narrow pulses whose amplitude is
proportional to the value of the original signal. This process is known as pulse

 

  

I
t

(a) Original signal
+ ~—

      weepeoeeeenee
Hy 6.2 eeeeeee

(b) PAM pulses

 
011 001 110 001 O11 110 100

(c) PCMpulses

011001110001011110100

(d) PCM output

FIGURE4.12 Pulse-code modulation.
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FIGURE 4.13 Analog-to-digital conversion.

amplitude modulation (PAM). Byitself, this technique has commercial applicabil-
ity. It is used, for example, in some of AT&T’s Dimension PBX products.

However, the mostsignificant fact about PAM isthatitis the first step toward
PCM,as depicted in Figure 4.12c. To produce PCM data, the PAM samples are
quantized. Thatis, the amplitude of each PAMpulse is approximated by an n-bit
integer. In the example, n = 34. Thus, 8 = 2? levels are available for approximating
the PAM pulses.

Figure 4.13 illustrates the process, starting with a continuous-time, continu-
ous-amplitude (analog)signal, in which a digital signal is produced. The digital sig-
nal consists of blocks of n bits, where each n-bit numberis the amplitude of a PCM
pulse. On reception, the process is reversed to reproduce the analogsignal. Notice,
however,that this process violates the terms of the sampling theorem. By quantiz-
ing the PAM pulse, the original signal is now only approximated and cannot be
recovered exactly. This effect is known as quantizing error or quantizing noise. The
signal-to-noise ratio for quantizing noise can be expressedas

S -_—
Nm on a dB

wherea is a constanton the orderof 0 to 1. Each additional bit used for quantizing
increases S/N by 6 dB,which is a factor of 4.

Typically, the PCM schemeis refined using a technique known as nonlinear
encoding, which means, in effect, that the quantization levels are not equally
spaced. The problem with equal spacing is that the mean absolute error for each
sampleis the same, regardless of signal level. Consequently, lower amplitude values
are relatively more distorted. By using a greater numberof quantizingsteps for sig-
nals of low amplitude, and a smaller number of quantizing stepsfor signals of large
amplitude, a marked reduction in overall signal distortion is achieved (e.g., see
Figure 4.14).

The same effect can be achieved by using uniform quantizing but companding
(compressing-expanding) the input analog signal. Companding is a process that
compresses the intensity range of a signal by imparting more gain to weak signals
than to strong signals on input. At output, the reverse operation is performed.
Figure 4.15 is a typical companding function.

Nonlinear encoding can significantly improve the PCM S/N ratio. For voice
signals, improvements of 24 to 30 dB have been achieved.
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Quantizinglevels
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FIGURE 4.14 Effect of nonlinear coding.

Delta Modulation (DM)

A variety of techniques have been used to improve the performance of PCM or to
reduce its complexity. One of the most popular alternatives to PCM is delta modu-
lation (DM).

With delta modulation, an analog input is approximated by a staircase func-
tion that moves up or down by one quantization level (5) at each samplinginterval
(Ts). An example is shown in Figure 4.16, where the staircase function is overlaid
on the original analog waveform. The importantcharacteristic of this staircase func-
tion is that its behavior is binary: At each sampling time, the function moves up or
down a constant amount6. Thus, the outputof the delta modulation process can be

Output = F(f)

 
FIGURE 4.15 Typical companding
function.
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FIGURE 4.16 Example of delta modulation.

represented as a single binary digit for each sample. In essence, a bit stream is pro-
duced by approximating the derivative of an analog signal rather than its amplitude.
A 1 is generatedif the staircase function is to go up during the next interval; a 0 is
generated otherwise.

Thetransition (up or down) that occurs at each sampling interval is chosen so
that the staircase function tracks the original analog waveform as closely as possi-
ble. Figure 4.17 illustrates the logic of the process, which is essentially a feedback
mechanism. For transmission, the following occurs: At each sampling time, the ana-
log input is compared to the most recent value of the approximating staircase func-
tion. If the value of the sampled waveform exceeds that of the staircase function, a
1 is generated; otherwise, a 0 is generated. Thus, the staircase is always changed in
the direction of the input signal. The output of the DM process is therefore a binary
sequence that can be used at the receiver to reconstruct the staircase function’ The
staircase function can then be smoothed by sometype of integration process or by
passing it through a low-passfilter to produce an analog approximation of the ana-
log input signal.

There are two important parameters in a DM scheme:the size of the step
assigned to each binary digit, 5, and the sampling rate. As Figure 4.16 illustrates, 6
must be chosen to produce a balance between two types of errors or noise. When
the analog waveform is changing very slowly, there will be quantizing noise, which
increasesas 6 is increased. On the other hand, when the analog waveform is chang-
ing rapidly enough suchthatthestaircase can’t follow, there is slope-overload noise.
This noise increases as 6 is decreased.

It should be clear that the accuracy of the scheme can be improvedbyincreas-
ing the sampling rate; however,this increases the data rate of the output signal.
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FIGURE 4.17 Delta modulation.

The principal advantage of DM over PCM is the simplicity ofits implementa-
tion. In general, PCM exhibits better S/N characteristics at the same datarate.

Performance

Goodvoice reproduction via PCMcan be achieved with 128 quantization levels, or
7-bit coding (2’ = 128). A voice signal, conservatively, occupies a bandwidth of
4 kHz. Thus, according to the sampling theorem, samples should be takenat a rate
of 8000 per second. This implies a data rate of 8000 x 7 = 56 kbps for the PCM-
encodeddigital data.

Consider what this means from the point of view of bandwidth requirement.
An analog voice signal occupies 4 kHz. A 56-kbps digital signal will require on the
orderof at least 28 kHz! Even more severe differences are seen with higher band-
width signals. For example, a common PCM schemefor color television uses 10-bit
codes, which worksout to 92 Mbpsfor a 4.6-MHz bandwidthsignal. In spite of these
numbers, digital techniques continue to grow in popularity for transmitting analog
data. The principal reasonsfor this are

e Because repeaters are used instead of amplifiers, there is no additive noise.
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° As weshall see, time-division multiplexing (TDM) is used for digital signals
instead of the frequency-division multiplexing (FDM)usedfor analogsignals.
With TDM,thereis no intermodulation noise, whereas we haveseen thatthis
is a concern for FDM.

° The conversionto digital signaling allows the use of the moreefficient digital
switching techniques.

Furthermore, techniquesare being developed to provide moreefficient codes.
In the case of voice, a reasonable goal appearsto be in the neighborhoodof4 kbps.
With video, advantage can be takenof the fact that from frame to frame, most pic-
ture elements will not change. Interframe coding techniques should allow the video
requirement to be reduced to about 15 Mbps, and for slowly changing scenes, such
as found in a video teleconference, down to 64 kbpsorless.

Asa final point, we mention that in manyinstances, the use of a telecommu-
nications system will result in both digital-to-analog and analog-to-digital process-
ing. The overwhelming majority of local terminations into the telecommunications
networkare analog,and the networkitself uses a mixture of analog and digital tech-
niques. As a result, digital data at a user’s terminal may be convertedto analog by
a modem, subsequently digitized by a codec, and perhaps suffer repeated conver-
sions before reachingits destination.

Because of the above, telecommunicationfacilities handle analog signals that
represent both voice and digital data. The characteristics of the waveformsare quite
different. Whereas voice signals tend to be skewed to the lower portion of the band-
width (Figure 2.10), analog encodingof digital signals has a more uniform spectral
content and therefore contains more high-frequency components. Studies have
shownthat, because of the presenceof these higher frequencies, PCM-related tech-

“niques are preferable to DM-related techniquesfor digitizing analog signals that
represent digital data.

ANALOG DATA, ANALOG SIGNALS

Modulation has been defined as the process of combining an input signal m(t) and
a carrier at frequency f, to produce a signal s(t) whose bandwidth is (usually)
centered on f,. For digital data, the motivation for modulation should beclear:
When only analog transmission facilities are available, modulation is required to”
convert the digital data to analog form. The motivation when the data are already
analogis less clear. After all, voice signals are transmitted over telephonelinesat
their original spectrum (referred to as baseband transmission). There are two prin-
cipal reasons:

° A higher frequency may be neededforeffective transmission. For unguided
transmission, it is virtually impossible to transmit baseband signals; the
required antennas would be many kilometersin diameter.

© Modulation permits frequency-division multiplexing, an important technique
explored in Chapter7.
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In this section, we look at the principal techniques for modulation using ana-
log data: amplitude modulation (AM), frequency modulation (FM), and phase
modulation (PM). As before, the three basic characteristics of a signal are used for
modulation.

Amplitude Modulation

Amplitude modulation (AM)is the simplest form of modulation, and is depictedin
Figure 4.18. Mathematically, the process can be expressed as

s(t) = [1 + n,x(t)|cos 2af,t

where cos 27f,t is the carrier and x(t) is the input signal (carrying data), both nor-
malized to unity amplitude. The parameter 1,, known as the modulation index,is
the ratio of the amplitude of the input signal to the carrier. Corresponding to our
previousnotation, the input signal is m(t) = n,x(t). The 1 in the preceding equation
is a dc componentthat prevents loss of information, as explained subsequently. This
schemeis also known as double-sideband transmitted carrier (DSBTC).

m(t)

             
(a) Sinusoidal modulating wave

[1 + m(s)]

 
(b) Resulting AM signal

FIGURE 4.18 Amplitude modulation.

Example

Derive an expression for s(t) if x(¢) is the amplitude-modulatingsignal cos 27rf,,t.
Wehave
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s(t) = [1 + nq cos 277fnt] cos Zaft

By trigonometric identity, this may be expanded to

s(t) = cos 2af.t + cos 2ar(f, — fin)t + 2 cos 2m(f. + fin)t

The resulting signal has a componentatthe original carrier frequencyplusa pair of
components,each spacedf,,, hertz from the carrier.

‘From the equation above and Figure 4.18, it can be seen that AM involvesthe
multiplication of the input signal by the carrier. The envelope ofthe resulting signal
is [1 + m,x(t)] and, as long as m, < 1, the envelope is an exact reproduction of the
original signal. If 7, > 1, the envelope will cross the time axis and information
is lost.

It is instructive to look at the spectrum of the AM signal. An example is shown
in Figure 4.19. The spectrum consists of the original carrier plus the spectrum ofthe
inputsignal translated to f,. The portion of the spectrum for Ifl > If,| is the upper
sideband, and the portion of the spectrum forIfl < If,| is the ower sideband. Both
the upper and lowersidebandsare replicas of the original spectrum M(f), with the
lower sideband being frequency-reversed. As an example, consider a voice signal

       

M(f)

ef
0 B

(a) Spectrum of modulating signal

S(f)

wo Discrete carrier term

 
 
  

Lower

sideband Uppersideband

   

fe-B fe fe+B

(b) Spectrum of AM signal with carrieratf,

FIGURE 4.19 Spectrum of an AM signal.
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with a bandwidth that extends from 300 to 3000 Hz being modulated on a 60-kHz
carrier. The resulting signal contains an upper sideband of 60.3 to 63 kHz, a lower
sideband of 57 to 59.7 kHz, and the 60-Hz carrier. An importantrelationshipis

2

nani
where P, is the total transmitted powerin s(t) and P. is the transmitted power in the
carrier. We wouldlike n,as large as possible so that most of the signal poweris used
to actually carry information. However, n, must remain below 1.

It should be clear that s(t) contains unnecessary components, as each of the
sidebands contains the complete spectrum of m(?). A popular variant of AM,
knownassingle sideband (SSB), takes advantageof this fact by sending only one of
the sidebands,eliminating the other sideband andthe carrier. The principal advan-
tages of this approach are

e Only half the bandwidth is required;that is, By = B, where Bis the bandwidth
of the original signal. For DSBTC, By = 2B.

e Less poweris required because no poweris usedto transmit the carrier or the
other sideband.

Anothervariantis double-sideband suppressed carrier (DSBSC), which filters
out the carrier frequency and sends both sidebands. This saves some powerbut uses
as much bandwidth as DSBTC.

The disadvantage of suppressing the carrieris that the carrier can be used for
synchronization purposes. For example, suppose that the original analog signalis an
ASK waveform encodingdigital data. The receiver needs to knowthestarting point
of each bit time to interpret the data correctly. A constant carrier provides a clock-
ing mechanism by which to timethe arrival of bits. A compromise approach is ves-
tigial sideband (VSB), which uses one sideband and a reduced-powercarrier.

Angle Modulation

Frequency modulation (FM)and phase modulation (PM)are special cases of angle
modulation. The modulated signal is expressed as

s(t) = A, cos[2mf-t + $()]

For phase modulation, the phase is proportional to the modulating signal:

$(t) = npm(t)

wheren, is the phase modulation index.
For frequency modulation, the derivative of the phase is proportional to the

modulating signal,

$'(t) = nfm()

where n, is the frequency modulation index.
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The definitions above maybeclarified if we consider the following. The phase
of s(t) at any instantis just 27f,t + $(#). The instantaneous phase deviation from the
carrier signal is #(t). In PM, this instantaneous phase deviation is proportionalto
m(t). Because frequency can be defined as the rate of change of phase ofa signal,
the instantaneous frequency ofs(f)is

Qaf,(t) = <ee)|

fi=fe+ 5-6"

andthe instantaneous frequency deviation from the carrier frequencyis¢'(t), which
in FM is proportional to m(?).

Figure 4.20 illustrates amplitude, phase, and frequency modulation bya sine
wave. The shapes of the FM and PMsignalsare very similar. Indeed,it is impossi-
ble to tell them apart without knowledge of the modulation function.

Several observations about the FM processare in order. The peak deviation
AF can be seen to be

1

AF = an ngAm Hz

where A,,, is the maximum value of m(¢). Thus, an increase in the magnitude of m(t)
will increase AF, which,intuitively, should increase the transmitted bandwidth B,.
However, as should be apparent from Figure 4.20,this will not increase the average
powerlevel of the FM signal, which is A2/2; this is distinctly different from AM,
wherethe level of modulation affects the powerin the AM signal but doesnotaffect
its bandwidth.

Example

Derive an expression for s(t) if ¢(¢) is the phase-modulating signal n, cos 27fyt.
Assume that A, = 1. This can be seen directly to be

s(t) = cos[2af.t + np cos 27f,,t]

Theinstantaneous phase deviation from the carrier signal is n, cosaf,,t. The phase
angle of the signal varies from its unmodulated value in a simple sinusoidal fashion,
with the peak phase deviation equal to n,.

The expression above can be expandedusing Bessel’s trigonometricidentities:
oo

s(t) = =s=—o00 Is(npoos|2aft + afnt + nn
whereJ,(7,) is the nth order Bessel function of the first kind. Using the property

Fn) = (“1)"In(*)
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FIGURE 4,20 Amplitude, phase, and frequency modulationofa sine-
wavecarrier by a sine-wavesignal.

this can be rewritten as

s(t) = Jo(n,)cos 2af.t +

>Jal)20s2afo + nfa)t + an) + cos(2a(f, — Mifin)t + m+Ds))
The resulting signal has a componentatthe original carrier frequencyplus a set of
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sidebandsdisplaced fromf, by all possible multiplesoff,,. For np << 1, the higher-
order termsfall off rapidly.

Example

Derive an expression for s(¢) if ¢’(#) is the frequency-modulating signal —7, sin
2arfint. The form of ¢’(t) was chosen for convenience. We have

2

Xs) = Y)PaXCF — nfs) HO) = —Snysin2afgt dt = Tapp 008 2thintn=—

Thus,

s(t) = cos|2aft + Sa COS Daft
= cos|2afet + AF cos 2arfyt|Fin

The instantaneous frequency deviation from the carrier signal is —n, sin
2af,t. The frequencyof the signal varies from its unmodulated value in a simple
sinusoidal fashion, with the peak frequency deviation equal to n, radians/second.

The equation for the FM signalhasthe identical form as for the PM signal,
with AF/f,, substituted for n,. Thus, the Bessel expansion is the same.

As with AM,both FM and PMresult in a signal whose bandwidthis centered
at f,. However, we can now see that the magnitudeof that bandwidth is very differ-
ent. Amplitude modulationis a linear process and producesfrequenciesthatare the
sum anddifference of the carrier signal and the components of the modulating sig-
nal. Hence, for AM

Br = 2B

However, angle modulation includes a term of the form cos(#(#)), which is non-
linear and will produce a wide range of frequencies. In essence, for a modulating
sinusoid of frequencyf,,, 5(¢) will contain components atf, + fin, fe + 2fm, aud so on.
In the most generalcase, infinite bandwidth is required to transmit an FM of PM
signal. As a practical matter, a very good rule of thumb, known as Carson’s rule
[COUC95],is

Br = 2(B + 1)B

where

NypAm for PM
B = AF _ Am

3 Ap for FM
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4.5

We can rewrite the formula for FM as

By = 2AF + 2B

Thus, both FM and PM require greater bandwidth than AM.

SPREAD SPECTRUM

An increasingly popular form of communications is knownas spread spectrum. This
‘technique does notfit neatly into the categories defined in this chapter, as it can be
used to transmit either analog or digital data, using an analog signal.

The spread spectrum technique was developedinitially for military andintel-
ligencerequirements. Theessential idea is to spread the informationsignal over a
wider bandwidth in order to make jamming and interception more difficult. The
first type of spread spectrum developed became knownas frequency-hopping.* A
more recent version is direct-sequence spread spectrum. Both of these techniques
are usedin various wireless data-network products. Theyalso find use in other com-
munications applications, such as cordless telephones.

Figure 4.21 highlights the key characteristics of any spread spectrum system.
Inputis fed into a channel encoderthat produces an analogsignal with a relatively
narrow bandwidth around somecenter frequency. This signal is further modulated
using a sequence of seemingly random digits known as a pseudorandom sequence.
The effect of this modulation is to significantly increase the bandwidth (spread the
spectrum) of the signal to be transmitted. On the receiving end, the same digit
sequenceis used to demodulate the spread spectrum signal. Finally, the signalis fed
into a channel decoderto recover the data.

A comment about pseudorandom numbersis in order. These numbers are
generated by an algorithm using some initial value called the seed. The algorithm is
deterministic and therefore produces sequences of numbersthatare notstatistically
random. However,if the algorithm is good, the resulting sequences will pass many
reasonable tests of randomness. Such numbers are often referred to as pseudo-
random numbers.° The important point is that unless you know the algorithm and
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decoder  Modulator Demodulator  
Channel
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FIGURE4.21 General model of spread spectrum digital communication system.

4 Spread spectrum (using frequency-hopping) was invented, believe it or not, by Hollywood screensiren
Hedy Lamarr in 1940 at the age of 26. She and a partner wholater joined her effort were granted a patent
in 1942 (U.S. Patent 2,292,387; 11 August 1942). Lamarr considered this her contribution to the war
effort and never profited from her invention. Foran interesting account, see [MEEK90].
> See [STAL95b] for a more detailed discussion of pseudorandom numbers,
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the seed,it is impractical to predict the sequence. Hence,only a receiverthat shares
this information with a transmitter will be able to successfully decodethe signal.

Frequency-Hopping

Underthis scheme,the signal is broadcast over a seemingly random series of radio
frequencies, hopping from frequency to frequency at split-second intervals. A
receiver, hopping between frequencies in synchronization with the transmitter,
picks up the message. Would-be eavesdroppers hear only unintelligible blips.
Attempts to jam the signal succeed only at knocking outa few bits ofit.

A typical block diagram for a frequency-hopping system is shown in Figure
4.22. For transmission, binary data is fed into a modulator using some digital-to-
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Modulator Bandpass signal
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BPSK)
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Frequency
synthesizer
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(a) Transmitter
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{filter (about
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NRZ data

 
 

(b) Receiver

FIGURE4.22 Frequency-hoppingspread spectrum system.
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analog encoding scheme,such as frequency-shift keying (FSK) or binary-phase shift
keying (BPSK). The resulting signal is centered around some base frequency. A
pseudorandom number source serves as an index into a table of frequencies. At
each successiveinterval, a new frequencyis selected from the table. This frequency
is then modulated by the signal produced from the initial modulator to produce a
new signal with the same shape but now centered on the frequency chosen from the
table.

On reception, the spread-spectrum signal is demodulated using the same
sequence of table-derived frequencies and then demodulated to produce the output

’ data.

For example, if FSK is employed, the modulator selects one of two frequen-
cies, say fo or f,, corresponding to the transmission of binary 0 or 1. The. resulting
binary FSK signal is translated in frequency by an amount determined by the out-
put sequence from the pseudorandom number generator. Thus, if the frequency
selected at timei is f;,, then the signal at time i is either f; + fo or f; + fi.

Direct Sequence

Underthis scheme,eachbit in the original signal is represented by multiple bits in
the transmitted signal, known as a chipping code, The chipping code spreadsthe sig-
nal across a wider frequency band in direct proportion to the numberofbits used.
Therefore, a 10-bit chipping code spreadsthe signal across a frequency bandthatis
10 times greater than a 1-bit chipping code.

One technique with direct-sequence spread spectrum is to combinethedigital
information stream with the pseudorandom bit stream using an exclusive-or. Figure

Data input A

Locally generated
pseudorandom bit
stream BTransmitter
Transmitted signal
C=AQ@B

 
Received signal C oft ilo oft ilo ols iol: [0]: 1 iol: ]o 0 oft 1 ilo: ilols ilo
Locally generated
pseudorandombit
stream identical to 1/0 Of1j/0}1 1/0)1/0 O/1fO/110 Of1)/0]1/0]71 1/0 OF1j}0]1 1]/0]1 1)0
B aboveReceiver
Data output
A=C @B 1 0 1 1 0 1 0 0

FIGURE4.23 Example of direct sequence spread spectrum.
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 Pseudorandom |___.
| number source

(b) Receiver

FIGURE 4.24 Direct sequence spread spectrum system.

4.23 shows an example. Note that an information bit of 1 inverts the pseudorandom
bits in the combination, while an information bit of 0 causes the pseudorandombits
to be transmitted without inversion. The combination bit stream has the data rate
of the original pseudorandom sequence,so it has a wider bandwidth than the infor-

- mation stream. In this example, the pseudorandom bit streamis clocked at four
times the information rate.

Figure 4.24 showsa typical direct sequence implementation.In this case, the
information stream andthe pseudorandom stream are both convertedto analog sig-
nals and then combined,rather than performing the exclusive-or of the two streams
and thenmodulating.

The spectrum spreading achieved by the direct sequence technique is easily
determined. For example, suppose the information signal has a bit width of T;,,
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4.6

4.7

whichis equivalent to a data rate of 1/T,. In that case, the bandwidth ofthe signal,
depending on encoding technique,is roughly 2/T,. Similarly, the bandwidth of the
pseudorandomsignalis 2/T,, where T; is the bit width of the pseudorandom input.
The bandwidth of the combined signal is approximately the sum of the two band-
widths, or 2/(T;, + T,). The amountof spreadingthat is achievedis a direct result of
the data rate of the pseudorandom stream;the greater the data rate of the pseudo-
random input, the greater the amountof spreading.
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PROBLEMS

4.1 Which ofthe signals of Table 4,2 use differential encoding?
42 Develop algorithms for generating each of the codes of Table 4.2 from NRZ-L.
4.3 A modified NRZ code known as enhanced-NRZ (E-NRZ)is sometimes used for high

density magnetic tape recording. E-NRZ encodingentails separating the NRZ-L data
stream into 7-bit words; inverting bits 2, 3, 6, and 7; and adding oneparity bit to each
word. The parity bit is chosen to make the total numberof1s in the 8-bit word an odd
count. What are the advantages of E-NRZ over NRZ-L? Any disadvantages?

4.4 Develop a state diagram (finite-state machine) representation of pseudoternary cod-
ing.
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Considerthe following signal encoding technique. Binary data are presented asinput,
Gm for m = 1, 2,3,... Two levels of processing occur. First, a new set of binary num-
bers are produced:

Din = (Qn + bint) mod 2

These are then encoded as

Cm = bn 7 bmi

Onreception,the original data is recovered by
Om = Cm Mod 2

a. Verify that the received valuesof a,, equal the transmitted valuesof a,,.
b. Whatsort of encodingis this?
For the bit stream 01001110, sketch the waveformsfor eachof the codes of Table 4.2.
The waveform of Figure 4.25 belongs to a Manchester encoded binary data stream.
Determine the beginning and endofbit periods (i.e., extract clock information) and
give the data sequence.

 
FIGURE 4.25 A Manchester stream.

48

4.9

4.10

411

4.42

4,13

4.14

4,15

4.16

417

A sine waveis to be used for two different signaling schemes: (a) PSK; (b) OPSK. The
duration of a signal elementis 10°sec. If the received signalis of the following form,

s(t) = 0.005 sin (210°t + 6) volts
and if the measured noise powerat the receiver is 2.5 x 10° watts/Hz, determine the
E,/No (in dB)for each case.
ConsiderFigure 4.9, Eight of the phases useonly a single level of amplitude. Thesys-
tem shown encodesonly 4 bits. How manybits could be encodedif the single ampli-
iude phase were made to be double amplitude?
Derive an expression for baud rate D as a function of bit rate R for QPSK using the
digital encoding techniques of Table 4.2.
What S/N ratio is required to achieve a bandwidth efficiency of 5.0 for ASK, FSK, PSK,
and QPSK? Assumethat the requiredbiterrorrate is 10™.
An NRZ-Lsignalis passed through a filter with r = 0.5 and then modulatedonto a car-
rier. The data rate is 2400 bps. Evaluate the bandwidth for ASK and FSK. For FSK
assumethat the two frequencies used are 50 kHz and 55 kHz.
Assumethata telephone-line channelis equalized to allow bandpassdata transmission
over a frequency range of 600 to 3000 Hz. The available bandwidth is 2400 Hz with a
‘center frequency of 1800 Hz. For r = 1, evaluate the required bandwidth for 2400 bps
OPSKand 4800-bps,eight-level multilevel signaling. Is the bandwidth adequate?
Why should PCM bepreferable to DM for encoding analog signals that represent dig-
ital data?

Are the modem and the codec functional inverses(i.e., could an inverted modem func-
tion as a codec,or vice versa)?
The signal of Problem 2.15 is quantized using 10-bit PCM.Find the signal-to-quantiza-
tion noise ratio.

Consider an audio signal with spectral components in the range 300 to 3000 Hz.
Assumethat a sampling rate of 7 kHz will be used to generate a PCMsignal.
a. For S/N = 30 dB, what is the number of uniform quantization levels needed?

Assume a = 0.1

b. What data rate is required?
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4.18

4.19

4,20

 

 

Find the step size 6 required to prevent slope-overload noise as a function of the fre-
quency of the highest-frequency componentof the signal. Assume thatall components
have amplitude A,

A PCM encoderaccepts a signal with a full-scale voltage of 10 V and generates 8-bit
codes using uniform quantization. The maximum normalized quantized voltage is
1 - 2°. Determine: (a) normalized step size, (b) actual step size in volts, (c) actual
maximum quantizedlevel in volts, (d) normalized resolution, (e) actual resolution, and
(f) percentage resolution.

The analog waveform shown in Figure 4.26 is to be delta-modulated. The sampling
period and thestepsize are indicated by the grid on the figure. Thefirst DM output
and the staircase function for this period are also shown. Show therest of the staircase
function and give the DM output. Indicate regions where slope-overload distortion
exists.
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FIGURE 4.26 Delta modulation example.

4,21 Byfar, the most widely used technique for pseudorandom number generationis the
linear congruential method. The algorithm is parameterized with four numbers,as fol-
lows:

m the modulus  m>0

a the multiplier O=a<m
c the increment Osc<m

Xo the starting value,orseed O= Xy<m

The sequence of pseudorandom numbers {X,} is obtained via the followingiterative
equation:

Kyser = (aX, +“¢) mod m
If m, a, c, and Xp are integers, then this technique will produce a sequence of integers
with each integer in the range 05 X,<m. essential characteristic of a pseudo-random numbergenerator is that the generated sequence should appear random.
Although the sequence is not random, because it is generated deterministically, there
is a varietyofstatistical tests that can be usedto assess the degree to which a sequence
exhibits randomness. Another desirable characteristic is that the function should be a
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full-period generating function. Thatis, the function should generateall the numbers
between 0 and m before repeating.

With the linear congruential algorithm, a choice of parameters that provides a
full period does not necessarily provide a good randomization. For example, consider
the two generators

Xnt+i = (6X,) mod 13

Xn+i = (7X,) mod 13

Write out the two sequences to show that both are full-period. Which one appears
more random to you?
We would like m to be very large, so that there is the potential for producing a long
series of distinct random numbers. A commoncriterionis that m be nearly equal to the
maximum representable nonnegative integer for a given computer. Thus, a value of
m nearto or equalto 2”!is typically chosen. Many experts recommendavalue of 2°
-1. You may wonder why one should not simply use 2°", as this latter number can be
represented with no additional bits, and the mod operation should be easier to per-
form. In general, the modulus 2* — 1 is preferable to 2". Whyis this so?
In any use of pseudorandom numbers, whether for encryption, simulation,orstatisti-
cal design, it is dangerous to blindly trust the random numbergenerator that happens
to be available in your computer’s system library. One recent study found that many
contemporary textbooks and programming packages make use of flawed algorithms
for pseudorandom numbergeneration. This exercise will enable you to test your sys-
tem:

The test is based on a theorem attributed to Ernesto Cesaro, which states that
the probability is equal to 6/7” that the greatest commondivisor of two randomlycho-
sen integers is 1. Use this theorem in a program to determinestatistically the value of
a. The main program should call three subprograms: the random-number generator
from the system library to generate the random integers; a subprogram to calculate the
greatest commondivisorof two integers using Euclid’s Algorithm (foundin all books
on number theory), and a subprogram that calculates square roots. If these latter two
programs are not available, you will have to write them as well. The main program
should loop through a large number of random numbers to give an estimate of the
probability referenced above. From this,it is a simple matter to solve for your estimate
of a7.

If the result is close to 3.14, congratulations! If not, then the result is probably
low, usually a value of around 2.7. Why would such an inferior result be obtained?
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4A APPENDIX

PROOF OF THE SAMPLING THEOREM

THE SAMPLING THEOREMCan berestated as follows. Given that

e x(t) is a bandlimited signal with bandwidth jf,
e p(t) is a sampling signal consisting of pulses at intervals T, = 1/f,, where f, is the sam-

pling frequency.
© x,(t) = x(Hp(dis the sampledsignal.

Then, x(#) can be recovered exactly from ~x,(¢) if and only if f, = 2f,.

Proof:
Becausep(f) consists of a uniform seriesof pulses,it is a periodic signal and canbe rep-

resented by a Fourierseries: oo

p= >) Pre?
We have

x(t) = x()p()

= Ss P,x(pe?7™!n=00

X(f)

                

hh th

 
FIGURE4.27 Spectrum of a sampled signal.
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Now consider the Fourier transform of x,(#):

X,(f) = [” edeFat— 00

Substituting for x(t), we have ‘00 oo

x=[> Ponte—o n=

Rearranging yields

X3(f) = > Pa { xeFrridge
From the definition of the Fourier transform, we can write

X.(f - nf) = [ x(Qerrh may
where X(/) is the Fourier transform of x(#); substituting this into thepreceding equation, we
have

XA) =D)PaXfnf)
This last equation has an interesting interpretation, whichisillustrated in Figure 4.27, where
we assume without loss of generality that the bandwidth of x(?) is in the range 0 to f,. The
spectrum of x,(f) is composed of the spectrum of x(#) plus the spectrum of x(t) translated to
each harmonic of the sampling frequency. Each of the translated spectra is multiplied by the
corresponding coefficient of the Fourierseries of p(¢). Now,iff, > 2f;, these various transla-
tions do not overlap, and the spectrum of x(#), multiplied by Po, appears in_X,(f). By passing
X,(f) through a bandpassfilter with f < f,, the spectrum of x(f) is recovered. In equation
form,

Xf) = PoX(f) —fs<f<fs
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5.1

of data transmission, such as the characteristics of data signals and transmission
media, the encoding of signals, and transmission performance. In this chapter,

we shift our emphasisto the interface between data communicating devices and the
data transmission system.

For two devices linked by a transmission medium to exchange data, a high
degree of cooperation is required. Typically, data are transmitted onebit at a time
over the medium. The timing (rate, duration, spacing) of these bits must be the
samefor transmitter and receiver. Two common techniquesfor controlling this tim-
ing—asynchronous and synchronous—are explored in Section 5.1. Next, we look at
the physical interface between data transmitting devices and the transmissionline.
Typically, digital data devices do not attach to and signal across the medium
directly. Instead,this process is mediated through a standardized interface that pro-
vides considerable control over the interaction between the transmitting/receiving
devices and the transmissionline.

[: the preceding chapters, we have been concernedprimarily with the attributes

ASYNCHRONOUS AND SYNCHRONOUS TRANSMISSION

In this book, we are concerned with serial transmission of data; that is, data rate
transferred over a single signal path rather thanaparallel set oflines, as is common
with I/O devices and internal computer signal paths. With serial transmission,
signaling elements are sent down the line one at a time. Each signaling element
may be

° Less than one bit. This is the case, for example, with Manchester coding.
© One bit. NRZ-L and FSK are digital and analog examples, respectively.
° More than one bit. OPSK is an example.

Forsimplicity in the following discussion, we assumeonebitper signalingele-
ment unless otherwise stated. The discussion is not materially affected by this sim-
plification. ;

Recall from Figure 2.25 that the receptionof digital data involves sampling the
incoming signal once per bit time to determine the binary value. One ofthe diffi-
culties encountered in such a process is that various transmission impairments will
corruptthesignal so that occasionalerrors will occur. This problem is compounded
by a timingdifficulty: In order for the receiver to sample the incomingbits properly,
it must knowthe arrival time and duration of each bit that it receives.

Suppose that the sender simply transmits a stream of data bits. The sender has
a clock that governs the timing of the transmitted bits. For example, if data are to
be transmitted at one million bits per second (1 Mbps), then onebit will be trans-
mitted every 1/10°= 1 microsecond (us), as measured by the sender’s clock. Typ-
ically, the receiverwill attempt to sample the medium at the center of eachbit-time.
The receiver will time its samples at intervals of one bit-time. In our example, the
sampling would occuronce every 1 ws. If the receiver times its samples based onits
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own clock, then there will be a problem if the transmitter’s and receiver’s clocks are
notprecisely aligned.If there is a drift of 1 percent (the receiver’s clock is 1 percent
faster or slower than the transmitter’s clock), then the first sampling will be 0.01 of
a bit-time (0.01 us) away from the centerof the bit (centerofbit is .5 js from begin-
ning and endofbit). After 50 or more samples, the receiver may be in error because
it is sampling in the wrongbit-time (SO X .01 = .5 qs). For smaller timing differ-
ences, the error would occurlater, but, eventually, the receiver will be out of step
with the transmitter if the transmitter sends a sufficiently long stream ofbits andif
no steps are taken to synchronize the transmitter and receiver.

Asynchronous Transmission

Two approaches are commonfor achieving the desired synchronization. Thefirstis
called, oddly enough, asynchronoustransmission. The strategy with this schemeis
to avoid the timing problem by not sending long, uninterrupted streamsofbits.
Instead, data are transmitted one character at a time, where each characteris five
to eightbits in length.’ Timing or synchronization must only be maintained within
each character; the receiver has the opportunity to resynchronize at the beginning
of each new character.

The techniqueis easily explained with reference to Figure 5.1. When no char-
acter is being transmitted,the line between transmitter and receiver is in an idle
state. The definition of idle is equivalent to the signaling elementfor binary 1. Thus,
for NRZ-L signaling (see Figure 4.2), which is commonfor asynchronoustransmis-
sion, idle would be the presence of a negative voltage on the line. The beginning of
a characteris signaled by a start-bit with a value of binary 0. This is followed by the
five to eight bits that actually make up the character. The bits of the character are
transmitted beginning with the least significant bit. For example, for ASCII charac-
ters, the first bit transmitted is the bit labeled b, in Table 2.1. Usually, this is fol-
lowed bya parity bit, which therefore is in the most significant bit position. The par-
ity bit is set by the transmitter such that the total numberof ones in the character,
including the parity bit, is even (even parity) or odd(odd parity), depending on the
convention being used. This bit is used by the receiver for error detection, as dis-
cussed in Chapter 6. The final element is a stop, which is a binary 1. A minimum
length for the stop is specified, and this is usually 1, 1.5, or 2 times the duration of
an ordinary bit. No maximum valueis specified. Because the stop is the sameas the
idle state, the transmitter will continue to transmit the stop signaluntil it is ready to
send the next character.

If a steady stream of charactersis sent, the interval between two charactersis
uniform and equalto the stop element. For example,if the stop is one bit-time and
the ASCII characters ABC are sent (with even parity bit), the pattern is
01000001010010000101011000011111 .. . 111.7 The start bit (0) starts the timing
sequencefor the next nine elements, which are the 8-bit ASCII code and the stop

' The numberofbits that comprise a character depends on the code used. We have already seen one
common example, the ASCII code, which uses seven bits per character (Table 4-1). Another common
code is the Extended Binary Coded Decimal Interchange Code (EBCDIC), whichis an 8-bit character
code used on all IBM machines except for their personal computers,
? In the text, the transmission is shownfrom left (first bit transmitted) to right (last bit transmitted).
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FIGURE 5.1 Asynchronoustransmission.

bit. In the idle state, the receiver looks for a transition from 1 to 0 to signal the
beginning of the next character and then samples the input signal at one-bit inter-
vals for seven intervals. It then looks for the next 1-to-0 transition, which will occur
no sooner than one more bit-time.

The timing requirements for this scheme are modest. For example, ASCII
characters are typically sent as 8-bit units, including the parity bit. If the receiveris
5 percent sloweror faster than the transmitter, the sampling of the eighth informa-
tion bit will be displaced by 45 percent andstill be correctly sampled. Figure 5.1c
shows the effects of a timing error of sufficient magnitude to cause an error in
reception.In this example we assumea datarate of 10,000 bits per second (10 kbps);
therefore, each bit is of 0.1 millisecond (ms), or 100 ys, duration. Assume that the
receiver is off by 7 percent, or 7 ws per bit-time. Thus, the receiver samples the
incoming character every 93 ys (based on the transmitter’s clock). As can be seen,
the last sample is erroneous.

Anerror such as this actually results in two errors. First, the last sampled bit
is incorrectly received. Second, the bit count may now beoutof alignment.If bit 7
is a 1 andbit 8 is a 0, bit 8 could be mistakenfor a start bit. This condition is termed
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a framing error, as the character plus start and stop bits are sometimes referred to
as a frame. A framing error can also occur if some noise condition causes the false
appearanceofa start bit during theidle state.

Asynchronous transmission is simple and cheap but requires an overhead of
two to three bits per character. For example, for an 8-bit code, using a 1-bit-long
stop bit, two out of every ten bits convey no information but are there merely for
synchronization; thus the overhead is 20%. Of course, the percentage overhead
could be reduced by sending larger blocks of bits between the start and stop bits.
However,as Figure 5.1c indicates, the larger the block ofbits, the greater the cumu-
lative timing error. To achieve greaterefficiency, a different form of synchroniza-
tion, known as synchronoustransmission,is used.

Synchronous Transmission

With synchronous transmission, a block of bits is transmitted in a steady stream
without start and stop codes. The block may be many’bits in length. To prevent tim-
ing drift between transmitter and receiver, their clocks must somehow be synchro-
nized, One possibility is to provide a separate clock line between transmitter and
receiver. Oneside (transmitter or receiver) pulses the line regularly with oue short
pulse per bit-time. The other side uses these regular pulses as a clock. This tech-
nique works well over short distances, but over longer distances the clock pulses are
subject to the same impairmentsasthe data signal, and timing errors can occur. The
other alternative is to embed the clocking information in the data signal; for digital
signals, this can be accomplished with Manchester or Differential Manchester
encoding. For analog signals, a number of techniques can be used; for example, the
carrier frequency itself can be used to synchronize the receiver based on the phase
of the carrier.

With synchronous transmission, there is another level of synchronization
required, so as to allow the receiver to determine the beginning and end of a block
of data; to achieve this, each block begins with a preamble bit pattern and generally
ends with a postambie bit pattern. In addition, other bits are added to the block that
convey control information used in the data link control procedures discussed in
Chapter6. The data plus preamble, postamble, and control information are called
a frame. The exact format of the frame depends on which data link control proce-
dure is being used.

Figure 5.2 shows, in general terms, a typical frame format for synchronous
transmission. Typically, the frame starts with a preamble called a flag, whichis eight
bit-long. The sameflag is used as a postamble. The receiver looksfor the occurrence
of the flag pattern to signal the start of a frame. This is followed by some numberof
control fields, then a data field (variable length for most protocols), more control
fields, and finally the flag is repeated.

8-bit|Control Data field Control 8-bit|
flag fields ata le fields flag

FIGURE 5.2 Synchronous frame format.
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5.2

Forsizable blocks of data, synchronoustransmissionis far more efficient than
asynchronous. Asynchronoustransmission requires 20 percentor more overhead.
The control information, preamble, and postamble in synchronous transmission are
typically less than 100 bits. For example, one of the more common schemes, HDLC,
contains 48 bits of control, preamble, and postamble. Thus, for a 1000-character
block of data, each frame consists of 48 bits of overhead and 1000 x 8 = 8,000 bits
of data, for a percentage overhead of only 48/8048 xX 100% = 0.6%..

LINE CONFIGURATIONS

Twocharacteristics that distinguish various data link configurations are topology
and whetherthe link is half duplexor full duplex.

Topology

The topology of a data link refers to the physical arrangementofstations on a trans-
mission medium.If there are oaly twostations, (e.g., a terminal and a computer or
two computers), the link is point-to-point. If there are more than twostations, then
it is a multipoint topology. Traditionally, a multipointlink has been used in the case
of a computer (primary station) and a set of terminals (secondary stations). In
today’s environments, the multipoint topology is found in local area networks.

Traditional multipoint topologies are made possible when the terminals are
only transmitting a fraction of the time. Figure 5.3 illustrates the advantages of the
multipoint configuration. If each terminal has a point-to-pointlink to its computer,
then the computermust have one I/O port for each terminal. Also, there is a sepa-

Computer L - Terminals
(primary) a (secondaries) 

(a) Point-to-point

 
 
 

Computer =

(b) Multipoint

FIGURE5.3 Traditional computer/terminal config-
urations.
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rate transmission line from the computer to each terminal. In a multipoint configu-
ration, the computer needs only a single I/O port, thereby saving hardware costs.
Only a single transmission line is needed, which also savescosts.

Full Duplex and Half Duplex

Data exchanges over a transmission line can be classified as full duplex or half
duplex. With half-duplex transmission, only one of two stations on a point-to-point
link may transmit at a time. This mode is also referred to as two-way alternate,
suggestive of the fact that two stations must alternate in transmitting; this can be
compared to a one-lane, two-waybridge. This form of transmission is often used for
terminal-to-computer interaction. While a user is entering and transmitting data,
the computer is prevented from sending data, which would appear on theterminal
screen and cause confusion.

For full-duplex transmission, two stations can simultaneously send and receive
data from each other. Thus, this mode is known as two-way simultaneous and may
be compared to a two-lane, two-way bridge. For computer-to-computer data
exchange, this form of transmission is more efficient than half-duplex transmission.

With digital signaling, which requires guided transmission,full-duplex opera-
tion usually requires two separate transmission paths(e.g., two twisted pairs), while
half duplex requires only one. For analog signaling, it depends on frequency; if a
station transmits and receives on the same frequency,it must operate in half-duplex
modefor wireless transmission, although it may operate in full-duplex mode for
guided transmission using two separate transmission lines. If a station transmits on
one frequency and receives on another, it may operate in full-duplex modefor wire-
less transmission andin full-duplex mode with a single line for guided transmission.

INTERFACING

Mostdigital data-processing devices have limited data-transmission capability. Typ-
ically, they generate a simple digital signal, such as NRZ-L, and the distance across
which they can transmit data is limited. Consequently,it is rare for such a device
(terminal, computer) to attach directly to a transmission or networkingfacility. The
more common situation is depicted in Figure 5.4. The devices we are discussing,
which include terminals and computers, are generically referred to as data terminal
equipment (DTE). A DTE makesuseof the transmission system through the medi-
ation of data circuit-terminating equipment (DCE). An example of the latter is a
modem.

On oneside, the DCE is responsible for transmitting and receiving bits, one
at a time, over a transmission medium or network. Onthe otherside, the DCE must
interact with the DTE. In general, this requires both data and control information
to be exchanged. This is done overa set of wires referred to as interchange circuits.
For this scheme to work, a high degree of cooperation is required. The two DCEs
that exchangesignals over the transmission line or network must understand each
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FIGURE 5.4 Data communications interfacing.

other. That is, the receiver of each must use the same encoding scheme(e.g., Man-
chester, PSK) anddatarate as the transtnitter of the other. In addition, each DTE-
DCEpair must be designed to interact cooperatively. To ease the burden on data-
processing equipment manufacturers and users, standards have been developed
that specify the exact nature of the interface between the DTE and the DCE.Such
an interface has four important characteristics:

® Mechanical

® Electrical

® Functional

® Procedural

The mechanical characteristics pertain to the actual physical connection of the
DTE to the DCE.Typically, the signal and control interchangecircuits are bundled
into a cable with a terminator plug, male or female, at each end. The DTE and DCE
must present plugs of opposite genders at one end of the cable, effecting the physi-
cal connection;this is analogous to the wayresidential electrical poweris produced.
Poweris provided via a socket or wall outlet, and the device to be attached must
have the appropriate male plug (two-pronged, two-pronged polarized, or three-
pronged) to match the socket.

Theelectrical characteristics have to do with the voltage levels and timing of
voltage changes. Both DTE and DCE mustuse the samecode(e.g., NRZ-L), must
use the same voltage levels to mean the same: things, and must use the same dura-
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tion of signal elements. These characteristics determine the data rates and distances
that can be achieved.

Functional characteristics specify the functions that are performed byassign-
ing meaningsto each ofthe interchangecircuits, Functions can beclassified into the
broad categories of data, control, timing, and electrical ground.

Procedural characteristics specify the sequence of events for transmitting data,
based on the functional characteristics of the interface. The examples that follow
shouldclarify this point.

A variety of standards for interfacing exists; this section presents two of the
most important: V.24/EIA-232-E, and the ISDN Physical Interface.

V.24/EIA-232-E

The most widely used interface is one that is specified in the ITU-T standard, V.24.
In fact, this standard specifies only the functional and procedural aspects of the
interface; V.24 references other standardsfor the electrical and mechanical aspects.
In the United States, there is a corresponding specification,virtually identical, that
covers all four aspects: E[A-232. The correspondenceis as follows:

® Mechanical: ISO 2110

© Electrical: V.28

e Functional: V.24

® Procedural: V.24

EJA-232 wasfirst issued by the Electronic Industries Association in 1962, as
RS-232. It is currently in its fifth revision EIA-232-E, issued in 1991. The current
V.24 and V.28 specifications were issued in 1993. This interface is used to connect
DTEdevices to voice-grade modemsfor use on public analog telecommunications
systems. It is also widely used for many otherinterconnection applications.

Miechanical Specification

The mechanical specification for E[A-232-Eis illustrated in Figure 5.5. It calls for a
25-pin connector, defined in ISO 2110, with a specific arrangement of leads. This
connectoris the terminating plug or socket on a cable running from a DTE (e.g.,
terminal) or DCE(e.g., modem). Thus, in theory, a 25-wire cable could be used to
connect the DTE to the DCE.In practice, far fewer interchangecircuits are used in
most applications.

Electrical Specification

The electrical specification defines the signaling between DTE and DCE.Digital
signaling is used onall interchange circuits. Depending on the function of the inter-
changecircuit, the electrical values are interpreted either as binary or as control sig-
nals. The convention specifies that, with respect to a common ground, a voltage
more negative than —3 volts is interpreted as binary 1 and a voltage more positive
than +3 volts is interpreted as binary 0; this is the NRZ-L codeillustrated in Figure
4,2, The interface is rated at a signal rate of <20 kbps and a distance of <15 meters.
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FIGURE5.5 Pin assignments for V.24/EIA-232.

Greater distances and data rates are possible with good design,butit is prudent to
assume that these limits apply in practice as well as in theory.

The same voltage levels ‘apply to controlsignals; a voltage more negative than
~3 volts is interpreted as an OFF condition and a voltage more positive than +3
volts is interpreted as an ON condition.

Functional Specification

Table 5.1 summarizes the functional specification of the interchangecircuits, and
Figure 5.5 illustrates the placementof these circuits on the plug. The circuits can be
groupedinto the categories of data, control, timing, and ground. There is one data
circuit in each direction, so full-duplex operation is possible. In addition, there are
two secondary datacircuits that are useful when the device operatesin a half-duplex
fashion, In the case of half-duplex operation, data exchange between two DTEs(via
their DCEs and the intervening communications link) is only conducted in one
direction at a time. However, there may be a need to send a halt or flow-control
messageto a transmitting device; to accommodatethis, the communication link is
equipped with a reverse channel, usually at a much lowerdata rate than the primary
channel. At the DTE-DCEinterface, the reverse channel is carried on a separate
pair of data circuits.

There are fifteen control circuits. The first ten of these listed in Table 5.1

relate to the transmission of data over the primary channel. For asynchronoustrans-
mission, six of these circuits are used (105, 106, 107, 108.2, 125, 109). The use of
these circuits is explained in the subsection on proceduralspecifications. In addition
to these six circuits, three other control circuits are used in synchronoustransmis-

Viptela, Inc. - Exhibit 1011 - Part 1
Page 164



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 165

TABLE 5.1 V.24/EIA-232-E interchangecircuits.

5.3 /INTERFACING 149

          

v.24

103

104
118
104

105
106

107

108.2
125

109

110

111

112
133

120

121

122

140

141
142

113

114

115

102

" BIA-
232

BA
BB

SBA
SBB

CA

CB

CC

CD

CE

CF

CG

CH

CI

cy

SCA

SCB

SCF

RL

LL
™

DA

DB

DD

AB

  

 

 

Direction
Name to: Function

DATASIGNALS

Transmitted data DCE Transmitted by DTE
Received data DTE Received by DTE
Secondary transmitted data DCE Transmitted by DTE
Secondary received data DTE Received by DTE

CONTROL SIGNALS

Request to send DCE DTE wishes to transmit
Clear to send DTE DCEis ready to receive; response

to Request to send

DCEready DTE DCEis ready to operate

DTEready DCE DTE is ready to operate

Ring indicator DTE DCEis receiving a ringing signal
on the channelline

Receivedline signal detector DTE DCEis receiving a signal within
appropriate limits on the channel
line

Signal quality detector DTE Indicates whether there is a high
probability of error in the data

. received

Datasignal rate selector DCE Selects one of two data rates

Datasignal rate selector DTE Selects one of two data rates

Readyfor receiving DCE On/off flow control

Secondary request to send DCE DTE wishes to transmit on reverse
channel

Secondaryclear to send DTE DCEis ready to receive on reverse
channel

Secondary receivedline signal DTE Same as 109, for reverse channel
detector

Remote loopback DCE Instructs remote DCE to loop back
signals

Local loopback DCE Instructs DCE to loop backsignals
Test mode - DTE Local DCE is in a test condition

TIMING SIGNALS

Transmitter signal element DCE Clockingsignal; transitions to ON
timing and OFF occurat center of each

signal element
Transmitter signal element DTE Clocking signal; both 113 and 114

timing relate to signals on circuit 103
Receiver signal element timing DTE Clocking signal for circuit 104

GROUND

Signal ground/commonreturn Commongroundreference for all
circuits
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sion. The Signal Quality Detector circuit is turned ON by the DCEtoindicate that
the quality of the incoming signal over the telephone line has deteriorated beyond
some defined threshold. Most high-speed modems support more than one trans-
mission rate so that they canfall back to a lower speedif the telephone line becomes
noisy. The Data Signal Rate Selector circuits are used to change speeds; either the
DTE or DCE mayinitiate the change. The nextthree control circuits (120, 121, 122)
are used to controlthe use of the secondary channel, which maybeused asa reverse
channel or for some other auxiliary purpose.

The last group of control signals relate to loopback testing. These circuits
allow the DTE to cause the DCE to perform a loopbacktest. These circuits are only
valid if the modem or other DCE supports loopback control; this is now a common
modem feature. In the local loopback function, the transmitter output of the
modem is connected to the receiver input, disconnecting the modem from thetrans-
mission line. A stream of data generated by the user device is sent to the modem
and looped back to the user device. For remote loopback, the local modem is con-
nected to the transmission facility in the usual fashion, and the receiver output of
the remote modem is connected to the modem’s transmitter input. During either
form of test, the DCE turns ON the Test Modecircuit. Table 5.2 showsthe settings
for all of the circuits related to loopback testing, and Figure 5.6 illustrates the use.

Loopback controlis a useful fault-isolation tool. For example, suppose that a
user at a personal computer is communicating with a server by means of a modem
connection and communication suddenly ceases. The problem could be with the
local modem,the communicationsfacility, the remote modem,or the remote server.
A network manager can use loopback tests to isolate the fault. Local loopback
checks the functioning of the local interface and the local DCE. Remote loopback
tests the operation of the transmission channel and the remote DCE.

The timing signals provide clock pulses for synchronous transmission. When
the DCE is sending synchronous data over the Received Data circuit (104),it also
sends 1-0 and 0-1 transitions on Receiver Element Signal Timing (115), with transi-
tions timed to the middle of each BB signal element. When the DTE is sending syn-
chronousdata, either the DTE or DCE canprovide timing pulses, depending onthe
circumstances.

Finally, the signal ground/common return (102) serves as the return circuit
for all data leads. Hence, transmission is unbalanced, with only one active wire.
Balanced and unbalanced transmission are discussed in the section on the ISDN

interface.

TABLE 5.2 Loopbackcircuit settings for V.24/EIA-232.              

 

Local loopback Remote loopback
Local Remote

Circuit Condition Circuit interface interface

DCEready ON DCEready ON OFF
Local loopback ON Local loopback OFF OFF

Remote loopback OFF Remote loopback ON OFF
Test mode ON Test mode ON ON             
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Transmitter

Receiver 
DTE Local DCE

(a) Local loopback Testing

 Pee| Transmitter
DTE Local DCE Remote DCE

 

(b) Remote loopback testing

FIGURE 5.6 Local and remote loopback.

Procedural Specification

The procedural specification defines the sequence in which the variouscircuits are
used for a particular application. We give a few examples.

The first example is a very common one for connecting two devices over a
short distance within a building. It is known as an asynchronousprivate line modem,
or a limited-distance modem. As the name suggests, the limited-distance modem
accepts digital signals from a DTE,such as a terminal or computer, converts these
to analog signals, and then transmits these over a short length of medium, such as
twisted pair. On the other endof the line is another limited-distance modem, which
accepts the incoming analogsignals, converts them to digital, and passes them on to
another terminal or computer. Of course, the exchange of data is two-way.Forthis
simple application, only the following interchangecircuits are actually required:

e Signal ground (102)
e Transmitted data (103)

e Received data (104)
e Request to send (105)
e Clear to send (106)
e DCEready (107)
e Received-Line Signal Detector (109)

When the modem (DCE) is turned on and is ready to operate, it asserts
(applies a constant negative voltage to) the DCE Ready line. When the DTE is
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ready to send data (e.g., the terminal user has entered a character), it asserts
Request to Send. The modem responds, when ready, by asserting Clear to Send,
indicating that data may be transmitted over the Transmitted Data line. If the
arrangementis half-duplex, then Request to Send also inhibits the receive mode.
The DTE may nowtransmit data over the Transmitted Data line. When data arrive
from the remote modem,the local modem asserts Received-Line Signal Detector to
indicate that the remote modem is transmitting and delivers the data on the
Received Data line. Note that it is not necessary to use timing circuits, as this is

. asynchronous transmission.
Thecircuits just listed are sufficient for private line point-to-point modems,

but additional circuits are required to use a modem to transmit data over the tele-
phone network. In this case, the initiator of a connection must call the destination
device over the network. Two additional leads are required:

° DTE ready (108.2)
e Ring indicator (125)

With the addition of these two lines, the DTE-modem system can effectively
use the telephone network in a way analogous to voice telephone usage. Figure 5.7
depicts the steps involved in dial-up half-duplex operation. When a call is made,
either manually or automatically, the telephone system sends a ringing signal. A
telephone set would respond by ringing its bell; a modem responds by asserting
Ring Indicator. A person answersa call by lifting the handset; a DTE answers by
asserting Data Terminal Ready. A person who answers a call will listen for
another’s voice, and, if nothing is heard, hang up. A DTE will listen for Carrier
Detect, which will be asserted by the modem whena signalis present; if this circuit
is not asserted, the DTE will drop Data Terminal Ready. You might wonder how
this last contingency might arise; one common wayisif a person accidentally dials
the numberof a modem. This activates the modem’s DTE, but when nocarrier tone
comes through, the problem is resolved.

It is instructive to consider'situations in which the distances between devices
are so close as to allow two DTEsto directly signal each other. In this case, the
V.24/EIA-232 interchangecircuits canstill be used, but no DCE equipmentis pro-
vided, For this scheme to work, a null modem is needed, which interconnects leads
in such a way as to fool both DTEsinto thinking that they are connected to
modems. Figure 5.8 is an example of a null modem configuration; the reasons for
the particular connections should be apparent to the reader who has grasped the
preceding discussion.

ISDN Physical Interface

‘The wide variety of functions available with V.24/EIA-232is provided by the use of
a large numberof interchange circuits. This is a rather expensive way to achieve
results, An alternative would be to provide fewer circuits but to add morelogic at
the DTE and DCEinterfaces. With the dropping costs oflogic circuitry, this is an
attractive approach. This approach wastakenin the X.21 standardfor interfacing to
public circuit-switched networks,specifying a 15-pin connector. Morerecently, the
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1. DTEAturns on the DTE readypin (20)
to tell its modem it wants to begin a data
exchange. While this signal remains
asserted, DTE A transmits a phone number
via Transmitted Data (pin 2) for modem A
to dial.

CODO0OCO0OS

3, When modemAdetects a carrier signal,
it alerts DTE A via pin 8. The modem
also tells the DTE that a circuit has been

established (pin 6). If the modem has been
so programmed,it will also send an “on line”
message to the DTE’sscreen via the
Received Datapin (3).

O@O08O00000000 *
_OO0000000C00 JV

5. Whenit wishes to send data, DTE A

activates Request to Send (pin 4). Modem A
respondswith Clear to Send (pin 5), DTE A
sends data (pulses representing 1s and Os) to
modem A via the Transmitted Datapin (2).
Modem A modulates the pulses to send the
data overits analog carriersignal.

Modem A
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.GOOOOOBOBOOO )

2. When modemB alerts its DTE to the
incomingcall via the Ring Indicator pin
(22), DTE B turns on its DTA Ready pin
(2), Modem B then generatesa carrier
signal, to be used in the exchange,
and turns on pin 6, to showits
readiness to receive data.

‘OOOOOOO@00000
OOOOO0OCO0OCO

4. Modem A then generatesits owncarrier
signal to modem B, which reportsit via
pin 8.

 

QOSOOOOOOG000
.OOOO00000000

6. ModemB reconvertsthe signal to digital
form and sendsit to DTEBvia the

Received Data pin (3).

 

Modem B

 
FIGURE 5.7 V.24/EIA-232 dial-up operation.

trend has beencarried further with the specification of an 8-pin physical connector
to an Integrated Services Digital Network (ISDN). ISDN, which is an all-digital
replacement for existing public telephone and analog telecommunications net-
works, is discussed further in Appendix A.In this section, we look at the physical
interface defined for ISDN.
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Signal ground 102|OO}_102

Transmitted data 103 a 103Received data 104 104

Request to send 105 105

Clear to send 106 106

Received line signal detector 109 109

DCEready 107 107

DTEready 108.2 108.2

Ring indicator 125|O 125

Transmitter timing 113 113

Receiver timing 115 <, 115
FIGURE 5.8 Example of a null modem.

Physical Connection

In ISDN terminology, a physical connection is made between terminal equipment
(TE) and network-terminating equipment (NT). For purposes of our discussion,
these terms correspond,rather closely, to DTE and DCE,respectively. The physi-
cal connection, defined in ISO 8877, specifies that the NT and TE cablesshall ter-
minate in matching plugs that provide for 8 contacts.

Figure 5.9 illustrates the contact assignments for each of the 8 lines on both
the NT and TE sides. Twopinsare used to provide data transmission in each direc-
tion. These contact points are used to connect twisted-pair leads coming from the
NT and TE devices. Because there are no specific functional circuits, the transmit/
receive circuits are used to carry both data and control signals. The control infor-
mationis transmitted in the form of messages.

Thespecification provides for the capability to transfer poweracross theinter-
face. The direction of powertransfer depends on the application. In a typical appli-
cation, it may be desirable to provide for power transfer from the network side
toward the terminalin order, for example, to maintain a basic telephony service in
the event of failure of the locally provided power. This power transfer can be
accomplished using the same leadsusedfordigital signal transmission (c,d,e,f), or
on additional wires, using access leads g-h. The remaining two leads are not used in
the ISDN configuration but may be useful in other configurations.

Electrical Specification

The ISDNelectrical specification dictates the use of balanced transmission. With
balanced transmission, signals are carried onaline, suchas twisted pair, consisting
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Terminal Equipment Network Equipment
(TE) (NE)

Power
source 3

Receive

source 2

 
FIGURE 5.9 ISDNinterface.

of two conductors. Signals are transmitted as a current that travels down one con-
ductor and returns on the other, the two conductors forming a complete circuit. For
digital signals, this technique is knownas differential signaling,’ as the binary value
depends on the direction of the voltage difference between the two conductors.
Unbalanced transmission, which is used on older interfaces such as EIA-232, uses a
single conductorto carry the signal, with ground providing the return path.

The balance modetolerates more, and producesless, noise than unbalanced
mode. Ideally, interference on a balancedline will act equally on both conductors
and not affect the voltage difference. Because unbalanced transmission does not
possess these advantages, it is generally limited to use on coaxial cable; whenitis
used on interchangecircuits, such as EIA-232,it is limited to very short distances.

The data encoding format used on the ISDNinterface depends on the data
rate. For the basic rate of 192 kbps, the standard specifies the use of pseudoternary
coding (Figure 4.2). Binary one is represented by the absence of voltage, and binary
zero is represented by a positive or negative pulse of 750 mV +10%.For thepri-
mary rate, there are. two options: 1.544 Mbpsusing alternate mark inversion (AMI)
with B8ZS (Figure 4.6) and 2.049 Mbps using AMI with HDB3. Thereason for the
different schemesfor the two different primary rates is simply historical; neither has
a particular advantage.

3 Notto be confused with differential encoding; see Section 4.1.
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5.4

5.5

RECOMMENDED READING

[BLAC95Sa] provides detailed, broad coverage of many physical-layer interface standards.

[BLAC9Sb] focuses on the ITU-TVseries. recommendations. [SEYE91] is an easy-to-read
and thorough introduction to EIA-232,

BLAC95a_ Black, U. Physical Level Interfaces and Protocols. Los Alamitos, CA: IEEE
Computer Society Press, 1995,

BLAC95b_ Black, U. The V Series Recommendations: Standards for Data Communications
Over the Telephone Network. New York: McGraw-Hill, 1995.

SEYE91 Seyer, M. RS-232 Made Easy: Connecting Computers, Printers, Terminals, and
Modems. Englewood Cliffs, NJ: Prentice Hall, 1991.

PROBLEMS

5.1 A data source produces 8-bit ASCII characters. Derive an expression for the maximum
data rate (rate of ASCII data bits) over a B-bpsline for the following:
a, Asynchronous transmission with a/1.5-unit stop bit.
b. Synchronous transmission, with a frame consisting of 48 control bits and 128 infor-

mation bits. The information field contains 8-bit ASCII characters.

c. Sameas (b), but with an information field of 1024 bits.
5.2 Demonstrate by example (write down a few dozen arbitrary bit patterns with start and

_ Stop bits) that a receiver that suffers a framing error on asynchronoustransmission will
eventually becomerealigned.

§.3 Suppose that the sender and receiver agree notto use any stop bits. Could this work? If
so, explain any necessary conditions.

5.4 Consider a transmission system that is clocked by a master clock running at 8 MHz. This
clock has a maximum errorof 30 seconds per month. Transmission is asynchronousser-
ial consisting of characters containing one start bit, seven data bits, one parity bit, and
one stop bit. If characters are transmitted in a continuous stream as rapidly as possible
(a burst mode), how many characters could be sent before a transmission error caused
by the master clock error occurs? Assume that each bit must be sampled within 40% of
its center position. Note that the transmission rate is not a factor, as both the bit period
and the absolute timing error decrease proportionately at higher transmissionrates.

§,5 An asynchronoustransmission uses 8 data bits, an even parity bit, and 2 stop bits. What
percentage of clock inaccuracy can betolerated at the receiver with respectto the fram-
ing error? Assumethat the bit samples are takenat the middle of the clock period. Also
assume that, at the beginning ofthe start bit, the clock and incomingbits are in phase.

5.6 Suppose that a synchronousserial data transmission is clocked by two 8-MHz clocks
(one at the senderand oneatthe receiver) that each havea drift of 1 minute in oneyear.
How long a sequence ofbits can be sent before possible clock drift could cause a prob-
lem? Assumethat a bit waveform will be goodif it is sampled within 40% of its center
and that the sender and receiver are resynchronized at the beginning of each frame.

5.7 Draw a timing diagram showingthestate of all EIA-232 leads between two DTE-DCE
pairs during the course of a data call on the switched telephone network.

5.8 Explain the operation of each null modem connectionin Figure 5.8.
5.9 For the V.24/EIA-232 Remote Loopbackcircuit to function properly, whatcircuits must

be logically connected?
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For effective digital data communications, much moreis needed to control
and manage the exchange.In this chapter, we shift our emphasis to that of

sending data over a data communicationslink. To achieve the necessary control, a
layer of logic is added above the physical interfacing discussed in Chapter 5; this
logic is referred to as data link control or a data link control protocol. When a data
link control protocolis used, the transmission medium betweensystemsis referred

_ to as a data link.

To see the need for data link control, we list some of the requirements and
" objectives for effective data communication between two directly connected trans-

mitting-receiving stations:

Our discussion so far has concerned sendingsignals over a transmission link.

° Frame synchronization. Data are sent in blocks called frames. The beginning
and end of each frame must be recognizable. Webriefly introduced this topic
with the discussion of synchronous frames (Figure 5.2).

e Flow control. The sending station must not send framesat a rate faster then
the receiving station can absorb them.

° Error control. Any bit errors introduced by the transmission system must be
corrected.

° Addressing. On a multipoint line, such as a local area network (LAN), the
identity of the two stations involved in a transmission must bespecified.

¢ Control and data on samelink. It is usually not desirable to have a physically
separate communications path for control information. Accordingly, the
receiver mustbe able to distinguish control information from the data being
transmitted.

® Link management. The initiation, maintenance, and termination of a sus-
tained data exchange requires a fair amount of coordination and cooperation
among stations. Procedures for the management of this exchange are
required.

Noneof these requirementsis satisfied by the physical interfacing techniques
described in Chapter 6. Weshall see in this chapter that a data link protocol that,
satisfies these requirements is a rather complex affair. We begin by looking at three
key mechanismsthatare partof data link control: flow control, error detection, and
error control. Following this background information, we look at the most impor-
tant example ofa data link control protocol: HDLC(high-level data link control),
This protocol is important for two reasons: First, it is a widely used standardized
data link control protocol. And secondly, HDLCserves as a baseline from which
virtually all other important data link control protocols are derived. Following a
detailed examination of HDLC,theseother protocols are briefly surveyed. Finally,
an appendix to this chapter addresses some performanceissuesrelating to data link
control.
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6.4 FLOW CONTROL

Flow control is a technique for assuring that a transmitting entity does not over-
whelm a receiving entity with data. The receiving entity typically allocates a data
buffer of some maximumlengthfor a transfer. When data are received, the receiver
must do a certain amountofprocessing before passing the data to the higher-level
software. In the absenceof flow control, the receiver’s buffer may fill up and over-
flow whileit is processing old data.

’ To begin, we examine mechanismsfor flow control in the absenceof errors.
The model wewill use is depicted in Figure 6.1a, which is a vertical-time sequence
diagram. It has the advantages of showing time dependenciesandillustrating the
correct send-receive relationship. Each arrow representsa single frametransiting a
data link between twostations. The data are sent in a sequence of frames with each
frame containing a portion of the data and some control information. For now, we

 Transmissiondeparturetime Receiverarrivaltime 
FIGURE6.1 Model of frame transmission.
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assumethatall frames that are transmitted are successfully received; no framesare
lost and nonearrive with errors. Furthermore, frames arrive in the same orderin
which they are sent. However, each transmitted frame suffers an arbitrary and vari-
able amountof delay before reception.

Stop-and-Wait Flow Control

The simplest form of flow control, known as stop-and-wait flow control, works as
follows. A source entity transmits a frame. After reception, the destination entity

. indicates its willingness to accept another frame by sending back an acknowledg-
mentto the framejust received. The source must wait until it receives the acknowl-
edgment before sending the next frame. The destination can thus stop the flow of
data by simply withholding acknowledgment. This procedure works fine and,
indeed, can hardly be improved upon when a messageissent in a few large frames.
However,it is often the case that a source will break up:a large block of data into
smaller blocks and transmit the data in many frames.This is done for the following
reasons:

e The buffer size of the receiver may be limited.
e The longer the transmission, the morelikely that there will be an error, neces-

sitating retransmission of the entire frame. With smaller frames, errors are
detected sooner, and a smaller amount of data needsto be retransmitted.

e Ona shared medium,such as a LAN,it is usually desirable not to permit one
station to occupy the medium for an extended period, as this causes long
delays at the other sending stations.

With the use of multiple frames for a single message, the stop-and-wait pro-
cedure may be inadequate. The essence of the problem is that only one frame at a
time canbein transit. In situations where the bit length of the link is greater than
the frame length, serious inefficiencies result; this is illustrated in Figure 6.2. In the
figure, the transmission time (the time it takes for a station to transmit a frame)is
normalized to one, aia tie propagation delay (the time it takes for a bit to travel
from senderto receiver) is expressedas the variable a. In other words, whena is less
than 1, the propagation time is less than the transmission time, In this case, the
frameis sufficiently long that thefirst bits of the frame have arrived at the destina-
tion before the source has completed the transmission of the frame. When a is
greater than 1, the propagation time is greater than the transmission time.In this
case, the sender completes transmission of the entire frame before the leading bits
of that frame arrive at the receiver. Put another way, larger values of a are consis-
tent with higher data rates and/or longer distances between stations. Appendix 6A
discusses a and data link performance.

Both parts of the figure (a and b) consist of a sequence of snapshots of the
transmission process over time. In both cases, the first four snapshots show the
process of transmitting a frame containing data, and the last snapshot shows
the return of a small acknowledgmentframe. Note that for a > 1, the line is always
underutilized, and, even for a < 1, thelineis inefficiently utilized. In essence, for
very high data rates, or for very long distances between senderand receiver, stop-
and-wait flowcontrol providesinefficient line utilization.
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(a)a>1 (b)a<1

FIGURE 6.2 Stop-and-wait link utilization (transmission time = 1; propagation
time = a).

Sliding-Window Flow Control

The essence of the problem describedsofar is that only one frameat a time can be
in transit. In situations where the bit length of the link is greater than the frame
length (a > 1), seriousinefficiencies result. Efficiency can be greatly improved by
allowing multiple framesto be in transit at the same time,

Let us examine how this might work for two stations, A and B, connected via
a full-duplexlink. Station B allocates buffer space for n frames. Thus, B can accept
n frames, and A is allowed to send n frames without waiting for any acknowledg-
ments. To keep track of which frames have been acknowledged,eachis labeled with
a sequence number. B acknowledges a frame by sending an acknowledgmentthat
includes the sequence numberof the next frame expected. This acknowledgment
also implicitly announces that B is preparedto receive the next n frames, beginning
with the numberspecified. This scheme can also be used to acknowledge multiple
frames, For example, B could receive frames2, 3, and 4, but withhold acknowledg-
ment until frame 4 has arrived; by then returning an acknowledgment with
sequence number5, B acknowledgesframes2, 3, and 4 at one time. A maintains a
list of sequence numbers that it is allowed to send, and B maintains a list of
sequence numbersthat it is prepared to receive. Each of these lists can be thought
of as a window of frames. The operation is referred to as sliding-window flow
control.
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Severaladditional comments need to be made. Because the sequence number
to be used occupiesafield in the frame,it is clearly of bounded size. For example,
for a 3-bit field, the sequence number can range from 0 to 7. Accordingly, frames
are numbered modulo8;thatis, after sequence-number7, the next numberis 0. In
general, for a k-bit field the range of sequence numbersis 0 through 2* - 1, and
frames are numbered modulo 2"; with this in mind, Figure 6.3 is a useful way of
depicting the sliding-window process. It assumes the use of a 3-bit sequence num-
ber, so that frames are numbered sequentially from 0 through 7, and then the same
numbersare reused for subsequent frames. The shaded rectangleindicates that the
sender may transmit 7 frames, beginning with frame 6. Each time a frameis sent,
the shaded window shrinks; each time an acknowledgmentis received, the shaded
window grows.

The actual window size need not be the maximum possible size for a given
sequence-number length. For example, using a 3-bit sequence number, a window
size of 4 could be configured for the stations using the sliding-window flow control
protocol.

An example is shown in Figure 6.4. The example assumes a 3-bit sequence
numberfield and a maximum windowsize of seven frames. Initially, A and B have
windowsindicating that A may transmit seven frames, beginning with frame 0 (FO).
After transmitting three frames (FO, F1, F2) without acknowledgment, A has
shrunk its window to four frames. The window indicates that A may transmit four
frames, beginning with frame number3. B then transmits an RR (receive-ready)3,
which means: “I have receivedall frames up through frame number 2 and am ready

Framesalreadyreceived Window of frames that may be transmitted       

        

        
  

Fr: Last fr Windowshrinks from Windowexpands
Tame . ( as “ited trailing edge as from leading edge as

nuunbers Fansmiite frames are sent acknowledgements
numbers are received

(a) Transmitter’s perspective

Framesalreadyreceived Windowof frames that may be accepted 

         
Last frame Window shrinks from Window expands
knowledped_,“ailing edge as from leading edge as

ACKNOWIECBES Framesare received acknowledgements
are sent

(b) Receiver’s perspective

FIGURE6.3  Sliding-window depiction.
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FIGURE 6.4 Example ofa sliding-window protocol.

to receive frame number3; in fact, I am prepared to receive seven frames, begin-
ning with frame number3.” With this acknowledgment,A is back up to permission
to transmit seven frames, still beginning with frame 3. A proceeds to transmit
frames3, 4, 5, and 6. B returns an RR 7, which acknowledgesall of these frames and
permits A to send 7 frames, beginning with frame 7.

The mechanism so far described does indeed provide a form offlow control:
The receiver must only be able to accommodate 7 frames beyondthe oneit haslast
acknowledged; to supplementthis, most protocolsalso allowastation to completely
cut off the flow of frames from the other side by sending a Receive-Not-Ready
(RNR) message, which acknowledges former framesbut forbids transfer of future
frames. Thus, RNR 5 means:“I have received all frames up through number 4 but
am unable to accept any more.” At some subsequentpoint, the station must send a
normal acknowledgmentto reopen the window.

So far, we have discussed transmission in one direction only. If twostations
exchange data, each needs to maintain two windows, one for transmit and one for
receive, and each side needs to send the data and acknowledgmentsto the other. To
provideefficient support for this requirement, a feature known as piggybackingis
typically provided. Each data frame includesa field that holds the sequence number
of that frameplus a field that holds the sequence numberused for acknowledgment.
Thus, if a station has data to send and an acknowledgmentto send, it sends both
together in one frame, thereby saving communicationcapacity. Of course, if a sta-
tion has an acknowledgmentbut no data to send,it sends a separate acknowledg-
ment frame. If a station has data to send but no new acknowledgment to send, it
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must repeat the last acknowledgmentthatit sent; this is because the data frame
includes a field for the acknowledgment number, and some value mustbe put into
that field. When a station receives a duplicate acknowledgment,it simply ignoresit.

It should be clear from the discussion that sliding-window flow controlis
potentially much moreefficient than stop-and-wait flow control. The reasonis that,
with sliding-window flow control, the transmission link is treated as a pipeline that
maybe filled with frames in transit. In contrast, with stop-and-wait flow control,
only one frame maybein the pipeat a time. Appendix 6A quantifies the improve-
mentin efficiency. ,

ERROR DETECTION

In earlier chapters, we talked about transmission impairmentsandthe effect of data
rate and signal-to-noiseratio on bit error rate. Regardless of the design of the trans-
mission system, there will be errors, resulting in the change of one or morebits in a
transmitted frame.

Let us define these probabilities with respect to errors in transmitted frames:

P;: Probability of a single bit error; also known asthe bit error rate.
P,: Probability that a frame arrives with no bit errors.

P,: Probability that a frame arrives with one or more undetectedbit errors.
P:; Probability that a frame arrives with one or more detected bit errors but

no undetected bit errors,

First, consider the case when no meansare takento detect errors; the proba-
bility of detected errors (P3), then, is zero. To express the remaining probabilities,
assumethat theprobability that any bit is in error (P,) is constant and independent
for each bit. Then we have

P,=(1-P,)*

P2=1-P;

where F is the numberof bits per frame. In words, the probability that a frame
arrives with no bit errors decreases when the probability of a single bit error
increases, as you would expect. Also, the probability that a frame arrives with nobit
errors decreases with increasing frame length; the longer the frame, the morebitsit
hasandthe higher the probability that one of these is in error.

Letus take a simple exampleto illustrate these relationships. A defined object
for ISDN connectionsis that the bit error rate on a 64-kbps channel should beless
than 10° onatleast 90% of observed 1-minuteintervals. Suppose now that we have
the rather modest user requirement that at most one frame with an undetected bit
error should occur per day on a continuously used 64-kbps channel, and let us
assume a frame length of 1000 bits. The numberof frames that can be transmit-
ted in a day comes out to 5.529 x 10°, which yields a desired frameerror rate of
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P, = 1/(5.529 X 10°) = 0.18 X10°, But, if we assumea value of P, of 10°, then
P, = (0.999999)! = 0.999 and, therefore, Pz = 10°°, which is about three orders
of magnitude too large to meet our requirement.

This is the kind of result that motivates the use of error-detection techniques.
All of these techniques operate on the following principle (Figure 6.5). For a given
frame of bits, additional bits that constitute an error-detecting code are added by
the transmitter. This code is calculated as a function of the other transmitted bits.

The receiver performs the same calculation and compares the two results. A
detected error occursif and only if there is a mismatch. Thus, P3 is the probability’
that if a frame containserrors, the error-detection schemewill detect that fact. P, is
known as the residual error rate, and is the probability that an error will be un-
detected despite the use of an error-detection scheme.

PormnnaSy
Transmitter

 
   

LEGEND

E, E’ = Error detecting codes
f  =Enrrordetecting code function  
FIGURE 6.8 Error detection.

Parity Check

The simplest error-detection schemeis to appendaparity bit to the end of a block
of data. A typical example is ASCII transmission, in whichaparity bit is attached
to each 7-bit ASCII character. The valueofthis bit is selected so that the character

has an even numberof 1s (even parity) or an odd numberof1s (odd parity). So, for
example,if the transmitter is transmitting an ASCII G (1110001) andusing odd par-
ity,it will append a 1 and transmit 11100011. The receiver examines the received
characterand,if the total numberof 1s is odd, assumesthat no error has occurred.
If one bit (or any odd numberofbits) is erroneously inverted during transmission
(for example, 11000011), then the receiver will detect an error. Note, however, that
if two (or any even number)of bits are inverted due to error, an undetected error
occurs. Typically, even parity is used for synchronous transmission and oddparity
for asynchronoustransmission. .
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The use of the parity bit is not foolproof, as noise impulses are often long
enough to destroy more than onebit, particularly at high datarates.

Cyclic Redundancy Check (CRC)

Oneof the most common,and one of the most powerful, error-detecting codesis
the cyclic redundancycheck (CRC), which can be described as follows. Given a k-
bit block of bits, or message, the transmitter generates an n-bit sequence, known as
a frame check sequence (FCS),so that the resulting frame, consisting of k + n bits,

- is exactly divisible by some predetermined number. The receiver then divides the
incoming frame by that numberand,if there is no remainder, assumes there was no
error.

To clarify this, we present the procedure in three ways: modulo2 arithmetic,
polynomials, and digital logic. .

Modulo 2 Arithmetic

Modulo2 arithmetic uses binary addition with nocarries, which is just the exclusive-
or operation. For example:

  

 

1111 11001

+1010 x 12

0101 110021

11001

101011

Nowdefine:

T = (k + n)-bit frame to be transmitted, with n < k
M = k-bit message, thefirst k bits of T
F = n-bit FCS,the last n bits of T

P = pattern of n + 1 bits; this is the predetermined divisor

We would like T/P to have no remainder.It should be clear that

T=2°M+F

Thatis, by multiplying M by 2", we have, in effect, shiftedit to the left by n bits and
padded out the result with zeroes. Adding F yields the concatenation of M and F,
which is T. We want T to be exactly divisible by P. Suppose that we divided 2"M
by P:

= R
Ss = OQtS (6.1)

There is a quotient and a remainder. Because division is binary, the remainderis
alwaysat least one bit less than the divisor. We will use this remainder as our FCS,
Then

T=2"M+R
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Question: Doesthis R satisfy our condition that 7/P have no remainder? To see that
it does, consider

T_2M+R
P P

Substituting Equation (6.1), we have

T_o5,R,R
p Lt ptp

However, any binary numberaddedto itself (modulo 2) yields zero. Thus,

T .,R+R_

There is no remainder, and, therefore, T is exactly divisible by P. Thus, the FCSis
easily generated: Simply divide 2"M by P and use the remainderas the FCS. On
reception, the receiver will divide T by P and will get no remainder if there have
been noerrors.

Let us now consider a simple example.

i. Given

Message M = 1010001101 (10 bits)
Pattern P = 110101(6 bits)

FCS R = to be calculated(5 bits)
2. The message M is multiplied by 2°, yielding 101000110100000.
3. This productis divided by P:

1101010110<—9
P->110101 [101000110100000<~2"17

110101

“411041
110101

“111010
110101

111110

110101

101100

110101

110010

110101

01110<-R

 

 

 

4, The remainder (R = 01110) is added to 2"M to give T = 101000110101110,
whichis transmitted.

5, If there are no errors, the receiver receives T intact. The received frame is
divided by P:
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1101010110<Q
P->110101/01000710101110<—9

110101

111011
110101

111010

110101

111110

110101

101211

110101

110101

110101

00000<-R

 

 

 

 

 

 

Becausethere is no remainder,it is assumed that there have been noerrors.

The pattern P is chosen to be onebit longer than the desired FCS, and the
exact bit pattern chosen dependsonthe typeof errors expected, At minimum,both
thehigh- and low-orderbits of P must be1.

The occurrenceof anerroris easily expressed. An errorresults in the reversal
of a bit. This is equivalent to taking the exclusive-or of the bit and 1 (modulo 2 addi-
tion of 1 to the bit): 0 + 1 = 1;1+ 1= 0. Thus, the errors in an (n + &)-bit frame
can be represented by an (n + k)-bit field with 1s in each errorposition. The result-
ing frame T, can be expressed as

T.=TteE

where

T = transmitted frame

E = error pattern with 1s in positions where errors occur
T, = received frame

The receiver will fail to detect an errorif andonlyif T, is divisible by P, which is
equivalentto E divisikle by P. Intuitively, this seems an unlikely occurrence.

Polynomials

A second way of viewing the CRCprocessis to expressall values as polynomials in
a dummyvariable X, with binary coefficients. The coefficients correspond to the
bits in the binary number. Thus, for M@ = 110011, we have M(X) = X° + X44 X
+ 1, and, for P = 11001, we have P(X) = X* + X? + 1. Arithmetic operations are
again modulo 2. The CRCprocess can now bedescribed as

X"M(X) R(X)
P(x) = 2) + Bey

T(X) = X"M(X) + R(X)
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An error E(X) will only be undetectableif it is divisible by P(X). It can be shown
[PETE61]thatall of the following errorsare not divisible by a suitably chosen P(X)
and, hence,are detectable:

e All single-bit errors.
e All double-bit errors, as long as P(X) hasat least three 1s.
e Any odd numberof errors, as long as P(X) contains a factor (X + 1).
e Anyburst error for which the length of the burstis less than the length of the

divisor polynomial; thatis, less than or equalto the length of the FCS.
® Most larger burst errors.

In addition, it can be shown thatif all error patterns are considered equally
likely, then for a burst error of length r + 1, the probability that E(X) is divisible by
P(X) is 1/2", andfor a longer burst, the probability is 1/2’, where r is the length of
the FCS.

Three versions of P(X) are widely used:

CRC-16 = x4 XD + 241
CRC-CCITT = X16 4+ X74 X° +1
CRO32 = X% 4 X% 4X + KB 4 KM 4 Xt AXP + XUN + XN

+ X84 X74 X54 X44 X? +1

Digital Logic
The CRCprocess can be represented by, and indeed implemented as, a dividing cir-
cuit consisting of exclusive-or gates and a shift register. The shift register is a string
of 1-bit storage devices. Each device has an outputline, that indicates the value cur-
rently stored, and an inputline. At discrete time instants, known asclock times, the
value in the storage device is replaced by the value indicated by its input line.
Theentire register is clocked simultaneously, causing a 1-bit shift along the entire
register.

Thecircuit is implemented as follows:

1. The register contains n bits, equal to the length of the FCS.
2. There are up to n exclusive-or gates.
3. The presence or absenceof a gate correspondsto the presence or absence of

a term in the divisor polynomial, P(X).

The architecture ofthis circuit isbest explained byfirst considering an exam-
ple, whichis illustrated in Figure 6.6. In this example, we use

Message M = 1010001101; M(X) = X° 4+ X74+ X°4+-X7 +1
Divisor P = 110101; P(X) = X54 X44 X7? +1

which were used earlier in the discussion.
Part (a) of the figure shows the shift register implementation. The process

begins with the shift register cleared (all zeros). The message, or dividend, is then

Viptela, Inc. - Exhibit 1011 - Part 1
Page 185

 



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 186

170 CHAPTER 6 / DATA LINK CONTROL

Inputbits 
||= 1-bit shift register CG) = Exclusive ORcircuit

(a) Shift-register implementation

C1

0

0

1

0

1

0

0

1

0

1

1

1

1

0

1

1

oe c4@ce3 cy@ey cy@input input
0 0 1

         
Initial

Step 1

Step,2

Step 3

Step 4

Step 5

‘Step 6

Step 7

Step 8

Step 9

Step 10

Step 11

Step 12

Step 13

Step 14

Step 15

Message to
be sent

Five zeros
added

SCOFRrFRCrPORSCHHROOOOOf RPOrRORPeERPERROFGoGo8 aROFOCFKESPREBeOrOOOo COrFPrFPRORRFPPROROOFOKoOSf PeoOoOFFPCrPOFGerRDOS PRERPOCPOFrRRPheeBHROROO eorRrFPCrPSFPRPROrRDOROR eocooorForFHRODOOHS
|

KIGURE 6.6 Circuit with shift registers for dividing by the polynomial
oe X44 XP 41.

entered, onebit at a time, starting with the most significant bit. Part (b) is a table
that shows the step-by-step operation as the input is applied onebit at a time. Each
row of the table showsthe values currently stored in the five shift-register elements.
In addition, the row showsthe values that appear at the outputs of the three exclu-
sive-orcircuits. Finally, the row showsthe valueofthe next input bit, which is avail-
able for the operation of the next step.

Because no feedback occurs until a 1-dividend bit arrives at the most signifi-
cant endof the register, the first five operations are simple shifts. Whenevera1 bit
arrivesat the left end of the register (c4), a 1 is subtracted (exclusive-or) from the
second (cs), fourth (c,), and sixth (input) bits on the next shift. This is identical to
the binary long-division process illustrated earlier. The process continues through
all the bits of the message, plus five zero bits. These latter bits account for shifting
M to theleft five position to accommodate the FCS. After the last bit is processed,
the shift register contains the remainder (FCS), which can then be transmitted.

Atthe receiver, the samelogic is used. As each bit of M arrives,it is inserted
into the shift register. If there have beennoerrors, the shift register should contain
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the bit pattern for R at the conclusion of M. The transmitted bits of R now begin to
arrive, and the effect is to zero-out the register so that, at the conclusion of recep-
tion, the register containsall 0s.

Figure 6.7 indicates the generalarchitecture of the shift register implementa-n

tion of a CRC for the polynomial P(X) = S) a,X' where ay = a, = 1 andall otheri=0

a, equaleither 0 or1.

inputbits

 
   

FIGURE6.7 General CRCarchitecture to implement divisor 1 + aX + a,X° +a4
+ AantXnl +X",

ERROR CONTROL

Error control refers to mechanisms to detect and correct errors that occur in the

transmission of frames. The modelthat we will use, which coversthetypical case, is _
illustrated in Figure 6.1b. As before, data are sent as a sequence of frames; frames
arrive in the same order in which they are sent; and each transmitted frame suffers
an arbitrary and variable amountof delay before reception. In addition, we admit
the possibility of two types of errors:

° Lost frame. A framefails to arrive at the other side. For example, a noise
burst may damage a frameto the extent that the receiver is not aware that a
frame has been transmitted.

° Damagedframe. A recognizable frame does arrive, but someofthe bits are in
error (have been altered during transmission).

The most commontechniquesfor error control are based on someorall of the
following ingredients:

° Error detection. As discussed in the preceding section.
® Positive acknowledgment. The destination returns a positive acknowledg-

mentto successfully received, error-free frames.
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° Retransmission after timeout. The source retransmits a frame that has not

been acknowledged after a predetermined amountoftime.
° Negative acknowledgment and retransmission. The destination returns a neg-

ative acknowledgment to frames in which an error is detected. The source
retransmits such frames.

Collectively, these mechanismsareall referred to as automatic repeat request
(ARQ); the effect of ARQ is to turn an unreliable data link into a reliable one.

. Three versions of ARQ have been standardized:

© Stop-and-wait ARO
°® Go-back-N ARQ

® Selective-reject ARQ

All of these forms are based on the use of the flow control techniquediscussed
in Section 6.1. We examine each in turn.

Stop-and-Wait ARQ

Stop-and-wait ARQ is based on the stop-and-wait flow-control technique outlined
previously and is depicted in Figure 6.8. The source station transmits a single frame
and then must await an acknowledgment (ACK). No other data frames can be sent
until the destination station’s reply arrives at the source station.

Twosorts of errors could occur. First, the frame that arrives at the destination
could be damaged; the receiver detects this by using the error detection technique
referred to earlier and simply discards the frame. To accountforthis possibility, the
source station is equipped with a timer. After a frameis transmitted, the sourcesta-
tion waits for an acknowledgment. If no acknowledgmentis received by the time
the timer expires, then the same frameis sent again. Note that this method requires
that the transmitter maintain a copy of a transmitted frame until an acknowledg-
mentis received for that frame.

The secondsort of error is a damaged acknowledgment. Consider the follow-
ing situation. Station A sends a frame. The frameis received correctly by station B,
which responds with an acknowledgment (ACK). The ACK is damaged in transit
and is not recognizable by A, which will therefore time-out and resend the same
frame. This duplicate frame arrives and is accepted by B, which has therefore
accepted two copies of the same frameasif they were separate. To avoid this prob-
lem, frames are alternately labeled with 0 or 1, and positive acknowledgments are
of the form ACKO and ACK1. In keeping with the sliding-window convention, an
ACKOacknowledgesreceipt of a frame numbered 1 and indicates that the receiver
is ready for a frame numbered 0.

The principal advantage of stop-and-wait ARQis its simplicity. Its principal
disadvantage, as discussed in Section 6.1, is that stop-and-wait is an inefficient
mechanism. Thesliding-window flow control technique can be adapted to provide
moreefficient line use; in this context, it is sometimes referred to as continuous
ARQ.
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Timeout

Framelost;
A retransmits

ACKOlost; | /
A retransmits

B discards

duplicate
frame

 
FIGURE 6.8 Stop-and-wait ARQ.

Go-back-N ARQ

The form of error control based on sliding-window flow control that is most com-
monly usedis called go-back-N ARQ.

In go-back-N ARQ,a station may send a series of frames sequentially num-
bered modulo some maximum value. The number of unacknowledged frames out-
standing is determined by window size, using the sliding-window flow control
technique. While no errors occur, the destination will acknowledge (RR = receive-
ready) incoming frames as usual. If the destination station detects an error in a
frame, it sends a negative acknowledgment (REJ = reject) for that frame. The des-
tination station will discard that frame and all future incoming frames until the
framein error is correctly received. Thus, the source station, when it receives an
REJ, must retransmit the framein error plus all succeeding frames that were trans-
mitted in the interim.
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Consider that station A is sending frames to station B. After each transmis-
sion, A sets an acknowledgmenttimer for the frame just transmitted. The go-back-
N technique takes into account the following contingencies:

1, Damaged frame. There are three subcases:

a) A transmits frame i. B detects an error and has previously successfully
received frame (i - 1). B sends REJi, indicated that frameiis rejected.
WhenA receives the REJ, it must retransmit frame i and all subsequent
framesthat it has transmitted since the original transmission of framei.

b) Framei is lost in transit. A subsequently sends frame (i + 1). B receives
frame (i + 1) out of order and sends an REJ i. A must retransmit frame i
and all subsequent frames.

c) Framei is lost in transit, and A does not soon send additional frames. B
receives nothing and returns neither an RR nor an REJ. When A’s timer
expires, it transmits an RR frame that includes a bit known as the P bit,
whichis set to 1. B interprets the RR framewith a P bit of 1 as a command
that must be acknowledged by sending an RRindicating the next frame
that it expects. When A receives the RR,it retransmits framei,

2. Damaged RR. There are two subcases:

a) B receives frame i and sends RR (i + 1), whichis lost in transit. Because
acknowledgments are cumulative (e.g., RR 6 means that all frames
through 5 are acknowledged), it may be that A will receive a subsequent
RR to a subsequent frame and thatit will arrive before the timer associ-
ated with frame i expires.

b) If A’s timer expires, it transmits an RR commandas in Case 1b. It sets
another timer, called the P-bit timer. If B fails to respond to the RR com-
mand,orif its response is damaged, then A’s P-bit timerwill expire. At this
point, A will try again by issuing a new RR command andrestarting the
P-bit timer, This procedureis tried for a numberofiterations. If A fails to
obtain an acknowledgmentafter some maximum numberof attempts, it
initiates a reset procedure.

3. Damaged REJ. If an REJis lost, this is equivalent to Case 1c.

Figure 6.9 is an example of the frame flow for go-back-N ARQ.Becauseof the
propagation delay on the line,by the time that an acknowledgment(positive or neg-
ative) arrives back at the sending station, it has already sent two additional frames
beyond the one being acknowledged. Thus, when an REJis received to frame5, not
only frame 5, but frames 6 and 7, must be retransmitted: Thus, the transmitter must
keep a copy of all unacknowledged frames.

In Section 6.1, we mentioned that for a k-bit sequence numberfield, which
provides a sequence numberrange of 2*, the maximum windowsizeis limited to
2* _ 1, This has to do with the interaction between error control and acknowledg-
ment. Considerthat if data are being exchanged in both directions, station B must
send piggybacked acknowledgmentsto station A’s frames in the data frames being
transmitted by B, even if the acknowledgment has already been sent; as we have
mentioned, this is because B must put some numberin the acknowledgmentfield of
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Error
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FIGURE 6.9 Go-back-N ARQ.

its data frame. As an example, assumea 3-bit sequence number (sequence-number
space = 8), Supposea station sends frame 0 and gets back an RR1,and then sends
frames 1, 2, 3, 4, 5, 6, 7, 0 and gets another RR 1. This could mean that all eight
frames were received correctly and the RR 1 is a cumulative acknowledgment.It
could also meanthatall eight frames were damagedorlostin transit, and the receiv-
ing station is repeating its previous RR 1. The problem is avoided if the maximum
windowsizeis limited to 7 (2° — 1).

Selective-reject ARQ

With selective-reject ARQ,the only frames retransmitted are those that receive a
negative acknowledgment, in this case called SREJ, or that time-out. This would
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6.4

appear to be more efficient than go-back-N, because it minimizes the amountof
retransmission. On the other hand, the receiver must maintain a buffer large
enough to save post-SREJ frames until the frame in error is retransmitted,andit
must contain logic for reinserting that frame in the proper sequence. The transmit-
ter, too, requires more complex logic to be able to send a frame out of sequence.
Because of such complications, select-reject ARQ is much less used than go-back-
N ARQ.

The window-size limitation is more restrictive for selective-reject than for go-
back-N. Consider the case of a 3-bit sequence-numbersize for selective-reject.
Allow a window size of seven, and consider the following scenario [TANE88]:

1. Station A sends frames 0 through6 tostation B.
. Station B receives all seven frames and cumulatively acknowledges with

RR 7,

. Because of a noise burst, the RR 7 is lost.

. A times out and retransmits frame 0.

. B has already advancedits receive window to accept frames7, 0,1, 2, 3, 4, and
5, Thus, it assumes that frame 7 has beenlost and that this is a new frame0,
which it accepts.

bo

tymeGe

The problem with the foregoing scenariois that there is an overlap between
the sending and receiving windows. To overcome theproblem, the maximum win-
dow size should be no more than half the range of sequence numbers.In the sce-
nario above,if only four unacknowledged frames may be outstanding, no confusion
can result, In general, for a k-bit sequence numberfield, which provides a sequence
numberrange of 2*, the maximum windowsizeis limited to get

HIGH-LEVEL DATA LINK CONTROL (HDLC)

The most importantdata link control protocol is HDLC (ISO 33009, ISO 4335). Not
only is HDLC widely used,but it is the basis for many other important:data link
control protocols, which use the same or similar formats and the same mechanisms
as employed in HDLC.Accordingly,in this section we provide a detailed discussion
of HDLC:Section 6.5 surveys related protocols.

Basic Characteristics

To satisfy a variety of applications, HDLC defines three typesof stations, twolink
configurations, and three data-transfer modes of operation. The three station types
are

° Primary station. Has the responsibility for controlling the operation of the
link. Framesissued by the primary are called commands.

¢ Secondary station. Operates under the control of the primary station. Frames
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issued by a secondary are called responses. The primary maintains a separate
logical link with each secondary station on the line.

Combined station. Combines the features of primary and secondary. A com-
bined station may issue both commandsand responses,

The twolink configurations are

Unbalanced configuration. Consists of one primary and one or more sec-
ondary stations and supports both full-duplex and half-duplex transmission.
Balanced configuration. Consists of two combinedstations and supports both
full-duplex and half-duplex transmission.

The three data transfer modes are

Normal response mode (NRM). Used with an unbalanced configuration. The
primary mayinitiate data transfer to a secondary, but a secondary may only
transmit data in response to a command from the primary.
Asynchronous balanced mode (NRM). Used with a balanced configuration.
Either combinedstation mayinitiate transmission without receiving permis-
sion from the other combinedstation.

Asynchronous response mode (NRM). Used with an unbalanced configura-
tion. The secondary may initiate transmission without explicit permission of
the primary. The primary still retains responsibility for the line, includingini-
tialization, error recovery, and logical disconnection.

NRMis used on mulitdrop lines, in which a number of terminals are con-
nected to a host computer. The computerpolls each terminal for input. NRMis also
sometimes used on point-to-point links, particularly if the link connects a terminal
or other peripheral to a computer. ABMis the most widely used of the three modes;
it makes moreefficient use of a full-duplex point-to-point link as there is no polling
overhead, ARMis rarely used;it is applicable to some specialsituations in which a
secondary may needto initiate transmission.

Frame Structure

HDLCuses synchronoustransmission. All transmissions are in the form of frames,
and a single frame formatsuffices for all types of data and control exchanges.

Figure 6.10a depicts the structure of the HDLC frame. Theflag, address, and
control fields that precede the information field are known as a header. The FCS
andflag fields following the data field are referred to asa trailer.

Flag Fields

Flag fields delimit the frame at both ends with the unique pattern 01111110. A sin-
gle flag may be usedas the closing flag for one frame and the opening flag for the
next. On both sides of the user-network interface, receivers are continuously hunt-
ing for the flag sequence to synchronize on the start of a frame. While receiving a
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~<_ 8 _»<_8—_»<8 or 16>+ variable ——*>—-*— 16 or 32><8>
bits extendable

 

(a) Frame format

123 4 5 6 7 8 9 1011 12 13 14 15 16 8n

opfoe

(b) Extended addressfield

1 2 3 5 6 7 84

I: Information Fo|N(S) N(R) LEGEND

S: Supervisory fi][os[pe N(R) N(S) = Send sequence number
| N(S) = Receive sequence number

, S = Supervisory function bits

U: Unnumbered pu}|Mjpr]om|M = Unnumberedfunctionbits
P/F = Poll/final bit

(c) 8-bit controlfield format

2 3 4 5 6 7 8 9 10 li 12 13 14 15 16

Information|0 N(S) P/F N(R)     

Supervisory       
(d) 16-bit control field format

FIGURE 6.10 HDLCframestructure.

frame, a station continues to hunt for that sequence to determine the end of the
frame. However, it is possible that the pattern 01111110 will appear somewhere
inside the frame, thus destroying frame-level synchronization. To avoid this, a pro-
cedure knownasbit stuffing is used. Between the transmission of the starting and
ending flags, the transmitter will always insert an extra 0 bit after each occurrence
of five 1s in the frame. After detecting a starting flag, the receiver monitors the bit
stream. When a pattern of five 1s appears, the sixth bit is examined.If this bit is 0,
it is deleted. If the sixth bit is a 1 and the seventh bit is a 0, the combination.is
accepted as a flag. If the sixth and seventh bits are both 1, the senderis indicating
an abort condition.

With the use ofbit stuffing, arbitrary bit patterns can be inserted into the data
field of the frame. This property is known as data transparency.

Figure 6.11 shows an example ofbit stuffing. Note that in the first two cases,
the extra 0 is not strictly necessary for avoiding a flag pattern, but is necessary for
the operation of the algorithm. The pitfalls of bit stuffing are also illustrated in this
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Original pattern

L112 11211111011111101111110

After bit-stuffing

LL GLB 111 11601101111101911111810

(a) Example

| Flag| [Pe Transmitted Frame
Bitinverted

rice]

         

    

Received Frame  
(b) An inverted bit splits a frame in two

       

[Flee [Fas] Transmitted Frame
Bit inverted

| Flag| | Flag} Received Frame
(c) An inverted bit merges two frames

 

       

            

FIGURE6.11 Bit stuffing.

figure. Whena flag is used as both an ending anda startingflag, a 1-bit error merges
two frames into one; conversely, a 1-bit error inside the frame couldsplit it in two.

Address Wield

The address field identifies the secondary station that transmitted or is to receive
the frame. This field is not needed for point-to-pointlinks, but is always included
for the sake of uniformity. The addressfield is usually eight bits long but, by prior
agreement, an extended format may beused in which theactual address length is a
multiple of seven bits (Figure 6.10b). The least significant bit of each octet is 1 or 0,
depending on whetherit is or is not the last octet of the address field. The remain-
ing seven bits of each octet form part of the address. The single-octet address of
11111111 is interpreted as the all-stations address in both basic and extended
formats. It is used to allow the primary to broadcast a frame for reception by all
secondaries,

Control Field

HDLCdefines three types of frames, each with a different control field format.
Information frames (1-frames) carry the data to be transmitted for the user (the
logic above HDLCthatis using HDLC). Additionally, flow- and error-contro! data,
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using the ARQ mechanism,are piggybackedon aninformation frame. Supervisory
frames (S-frames) provide the ARQ mechanism when piggybacking is not used.
Unnumbered frames (U-frames) provide supplementallink control functions. The
first one or two bits of the control field serves to identify the frame type. The
remaining bit positions are organized into subfields as indicated in Figure 6.10c and
d. Their use is explained below in the discussion of HDLCoperation..

Note that the basic control field for S- and I-frames uses 3-bit sequence num-
bers. With the appropriate set-mode command, an extended control field can be

_used for S- and I-framesthat employs 7-bit sequence numbers. U-frames always
contain an 8-bit control field.

Information Field

Theinformation field is present only in I-frames and some U-frames. The field can
contain any sequenceof bits but must consist of an integral numberof octets. The
length of the informationfield is variable up to some system-defined maximum.

Frame Check Sequence Field

The frame check sequence (FCS) is an error-detecting code calculated from the
remainingbits of the frame, exclusive of flags. The normal code is the 16-bit CRC-
CCITT defined in Section 6.2. An optional 32-bit FCS, using CRC-32, may be
employedif the frame length ortheline reliability dictates this choice.

Operation

HDLC operation consists of the exchange ofI-frames, S-frames, and U-frames
between twostations. The various commandsand responsesdefined for these frame
types are listed in Table 6.1. In describing HDLC operation, wewill discuss these
three types of frames.

The operation of HDLCinvolves three phases.First, one side or anotherini-
tializes the data link so that frames may be exchanged in an orderly fashion. During
this phase, the options that are to be used are agreed upon. Afterinitialization, the
two sides exchangeuser data and the control information to exercise flow and error
control. Finally, one of the two sides signals the termination of the operation.

Initialization

Initialization may be requested by either side by issuing one of the six set-mode
commands. This commandserves three purposes:

1. It signals the other side thatinitialization is requested.
2. It specifies which of the three modes (NRM, ABM, ARM)is requested.
3. It specifies whether 3- or 7-bit sequence numbersare to be used.

If the other side accepts this request, then the HDLC module on that end
transmits an unnumbered acknowledged (UA)frame backto the initiating side. If
the requestis rejected, then a disconnected mode (DM)frameis sent.
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TABLE 6.1 HDLC Commandsandresponses. —  

  

Command/

Name response DescriptionNNO

Information(I) C/R Exchange user data

Supervisory (S)
Receive ready (RR) CIR Positive acknowledgment; ready to receive

I-frame

Receive not ready (RNR) C/R Positive acknowledgment; not ready to
‘ receive

Reject (REJ) CIR Negative acknowledgment; go back N
Selective reject (SREJ) CR Negative acknowledgment;selective rejecta

Unnumbered (U)
Set normal response/extended Cc Set mode; extended = 7-bit sequence

mode (SNRM/SNRME) numbers
Set asynchronous Cc Set mode; extended = 7-bit sequence

response/extended mode numbers
(SARM/SARME)

Set asynchronous Cc Set mode; extended = 7-bit sequence
balanced/extended mode numbers

(SABM, SABME)
Setinitialization mode (SIM) Cc Initialize link control functions in

addressed station

Disconnect (DISC) Cc Terminatelogicallink connection
Unnumbered acknowledgment R Acknowledge acceptance of one of the set-

(UA) mode commands
Disconnected mode (DM) Cc Terminatelogical link connection
Request disconnect (RD) R Request for DISC command
Requestinitialization mode R Initialization needed; request for SIM

(RIM) command
Unnumberedinformation (UI) CIR Used to exchange control information
Unnumberedpoll (UP) Cc Used to solicit control information
Reset (RSET) Cc Used for recovery; resets N(R), N(S)
Exchangeidentification (XID) CIR Used to request/report status
Test (TEST) C/R Exchange identical informationfields for

testing

Frame reject (FRMR) - R Reports receipt of unacceptable frame                   

Data Transfer

Whentheinitialization has been requested and accepted, then a logical connection
is established. Both sides may begin to send user data in I-frames, starting with
sequence number0. The N(S) and N(R)fields of the I-frame are sequence numbers
that support flow control and errorcontrol. An HDLC module sending a sequence
of I-frames will number them sequentially, modulo8 or 128, depending on whether
3- or 7-bit sequence numbers are used, and place the sequence number in N(S).
N(R)is the acknowledgmentforI-frames received;it enables the HDLC module to
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indicate which number J-frameit expects to receive next.
S-frames are also used for flow control and error control. The receive-ready

(RR)frameis used to acknowledgethelast I-frame received by indicating the next
I-frame expected. The RR is used when there is no reverse-user datatraffic (I-
frames) to carry an acknowledgment. Receive-not-ready (RNR) acknowledges an
I-frame, as with RR, but also asks the peer entity to suspend transmission of I-
frames. Whentheentity that issued RNRis again ready,it sends an RR. REJiniti-
ates the go-back-N ARQ. It indicates that the last I-frame received has been
rejected and that retransmission of all I-frames beginning with number N(R)is
required. Selective reject (SREJ) is used to request retransmission of just a single
frame.

Disconnect

Either HDLC module caninitiate a disconnect, either on its owninitiative if there
is some sort of fault, or at the requestof its higher-layer user. HDLCissues a dis-
connect by sending a disconnect (DISC) frame. The otherside must acceptthedis-
connect by replying with a UA.

Examples of Operation

in order to better understand HDLCoperation, several examples are presented in
Figure 6.12. In the example diagrams, each arrow includes a legend that specifies
the frame name,the setting of the P/F bit, and, where appropriate, the values of
N(R) and N(S). Thesetting of the P orFbit is 1 if the designation is present and 0
if absent.

Figure 6.12a shows the frames involved in link setup and disconnect. The
HDLCentity for one side issues an SABM commandto the otherside andstarts a
timer. The other side, upon receiving the SABM,returns a UA response andsets
local variables and counters to their initial values. The initiating entity receives the
UAresponse,sets its variables and counters, and stops the timer. The logical con-
nection is now active, and both sides may begin transmitting frames. Should the
timer expire without a response,the originator will repeat the SABM,asillustrated.
This would be repeated until a UA or DMis receivedoruntil, after a given number
of tries, the entity attemptinginitiation gives up and reports failure to a manage-
ment entity. In such a case, higher-layer intervention is necessary. The same figure
(Figure 6.12a) shows the disconnect procedure. Oneside issues a DISC command,
and the other responds with a UA response.

Figure 6.12b illustrates the full-duplex exchange of I-frames. When an entity
sends a number of I-frames in a row with no incoming data, then the receive
sequence numberis simply repeated (e.g., I, 1, 1; I, 2, 1 in the A-to-B direction).
When an entity receives a numberof I-frames in a row with no outgoing frames,
then the receive sequence number in the next outgoing frame must reflect the
cumulative activity (e.g., I, 1, 3 in the B-to-A direction). Note that, in addition to
I-frames, data exchange may involve supervisory frames.

Figure 6,.12c shows an operation involving a busy condition. Such a condition
mayarise because an HDLCentityis not able to processI-framesas fast as they are
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A BNQ) N®)
\ % ®

Timeout 
(a) Link setup and disconnect (b) Two-way data exchange (c) Busy condition

1 Timeout 
FIGURE 6.12 Examples of HDLC operation.

arriving, or the intended useris not able to accept data as fast as they arrive in I-
frames. In either case, the entity’s receive buffer fills up and it must halt the incom-
ing flow of I-frames, using an RNR command.In this example, A issues an RNR,
which requires B to halt transmission of I-frames. The station receiving the RNR
will usually poll the busy station at some periodic interval by sending an RR with
the P-bit set; this requires the other side to respond with either an RR or an RNR.
Whenthe busy condition has cleared, A returns an RR,and I-frame transmission
from B can resume.

An example of error recovery using the REJ commandis shown in Figure
6.12d. In this example, A transmits I-framesnumbered3, 4, and 5. Number4 suffers
an error and is lost. When B receives I-frame number 5, it discards this frame
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Flag Address Control Information FCS Flag
8 8n 8 or 16 Variable 16 or 32 8

(a) HDLC, LAPB

          

      Flag Address Control Information FCS Flag

8 16 16* Variable 16 8

(b) LAPD
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4 8 16

        

(f) ATM

* = 16-bit controlfield (7 bit sequence numbers) for I- and S-frames; 8 bit for U-frames.

FIGURE 6.13 Data link control frame formats.

Logical Link Control (LLC)

LLCis part of the IEEE 802 family of standards for controlling operation over a
local area network (LAN). LLCis lacking some features found in HDLCandalso
has somefeatures not found in HDLC.

The most obvious difference between LLC and HDLCis the difference in

frame format. Link control functions in the case of LLC are actually divided

between two layers: a medium access control (MAC) layer, and the LLC layer,
which operates on top of the MAClayer.

Figure 6.13c shows the structure of the combined MAC/LLC frame; the
shaded portion corresponds to the fields produced at the LLC layer, and the
unshaded portions are the header andtrailer of the MAC frame. The MAClayer
includes source and destination addresses for devices attached to the LAN. Two

addresses are neededas there is no concept of primary and secondary in the LAN
environment; therefore, both the sender and receiver must be identified. Error
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because it is out of order and sends an REJ with an N(R)of 4. This causes A toini-
tiate retransmissionof all I-frames sent, beginning with frame 4. It may continue to
send additional frames after the retransmitted frames.

An exampleof error recovery using a timeoutis shownin Figure 6.12e. In this
example, A transmits I-frame number3 as the last in a sequence of I-frames. The
frame suffers an error. B detects the error and discards it. However, B cannot send

an REJ;this is because there is no way to knowif this was an I-frame.If an error is
detected in a frame,all of the bits of that frame are suspect, and the receiver has no
wayto act upon it. A, however, would havestarted a timer as the frame wastrans-
mitted. This timer has a duration long enough to span the expected response time.
Whenthe timer expires, A initiates recovery action; this is usually done by polling
the other side with an RR command with the P bit set, to determine the status of
the other side. Because the poll demandsa response,the entity will receive a frame
containing an N(R)field and be able to proceed.In this case, the response indicates
that frame 3 waslost, which A retransmits.

These examples are not exhaustive. However, they should give the reader a
good feel for the behavior of HDLC.

OTHER DATA LINK CONTROL PROTOCOLS

In addition to HDLC,there are a numberof other important data link control pro-
tocols. Figure 6.13 illustrates the frame formats, and this section providesa brief
overview.

LAPB

LAPB(Link Access Procedure, Balanced) was issued by ITU-Taspartof its X.25
packet-switching network-interface standard. It is a subset of HDLCthat provides
only the asynchronousbalanced mode (ABM);it is designed for the point-to-point
link between a user system and a packet-switching network node. Its frame format
is the sameas that of HDLC.

LAPD

LAPD (Link Access Procedure, D-Channel) was issued by ITU-Taspartofits set
of recommendations on ISDN (Integrated Services Digital Network). LAPD pro-
vides data link control over the D channel, which is a logical channel at the user-
ISDNinterface.

There are several key differences between LAPD and HDLC. Like LAPB,
LAPDis restricted to ABM. LAPD always uses 7-bit sequence numbers; 3-bit
sequence numbers are not allowed. The FCS for LAPDis always the 16-bit CRC.
Finally, the address field for LAPDis a 16-bit field that actually contains two sub-
addresses: one is used to identify one of possibly multiple devices on the userside
of the interface, and the other is used to identify one of possibly multiple logical
users of LAPD ontheuserside of the interface.
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6.6

detection is done at the MAClevel, using a 32-bit CRC.Finally, there are some con-
trol functions peculiar to medium-access control that may be included in a MAC
control field.

At the LLC layer, there are four fields. The destination and source service
access points (DSAP and SSAP),identify the logical user of LLC at the source and
destination systems. The LLC control field has the same format as that of HDLC,
limited to 7-bit sequence numbers.

Operationally, LLC offers three forms of service. The connection-modeser-
vice is the same as the ABM of HDLC. The other two services, unacknowledged

’ connectionless and acknowledged connectionless, are described in Part Tl.

Frame Relay

Framerelay is a data link control facility designed to provide a streamlined capa-
bility for use over high-speed packet-switched networks.It is used in place of X.25,
which consists of both a data link control protocol (LAPB) and a network-layer
protocol (called X.25 packet layer). Frame relay is examined in detail in PartII.

The data link control protocol defined for frame relay is LAPF (Link Access
Procedure for Frame-Mode Bearer Services). There are actually two protocols: a
control protocol, which hassimilar features to HDLC, and a core protocol, which is
a subset of the control protocol.

There are several key differences between the LAPF control protocol and
HDLC. Like LAPB, LAPFcontrolis restricted to ABM. LAPFcontrol always uses
7-bit sequence numbers; 3-bit sequence numbers are not allowed. The FCS for
LAPFcontrol is always the 16-bit CRC. Finally, the address field for LAPF control
is two, three, or four octets long, containing a 10-bit, 16-bit, or 23-bit DLCI (data
link connection identifier). The DLCI identifies a logical connection between a
source and destination system. In addition, the address field contains some control
bits that are useful for flow control purposes.

The LAPFcore consists of the sameflag, address, information, and FCS fields
as LAPF control. The difference is that there is no control field for LAPF core.
Thus, there is no means of doing flow and error control, which results in a more
streamlined operation.

Asynchronous Transfer Mode (ATM)
Like frame relay, ATM is designed to provide a streamlined data-transfer capabil-
ity across high-speed networks. Unlike frame relay, ATM is not based on HDLC.
Instead, ATM is based on a completely new frame format, known as a cell, that pro-
vides minimum processing overhead.

Thecell has a fixed length of 53 octets, or 424 bits. The details of the ATM cell »
fields are discussed in Part II.

RECOMMENDED READING

An excellent and very detailed treatment of flow.control and error control is to be found in
[BERT92]. A good survey of data link controlprotocols is [BLAC93].
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BERT92_Bertsekas, D. and Gallager, R. Data Networks. EnglewoodCliffs, NJ: Prentice
Hall, 1992,

BLAC93_ Black, U. Data Link Protocols. EnglewoodCliffs, NJ: Prentice Hall, 1993.

PROBLEMS

6.1

6.2

6.3

6.4

6.5

6.6

6.7

_ Considera half-duplex point-to-point link using a stop-and-wait scheme.
a, What is the effect on line utilization ofiincreasing the message size so that fewer

messages will be required? Other factors remain constant.
b. Whatis the effect online utilization of increasing the numberof frames for a con-

stant message size?
c. Whatis the effect on line utilization of increasing frame size?

A channel hasa datarate of 4 kbps and a propagation delay of 20 ms. For what range
of frame sizes does stop-and-wait give an efficiency of at least 50%?
Considerthe use of 1000-bit frames on a 1-Mbpssatellite channel with a 270-msdelay.
Whatis the maximumlinkutilization for

a. Stop-and-wait flow control?
b. Continuous flow control with a window size of 7?
¢, Continuous flow control with a windowsize of 127?
d, Continuous flow control with a windowsize of 255?

In Figure 6.14, frames are generated at node A andsent to node C through node B.
Determine the minimum transmission rate required between nodes B and C sothat the
buffers of node B are not flooded, based on the following:

e The data ratebetween A and B is 100 kbps.
e The propagation delay is.10 psec/mile for bothlines,
e There are full dupiex lines between the nodes,
e All data frames are 1000 bits long; ACK frames are separate frames of negligible

length.
e Between A and B,a sliding-window protocol with a windowsize of 3 is used.
e Between B and C, stop-and-waitis used.
e There are noerrors.

Hint: In order not to flood the buffers of B, the average numberof frames entering and
leaving B must be the same overa long interval.

———________——— 2000 miles ———___________»- ~?t— 500 miles —>~

FIGURE 6.14 Configuration for problem 6.4

           
A channelhasa datarate of R bps and a propagationdelayof t secondsperkilometer.
The distance between the sending and receiving nodes is L kilometers. Nodes
exchange fixed-size framesof B bits. Find a formula that gives the minimum sequence
field size of the frameas a function of R,t, B, and L (considering maximumutilization).
Assume that ACK frames are negligible in size and the processing at the nodesis
instantaneous.

Would you expect that the inclusion of a parity bit with each character would change
the probability of receiving a correct message?
Whatis the purpose of using modulo 2 arithmetic rather than binary arithmetic in com-
puting an FCS?

Viptela, Inc. - Exhibit 1011 - Part 1
Page 203

 

 



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 204

188 CHAPTER 6 / DATA LINK CONTROL

6.8

6.9

6.10

6.11

6.12

6.13

6.14

6.15

6.16

6.17

6.18

Consider a frame consisting of two characters of four bits each. Assume that the prob-
ability of bit error is 10™ andthatit is independentfor each bit.
a. Whatis the probability that the received frame contains at least one error?
b. Now addaparity bit to each character. Whatis the probability?
Using the CRC-CCITT polynomial, generate the 16-bit CRC code for a message con-
sisting of a 1 followed by 15 0s.
a. Uselong division.
b. Use the shift register mechanism shown in Figure 6.6.
Explain in words why the shift register implementation of CRC will result in all 0s at
the receiver if there are no errors. Demonstrate by example.
For P = 110011 and M = 11100011, find the CRC.

A CRCis constructed to generate a 4-bit FCS for an 11-bit message. The generator
polynomialis X* + X? + 1.
a. Draw theshift register circuit that would perform this task (see Figure 6.6).
b. Encode the data bit sequence 10011011100 (leftmost bit is the least significant)

using the generator polynomialand give the code word.
c. Now assumethat bit 7 (counting from the LSB) in the code word is in error and

showthat the detection algorithm detects the error.
A modified CRC procedure is commonly used in communications standards.It is
defined as follows:

X'6M(X) = X*L(X) _ R(XPK) = 0+ FG
FCS = L(X) + R(X)

where

L(X) = XP 4+ X44 XP +...4 X41
a. Describe in words the effect of this procedure.
b. Explain the potential benefits.
Whyis it not necessary to have NAKO and NAK1for stop-and-wait ARQ?
Suppose that a selective-reject ARQ is used where N = 4, Show, by example,that a
3-bit sequence numberis needed.
Using the same assumptionsthat are used for Figure 6.17 in Appendix 6A,plotline uti-
lization as a function of P, the probability that a single frameis in error for the follow-
ing error-control techniques:
a. Stop-and-wait.
b. Go-back-N with N = 7.
c. Go-back-N with N = 127.

d, Selective reject with N = 7.
e. Selective reject with N = 127.

Doall of the preceding for the following values of a: 0.1, 1, 10, 100. Draw conclu-
sions about which technique is appropriate for various ranges of a.

Two neighboring nodes (A and B)usea sliding-window protocol with a 3-bit sequence
number. As the ARQ mechanism, Go-back-N is used with a windowsize of 4. Assum-
ing A is transmitting and B is receiving, show the windowpositions for the following
succession of events:

a. Before A sends any frames.
b. After A sends frames 0, 1, 2 and B acknowledges0, 1 and the ACKs are received

by A.
c. After A sends frames 3, 4, and 5 and B acknowledges 4 and the ACK is received

by A.
It was stated in Section 6.3 that out-of-sequence acknowledgment could not be used
for selective-reject ARQ, Thatis, if frame i is rejected by station X, all subsequent
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6.20

6.21

6.22

6.23

6.24
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I-frames and RR frames sent by X must have N(R) = i until frame i is successfully
received, evenif other frames with N(S) > i are successfully received in the meantime.
Onepossible refinementis the following: N(R) = j in an I-frame or an RR frameis
interpreted to mean that frame j — 1 and all preceding frames are accepted except for
those that have been explicitly rejected using an SREJ frame. Commenton any possi-
ble drawback to this scheme.

The ISO standard for HDLC procedures (ISO 4335)includesthe following definitions:
(1) an REJ condition is considered cleared upon the receipt of an incoming I-frame
with an N(S) equal to the N(R)of the outgoing REJ frame;and (2) an SREJcondition
is considered cleared uponthe receiptof an I-frame with an N(S) equal to the N(R) of
the SRE] frame. The standard includes rules concerning the relationship between REJ
and SREJ frames. Theserules indicate what is allowable (in terms of transmitting REJ
and SREJ frames) if an REJ condition has not yet been cleared and whatis allowable
if an SREJ condition has not yet been cleared. Deduce the rules and justify your
answer. ;

Two stations communicate via a 1-Mbpssatellite link with a propagation delay of
270 ms. The satellite serves merely to retransmit data received from one station to
another, with negligible switching delay. Using HDLC framesof 1024 bits with 3-bit
sequence numbers, whatis the maximum possible data throughput (not counting over-
head bits)?
It is clear that bit stuffing is needed for the address, data, and FCSfields of an HDLC
frame.Is it needed for the control field?

Suggest improvementsto the bit stuffing-algorithm to overcomethe problemsofsingle-
bit errors.

Using the example bit string ofFigure 6.11, show the signal pattern on the line using
NRZ-L coding; does this suggest a side benefit of bit stuffing?
Assumethat the primary HDLCstation in NRM hassentsix I-frames to a secondary.
The primary’s N(S) count was three (011 binary) prior to sendingthe six frames. If the
poll bit is on in the sixth frame, what will be the N(R) count back from the secondary
after the last frame? Assumeerror-free operation.
Consider that several physical links connect two stations. We would like to use a “mul-
tilink HDLC” that makes efficient use of these links by sending frames on an FIFO
basis on the next available link. What enhancements to HDLC are needed?
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6A APPENDIX

PERFORMANCE ISSUES

IN THIS APPENDIX, we examine some of the performance issues related to the use of
sliding-window flow-control.

Stop-and-Wait Flow Control
. Let us determine the maximum potential efficiency of a half-duplex point-to-point line using

the stop-and-wait scheme described in Section 6.1. Suppose that a long messageis to be sent
as a sequenceof framesfj,fo, .. . ,f,, in the following fashion:

e Station S; sends f,.
Station Sz sends an acknowledgment.
Station S, sends fo,
Station S2 sends an acknowledgment.

°e

Station 5, sendsf,,.
Station S, sends an acknowledgment.

The total time to send the data, T, can be expressed as T = nT, where T; is the time
to send one frame and receive an acknowledgment. We can express T; as follows:

Tr = torop + frame + toroc + forop + back + toroc

where

fprop = propagation time from 5, to S2
frame = time to transmit a frame (time for the transmitter to send outall of the bits of

the frame)
lack = processing time at each station to react to an incoming event

foroc = time to transmit an acknowledgment

Let us assume that the processing timeis relatively negligible, and that the acknowl-
edgmentframeis very small compared to a data frame, both of which are reasonable assump-
tions. Then we can express the total time to send the data as

T= N(2tprop + frame)

Ofthattime, only 7 X frame is actually spent transmitting data and the rest is overhead.
Theutilization, or efficiency, of the line is

U= nx lframe
A(2t prop + frame)

lframe

2torop + brane

It is useful to define the parameter a = torop/tframe. Then,
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-_1_
~ 1+ 2a

This is the maximum possible utilization of the link. Because the frame contains overhead
bits, actual utilization is lower. The parameter a is constant if both t,op and frame are con-
stants, which is typically the case. Fixed length frames are often used for all exceptthelast
frame in a sequence, and the propagation delay is constant for point-to-point links.

To get someinsight into Equation (6.2), let us derive a different expression for a. We
have

U (6.2)

_ Propagation Time4=Transmission Time (6.3)

The propagation time is equal to the distance d of the link divided by the velocity of
propagation V. For unguided transmission through air or space, V is the speed oflight,
3 x 10° m/sec. For guided transmission, V is approximately the speedoflight for opticalfiber
and about0.67 times the speedof light for copper media. The transmission time is equal to
the length of the framein bits, L, divided by the data rate RK. Therefore,

a= d/V _ Rd
L/R_ VL

Thus, for fixed-length frames and a fixed distance between stations, a is proportional to the
data rate times the length of the medium, A useful way of looking at a is that it represents
the length of the medium in bits (R x “/y) comparedto the frame length (L).

With this interpretation in mind, Figure 6.2 illustrates equation (6,2). In this figure,
transmission time is normalized to 1 and, hence, the propagation time, by Equation (6.3),is
a. Forthe case of a < 1, the link’s bit length is less than that of the frame. The station T begins
transmitting a frameat timef. At f + a, the leading edge of the frame reachesthe receiving
station R, while Tisstill in the process of transmitting the frame. At f + 1, T completes trans-
mission. At fp + 1 + a, R has received the entire frame and immediately transmits a small
acknowledgmentframe. This acknowledgmentarrives backat T at fg + 1 + 2a. Total elapsed
time: 1 + 2a. Total transmissiontime: 1. Hence,utilization is 1/(1 + 2a). The sameresult is
achieved with a > 1, as illustrated in Figure 6.2.

Let us consider a few examples. First, consider a wide-area network (WAN) using
ATM (asynchronous transfer mode, described in Part If), with the two stations a thousand
kilometers apart. The standard ATM framesize (called a cell) is 424 bits and one of the stan-
dardized data rates is 155.52 Mbps. Thus, transmission time equals 424/(155.52 x 10°) =
2.7 x 10° seconds. If we assume an optical fiber link, then the propagation time is
(10° meters)/(3 x 10° m/sec) = 0.33 X 10% seconds. Thus, a = (0.33 x 10° “)/(2.7 X 10°) =
1200, and efficiency is only 1/1401 = 0.0007!

Atthe other extreme,in terms of distance,is the local area network (LAN). Distances
range from0.1 to 10 km,with data rates of 10 to 100 Mbps; higher datarates tend to be asso-
ciated with shorter distances. Using a value of V = 2 x 10° m/sec, a framesize of 1000 bits,
and a data rate of 10 Mbps,the valueofa is in the range of 0.005 to 0.5; this yields a utiliza-
tion in the range of 0.5 to 0.99, For a 100-Mbps LAN,given the shorter distances, compar-
able utilizations are possible.

Wecan see that LANsare typically quite efficient, whereas high-speed WANsare not.
As a final example, let us consider digital data transmission via modem overa voice-grade
line. A practical upper bound on data rate is 28.8 kbps. Again, let us consider a 1000-bit
frame. The link distance can be anywhere from a few tens of meters to thousands of
kilometers. If we pick, say, as a short distance, d = 1000 m, then a = (28,800 bps x 1000 m)/
(2 x 10% m/sec x 1000 bits) = 1.44 x 10~, andutilization is effectively 1.0, Even in a long-
distance case, such as d = 5000 km, we have a = (28,800 X 5 X 10°)/(2 x 10° x 1000 bits) =
0.72 and efficiency equals 0.4.

Viptela, Inc. - Exhibit 1011 - Part 1
Page 207

 



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 208

192 CHAPTER 6 / DATA LINK CONTROL

Sliding-Window Control

Forsliding-windowflow control, the efficiency of the line depends on both the windawsize,
N, and the value of a. For convenience,let us again normalize frame transmission time to a
valueof 1; thus, the propagationtimeis a. Figure 6.15 illustratesthe efficiency of a full-duplex
point-to-pointline, Station A begins to emit a sequence of framesat time f. The leading edge

iStart of frame 1

 
 

 
start of ACK1{

frame [2a +1] cocevceeecos|frame[a+1]|frame [a+ 2]

(a)N>2a+1

ie Start of frame 1 a
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[X] = smallest integer greater than or equalto [X]

FIGURE6.15 Timingof a sliding-window protocol.
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of the first frame reaches station B at f) + a. Thefirst frame is entirely absorbed by f +
a + 1. Assuming negligible processing time, B can immediately acknowledgethefirst frame
(ACK1). Letus also assume that the acknowledgment frame is so small that transmission
time is negligible. Then the ACK1 reaches A at fo + 2a + 1, To evaluate performance, we
need to consider two cases:

e Case 1: N > 2a + 1. The acknowledgment for frame 1 reaches A before A has
exhausted its window. Thus,A can transmit continuously with no pause,andutilization
is 1.0.

e Case 2: N < 2a +1. A exhausts its window at fo + N and cannot send additional frames
. until fg + 2a + 1. Thus,line utilization is N time units out of a period of (2a + 1) time

units.

Therefore, we canstate that

1 N>2at+1

U=)_N_
2a +1

(6.4)
N<2a+1

Typically, the sequence numberis providedforin an n-bit field, and the maximum win-
dow size is N = 2” ~ 1 (not 2”; this is explained in Section 6.3). Figure 6.16 shows the maxi-
mumefficiency achievable for windowsizes of 1,7, and 127 as a function of a. A window size
of 1 correspondsto stop-and-wait. A windowsize of 7 (3 bits) is adequate for many applica-
tions. A window size of 127 (7 bits) is adequate for larger values of a, such as may be found
in high-speed WANs.

1.0

0.8

0.6

Utilization
0.4

0.2 
0.0 t i

0.1 10 100 1000

    

>

FIGURE 6.16 Lineutilization as a function of windowsize.
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ARQ

Wehaveseenthatsliding-window flow controlis more efficient than stop-and-wait flow con-
trol. We would expect that when error-control functions are added, this wouldstill be trae—
thatis, that go-back-N andselective-reject ARQ are more efficient than stop-and-wait ARQ.
Let us develop some approximations to determine the degree of improvement to be
expected. /

First, consider stop-and-wait ARQ. With noerrors, the maximumutilization is Vd +
2a) as shown in Equation (6.2). We wantto accountfor the possibility that some framesare
repeated becauseof bit errors. To start, note that the utilization U can be defined as

T.
_f5

U=7 (6.5) |
where

T; = time for transmitter to emit a single frame
Tt = total time that line is engaged in the transmissionof a single frame

For error-free operation using stop-and-wait ARQ,

u=——t
T, + 2T,

where T, is the propagation time. Dividing by 7; and rememberingthat a = T,/T;, we again
have Equation (6.2). If errors occur, we must modify Equation (6.5) to

 
y=

N,T,

where N,is the expected numberof transmissions of a frame. Thus, for stop-and-wait ARQ,
we have

=!
U=+ 2a)

A simple expression for N, can be derived by considering the probability P that a single
frameis in error. If we assume that ACKs and NAKsareneverin error, the probability that
it will take exactly & attempts to transmit a frame successfully is ?*1(1 — P). That is, we have
(k — 1) unsuccessful attempts followed by one successful attempt; the probability of this
occurring is just the productof the probability of the individual events occurring. Then!

N, = E[transmissions] = Ss (i x P,[i transmissions])i=1

“> (Pa - P)) =>

 

So we have

. _1-P
Stop-and-Weait: U= Tt2

' This derivation uses the equality S) Gx) = a =ye for (-1 < X <1)=i .
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1.0 aae

08 \ N= 127 Go-back-N

N = 127 Selective-reject

0.6 | Lo
| . N=7Go-back-N &

oe yo wait\y=7 Selective-rejectJL

Utilization
0.2

0.0 # t _. . =

0.1 1 10 100 1000
a

      

FIGURE6.17 Lineutilization for various error-control techniques (P = 107°),

Forthe sliding-window protocol, Equation (6.4) applies for error-free operation. For
selective-reject ARQ, we can use the samereasoning as applied to stop-and-wait ARQ. That
is, the error-free equations must be divided by N,. Again, N, = 1/(1 — P). So,

1-P N>2a+1

Selective reject: U= NG - P)
Mak 1 N<2a+1

The same reasoning applies for go-back-N ARQ, but we must be more careful in
approximating N,. Each error generates a requirement to retransmit K frames rather than
just one frame. Thus,

N, = Elnumberoftransmitted frames to successfully transmit one frame]

drora - P)
Hl

wheref(i) is the total numberof framestransmitted if the original frame must be transmitted
i times. This can be expresses as

fl) =14+ G-DK

= (1-K) + Ki

Substituting yields?

 
? This derivation uses the equality > X= for (-1< X <1),i=1

1

1-X
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N,= (1K) 3Poa = y+ KS iP- py
j=l i=1

 
4] K
=1-K+7—>>

_1-P+KP
1-P

By studying Figure 6.15, the reader should conclude that K is approximately equal to
. (2a + 1) for N > (2a + 1), and K = N for N < (2a + 1). Thus,

1-P
T+daP N>2at1

Go-back-N: U= _
Nl—P N<2a+1

(2a + 1)(1 — P + NP)

Note that for N = 1, both selective-reject and go-back-N ARQreduceto stop-and-wait. Fig-
ure 6.17 compares these three error-control techniques for a value of P = 10 — 3.3 Thisfig-
ure and the equations are only approximations. For example, we have ignored errors in
acknowledgment frames and, in the case of go-back-N, we have also ignored errors in
retransmitted frames other than the frameinitially in error. However, the results do give an
indication of the relative performance of the three techniques.

3 For N = 7, the curves for go-back-N and selective-reject are so close that they appearto be identicalin
the figure.
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heavy load. Specifically, with two devices connected by a point-to-pointlink,it
is generally desirable to have multiple frames outstanding so that the data link

does not becomea bottleneck between the stations. Now consider the opposite
problem. Typically, two communicating stations will not utilize the full capacity of
a data link. For efficiency, it should be possible to share that capacity. A generic
term for such sharing is multiplexing.

A commonapplication of multiplexing is in long-haul communications. Trunks
on long-haul networks are high-capacity fiber, coaxial, or microwavelinks, These

’ links can carry large numbers of voice and data transmissions simultaneously using
multiplexing.

Figure 7.1 depicts the multiplexing function in its simplest form, There are n
inputs to a multiplexer. The multiplexer is connected by a single data link to a
demultiplexer. The link is able to carry n separate channels of data. The multiplexer
combines (multiplexes) data from the n input lines and transmits over a higher-
capacity data link. The demultiplexer accepts the multiplexed data stream, sepa-
rates (demultiplexes) the data according to channel, and delivers them to the appro-
priate outputlines.

I n Chapter 6, we described efficient techniques for utilizing a data link under

1 link, n channels
n inputs 
FIGURE 7.1 Multiplexing.

The widespreaduse of multiplexing in data communications can be explained
by the following:

4. The higherthe data rate, the more cost-effective the transmission facility. That
is, for a given application and overa given distance, the cost per kbps declines
with an increase in the data rate of the transmissionfacility. Similarly, the cost
of transmission and receiving equipment, per kbps, declines with increasing
data rate.

2, Most individual data-communicating devices require relatively modest data-
rate support. For example, for most terminal and personal computer applica-
tions, a data rate of between 9600 bps and 64 kbpsis generally adequate.

The preceding statements were phrased in terms of data communicating
' devices. Similar statements apply to voice communications;that is, the greater the

capacity of a transmission facility, in terms of voice channels, also, the less the cost
per individual voice channel; so, the capacity required for a single voice channelis
modest.

This chapter concentrates on threetypes of multiplexing techniques. Thefirst,
frequency-division multiplexing (FDM),is the most heavily used andis familiar to
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anyone whohasever turned ona radioortelevision set. The secondis a particular
case of time-division multiplexing (TDM) known as synchronous TDM.Thisis
commonly used for multiplexing digitized voice streams and data streams. Thethird
type seeks to improveon theefficiency of synchronous TDMbyadding complexity .
to the multiplexer. It is known by a variety of names, including statistical TDM,
asynchronous TDM,andintelligent TDM.This book usesthe term statistical TDM,
which highlights one of its chief properties.

FREQUENCY-DIVISION MULTIPLEXING

Characteristics

FDMis possible when the useful bandwidth of the transmission medium exceeds
the required bandwidth ofsignals to be transmitted. A numberofsignals can becar-
ried simultaneously if each signal is modulated onto a different carrier frequency
and the carrier frequencies are sufficiently separated that the bandwidthsofthe sig-
nals do not overlap. A general case of FDM is shown in Figure 7.2a. Six signal
sources are fed into a multiplexer, which modulates each signal onto a different fre-
quency (fi, ...,f6). Each modulated signal requires a certain bandwidth centered
aroundits carrier frequency, referred to as a channel. To prevent interference, the
channels are separated by guard bands, which are unused portions of the spectrum.

The composite signal transmitted across the mediumis analog. Note, however,
that the input signals may be either digital or analog. In the case ofdigital input, the
input signals must be passed through modemsto be converted to analog. In either
case, each input analog signal must then be modulated to moveit to the appropri-
ate frequency band.

A familiar example of FDM is broadcast and cable television. The television
signal discussed in Chapter2 fits comfortably into a 6-MHz bandwidth. Figure 7.3
depicts the transmitted TV signal and its bandwidth. The black-and-white videosig-
nal is AM modulated on a carrier signal f.,. Because the baseband video signal has
a bandwidth of 4 MHz, we would expect the modulatedsignal to have a bandwidth
of 8 MHz centered on f,,. To conserve bandwidth, the signal is passed through a
sidebandfilter so that most of the lower sideband is suppressed. The resulting sig-
nal extends from about f,, — 0.75 MHz to f., + 4.2 MHz. A separate color sub-
carrier, f.., is used to transmit color information. This is spaced far enough from f,,
that there is essentially no interference. Finally, the audio portion of the signal is
modulated on f,,, outside the effective bandwidth of the other two signals. A band-
width of 50 kHzis allocated for the audio signal. The composite signal fits intoa
6-MHz bandwidth with the video, color, and audio signal carriers at 1.25 MHz,
4.799545 MHz, and 5.75 MHz, respectively, above the lower edge of the band. Thus,
multiple TV signals can be frequency-division multiplexed on a CATV cable, each
with a bandwidth of 6 MHz.Given the enormous bandwidth of coaxial cable (as
much as 500 MHz), dozens of TV signals can be simultaneously carried using FDM.
Of course, using radio-frequency propagation through the atmosphere is also a
form of FDM; Table 7.1 shows the frequency allocation in the United States for
broadcasttelevision.
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FIGURE 7.2. FDM and TDM.|

A generic depiction of an FDM system is shown in Figure 7.4. A numberof
analogordigital signals [7,(t), i = 1, N] are to be multiplexed onto the sametrans-
mission medium.Eachsignal m,(f) is modulated ontoa carrier f,,;; because multiple
carriers are to be used, eachis referred to.as a subcarrier. Any type of modulation
maybe used, Theresulting modulated analog signals are then summed to produce
a composite signal m,(t). Figure 7.4b showsthe result. The spectrum of signal m,()
is shifted to be centered onf,,;. For this scheme to work,f,.; must be chosen so that
the bandwidths of the various signals do not overlap; otherwise,it will be impossi-
ble to recover the original signals.

The composite signal may then be shifted as a whole to another carrier fre+
quency by an additional modulation step. We will see examples of this below. This
second modulation step need not use.the same modulation technique asthefirst.
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FIGURE 7.3 Transmitted TV signal.

N

The composite signal has a total bandwidth B, where B > S Bsci. This ana-i=1

log signal may be transmitted over a suitable medium. At the receiving end, the
composite signal is passed through N bandpassfilters, each filter centered on fycj
and having a bandwidth B,,;, for 1 < i < N; in this way, the signalis again split into
its component parts. Each componentis then demodulated to recover the original
signal,

Let us consider a simple example of transmitting three voice signals simulta-
neously over a medium. As was mentioned, the bandwidth of a voice signal is gen-
erally taken to be 4 kHz,with an effective spectrum of 300 to 3400 Hz (Figure 7.5a).
If such a signalis used to amplitude-modulate a 64-kHz carrier, the spectrum ofFig-

Viptela, Inc. - Exhibit 1011 - Part 1
Page 217



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 218

202 CHAPTER 7 / MUI TIPLEXING

TABLE 7.1 Broadcast television channel frequencyallocation.     

 Channel Band
number (MHz)

Channel Band

number (MHz)
Channel Band

number (MHz)  
    

   
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 

2 54-60 536-542 674-680
3 60-66 26 542-548 49 680-686
4 66-72 27 548-554 50 686-692
5 76-82 28 554-560 51 692-698
6 82-88 29 560-566 52 698-704
7 174-180 30 366-572 53 704-710
8 180-186 31 572-578 54 710-716
9 186-192 32 578-584 55 716-722

10 192-198 33 584-590 56 722-728
11 198-204 34 590-596 57 728-734
12 204-210 35 596-602 58 734-740
13 210-216 36 602-608 59 740-746
14 470-476 37 608-614 60 746-752
15 476-482 38 614-620 61 752-758
16 482-488 39 620-626 62 758-764
17 488-494 40 626-632 63 764-710
18 494-500 41 632-638 64 710-776
19 500-506 42 638-644 65 716-782

20 506-512 43 644-650 66 782-~788
21 512-518 44 650-656 67 788-794
22 318-524 45 656-662 68 794-800
23 524-530 46 662-668 69 800-806
24 530-536 47 668-674                 

ure 7.5b'results. The modulatedsignal has a bandwidth of 8 kHz, extending from 60
to 68 kHz. To makeefficient use of bandwidth, we elect to transmit only the lower
sideband. Now,if three voicesignals are used to modulate carriers at 64, 68, and
72 kHz, and only the lower sideband of each is taken, the spectrum of Figure 7.5c
results,

This figure points out two problems that an FDM system must cope with. The
first is crosstalk, which may occurif the spectra of adjacent componentsignals over-
lap significantly. In the case of voice signals, with an effective bandwidth of only
3100 Hz (300 to 3400), a 4-kHz bandwidth is adequate. The spectra of signals pro-
duced by modems for voiceband transmission also fit well in this bandwidth.
Anotherpotential problem is intermodulation noise, which was discussed in Chap-
ter 2. On a long link, the nonlinear effects of amplifiers on a signal in one channel
could produce frequency components in other channels.

Analog Carrier Systems

The long-distance carrier system provided in the United States and throughout the
world is designed to transmit voiceband signals over high-capacity transmission

links, such as coaxial cable and microwavesystems. Theearliest, andstill most com-
mon, technique for utilizing high-capacitylinks is FDM. In the United States,
AT&T has designated a hierarchy of FDM schemes to accommodate transmission
systems of various capacities. A similar, but unfortunately not identical, system has
been adoptedinternationally under the auspices of ITU-T (Table 7.2).
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FIGURE 7.4 Frequency division multiplexing.

Atthefirst level of the AT&T hierarchy, 12 voice channels are combined to
produce a groupsignal with a bandwidth of 12 x 4 kHz = 48 kHz, in the range 60
to 108 kHz. The signals are producedin a fashion similar to that described above,
using subcarrier frequenciesof from 64 to 108 kHz in increments of 4 kHz. The next
basic building block is the 60-channel supergroup, which is formed by frequency-
division multiplexing five-group signals. At this step, each group is treated as a
single signal with a 48-kHz bandwidth and is modulated by a subcarrier. The
subcarriers have frequencies from 420 to 612 kHz in increments of 48 kHz. The
resulting signal occupies 312 to 552 kHz.
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FIGURE 7.3 FDM of three voicebandsignals.

Thereare several variations to supergroup formation. Each ofthe five inputs
to the supergroup multiplexer may be a group channel containing 12 multiplexed
voice signals. In addition, any signal up to 48 kHz wide whose bandwidth is con-
tained within 60 to 108 kHz maybe usedasinput to the supergroup multiplexer. As
another variation, it is possible to directly combine 60 voiceband channels into a
supergroup; this may reduce multiplex costs where an interface with existing-group
multiplex is not required.

The next level of the hierarchy is the mastergroup that combines 10 super-
group inputs.-Again, any signal with a bandwidth of 240 kHz in the range 312 to
552 kHz canserveas input to the mastergroup multiplexer. The mastergroup has a
bandwidth of 2.52 MHz and can support 600 voice-frequency (VF) channels.
Higher-level multiplexing isdefined above the mastergroup, as shown in Table 7.2.

Notethat the original voice or data signal may be modulated manytimes. For
example, a data signal may be encoded using QPSK to form an analogvoicesignal.
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TABLE 7.2, North American andinternational FDMcarrier standards.

Numberof

voice channels Bandwidth Spectrum AT&T ITU-T

12 48 kHz 60-108 kHz Group. Group
60 240 kHz 312-552 kHz Supergroup Supergroup

300 1.232 MHz 812-2044 kHz Mastergroup
600 2.52 MHz 564-3084 kHz Mastergroup
900 3.872 MHz 8.516-12.388 MHz Supermaster

. group
N X 600 Mastergroup

multiplex
3,600 16.984 MHz 0.564-17.548 MHz Jumbogroup

10,800 57.442 MHz 3.124-60.566 MHz Jumbogroup
multiplex   

7.2

This signal could then be used to modulate a 76-kHz carrier to form a component
of a group signal. This group signal could then be used to modulate a 516-kHzcar-
rier to form a componentofa supergroup signal. Each stage candistort the original
data; this is so, for example, if the modulator/multiplexer contains nonlinearities or
if it introduces noise.

SYNCHRONOUSTIME-DIVISION MULTIPLEXING

Characteristics

Synchronoustime-division multiplexing is possible when the achievable data rate
(sometimes, unfortunately, called bandwidth) of the medium exceedsthe data rate
of digital signals to be transmitted. Multiple digital signals (or analogsignals carry-
ing digital data) can be carried on a single transmission path by interleaving por-
tions of each signal in time. The interleaving can be at the bit level or in blocks of
bytes or larger quantities. For example, the multiplexer in Figure 7.2b hassix inputs
which might each be,say, 9.6 kbps. A single line with a capacity of at least 57.6 kbps
(plus overhead capacity) could accommodateall six sources.

A generic depiction of a synchronous TDMsystem is provided in Figure 7.6.
A numberof signals [m,(t), i = 1, N] are to be multiplexed onto the same transmis-
sion medium. Thesignals carry digital data and are generally digital signals. The
incomingdata from each sourceare briefly buffered. Each bufferis typically one bit
or one characterin length. The buffers are scanned sequentially to form a compos-
ite digital data stream m,(t). The scan operation is sufficiently rapid so that each
buffer is emptied before more data can arrive. Thus, the data rate of m,(t) mustat
least equal the sum of the data rates of the m,(é). The digital signal m,(t) may be
transmitted directly or passed through a modem so that an analog signalis trans-
mitted. In either case, transmission is typically synchronous,

The transmitted data may have a format something like Figure 7.6b. The data
are organized into frames. Each frame contains a cycle of timeslots. In each frame,
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Buffer Scan
operation

 
(a) Transmitter

m(t) ~«— Frame —>- ~«— Frame—»

Timeslot: may be empty or occupied

(b) TDM frames 
Scan \

operation Buffer

(c) Receiver

FIGURE 7.6 Synchronous time-division multiplexing.

one or moreslots is dedicated to each data source. The sequence of slots dedicated
to one source, from frame to frame, is called a channel. The slot length equals the
transmitter buffer length, typically a bit or a character.

The character-interleaving technique is used with asynchronous sources. Each
time slot contains one character of data. Typically, the start and stop bits of each
character are eliminated before transmission and reinserted by the receiver, thus
improving efficiency. The bit-interleaving technique is used with synchronous
sources and may also be used with asynchronous sources. Each time slot contains
just onebit.

Atthe receiver, the interleaved data are demultiplexed and routed to the ap-
propriate destination buffer. For each input source m,(t), there is an identical
output source which will receive the input data at the same rate at which it was
generated.

Synchronous TDMiscalled synchronous not because synchronoustransmis-
sion is used, but because the time.slots are preassigned to sources and fixed. The
time slots for each source are transmitted whether or not the source has data to

send;this is, of course, also the case with FDM.In both cases, capacity is wasted to
achieve simplicity of implementation. Even when fixed assignment is used, how-
ever, it is possible for a synchronous TDM deviceto handle sourcesof different data
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rates. For example, the slowest input device could be assigned oneslot per cycle,
while faster devices are assigned multiple slots per cycle.

TDM Link Control

Thereader will note that the transmitted data stream depicted in Figure 7.6 does not
contain the headers andtrailers that we have come to associate with synchronous
transmission. The reasonis that the control mechanisms provided by a data link pro-
tocol are not needed.It is instructive to ponder this point, and we do so by consid-
ering two key data link control mechanisms:flow control anderror control. It should
be clearthat, as far as the multiplexer and demultiplexer (Figure 7.1) are concerned,
flow control is not needed. The data rate on the multiplexed line is fixed, and the
multiplexer and demultiplexer are designed to operate at that rate. But suppose that
one of the individual output lines attaches to a device that is temporarily unable to
accept data? Should the transmission of TDM frames cease? Clearly not, as the
remaining output lines are expecting to receive data at predetermined times. The
solution is for the saturated output device to cause the flow of data from the corre-
sponding input device to cease. Thus, for a while, the channel in question will carry
empty slots, but the frames as a whole will maintain the same transmission rate.

The reasoningfor error controlis the same. It would not do to request retrans-
mission of an entire TDM frame because an error occurs on one channel. The

devices using the other channels do not want a retransmission nor would they know
that a retransmission has been requested by some other device on another channel.
Again, the solution is to apply error control on a per-channel basis.

Howare flow control, error control, and other good things to be provided on
a per-channelbasis? The answeris simple: Use a data link control protocol such as
HDLC on a per-channel basis. A simplified example is shown in Figure 7.7. We

 Input; —— ss . MO Nae Output;

Input, —-j = Output,

(a) Configuration

Input; seseoee Mf fh a a a GQ A RA A a a a COAL

Inpup.ehf fh hhh bh Qa kh ff fp th hh hh hh O Ah

(b) Input data stream

Ah hafaf hdhdahAaAhAhhihAdah bddd had ayaAahh

(c) Multiplexed data stream
LEGEND

F = flagfield d = one octet of data field
A= address field f = one octet of FCS field
C = controlfield

FIGURE 7.7 Useof data link control on TDM channels.
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assume two data sources, each using HDLC. Oneis transmitting a stream of HDLC
frames containing three octets of data; the otheris transmitting HDLC frames con-
taining four octets of data. For clarity, we assume that character-interleaved multi-
plexing is used, although bit interleaving is more typical. Notice what is happening.
The octets of the HDLC frames from the two sources are shuffled together for
transmission over the multiplexed line. The reader mayinitially be uncomfortable
with this diagram, as the HDLC frameshavelost their integrity in some sense. For
example, each frame check sequence (FCS) on the line applies to a disjointed set of
bits. Even the FCS is not in one piece! However, the pieces are reassembled cor-
rectly before they are seen by the device on the other end of the HDLC protocol.
In this sense, the multiplexing/demultiplexing operation is transparent to the
attached stations; to each communicating pair of stations, it appears that they have
a dedicated link.

Onerefinement is needed in Figure 7.7. Both ends of the line need to be a
combination multiplexer/demultiplexer with a full-duplex line in between. Then
each channelconsists of two sets of slots, one traveling in each direction. The indi-
vidual devices attached at each end can, in pairs, use HDLC to control their own
channel. The multiplexer/demultiplexers need not be concerned with these matters.

Framing

So we have seen that a link control protocol is not needed to manage the overall
TDMlink. There is, however, a basic requirement for framing. Because weare not
providing flag or SYNC characters to bracket TDM frames, some meansis needed
to assure frame synchronization. It is clearly important to maintain framing syn-
chronization because, if the source and destination are out of step, data on all chan-
nels are lost.

Perhaps the most common mechanism for framing is known as added-digit
framing. In this scheme, typically, one control bit is added to each TDM frame. An
identifiable pattern of bits, from frame to frame,is used on this “control channel.”
A typical example is the alternating bit pattern, 101010... . This is a pattern
unlikely to be sustained on a data channel. Thus, to synchronize, a receiver com-
pares the incoming bits of one frame position to the expected pattern.If the pattern
does not match, successive bit positions are searched until the pattern persists over
multiple frames. Once framing synchronization is established, the receiver contin-
ues to monitor the framing bit channel. If the pattern breaks down, the receiver
must again enter a framing search mode.

Pulse Stuffing

Perhaps the most difficult problem in the design of a synchronous time-division
multiplexer is that of synchronizing the various data sources. If each source has a
separate clock, any variation among clocks could cause loss of synchronization.
Also, in somecases, the data rates of the input data streamsare notrelated by a sim-
ple rational number. For both these problems, a technique knownaspulse stuffing
is an effective remedy. With pulse stuffing, the outgoing data rate of the multi-
plexer, excluding framing bits, is higher than the sum of the maximum instanta-
neous incoming rates. The extra capacity is used by stuffing extra dummy bits or
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pulses into each incomingsignal until its rate is raised to thatof a locally-generated
clock signal. The stuffed pulses are inserted at fixed locations in the multiplexer
frame format so that they may be identified and removed at the demultiplexer.

Example

An example, from [COUC95], illustrates the use of synchronous TDM to multiplex
digital and analog sources. Consider that there are 11 sources to be multiplexed.on
a single link:

° Source1: Analog, 2-kHz bandwidth.
® Source 2: Analog, 4-kHz bandwidth.
¢ Source 3: Analog, 2-kHz bandwidth.
e Sources 4~11: Digital, 7200 bps synchronous.

Asa first step, the analog sources are converted to digital using PCM. Recall
from Chapter 5 that PCM is based on the sampling theorem, which dictates that a
signal be sampled at a rate equal to twice its bandwidth. Thus, the required sam-
plingrate is 4000 samples per second for sources 1 and 3, and 8000 samples per sec-
ond for source 2. These samples, which are analog (PAM), must then be quantized
or digitized. Let us assumethat 4 bits are used for each analog sample. For conve-
nience, these three sources will be multiplexed first, as a unit. At a scan rate of
4 kHz, one PAM sample eachis taken from sources 1 and 3, and two PAM samples
are taken from source 2 per scan. These four samplesare interleaved and converted
to 4-bit PCM samples. Thus, a total of 16 bits is generated at a rate of 4000 times
per second,for a composite bit rate of 64 kbps.

Forthe digital sources, pulse stuffing is used to raise each source to a rate of
8 kbps, for an aggregate data rate of 64 kbps. A frame can consist of multiple cycles
of 32 bits, each containing 16 PCM bits and twobits from each of the eight digital
sources, Figure 7.8 depicts the result.

Digital Carrier Systems

The long-distance carrier system provided in the United States and throughout the
world was designed to transmit voice signals over high-capacity transmission links,
such asoptical fiber, coaxial cable, and microwave. Part of the evolution of these
telecommunications networks toward digital technology has been the adoption of
synchronous TDMtransmissionstructures.In the United States, AT&T developed
a hierarchy of TDMstructuresof various capacities; this structure is used in Canada
and Japan as well as in the United States. A similar, but unfortunately not iden-
tical, hierarchy has been adopted internationally under the auspices of ITU-T
(Table 7.3).

The basis of the TDM hierarchy (in North America and Japan) is the DS-1
transmission format (Figure 7.9), which multiplexes 24 channels. Each frame con-
tains 8bits per channel plus a framingbit for 24 x 8 + 1 = 193bits. For voice trans-
mission, the following rules apply. Each channel contains one word of digitized
voice data. The original analog voice signalis digitized using pulse code modulation
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FIGURE 7.8 TDM ofanalog anddigital sources.

(PCM) at a rate of 8000 samples per second. Therefore, each channel slot and,
hence, each frame must repeat 8000 times per second. With a frame length of
193 bits, we have a data rate of 8000 x 193 = 1.544 Mbps. For five of everysix.
frames, 8-bit PCM samples are used. For every sixth frame, each channel contains
a 7-bit PCM word plus a signaling bit. The signaling bits form a stream for each
voice channel that contains network control and routing information. For example,
conirolsignals are used to establish a connection or to terminateacall.

‘The same DS-1 formatis used to provide digital data service. For compatibil-
ity with voice, the same 1.544-Mbpsdata rate is used. In this case, 23 channels of

TABLE 7.3 North American and international TDM carrier standards.                     

(a) North American (b) International (ITU-T)

Digital Number Number
signal of voice Data rate Level of voice Datarate

number channels (Mbps) number channels (Mbps)

DS-1 24 1.544 1 30 2.048
DS-1C 48 3.152 2 120 8.448

DS-2 96 6.312 3 480 34.368
DS-3 672 44.736 4 1920 139.264

5 7680 565.148DS-4 4032 274.176                
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125 psec

5.18 psec 0.6477 wsee —e} fa

Channel 1 Channel 2 _t[o Channel24|
1234567812345 678 1234567 8 bit

193 183Bits

Notes:

1. Bit 193 is a framing bit, used for synchronization.
2. Voice channels:

* 8-bit PCM usedonfive ofsix frames.

° 7-bit PCM used on every sixth frame. Bit 8 of each chanelis a signalingbit.
3. Data channels:

° Channel 24 usedforsignaling only in some schemes.
* Bit 8 is a controlbit.

¢ Bits 1~7 used for 56 kbps service.
° Bits 2-7 used for 9.6 kbps, 4.8 kbps, and 2.4 kbpsservice.

FIGURE 7.9 DS-1 transmission format.

data are provided, The twenty-fourth channel position is reserved for a special sync
byte, which allows faster and more reliable reframing following a framing error.
Within each channel, seven bits per frame are used for data,with the eighth bit used
to indicate whether the channel, for that frame, contains user data or system con-
trol data. With seven bits per channel, and because each frame is repeated
8000 times per second, a data rate of 56 kbps can be provided per channel. Lower
data rates are provided using a technique known as subrate multiplexing. For this
technique, an additional bit is robbed from each channelto indicate which subrate
multiplexing rate is being provided; this leaves a total capacity per channel of
6 X 8000 = 48 kbps. This capacity is used to multiplex five 9.6-kbps channels, ten
4,8-kbps channels, or twenty 2.4-kbps channels. For example, if channel 2 is used to
provide 9.6-kbps service, then up to five data subchannels share this channel. The
data for each, subchannel appearassix bits in channel 2 every fifth frame.

Finally, theS-1 format can be used to carry a mixture of voice and data
channels. In this case, all 24 channelsare utilized; no syncbyte is provided.

Abovethis basic data rate of 1.544 Mbps, higher-level multiplexing is achieved
by interleaving bits from DS-1 inputs. For example, the DS-2 transmission system
combines four DS-1 inputs into a 6.312-Mbps stream. Data from the four sources
are interleaved 12 bits at a time. Note that 1.544 x 4 = 6.176 Mbps. The remaining
capacity is used for framing and controlbits.

ISDN User-Network Interface

ISDNenables the user to multiplex traffic from a numberof devices on the user’s
premises over a single line into an ISDN(Integrated Services Digital Network).
Twointerfaces.are defined: a basic interface and a primary interface.
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Basic ISDN Interface

At the interface between the subscriber and the network terminating equipment,
digital data are exchanged using full-duplex transmission. A separate physicalline
is used for the transmission in each direction. The line coding specification for the
interface dictates the use of a pseudoternary coding scheme.' Binary oneis repre-
sented by the absence ofvoltage; binary zero is represented by a positive or nega-
tive pulse of 750 mV +10%. Thedatarate is 192 kbps.

The basic access structure consists of two 64-kbps B channels and one 16-kbps
D channel. These channels, which produce a load of 144 kbps, are multiplexed over
a 192-kbpsinterface at the S or T reference point. The remaining capacity is used
for various framing and synchronization purposes.

The B channelis the basic user channel. It can be used to carry digital data
(e.g., a personal computer connection), PCM-encoded digital voice (e.g., a tele-
phone connection), or any othertraffic that can fit into a 64-kbps channel. At any
given time, a logical connection can be set up separately for each B channelto sep-
arate ISDN destinations. The D channel can be used for a data-transmission con-

nection at a lowerdatarate.It is also used to carry control information needed to
set up and terminate the B-channel connections, Transmission on the D channel
consists of a sequence of LAPD frames.

As with any synchronous time-division multiplexed (TDM) scheme, basic
access transmission is structured into repetitive, fixed-length frames. In this case,
each frame is 48 bits long; at 192 kbps, frames must repeat at a rate of one frame
every 250 psec. Figure 7.10 shows the frame structure; the upper frameis transmit-
ted by the subscriber’s ierminal equipment (TE) to the network (NT); the lower
frame is transmitted from the TE to the NT.  

  
48 bits in 250 jusec —
        

 

                  

    
        

~¢——- 8 bits ——>- ~=t—~—— 8 bits ——p— 48 bits ——>~

LEGEND

F = Framingbit Fa = Auxiliary framing bit B2 = B channelbits (16 per frame)
L = de balancingbit N=Set to oppositeof Fa D =D channelbits (4 per frame)
E =D-echochannel bit M = Multiframingbit S = Spare bits
A = Activation bit Bl= B channelbits (16 per frame)

FIGURE 7.10 Framestructure for ISDNbasic rate access.

1 See Section 4.1.
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Each frame of 48 bits includes 16 bits from each of the two B channels and
4 bits from the D channel. The remaining bits have the followinginterpretation.Let
us first consider the frame structure in the TE-to-NT direction. Each frame begins
with a framing bit (F) that is always transmitted as a positive pulse. This is followed
by a dc balancingbit (L) that is set to a negative pulse to balance the voltage. The
F-L pattern thusacts to synchronize the receiver on the beginningof the frame. The
specification dictates that, following these first two bit positions, the first occurrence
of a zerobit will be encoded as a negative pulse. After that, the pseudoternary rules
are observed. The next eight bits (B1) are from the first B channel; this is followed
by anotherdc balancing bit (L). Next comesa bit from the D channel, followed by
its balancing bit. This is followed by the auxiliary framing bit (F,), whichis set to
zero unlessit is to be used in a multiframe structure. There follows another balanc-
ing bit (L), eightbits (B2) from the second B channel, and another balancingbit (L);
this is followed by bits from the D channel,first B channel, D channelagain, second
B channel, and the D channel yet again, with each group of channel bits followed
by a balancingbit.

The framestructure in the NT-to-TE direction is similar to the frame structure .
for transmission in the TE-to-NT direction. The following new bits replace someof
the dc balancing bits. The D-channel echo bit (E) is a retransmission by the NT of
the mostrecently received D bit from the TE;the purposeof this echois explained
below. Theactivation bit (A) is used to activate or deactivate a TE, allowing the
device to come on line or, when there is no activity, to be placed in low-power-
consumption mode. The N bit is normally set to binary one. The N and M bits may
be used for multiframing. The S bit is reserved for other future standardization
requirements.

The E bit in the TE-to-NT direction comesinto play to support a contention
resolution function, which is required when multiple TE1 terminals share a single
physicalline (i.e., a multipoint line), There are three types of traffic to consider:

e B-channeltraffic. No additional functionality is needed to control access to
the two B channels, as each channel is dedicated to a particular TE at any
given time.
D-channel traffic. The D channel is available for use by all the subscriber
devices for both control signaling and packet transmission, so the potential for
contention exists. There are two subcases:

a Incomingtraffic: The LAPD addressing schemeis sufficient to sort out the
proper destination for each data unit.

2 Outgoing traffic: Access must be regulated so that only one device at a time
transmits. This is the purposeof the contention-resolution algorithm.

o

The D-channel.contention-resolution algorithm has the following elements:

4. Whena subscriber device has no LAPD frames to transmit, it transmits a
series of binary ones on the D channel; using the pseudoternary encoding
scheme, this correspondsto the absenceofline signal.

2. The NT, on receipt of a D-channelbit, reflects back the binary value as a
D-channel echobit.
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3. Whena terminalis ready to transmit an LAPD frame,it listens to the stream
of incoming D-channelechobits.If it detects a string of 1-bits equal in length
to a threshold value X;, it may transmit; otherwise, the terminal must assume
that some other terminalis transmitting, and wait.

4, It may happen that several terminals are monitoring the echo stream and
begin to transmit at the same time, causinga collision. To overcomethis con-
dition, a transmitting TE monitors the E bits and compares themtoits trans-
mitted D bits. If a discrepancyis detected, the terminal ceases to transmit and
returns to a listen state.

Theelectrical characteristics of the interface (i.e., 1-bit = absence of signal)
are such that any user equipment transmitting a 0-bit will override user equipment
transmitting a 1-bit at the same instant. This arrangement ensures that one device
will be guaranteed successful completion of its transmission.

Thealgorithm includes a primitive priority mechanism based on the threshold
value X,. Control information is given priority over user data. Within each of these -
twopriority classes, a station begins at normalpriority and then is reduced to lower
priority after a transmission. It remainsat the lowerpriority until all other terminals
have had an opportunity to transmit. The values of X; are as follows:

° Control Information .
Normalpriority XX, = 8
Lowerpriority a, =9

e User Data

Normal priority X, = 10
Lowerpriority 2%,= 11

Primary ISIDN interface

The primary interface,like the basic interface, multiplexes multiple channels across
a single transmission medium. In the case of the primary interface, only a point-to-
point configuration is allowed. Typically, the interface supports a digital PBX or
other concentration device controlling multiple TEs and providing a synchronous
TDMfacility for access to ISDN. Two datarates are defined for the primary inter-
face: 1.544 Mbps and 2.048 Mbps. |

The ISDN interface at 1.544 Mbps is based on the North American DS-1
transmission structure, which is used on the T1 transmission service. Figure 7.11a /
illustrates the frame format for this data rate. The bit stream is structured into

repetitive 193-bit frames. Each frame consists of 24 8-bit time slots and a framing
bit, which is used for synchronization and other management purposes. The same
time slot repeated over multiple frames constitutes a channel. At a data rate of
1.544 Mbps, framesrepeat at a rate of one every 125 psec, or 8000 frames per sec-
ond. Thus, each channel supports 64 kbps. Typically, the transmission structureis
used to support 23 B channels and 1 64-kbps D channel.

The line coding for the 1.544-Mbpsinterface is AMI (Alternate Mark Inver-
sion) using B8ZS.
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1 frame = 193bits; 125 psec
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(a) Interface at 1.544 Mbps
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(b) Interface at 2.048 Mbps

FIGURE 7.11 ISDN primary access frame formats.

The ISDN interface at 2.048 Mbps is based on the European transmission
structure of the same data rate. Figure 7.11b illustrates the frame format forthis
data rate. The bit stream is structured into repetitive 256-bit frames. Hach frame
consists of 32 8-bit time slots. The first time slot is used for framing and synchro-
nization purposes; the remaining 31 time slots support user channels. At a data rate
of 2.048 Mbps, frames repeat at a rate of one every 125 usec, or 800 frames persec-
ond, Thus, each channel supports 64 kbps. Typically, the transmission structure is
used to support 30 B channels and 1 D channel.

The line coding for the 2.048-Mbpsinterface is AMI using HDBS3.

SONET/SDH

SONET (Synchronous Optical Network) is an optical transmission interface origi-
nally proposed by BellCore and standardized by ANSI. A compatible version,
referred to as SynchronousDigital Hierarchy (SDH), has been published by ITU-T
in Recommendations G.707, G.708, and G.709.2 SONETis intended to provide a
specification for taking advaniage of the high-speed digital transmission capability
of optical fiber.

Signal Hierarchy

The SONETspecification defines a hierarchy of standardized digital data rates
(Table 7.4). The lowest level, referred to as STS-1 (Synchronous Transport Signal,

2 In what follows, we will use the term SONETtorefer to both specifications. Differences that exist will
be addressed.
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TABLE 7.4 SONET/SDHsignalhierarchy.

SONET CCTIT Data rate Payload rate
designation designation (MBPS) (Mbps)

STS-1/OC-1 51.84 50.112
STS-3/OC-3 STM-1 155.52 150.336
STS-9/OC-9 STM-3 466.56 451.008

STS-12/OC-12 STM-4 622.08 601.344
STS-18/OC-18 STM-6 933.12 902.016

* $TS-24/0C-24 STM-8 1244.16 1202.688
STS-36/OC-36 STM-12 1866.24 1804.032
STS-48/OC-48 STM-16 2488.32 2405.376 

level 1) or OC-1 (Optical Carrier level 1),° is 51.84 Mbps. This rate can be used to
carry a single DS-3 signal or a groupof lower-rate signals, such as DS1, DS1C, DS2,
plus ITU-Trates(e.g., 2.048 Mbps). |

Multiple STS-1 signals can be combined to form an STS-Nsignal. The signal
is created by interleaving bytes from N STS-1 signals that are mutually syn-
chronized.

For the ITU-T SynchronousDigital Hierarchy, the lowestrate is 155.52 Mbps,
which is designated STM-1. This corresponds to SONET STS-3. The reason for the
discrepancy is that STM-1 is the lowest-rate signal that can accommodate an
ITU-Tlevel 4 signal (139.264 Mbps).

Frame Format

The basic SONETbuilding block is the STS-1 frame, which consists of 810 octets
and is transmitted once every 125 ys, for anoverall data rate of 51.84 Mbps (Figure
7.12a). The frame can logically be viewed as a matrix of 9 rows of 90 octets each,
with transmission being one rowat a time, from left to right and top to bottom.

The first three columns (3 octets X 9 rows = 27 octets) of the frame are
devoted to overhead octets. Nine octets are devoted to section-related overhead

and 18 octets are devoted to line overhead. Figure 7.13a shows the arrangementof
overhead octets, and Table 7.5 defines the variousfields.

The remainderof the frame is payload, which is provided by the path layer.
Thepayload includes a columnofpath overhead, which is not necessarily in the first
available column position; the line overhead contains a pointer that indicates where
the path overheadstarts. Figure 7.13b shows the arrangement of path overhead
octets, and Table 7.5 defines these.

Figure 7.12b shows the general format for higher-rate frames, using the
ITU-T designation.

3 An OC-Nrateis the optical equivalent of an STS-N electrical signal. End user devices transmit and
receiveelectrical signals; these must be converted to and from optical signals for transmission overopti-
calfiber.
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tt90 octets-—

Synchronous payload environment (SPE)
87 octets 

Section overhead
3 octets

Line overhead
6 octets

-—
Transport overhead Path overhead

3 octets 1 octet

(a) STS-1 frame format

MM270) X_Noctets

SRM-N payload
261 X N octets

nn

9 octets }| | ‘ . |
= -=Section overhead

9 X N octets

 

(b) STM-N frame format

FIGURE 7.12 SONET/SDHframeformats.
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; Data Com Data Com ' Data Com ‘Multiframe
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(a) Section overhead (b) Path overhead

FIGURE 7.13. SONETSTS-1 overhead octets.
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TABLE 7.5 STS-i Overheadbits.             

Section overhead  

  

 

           

Ai, A2: Framing bytes = F6,28 hex; used to synchronize the beginning of the frame.
Cl: STS-1 ID identifies the STS-1 number (1 to N) for each STS-1 within an STS-N multiplex.
Bl:  Bit-interleaved parity byte providing even parity over previous STS-N frameafter scrambling; the ith

bit of this octet contains the even parity value calculated from theith bit position ofall octets in the
previous frame.

El: Section level 64-kbps PCM orderwire; optional 64 Kbps voice channel to be used between section
. terminating equipment, hubs, and remote terminals.

Fl:. 64-kbps channelset aside for user purposes.
Di-D3: —192-kbps data communications channelfor alarms, maintenance, contro}, and administration between

sections.

Line overhead

H1-H3: Pointer bytes used in frame'alignment and frequency adjustment of payload data.
B2:_Bit-interleavedparity for line level error monitoring,

Ki, K2: Twobyesallocated for signaling betweenline level automatic protection switching equipment; uses a
bit-oriented protocol that provides for error protection and managementof the SONETopticallink.

D4-D12; 576-kbps data communications channel for alarms, maintenance, control, monitoring, and administra-
tion at the line level.

Z1,Z2 Reserved for future use.

E2:  64-kbps PCM voice channelfor line level orderwire.

Path overhead

Ji: 64-kbps channelusedto repetitively send a 64-octet fixed-length string so a receiving terminal can
continuously verify the integrity of a path; the contents of the message are user programmable.

B3:_Bit-interleaved parity at the path level, calculated overall bits of the previous SPE.

C2: STS path signal label to designate equipped versus unequipped STSsignals. Unequipped means the
the line connection is complete but there is no path data to send. For equipped signals, the label can
indicate the specific STS payload mapping that might be neededin receiving terminals to interpret
the payloads.

Gi: Status byte sent from path terminating equipment back to path originating equipment to convey
status of terminating equipmentand path error performance.

F2:  64-kbps channelfor path user.

H4: Multiframeindicator for payloads needing frames that are longer than a single STS frame; multi-
frameindicators are used when packing lower rate channels (virtualtributaries) into the SPE.

Z3-Z5: Reserved for future use.

7.3 STATISTICAL TIME-DIVISION MULTIPLEXING

Characteristics

In a synchronoustime-division multiplexer,it is generally the case that many ofthe
time slots in a frame are wasted. A typical application of a synchronous TDM
involves linking a number of terminals to a shared computerport. Evenif all ter-
minals are actively in use, most of the time there is no data transfer at any particu-
lar terminal.
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An alternative to synchronous TDM isstatistical TDM, also known as asyn-
chronous TDM andintelligent TDM. Thestatistical multiplexer exploits this com-
mon property of data transmission by dynamically allocating time slots on demand.
Aswith a synchronous TDM,thestatistical multiplexer has a numberof I/O lines
on oneside and a higher-speed multiplexed line on the other. Each I/O line has a
buffer associated with it. In the case ofthestatistical multiplexer, there are n I/O
lines, but only k, where k <n,time slots available on the TDM frame. For input,
the function of the multiplexer is to scan the input buffers, collecting data until a
frameis filled, and then send the frame. On output, the multiplexer receivesa frame
and distributes the slots of data to the appropriate output buffers.

Becausestatistical TDM takes advantage of the fact that theattached devices
are notall transmitting all of the time, the data rate on the multiplexedlineis less
than the sum ofthe data rates of the attached devices, Thus,a statistical multiplexer
can use a lower data rate to support as many devices as a synchronous multiplexer.
Alternatively, if a statistical multiplexer and a synchronous multiplexer both use a
link of the same datarate, the statistical multiplexer can support more devices.

Figure 7.14 contrastsstatistical and synchronous TDM.Thefigure depicts four
data sources and showsthe data produced in four time epochs(fo, 41, f2, f3). In the
case of the synchronous multiplexer, the multiplexer has an effective output rate of
four times the data rate of any of the input devices. During each epoch,dataare col-
lected from all four sources and sent out. For example,in the first epoch, sources C
and D produce no data. Thus, two of the four time slots transmitted by the multi-
plexer are empty.

In contrast, the statistical multiplexer does not send empty slots if there are
data to send. Thus, during thefirst epoch, only slots for A and B are sent. However,
the positional significance of the slots is lost in this scheme. It is not known ahead
of time which source’s data will be in any particularslot. Because data arrive from

Users fo 4 to bs tghobroiPoe vid
i

 
 
 

 

Synchronoustime-division multiplexing E412

     

LEGEND

Statistical -~4 4p 7. -| extra bandwidth 7 FE] Data |
time-division multiplexing LE available 4

First | Second| Address |
cycle cycle i

FIGURE 7.14 Synchronous TDM contrasted withstatistical TDM.  
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| FLAG|Address|Control Statistical TDM FCS Flagsub frame

(a) Overall frame

(b) One source per frame

Address o—

(c) Multiple sources per frame

FIGURE 7.15 Statistical TDM frame formats.

and are distributed to I/O lines unpredictably, address information is required to
assure properdelivery. As a result, there is more overhead perslot forstatistical
TDMaseachslot carries an address as well as data.

The framestructure used bya statistical multiplexer has an impact on perfor-
mance. Clearly, it is desirable to minimize overhead bits to improve throughput.
Generally, a statistical TDM system will use a synchronousprotocol such as HDLC.
Within the HDLC frame,the data frame must contain control bits for the multi-
plexing operation, Figure 7.15 shows two possible formats. In the first case, only one
source of data is included per frame. That source is identified by an address. The
length of the data field is variable, and its end is marked by the end of the overall
frame. This scheme can work well underlight load, but is quite inefficient under
heavy load.

A way to improveefficiency is to allow multiple data sources to be packaged
in a single frame. Now, however, some meansis neededto specify the length of data
for each source. Thus, the statistical TDM subframe consists of a sequence of data
fields, each labeled with an address and a length. Several techniques can be used to
make this approach even moreefficient. The address field can be reduced by using
relative addressing. That is, each address specifies the numberof the current source
relative to the previous source, modulo the total number of sources. So, for exam-
ple, instead of an 8-bit addressfield, a 4-bit field might suffice.

Anotherrefinementis to use a two-bit label with the length field. A value of
00, 01, or 10 correspondsto a datafield of one, two, or three bytes; no length field
is necessary. A value of 11 indicates that a length field is included.

Performance

Wehavesaid that the data rate of the outputof a statistical multiplexer is less than
the sum of the data rates of the inputs. This is allowable becauseit is anticipated
that the average amountof inputis less than the capacity of the multiplexed line.
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The difficulty with this approach is that, while the average aggregate input may be
less than the multiplexedline capacity, there may be peak periods whenthe input
exceeds capacity.

The solution to this problem is to include a buffer in the multiplexer to hold
temporary excessinput. Table 7.6 gives an exampleof the behavior of such systems.
Weassume 10 sources, each capable of 1000 bps, and we assumethat the average
input per source is 50% of its maximum. Thus, on average, the input load is
5000 bps. Two cases are shown: multiplexers of output capacity 5000 bps and
7000 bps. The entries in the table show the numberof bits input from the 10 devices
each millisecond and the output from the multiplexer. When the input exceeds the
output, backlog develops that must be buffered.

There is a trade-off between the size of the buffer used and the datarate of
the line. We would like to use the smallest possible buffer and the smallest possible
datarate, but a reduction in one requires an increase in the other. Note that we are
not so much concerned with the costof the buffer—memory is cheap—as we are
with the fact that the more buffering there is, the longer the delay. Thus, the trade-
off is really one between system response time and the speed of the multiplexed
line. In this section, we present some approximate measures that examine this
trade-off. These are sufficient for most purposes.

Let us define the following parametersfora statistical time-division multi-
plexer:

TABLE 7.6 Example ofstatistical multiplexer performance.      

 Capacity = 5000 bps Capacity = 7000 bps

Input* Output Backlog Output Backlogee

6 5 1 6 0
9 5 5 7 2
3 5 3 5 0
7 5 5 7 0
2 5 2 2 0
2 4 0 2 0
2 2 0 2 0
3 3 0 3 0
4 4 0 4 0
6 5 1 6 0
1 2 0 1 0

10 a) 5 7 3
7 5 7 7 3
5 5 7 7 1
8 5 10 7 2
3 5 8 5 0
6 5 9 6 0
2 5 6 2 0
9 5 10 7 2
5 5 10 7 0 

* Input = 10 sources, 1000 bps/source; average input rate = 50% of maximum.     
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N = numberofinput sources

R = data rate of each source, bps
M = effective capacity of multiplexed line, bps
a = meanfraction of time each sourceis transmitting, 0 < a <1

K= or = ratio of multiplexedline capacity to total maximum input
In the above, we have defined M taking into account the overheadbits intro-

‘ duced by the multiplexer. That is, M represents the maximumrate at which data bits
can be transmitted.

The parameter K is a measure of the compression achieved by the multi-
plexer. For example, for a given data rate M, if K = 0.25, there are four times as
many devices being handled as by a synchronoustime-division multiplexer using
the samelink capacity. The value of K can be bounded:

ax<K<1

A value of K = 1 corresponds to a synchronous time-division multiplexer, as the
system has the capacity to service all input devices at the sametime. If K < a, the
input will exceed the multiplexer’s capacity.

Some results can be obtained by viewing the multiplexer as a single-server
queue. A queuing situation arises when a “customer”arrives at a service facility
and, finding it busy, is forced to wait. The delay incurred by a customeris the time
spent waiting in the queue plus the time for the service. The delay depends on the
pattern of arriving traffic and the characteristics of the server. Table 7.7 summarizes
results for the case of random (Poisson) arrivals and constant service time. This
modelis easily related to the statistical multiplexer:

TABLE 7.7 Single-server queues with constant service times and poisson (random)
arrivals.

Parameters

\ = mean numberofarrivals per second
s = service time for each arrival

p = utilization, fraction of time the server.is busy
q = mean numberof itemsin system (waiting and being served)
{7 = mean time an item spends in system

oq = standard deviation of q
Formulas

p=aAs

= +
1 20 =p)*?

! _ s(2 — p)
4 20 ~ p)

-1 |, _3¢,Se _ oF
°9-T—pye- 26                  
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A=aNR

i
S=

The averagearrival rate A, in bps, is the total potential input (VR) times the frac-
tion of time a that each source is transmitting. The service time S, in seconds,is the
time it takes to transmit one bit, which is 1/M. Note that ‘

_ _@NR_a@_ A
p= S= = R=

The parameterp is the utilization or fraction of total link capacity being used. For
example,if the capacity M is 50 kbps and p = 0.5, the load on the system is 25 kbps.
The parameter g is a measureof the amount of buffer space being used in the mullti-
plexer. Finally, ft, is a measure of the average delay encountered by an input
source.

Figure 7.16 gives someinsight into the nature of the trade-off between system
response time andthe speed of the multiplexed line. It assumes that data are being
transmitted in 1000-bit frames. Part (a) of the figure shows the average number of
frames that must be buffered as a function of the average utilization of the multi-
plexed line. The utilization is expressed as a percentage ofthetotal line capacity.
Thus,if the average input load is 5000 bps, the utilization is 100 percent for a line
capacity of 5000 bps and about 71 percentfor a line capacity of 7000 bps. Part (b)
of the figure shows the average delay experienced by a frame as a function of uti-
lization and data rate. Note that as the utilization rises, so do the buffer require-
ments and the delay. A utilization above 80 percent is clearly undesirable.

Note that the average buffer size being used depends. only on p, and not
directly on M. For example, consider the following two cases:
         

Case I : Case II      

N= 10 N = 100

R = 100bps R = 100 bps
a= 04 a= 0.4

M = 500 bps M = 5000 bps        

In both cases, the value of p is 0.8 and the mean buffersize is 2.4. Thus, pro-
portionately, a smaller amount of buffer space per source is needed for multiplex-
ers that handle a larger numberof sources. Figure 7.16b also shows that the average
delaywill be smaller as the link capacity increases, for constant utilization.

So far, we have been considering average queue length, and, hence, the aver-
age amount of buffer capacity needed. Of course, there will be some fixed upper
bound on the buffer size available. The variance of the queue size grows with uti-
lization. Thus, at a higherlevel of utilization, a larger buffer is needed to hold the
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_ FIGURE 7.16 Buffer size and delay fora statistical multiplexer.

backlog. Even so, there is always a finite probability that the buffer will overflow.
Figure 7.17 shows the strong dependence of overflow probability on utilization.
This figure, plus Figure 7.16, suggestthat utilization above about0.8 is undesirable.
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FIGURE7.17. Probability of overflow as a func-
tion of buffer size.

RECOMMENDED READING

A discussion of FDM and TDMcarrier systems can be found in [BELL90] and [FREE94].
Moredetailed description and analysis-of TDM carrier systems is provided by [POWE90].
ISDNinterfaces and SONETaretreated in greater depth in [STAL95].

BELL90 Bellcore (Bell Communications Research). Telecommunications Transmission
Engineering. Three volumes, 1990.

FREE94 Freeman,R. Reference Manual for Telecommunications Engineering. New York:
Wiley, 1994.

POWE90 Powers, J. and Stair, H. Megabit Data Communications. Englewood Cliffs, NJ:
Prentice Hall, 1990.

- STAL9S Stallings, W. ISDN and Broadband ISDN, with Frame Relay and ATM. Engle-
woodCliffs, NJ: Prentice Hall, 1995.

Recommended Web Site

© http://www.atis.org/sif/sifhom.html: SONET Interoperability Forum site. Discusses
current projects and technology.
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7.5 PROBLEMS
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The informationin four analog signals is to be multiplexed and transmitted overa tele-
phonechannelthat has a 400- to 3100-Hz bandpass. Each of the analog basebandsig-
nals is bandlimited to 500 Hz. Design a communication system (block diagram)that
will allow the transmission of these four sources over the telephone channelusing
a. Frequency-division multiplexing with SSB (single sideband) subcarriers.
b. Time-division multiplexing using PCM.

Show the block diagrams of the complete system,including the transmission, chan-
- nel, and reception portions. Include the bandwidths of the signals at the various

points in the systems. ,
To paraphrase Lincoln,Ail of the channel some ofthe tine, someof the channelall of
the time. Refer to Figure 7.2 andrelate the precedingto the figure.
Consider a transmission system using frequency-division multiplexing. Whatcost fac-
tors are involved in adding one morepairof stations to the system?
Ten analog signals that are bandlimited to frequencies below 16 kHz are sampled at
the Nyquist rate. The digitizing erroris to be held below 0.2%. Thesignals are to travel
on a synchronous TDM channel. Whatis the data rate required for the channel?
In Synchronous TDM,it is possible to interleave bits, one bit from each channelpar-
ticipating in a cycle. If the channelis using a self-clocking codein orderto assist syn-
chronization, might this bit interleaving introduce problems, as there is not a continu-
ous stream ofbits from one source?

Whyis it that the start and stop bits can be eliminated when characterinterleaving is
used in synchronous TDM?
Explain in termsof data link control and physical-layer concepts how error and flow
control are accomplished in synchronous time-division multiplexing.
Bit 193 in the DS-1 transmission format is used for frame synchronization. Explain
its ‘use.

In the DS-1 format, what is the control signal data rate for each voice channel?
Twenty-four voice signals are to be multiplexed and transmitted over twisted pair.
What is the bandwidth required for FDM? Assuming a bandwidth efficiency of
1 bps/Hz, whatis the bandwidth required for TDM using PCM?
Draw a block diagram similar to Figure 7.8 for a TDM PCM system that will accom-
modate four 300-bps, synchronous, digital inputs and one analog input with a band-
width of 500 Hz. Assume that the analog samples will be encoded into 4-bit PCM
words.

A character-interleaved time-division multiplexer is used to combine the data streams
of a numberof 110-bps asynchronousterminals for data transmission over a 2400-bps
digital line. Each terminal sends charactersconsisting of 7 data bits, 1 parity bit, 1 start
bit, and 2 stop bits. Assume that one synchronization character is sent every 19 data
characters and,in addition,at least 3% of the line capacity is reserved for pulse stuff-
ing to accommodate speed variations from the various terminals.
a, Determine the numberof bits per character.
b. Determine the numberof terminals that can be accommodated by the multiplexer.
c. Sketch a possible framing pattern for the multiplexer.
Assume that two 600-bps terminals, five 300-bps terminals, and a numberof 150-bps
terminals are to be time-multiplexed in a character-interleaved format over a 4800-bps
digital line. The terminals send 10 bits/character, and one synchronization characteris
inserted for every 99 data characters, All the terminals are asynchronous, and 3% of
the line capacity is allocated for pulse stuffing to accommodate variations in the ter-
minal clock rates.
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a, Determine the numberof 150-bps terminals that can be accommodated.
b. Sketch a possible framing pattern for the multiplexer.
Find the numberof the following devices that could be accommodated by a T1-type
TDMline if 1% of the line capacity is reserved for synchronization purposes.
a. 110-bps teleprinter terminals.
b. 300-bps computer terminals.
¢, 1200-bpscomputerterminals.
d. 9600-bps computer outputports.
e. 64-kbps PCM voice-frequencylines.
How would these numbers changeif each of the sources were operational an average

. of 10% of the time?

Ten 9600-bpsline. are to be multiplexed using TDM. Ignoring overhead bits, what is
the total capacity required for synchronous TDM? Assuming that we wish to limit
averageline utilization of 0.8, and assuming that each line is busy 50% of the time,
whatis the capacity required for statistical TDM?
Fora statistical time-division multiplexer, define the following parameters:

F = framelength,bits
OH = overheadin a frame,bits

L = load of data in the frame, bps
C = capacity of link, bps

a, Express F as a function of the other parameters. Explain why / can be viewed asa
variable rather than a constant.

b. Plot F versus L for C = 9.6 kbps and values of OH = 40, 80, 120. Comment on the
results and compare to Figure 7.16.

ce. Plot F versus L for OH = 40 and values of C = 9.6 kbps and 7.2 kbps. Comment on
the results and compare to Figure 7.16.

The Clambake Zipper Company has twolocations. The international headquarters is
located at Cut and Shoot, Texas, while the factory is at Conroe, about 25 miles away.
The factory has four 300-bps terminals that communicate with the central computer
facilities at headquarters over leased voice grade lines. The companyis considering
installing time-division multiplexing equipment so that only one line will be needed.
Whatcost factors should be considered in the decision?

In statistical TDM,there may be a length field. What alternative could there be to the
inclusion of a length field? What problem might this solution cause and how could it
be solved?

In synchronous TDM,the I/O lines serviced by the two multiplexers may be either syn-
chronousor asynchronous,although the channel between the two multiplexers must be
synchronous. Is there any inconsistency in this? Why or why not?
Assumethat you are to design a TDM carrier—say, DS-489—to support30 voice chan-
nels using 6 bit samples and a structure similar to DS-1. Determine the required bit
rate,
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8.1

C] = Endstation

j ince the invention of the telephone, circuit switching has been the dominant
echnology for voice communications, and it will remain so well into the

< ISDN era. This chapter begins with an introduction to the concept of a
switched communications network and then looks at the key characteristics of a
circuit-switching network.

 

 

SWITCHING NETWORKS

For transmission of data’ beyond a local area, communication is typically achieved
by transmitting data from sourceto destination through a network of intermediate
switching nodes; this switched-network design is sometimes used to implement
LANs and MANsas well. The switching nodes are not concerned with the content
ofthe data; rather, their purpose is to provide a switchingfacility that will move the
data from node to node until they reach their destination. Figure 8,1 illustrates a
simple network. The end devices that wish to communicate may be referred to as
stations. The stations may be computers, terminals, telephones, or other communi-
cating devices. We will refer to the switching devices whose purposeis to provide
communication as nodes, which are connected to each other in some topology by
transmission links, Each station attaches to a node, and the collection of nodes is
referred to as a communications network.

LEGEND

O = Communication network node

FIGURE 8.1 Simple switching network.

We use this term here in a very generalsense to include voice, image, and video, as well as ordinary
data(e.g., numerical, text).
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The typesof networks that are discussed in this and the next three chapters
are referred to as switched communication networks. Data entering the network
from a station are routed to the destination by being switched from node to node.
For example, in Figure 8.1, data-from station A intended for station F are sent to
node 4, They may then be routed via nodes 5 and 6 or nodes 7 and 6 to the desti-
nation. Several observations are in order:

1. Some nodes connectonly to other nodes(e.g., 5 and 7). Their sole task is the
internal (to the network) switching of data. Other nodes have one or. moresta-

‘tions attached as well; in addition to their switching functions, such nodes
accept data from and deliver data to the attached stations.

2, Node-node links are usually multiplexed, using either frequency-division
multiplexing (FDM)or time-division multiplexing (TDM).

3. Usually, the network is not fully connected; that is, there is not a direct link
between every possible pair of nodes. However,it is always desirable to have
more than one possible path through the network for each pair of stations; this
enhancesthereliability of the network.

Two quite different technologies are used in wide-area switched networks:cir-
_ cuit switching and packet switching. These two technologies differ in the way the

nodes switch information from one link to another on the way from source to des-
tination. In this chapter, we look atthe details of circuit switching; packet switching
is pursued in Chapter 9. Two approaches that evolved from packet switching,
namely frame relay and ATM,are explored in Chapters 10 and 11, respectively.

CIRCUIT-SWITCHING NETWORKS

Communication via circuit switching implies that there is a dedicated communica-
tion path between twostations. That path is a connected sequenceoflinks between
network nodes. On each physicallink, a logical channelis dedicated to the connec-
tion. Communication via circuit switching involves three phases, which can be
explained with reference to Figure 8.1.

1. Circuit establishment. Before any signals can be transmitted, an end-to-end
(station-to-station) circuit must be established. For example, station A sends
a request to node 4 requesting a connection to station E. Typically, the link
from A to 4 is a dedicatedline, so that part of the connection already exists.
Node 4 mustfind the next leg in a route leading to node 6. Based on routing
information and measuresof availability and, perhaps, cost, node 4 selects the
link to node 5, allocates a free channel (using frequency-division multiplexing,
FDM,ortime-division multiplexing, TDM) onthat link and sends a message
requesting connection to E. So far, a dedicated path has been established from
A through 4 to 5. Because a numberof stations mayattachto 4, it must be able
to establish internal paths from multiple stations to multiple nodes. The
remainder of the process proceeds similarly. Node 5 dedicates a channel to
node 6 and internally ties that channel to the channel from node 4. Node 6

Viptela, Inc. - Exhibit 1011 - Part 1
Page 246



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 247

232 CHAPTER 8 / CIRCUIT SWITCHING

completes the connection to Z.In completing the connection, a test is made to
determineif E is busy or is prepared to accept the connection.

2. Data transfer. Information can now be transmitted from A through the net-
work to E. The data may be analogor digital, depending on the nature of the
network. Asthe carriers evolve to fully integrated digital networks, the use of
digital (binary) transmission for both voice and data is becoming the dominant
method. Thepath is A-4 link, internal switching through 4, 4-5 channel, inter-
nal switching through 5, 5-6 channel, and internal switching through 6, 6-E
link. Generally, the connectionis full-duplex.

3. Circuit disconnect. After some period of data transfer, the connectionis ter- .
minated,usually by the action of one of the twostations. Signals must be prop-
agated to nodes4,5, and 6 to deallocate the dedicated resources.

Note that the connection path is established before data transmission begins.
Thus, channel capacity must be reserved between each pair of nodes in the path,
and each node must have available internal switching capacity to handle the
requested connection. The switches must have the intelligence to maketheseallo-
cations and to devise a route through the network.

Circuit switching can be rather inefficient. Channel capacity is dedicated for
the duration of a connection, even if no data are being transferred. For a voice con-
nection, utilization may be rather high, butit still does not approach 100 percent.
For a terminal-to-computer connection, the capacity may be idle during most of the
time of the connection. In terms of performance, there is a delay prior to signal
transfer for call establishment. However,once thecircuit is established, the network
is effectively transparentto the users. Information is transmitted at a fixed data rate
with no delay other than that required for propagation through the transmission
links. The delay at each nodeis negligible.

Circuit switching was developed to handle voice traffic but is now also used
for data traffic. The best-known example ofa circuit-switching network is the pub-
lic telephone network (Figure 8.2); this is actually a collection of national networks
interconnected to form the international service. Although originally designed
and implemented to service analog telephone subscribers, the network handles
substantial data traffic via modem and is gradually being converted to a digital
network. Another well-known application of circuit switching is the private branch
exchange (PBX), used to interconnect telephones within a building or office. Cir-
cuit switching is also used in private networks—corporationsor other large organi-
zations interconnecting their various sites; these usually consist of PBX systemsat
each site interconnected by dedicated, leased lines obtained from one of the carri-
ers, such as AT&T. A final common example of the application of circuit switching
is the data switch. The data switch is similar to the PBX butis designedto inter-
connect digital data-processing devices, such as terminals and computers.

A public telecommunications network can be described using four generic
architectural components:

° Subscribers: The devices that attach to the network.It is still the case that
most subscriber devices to public telecommunications networks are tele-
phones, but the percentage of data traffic increases year by year.
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FIGURE8.2 Public circuit-switching network.

¢ Local loop: The link between the subscriber and the network,also referred to
as the subscriber loop. Almost all local loop connections used twisted-pair

wire. The length of a local loop is typically in a range from a few kilometers
to a few tens of kilometers.

e Exchanges: The switching centers in the network. A switching center that
directly supports subscribers is knownas an end office. Typically, an endoffice
will support many thousandsof subscribersin a localized area. There are over
19,000 end offices in the UnitedStates,so it is clearly impractical for each end
office to have a directlink to each of the other end offices; this would require
on the order of 2 < 10° links. Rather, intermediate switching nodes are used.

° Tramks; The branches between exchanges. Trunks carry multiple voice-
frequency circuits using either FDM or synchronous TDM.Earlier, these
were referred to as carrier systems.

Subscribers connect directly to an end office, which switches traffic between
subscribers and between a subscriber and other exchanges. The other exchangesare
responsible for routing and switching traffic between endoffices; this distinction is
shown in Figure 8.3. To connect two subscribers attached to the same end office, a
circuit is set up between them in the same fashion as described before. If two sub-
scribers connect to different end offices, a circuit between them consists of a chain
of circuits through one or more intermediate offices. In the figure, a connection is
established between lines a and b by simply setting up the connection through the
end office. The connection between c and d is more complex. In c’s endoffice, a
connectionis established between line c and one channel on a TDMtrunk to the
intermediate switch. In the intermediate switch, that channelis connected to a chan-
nel on a TDM trunkto d’s end office. In that end office, the channel is connected
to line d.

Circuit-switching technology has been driven by those applications that han-
dle voice traffic. One of the key requirements for voice traffic is that there must be
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FIGURE 8.3 Circuit establishment.

virtually no transmission delay andcertainly no variation in delay. A constant sig-
nal transmission rate must be maintained, as transmission and reception occur at
the same signalrate. These requirements are necessary to allow normal human con-
versation. Further, the quality of the received signal mustbe sufficiently high to pro-
vide, at a minimum,intelligibility.

Circuit switching achievedits widespread, dominantposition becauseit is well
suited to theanalogtransmissionof voice signals; in today’s digital world,its ineffi-
ciencies are more apparent. However,despite the inefficiency,circuit switching will
remain an attractive choice for both local-area and wide-area networking. One of
its key strengthsis thatit is transparent. Once a circuit is established,it appears as
a direct connection to the two attached stations; no special networking logic is
needed at either point.

8.3 SWITCHING CONCEPTS

The technology ofcircuit switching is best approached by examining the operation
of a single circuit-switched node. A network built arounda single circuit-switching
node consists ofa collection of stations attached to a central switching unit. The cen-
tral switch establishes a dedicated path between any two devices that wish to com-
municate. Figure 8.4 depicts the major elements of such a one-node network. The
dotted lines inside the switch symbolize the connections that are currently active.

The heart of a modern system is a digital switch. The function of the digital
switch is to provide a transparentsignal path between anypair of attached devices.
The path is transparentin that it appears to the. attached pair of devices that there
is a direct connection between them. Typically, the connection must allow full-
duplex transmission.

The network-interface element represents the functions and hardware needed
to connectdigital devices, such as data processing devices anddigital telephones,to
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FIGURE 8.4 Elements of a circuit-switch node.

the network. Analog telephones can also be attached if the network interface con-
tains the logic for convertingto digital signals. Trunksto other digital switches carry
TDMsignals and provide thelinks for constructing multiple-node networks.

The control unit performs three generaltasks. First,it establishes connections.
This is generally done on demand—thatis, at the request of an attached device. To
establish the connection, the control unit must handle and acknowledge the request,
determine if the intended destination is free, and construct a path through the
switch. Second, the control unit must maintain the connection. Because the digital
switch uses time-division principles, this may require ongoing manipulation of the
switching elements. However, the bits of the communication are transferred trans-
parently (from the point of view of the attached devices). Third, the control unit
must tear down the connection,either in response to a request from oneofthe par-
ties or for its own reasons.

Animportantcharacteristic of a circuit-switching device is whetherit is block-
ing or nonblocking. Blocking occurs when the network is unable to connect two sta-
tions becauseall possible paths between them are already in use. A blocking net-
work is one in which such blocking is possible. Hence, a nonblocking network
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permits all stations to be connected (in pairs) at once and grants all possible con-
nection requests as long as the called party is free. When a network is supporting
only voice traffic, a blocking configuration is generally acceptable,asit is expected
that most phonecalls are of short duration and that therefore only a fraction of the
telephoneswill be engaged at any time. However, when data processing devices are
involved, these assumptions maybeinvalid. For example, for a data-entry applica-
tion, a terminal may be continuously connected to a computer for hours at a time.
Hence, for data applications, there is a requirement for a nonblocking or “nearly
nonblocking”(very low probability of blocking) configuration.

Weturn now to an examination of the switching techniques internalto a sin-
gle circuit-switching node.

Space-division Switching

Space-division switching was originally developed for the analog environment and
has been carried over into the digital realm. The fundamental principles are the
same, whether the switch is used to carry analog ordigital signals. As its name
implies, a space-division switch is one in which the signal paths are physically sepa-
rate from one another (divided in space). Each connection requires-the establish-
ment of a physical path through the switch that is dedicated solely to the transfer of
signals between the two endpoints. The basic building block of the switch is a metal-
lic crosspoint or semiconductor gate that can be enabled and disabled by a control
unit.

Figure 8.5 shows a simple crossbar matrix with 10 full-duplex I/O lines. The
matrix has 10 inputs and 10 outputs; each station attaches to the matrix via one
input and one output line. Interconnection is possible between any two lines by
enabling the appropriate crosspoint. Note thata total of 100 crosspointsis required.
The crossbar switch has a numberoflimitations:

   
 

InputLines

Output Lines

FIGURE 85 Space-division switch.
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.e© The numberof crosspoints grows with the square of the numberof attached
_ stations. This is costly for a large switch.

© Theloss of a crosspoint prevents connection between the two devices whose
lines intersect at that crosspoint.

© The crosspoints are inefficiently utilized; even when all of the attached
devicesare active, only a small fraction of the crosspoints are engaged.

To overcometheselimitations, multiple-stage switches are employed. Figure
8.6 is an example of a three-stage switch. This type of arrangement has several
advantages over a single-stage crossbar matrix:

e The numberof crosspoints is reduced, increasingcrossbarutilization. In this
example, the total numberof crosspoints for 10 stations is reduced from 100
to 48.

e There is more than one path through the network to connect two endpoints,
increasingreliability.

Of course, a multistage network requires a more complex control scheme. To
establish a path in a single-stage network,it is only necessary to enable a single gate.
Ina multistage network, a free path throughthe stages must be determined andthe
appropriate gates enabled.

A consideration with a multistage space-division switch is that it may be
blocking. It should be clear from Figure 8.5 that a single-stage crossbar matrix is
nonblocking;thatis, a path is always available to connectan input to an output; that
this may not be the case with a multiple-stage switch can be seen in Figure 8.6. The
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FIGURE 8.6 Three-stage space-division switch:
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heavier lines indicate ones already in use. In this state, input line 10, for example,
cannot be connected to outputline 3, 4, or 5, even thoughall of these outputlines
are available. A multiple-stage switch can be made nonblocking by increasing the
numberorsize of the intermediate switches, but of course this increases the cost.

Time-division Switching

The technology of switching hasa long history, mostof it covering an era whenana-
log signal switching predominated. With the adventof digitized voice and synchro-
nous time-division multiplexing techniques, both voice and data can be transmitted
via digital signals; this has led to a fundamental change in the design and technol-
ogy of switching systems. Insteadof relatively dumb space-division systems, mod-
ern digital systemsrely on intelligent control of space- and time-division elements.

Virtually all modern circuit switches use digital time-division techniques for
establishing and maintaining “circuits,” Time-division switching involves the parti-
tioning of a lower-speedbit stream into pieces that share a higher-speed stream with
otherbit streams. The individualpieces, or slots, are manipulated by control logic
to route data from input to output. There are a numberof variations onthis basic
concept. To give the reader somefeel for time-division switching, we examine one
of the simplest but most popular techniques, referred to as TDM bus switching.

TDMbusswitching, and indeedall digital switching techniques, are based on
the use of synchronoustime-division multiplexing (TDM). As we saw in Figure7.6,
synchronous TDM permits multiple low-speed bit streams to share a high-speed
line. A set of inputs is sampled in turn. The samples are organized serially into slots
(channels) to form a recurring frame of slots, with the numberofslots per frame
equalto the numberofinputs. A slot maybea bit, a byte, or some longer block. An
important point to note is that with synchronous TDM,the source and destination
of the data in each time slot are known. Hence, there is no need for addressbits in
eachslot.

Figure 8.7 shows a simple way in which this technique can be adapted to
achieve switching. Each device attaches to the switch through a full-duplex line.
Theselines are connected through controlled gates to a high-speed digital bus. Each
line is assigned a time slot for providing input. For the duration of the slot, that
line’s gate is enabled, allowing a small burst of data onto the bus. Forthat sametime
slot, one of the otherline gates is enabled for output. Thus, during that time slot,
data are switched from the enabledinputline to the enabled output line. During
successive timeslots, different input/output pairings are enabled, allowing a num-
ber of connections to be carried over the shared bus. An attached device achieves
full-duplex operation by transmitting during one assignedtime slot and receiving
during another. The other endof the connection is an I/O pair for which these time
slots have the opposite meanings.

Let us look at the timing involved moreclosely. First, consider a nonblocking
implementation of Figure 8.7. For a switch that supports, for example, 100 devices,
there must be 100 repetitively occurring time slots, each one assigned to an input
and an outputline. One iteration forall time slots is referred to as a frame. The
input assignment maybe fixed; the output assignments vary to allow various con-
nections. Whenatimeslot begins, the designated (enabled)inputline may insert a
burst of data onto the line, whereit will propagate to both endspastall otherlines.
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FIGURE 8.7 TDM busswitching.

The designated (enabled) outputline, during that time, copies the data, if present,
as they go by. Thetimeslot, therefore, must equal the transmission time of the input
plus the propagation delay between input and output across the bus. In order to
keep successive time slots uniform, time-slot length is defined as transmission time
plus the end-to-end bus propagation delay.

To keep upwith the inputlines, the data rate on the bus must be high enough
that the slots recur sufficiently frequently. For example, consider a system connect-
ing 100 full-duplex lines at 19.2 kbps. Input data on each line are buffered at the
gate. Each buffer must be cleared, by enabling the gate, quickly enough to avoid
overrun. Thus, the data rate on the bus in this example must be greater than
1.92 Mbps. Theactual data rate must be high enoughto also accountfor the wasted
time due to propagation delay.

The above considerations determinethe traffic-carrying capacity of a blocking
switch, as well, where there is no fixed assignmentof input lines to time slots; they
are allocated on demand.The data rate on the bus dictates how many connections
can be madeat a time. For a system with 200 devices at 19.2 kbps and a busat
2 Mbps, abouthalf of the devices can be connected at any one time.
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FIGURE 8.8 Control of a TDM busswitch.

The TDM bus-switching scheme can accommodate lines ofvarying data rates.
For example,if a 9600-bpsline gets one slot pér frame, a 19.2-kbps line would get
twoslots per frame. Of course,only lines of the samedata rate can be connected.

Figure 8.8 is an example that suggests how the control for a TDM busswitch
can be implemented. Let us assume that the propagation time on the bus is
0.01 psec. Time on the-busis organized into 30.06-ysec frames of six 5.01-sec time
slots each. A control memory indicates which gates are to be enabled during each
time slot. In this example, six words of memory are needed. A controller cycles
through the memory at a rate of one cycle every 30.06 sec. During the first time
slot of each cycle, the input gate from device 1 and the outputgate to device 3 are
enabled, allowing data to pass from device 1 to device 3 over the bus. The remain-
ing words are accessed in succeeding timeslots and treated accordingly. As long as
the control memory contains the contents depicted in Figure 8.8, connections are
maintained between 1 and3, 2 and 5, and 4 and 6,

ROUTINGIN CIRCUIT-SWITCHED NETWORKS

Inalargecircuit-switched network, such as the AT&T long-distance telephonenet-
work, manyof the circuit connections will require a path through more than one
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switch. Whena call is placed, the network must devise a route through the network.
from calling subscriber to called subscriber that passes through some numberof
switches and trunks. There are two main requirements for the network’s architec-
ture that bear on the routing strategy: efficiency and resilience. First, it is desirable
to minimize the amount of equipment(switches and trunks) in the network subject
to the ability to handle the expected load. The load requirement is usually
expressed in terms of a busy-hourtraffic load; this is simply the average load
expected over the course ofthe busiest hour of use during the course of a day. From
a functionalpointof view,it is necessary to handle that amountof load. From a cost
point of view, we would like to handle that load with minimum equipment. How-
ever, there is another requirement, namely,resilience. Although the network may
be sized for the busy hourload, it is possible for the traffic to temporarily surge
above thatlevel (for example, during a major storm). It will also be the case that,
from time to time, switches and trunks will fail and be temporarily unavailable
(unfortunately, maybe during the same storm). We would like the network topro-
vide a reasonable level of service under such conditions.

The key design issue that determines the nature of the tradeoff betweeneffi-
ciency andresilienceis the routing strategy. Traditionally, the routing function in
public telecommunications networks has been quite simple. In essence, the switches
of a network were organized into a tree structure, or hierarchy. A path was con-
structed bystartingat the calling subscriber, tracing up thetree to the first common
node, and then tracing down the tree to the called subscriber. To add some
resilience to the network, additional high-usage trunks were added that cut across
the tree structure to connect exchanges with high volumesof traffic between them;
in general, this is a static approach. The addition of high-usage trunks provides
redundancy and extra capacity, but limitations remain both in efficiency and
resilience. Because this routing schemeis not able to adapt to changing conditions,
the network must be designed to meet some typical heavy demand. As an example
of the problemsraised by this approach, the busy hours for east-west traffic-and
those for north-south traffic do not coincide; they each place different demands on
the system.It is difficult to analyze the effects of these variables, which leads to
oversizing and,ultimately,inefficiency. In termsofresilience, the fixed hierarchical
structure with supplemental trunks may respond poorly to failures. Typically in
such designs, the result of a failure is a major local congestionat that location.

To cope with the growing demands on public telecommunications networks,
virtually all providers have moved away from thestatic hierarchical approach to a
dynamic approach. A dynamic routing approach is one in which routing decisions
are’ influenced by current traffic conditions. Typically, the circuit-switching nodes
havea peerrelationship with each other rather than a hierarchical one. All nodes
are capable of performing the same functions. In such an architecture, routing is
both more complex and moreflexible. It is more complex because the architecture
does not provide a “natural” path or set of paths based on hierarchical structure;
but it is also more flexible, as more alternative routes are available.

Two broad classes of dynamic routing algorithms have been implemented:
alternate routing and adaptive routing.
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Alternate Routing

The essence of alternate-routing schemes is that the possible routes to be used
between two endoffices are predefined. It is the responsibility of the otiginating
switch to select the appropriate route for each call. Each switchis givena set of pre-
planned routes for each destination, in order of preference. The preferred choice is
a direct trunk connection between two switches,If this trunk is unavailable, then the
second choiceis to be tried, and so on. The routing sequences (sequence in which
the routes in the set are tried) reflect an analysis based on historicaltraffic patterns,
and are designed to optimize the use of network resources.

If there is only one routing sequence defined for each source-destination pair,
the scheme is known as a fixed alternate-routing scheme. More commonly, a
dynamic alternate-routing schemeis used. In thelatter case, a different set of pre-
planned routesis used for different time periods, to take advantage of the differing
traffic patterns in different time zones andat different times of day. Thus,the rout-
ing decision is based both on current traffic status (a route is rejected if busy)
and historical traffic patterns (which determine the sequence of routes to be
considered).

A simple example is shown in Figure 8.9. The originating switch, X, has four
possible routesto the destination switch, Y. The direct route (a) will always betried.
first. If this trunk is unavailable (busy, out of service), the other routes will be tried
in a particular order, depending on the time period. For example, during weekday
mornings, routebis tried next.

A form of the dynamic alternate-routing technique is employed by the Bell
Operating Companies forprovidinglocal and regional telephone service [BELL90];
it is referred to as multialternate routing (MAR). This approachis also used by
AT&Tin its long-distance network [ASH90], and is.referred to as dynamic non-
hierarchical routing (DNHR).

Adaptive Routing

An adaptive-routing schemeis designed to enable switchesto react to changingtraf-
fic patterns on the network. Such schemes require greater management overhead,
as the switches must exchange information to learn of network conditions. How-
ever, compared to an alternate-routing scheme, an adaptive schemehas the poten-
tial for more effectively optimizing the use of network resources.In this subsection,
webriefly describe an important example of an adaptive-routing scheme.

Dynamic traffic management (DTM)is a routing capability developed by
Northern Telecom andusedin the Canadian nationaland local telephone networks
[REGN90].

DTM usesa central controller to find the best alternate route choices depend-
ingon congestion in the network. The central controller collects status data from
each switch in the network every 10 seconds to determine preferred alternate
routes. Each call is first attempted on the direct path, if any exists, between source
and destination switches. If the call is blocked,it is attempted on a two-link. alter-
nate path.

Each switch i communicates the following traffic measurementsto the central
controller:
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FIGURE 8.9 Alternate routes from end office X to end office.

1, = The number ofidle trunks on the link to switch j, for all switches in
the network

CPU; = The CPUutilization of switch i _

Oj; = A measureofthetraffic sent byi to j that overflowed the direct route.

Based on this information, the central controller periodically returns to each
switch i, for each possible destination switch j:

rj = Theidentifier of the switch through which i should directits calls to j
whenthe direct link is full.

The selection of r;; depends on whether or not a direct link exists between i
andj. If a direct link exists, which is the case for the vast majority of the calls, then
r, is determinedas that switch ¢ that achieves the maximum in

Max. {A,; x Min [Lit —_ PAi, Ij — PA,)} t# ij
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If there is no direct link between i and j, then rj is determined as that switch ¢ that
achieves the maximum in

Max {A, xX Min [Lie I,]} t# ij
where

A, = Parameterin the range[0,1] thatreflects the availability of switch t, It
is 1 if t functions normally, butit is less if ¢ is overloaded;its role is
to make alternative routes that transit through overloaded switches
less attractive and, hence, less likely to be chosen by the network
controller.

PA,y = Protective-allowance parameter for the direct traffic on link X-Y;
its role is to divert traffic away from the link whenit is nearly fully
occupied.

The second equationis the sameasthefirst, except that protective allowances
are notconsidered. The rationale is the following: If there is no direct link between
switchesi andj, then traffic from i to j should not concede priority to direct traffic
overlinks on potential alternate routes.

Figure 8.10 illustrates the selection process. If the link from i to jis saturated,
the recommended alternate routeis i-y-j. Although routei-x-j has the largest idle
capacity,it is not recommended because switch x is overloaded,

 

 
LEGEND

A = Switch availability parameter
I = Numberofidle trunks

PA = Protective allowance

FIGURE8.10 Adaptive route selection in DTM.
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The use of a set of parameters based on network status provides a powerful
routing capability. Furthermore, it becomes an easy matter to experiment with var-
ious ways of determining the values of parameters andassessingtheir effect on per-
formance. For example, the parameter PA,, can beset to a fixed value in a rela-
tively stable network, or theoverflow measurement O,, can be used.

CONTROL SIGNALING

In a circuit-switched network, controlsignals are the means by which the network
is managed and by which calls are established, maintained, and terminated. Both
call management and overall network management require that information be
exchanged betweensubscriber and switch, among switches, and between switch and
network managementcenter. For a large public telecommunications network,a rel-
atively complex control-signaling schemeis required. In this section, we provide a
brief overview of control-signal functionality and then look at the technique thatis
the basis of modern integrated digital networks: common channelsignaling.

Signaling Functions

Controlsignals affect many aspects of network behavior, including both network
services visible to the subscriber and internal mechanisms. As networks become
more complex, the numberof functions performed by control signaling necessarily
grows. The followingfunctions,listed in [MART90], are among the most important:

1. Audible communication with the subscriber, including dial tone, ringing tone,
busy signal, and so on.

2. Transmission of the number dialed to switching offices that will attempt to
complete a connection.

3. Transmission of information between switchesindicating that a call cannot be
completed.

4, Transmission of information between switchesindicating thata call has ended
and that the path can be disconnected.

5. A signal to make a telephonering.
Transmission of information usedfor billing purposes.

7. Transmission of information giving the status of equipment or trunks in the
network. This information may be used for routing and maintenance pur-
poses.

8. Transmission of information usedin diagnosing and isolating system failures.
9. Control of special equipmentsuchassatellite channel equipment.

S

As an exampleof the use of control signaling, consider a typical telephone
connection sequence from oneline to anotherin the samecentraloffice:
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1. Prior to the call, both telephones are not in use (on-hook). The call begins
when onesubscriberlifts the receiver (off-hook); this action is automatically
signaled to the end office switch.

. The switch responds with an audible dial tone, signaling the subscriber that
the numbermaybedialed.

. The caller dials the number, which is communicatedas a called address to the
switch.

- If the called subscriber is not busy, the switch alerts that subscriber to an
incomingcall by sending a ringing signal, which causes the telephonetoring.

. Feedbackis provided to the calling subscriber by the switch:
a) If the called subscriber is not busy, the switch returns an audible ringing

tone to the caller while the ringing signal is being sent to the called
subscriber,

b) If the called subscriber is busy, the switch sends an audible busy signal to
the caller.

c) If the call cannot be completed through the switch, the switch sends an
audible “reorder” message to the caller. —

. The called party accepts the call by lifting the receiver (off-hook), which is
automatically signaled to the switch.

. The switch terminates the ringing signal and the audible ringing tone, and
establishes a connection between the two subscribers.

. The connection is released when either subscriber hangsup.

Whenthe called subscriber is attached to a different switch than that of the

calling subscriber, the following switch-to-switch trunk signaling functions are
required:

1.

2.

3.

The originating switch seizes an idle interswitch trunk, sends an off-hookindi-
cation on the trunk, and requests a digit register at the far end, so that the
address may be communicated.

The terminating switch sends an off-hook followed by an on-hook signal,
known as a “wink.” This indicates a register-ready status.
Theoriginating switch sends the address digits to the terminating switch.

This exampleillustrates some of the functions performed using control signals,
Figure 8.11, based on a presentation in [FREE94], indicates the origin and

destination of various control signals. Signaling canalso beclassified functionally as
supervisory, address, call-information, and network-management.

The term supervisory is generally used to refer to control functions that have
a binary character (true/false; on/off), such as request for service, answer,alerting,
andreturn to idle; they deal with the availability of the called subscriber and-of the
needed network resources. Supervisory control signals are used to determineif a
needed resourceis available and,if so, to seize it; they are also used to communi-
cate the status of requested resources,

Address signals identify a subscriber. Initially, an address signal is generated
by a calling subscriber when dialing a telephone number. Theresulting address may
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Nameof Signal Calling Station Originating Intermediate Terminating Called Station
EndOffice Exchange(s End Office

Connect “ >
Disconnect oa em
Answer(off-hook)
Hang-up (on-hook)
Delay-dial (delay pulsing)Wink-start
Start dial (start pulsing)
Dial tone
Stop

      

  
   

Go

Called station identity
DTMF pulsing
Dial pulsing
Multifrequency pulsing

Calling station identity
Verbal Operatoridentification
MF pulseddigits —————=>-|Automatic identification

Line busy
Reorder fn
Nocircuit
Ringing
Audible ringing =
Ringingstart = ; :
Recorder warning tone ‘ rece
Announcements

Note: A brokenline indicates repetition of a signal at each office, whereas
a solid line indicates direct transmittal through intermediate offices.

      
      

   

       

      

FIGURE 8.11 Controlsignaling througha circuit-switched telephone network.

be propagated through the network to support the routing function and to locate
and ring the called subscriber’s phone.

The term call-information refers to those signals that provide information to
the subscriber about the status of a call. This is in contrast to internal controlsig-
nals between switches used in call establishment and termination. Such internal
signals are analogordigital electrical messages. In contrast,call information signals
are audible tones that can be heard by the caller or an operator with the proper
phoneset.

Supervisory, address, and call-information control‘signals are directly in-
volved in the establishment and termination of a call. In contrast, network-
managementsignals are used for the maintenance, troubleshooting, and overall
operation.of the network. Such signals maybein the form of messages, suchas a list
of preplannedroutesbeing sent to a station to update its routing tables. Thesesig-
nals cover a broad scope,andit is this category that will expand most with the
increasing complexity of switched networks.

Location of Signaling

Control signaling needs to be considered in two contexts: signaling between a sub-
scriber and the network,andsignaling within the network. Typically, signaling oper-
ates differently within these two contexts.

Thesignaling between a telephone orother subscriber device and the switch-
ing office to whichit attachesis, to a large extent, determinedby the characteristics
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of the subscriber device and the needs of the humanuser. Signals within the net-
work are entirely computer-to-computer. The internal signaling is concerned not
only with the managementofsubscriber calls but with the managementofthe net-
work itself. Thus, for internal signaling, a more complex repertoire of commands,
responses,and set of parameters is needed.

Because twodifferent signaling techniquesare used, the local switching office
to which the subscriber is attached must provide a mapping between the relatively
less complex signaling technique used by the subscriber and the more complex tech-
nique used within the network.

Common Channel Signaling

Traditional control signaling in circuit-switched networks has been on a per-trunk
or inchannelbasis. With inchannelsignaling, the same channelis used to carry con-
trol signals as is used to carry the call to which the control signals relate. Such sig-
naling begins at the originating subscriber and follows the same path asthecall
itself. This process has the merit that no additional transmission facilities are
needed for signaling; the facilities for voice transmission are shared with control
signaling.

Two formsof inchannelsignaling are in use: inband and out-of-band. Inband
signaling uses not only the same physical path as the call it serves; it also uses the
same frequency bandas the voice signals that are carried. This form ofsignaling has
several advantages. Because the control signals have the same electromagnetic
properties as the voice signals, they can go anywherethat the voice signals go. Thus,
there are no limits on the use of inbandsignaling anywhere in the network, includ-
ing places where analog-to-digital or digital-to-analog conversion takes place. In
addition,it is impossible to set up a call on a faulty speech path, as the controlsig-
nals that are used to set up that path would have to follow the samepath.

Out-of-band signaling takes advantageof the fact that voice signals do not use
the full 4-kHz bandwidth allotted to them. A separate narrow signaling bandwithin
the 4 KHZ isused to send control signals. The major advantageof this approachis
that the control signals can be sent whetheror notvoice signals are on theline, thus
allowing continuous supervision and control of a call. However, an out-of-band
scheme needs extra electronics to handle the signaling band, andthe signaling rates
are slower becausethe signal has been confined to a narrow bandwidth.

As public telecommunications networks become more complex and provide a
richer set of services, the drawbacks of inchannelsignaling become more apparent.
Theinformation transferrate is quite limited with inchannelsignaling. With inband
signals, the voice channel beingusedis only available for control signals when there
are no voice signals on the circuit. With out-of-bandsignals, a very narrow band-
width is available. With suchlimits,it is difficult to accommodate, in a timely fash-
ion, any but the simplest form of control messages. However, to take advantage of
the potential services and to cope with the increasing complexity of evolving net-
work technology, a richer and more powerfulcontrol signal repertoire is needed.

A second drawback of inchannelsignaling is the amount of delay from the
time a subscriber enters an address (dials a number) to when the connection is
established. The requirement to reduce this delay is becoming more important as
the network is used in new ways. For example, computer-controlled calls, such as
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with transaction processing, use relatively short messages; therefore, the call setup
time represents an appreciable part of the total transaction time.

Both of these problems can be addressed with common-channel signaling, in
which control signals are carried over paths completely independent of the voice
channels (Table 8.1). One independent control signal path can carry the signals for
a numberof subscriber channels, and, hence, is a common control channelfor these
subscriber channels.

TABLE8.1 Signaling techniques for circuit-switched networks. 

 

 

Description Comment

Inchannel

Inband Transmit controlsignals in the The simplest technique.It is
same bandof frequencies used by necessary forcall information
the voice signals. signals and may be used for other

controlsignals. Inband can be
used over any type of subscriber
line interface.

Out-of-band Transmit control signals over Unlike inband, out-of-band
the samefacilities as the voice provides continuous supervision
signal but a different part of the for the duration of a connection.
frequency band.

Common Channel Transmit control signals over Reducescall setup time
signaling channels that are compared with inchannel
dedicated to control signals and methods.It is also more adaptable
are common to a numberof voice to evolving functional needs.
channels.           

Theprinciple of common-channelsignaling is illustrated and contrasted with
inchannel signaling in Figure 8.12. As can be seen, the signal path for common-
channelsignaling is physically separate from the path for voice or other subscriber
signals. The common channel can be configured with the bandwidth required to
carry controlsignals for a rich variety of functions. Thus, both the signaling proto-
col and the network architecture to support that protocol are more complex than
inchannel signaling. However, the continuing drop in computer hardware costs
makes common-channelsignaling increasingly attractive. The control signals are
messagesthat are passed between switches as well as between a switch and thenet-
work managementcenter. Thus, the control-signaling portion of the network is, in
effect, a distributed computer network carrying short messages.

Two modesof operation are used in common-channelsignaling (Figure 8.13).
In the associated mode, the common channelclosely tracks along its entire length
the interswitch trunk groupsthat are served between endpoints. The control signals
are on different channels from the subscribersignals, and, inside the switch, the con-
trol signals are routed directly to a control signal processor. A more complex, but
more powerful, mode is the nonassociated mode; with this, the network is aug-
mentedby additional nodes, knownassignal transfer points. There is now noclose
or simple assignmentof control channels to trunk groups. In effect, there are now
two separate networks, with links between them so that the control portion of the
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Trunks

Office A Office B 
(a) Inchannel

 
 

 

Trunks   

       

 Processor Processor
       
 

(b) Commonchannel

LEGEND

SIG = Per-trunk signaling equipment
CC-SIG = Common-channelsignaling equipment

FIGURE 8.12 Inchannel and common-channelsignaling.

network can exercise control over the switching nodes that are servicing the sub-
scriber calls. Network management is more easily exerted in the nonassociated
mode as control channels can be assigned to tasks in a more flexible manner. The
nonassociated mode is the mode used in ISDN.

With inchannelsignaling, control signals from one switch are originated by a
control processor and switched onto the outgoing channel. On the receiving end,
the control signals must be switched from the voice channelinto the control proces-
sor. With common-channelsignaling, the control signals are transferred directly
from onecontrol processor to another, without beingtied to a voice signal;this is a
simpler procedure, and one of the main motivations for common-channelsignaling
as it is less susceptible to accidental or intentional interference between subscriber
and controlsignals. Another key motivation for common-channelsignalingis that

‘call-setup time is reduced. Consider the sequence of events for call setup with
inchannelsignaling when more than oneswitch is involved. A control signal will be
sent from one switch to the next-in the intended path. At each switch, the control
signal cannotbetransferred through the switch to the nextleg of the route until the
associated circuit is established through that switch. With common-channel signal-
ing, forwardingof control information can overlap the circuit-setup process.

With nonassociatedsignaling, a further advantage emerges: One or more'cen-
tral control points can be established. All control information can be routed to a
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FIGURE 8.13 Common-channelsignaling modes.

network control center where requests are. processed and from which control sig-
nals are sent to switches that handle subscribertraffic; in this way, requests can be
processed with a moreglobal view of network conditions.

Of course, there are disadvantages to common-channel signaling; these pri-
marily have to do with the complexity of the technique. However, the dropping cost
of digital hardware and the increasingly digital nature of telecommunication net-
works makes common-channelsignaling the appropriate technology.
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8.6

8.7

All of the discussion in this section has dealt with the use of common-channel

signaling inside the network—thatis, to control switches.Even in a networkthat is
completely controlled by common-channelsignaling,inchannelsignaling is needed
for at least some of the communication with the subscriber. For example,dial tone,
ringback, and busy signals must be inchannel to reach the user. In a simple tele-
phonenetwork, the subscriber does not have access to the common-channelsignal-
ing portion of the network and does not employ the common-channelsignaling pro-
tocol. However, in more sophisticated digital networks, including ISDN, a

. common-channelsignaling protocol is employed between subscriber and network,
and is mappedto the internal-signaling protocol.

RECOMMENDED READING

~ Asbefitsits age, circuit switching has inspired a voluminous literature. Two good books on
the subject are [BELL91] and [FREE96]. [MART90] also has a highly readable treatment.

The October 1990 issue of IEEE Communications magazineis devoted to the topic of
routing in circuit-switched networks. [GIRA90] provides good coverage. Discussions of con-
trol signaling can be found in [FREE96] and [FREE94].

BELL91 Bellamy, J. Digital Telephony. New York: Wiley, 1991.
FREE96 Freeman, R. Telecommunication System Engineering. New York: Wiley, 1996.
FREE94 Freeman, R. Reference Manual for Telecommunications Engineering. New York:

Wiley, 1994,

GIRA90_ Girard, A. Routing and Dimensioning in Circuit-Switched Networks. Reading,
MA:Addison-Wesley, 1990,

MART90_ Martin, J. Telecommunications and the Computer. Englewood Cliffs, NJ: Pren-
tice Hall, 1990. :

PROBLEMS

8.1 Assume that the velocity of propagation on a TDM busis 0.8 c, its length is 10 m, and
the data rate is 500 Mbps. How manybits shouldbe transmitted in a time slot to achieve
a busefficiency of 99%?

8.2 Consider a simple telephone network consisting of two end offices and one intermedi-
ate switch with a 1-MHzfull-duplex trunk between each end office and the intermedi-
ate switch. The average telephone is used to make fourcalls per 8-hour workday, with
a meancall duration of six minutes. Ten percentof the calls are long distance, Whatis
the maximum numberof telephones an end office can support?
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9.1

digital data communications: packet switching. Although the technology of
round 1970, research began on a newform ofarchitecture for long-distance/ Aisa switching has evolved substantially since that time, it is remarkable

" that (1) the basic technology of packet switching is fundamentally the same today
as it wasin the early-1970s networks, and (2) packet switching remains one of the
few effective technologies for long-distance data communications.

This chapter provides an overview of packet-switching technology. Wewill
see that many of the advantages of packet switching(flexibility, resource sharing,
robustness, responsiveness) come with a cost. The packet-switching network is a
distributedcollection of packet-switching nodes.Ideally, all packet-switching nodes
would always know the state of the entire network. Unfortunately, because the
nodesare distributed, there is alwaysa time delay between a changein status in one
portion of the network and the knowledge of that change elsewhere. Furthermore,
there is overhead involved in communicating status information. As a result, a
packet-switching network can never perform “perfectly,” and so elaborate algo-
rithms are used to cope with the time delay and overhead penalties of network
operation. These sameissueswill appear again when wediscuss internetworking in
Part IV.

The chapter begins with an introduction to packet-switching network princi-
ples. Next, we lookatthe internal operation of these networks, introducing the con-
cepts of virtual circuits and datagrams. Following this, the key technologies of
routing and congestion control are examined. The chapter concludes with an intro-
duction to X.25, which is the standard interface between an end system and a
packet-switching network.

PACKET-SWITCHING PRINCIPLES

The long-haul circuit-switching telecommunications network was orginally de-
signed to handlevoice traffic, and the majority of traffic on these networks con-
tinues to be voice. A key characteristic of circuit-switching networks is that
resources within the network are dedicated to a particularcall. For voice connec-
tions, the resulting circuit will enjoy a high percentage ofutilization because, most
of the time, oneparty or the other is talking. However,as the circuit-switching net-
work began to be used increasingly for data connections, twoshortcomings became
apparent:

e Ina typical user/host data connection (e.g., personal computeruser logged on
to a database server), much of the time thelineis idle. Thus, with data con-
nections, a circuit-switching approachis inefficient.
Ina circuit-switching network, the connection provides for transmission
at constant data rate. Thus, each of the two devices that are connected
must transmit and receive at the same data rate as the other; this limits the
utility of the network in interconnecting a variety of host computers and
terminals.
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To understand how packet switching addresses these problems, let us briefly
summarize packet-switching operation. Data are transmitted in short packets. A
typical upper boundon packet length is 1000 octets (bytes). If a source has a longer
message to send, the messageis brokenupinto a series of packets (Figure 9.1). Each
packet contains a portion (or all for a short message) of the user’s data plus some
control information. The control information, at a minimum,includes the informa-
tion that the network requires in orderto be able to route the packet through the
network and deliver it to the intended destination. At each node en route, the
packet is received, stored briefly, and passed onto the next node.

Let us return to Figure 8.1, but now assumethatit depicts a simple packet-
switching network. Consider a packet to be sent from station A to station E. The
packetwill include controlinformation that indicates that the intended destination
is E. The packet is sent from A to node 4. Node 4 stores the packet, determines the
next leg of the route (say 5), and-queuesthe packet to go out on thatlink (the 4-5
link), Whenthelink is available, the packetis transmitted to node 5, which will for-
ward the packet to node6, andfinally to E. This approach has a numberof advan-
tages overcircuit switching:

e Line efficiency is greater, as a single node-to-node link can be dynamically
shared by many packetsover time. The packets are queued up andtransmit-
ted as rapidly as possible-over the link. By contrast, with circuit switching,
time on a node-to-nodelink is preallocated using synchronous time-division
multiplexing. Muchofthe time, such a link may be idle because a portion of
its time is dedicated to a connection whichis idle.

e A packet-switching network can perform data-rate conversion. Two stations
of different data rates can exchange packets because each connects to its node
at its proper data rate.
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FIGURE 9.1 Packets.
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° Whentraffic becomes heavy onacircuit-switching network, somecalls are
blocked; thatis, the network refuses to accept additional connection requests
until the load on the network decreases. On a packet-switching network,
packetsarestill accepted, but delivery delay increases.

° Priorities can be used. Thus,if a node has a numberof packets queued for
transmission, it can transmit the higher-priority packets first. These packets
will therefore experience less delay than lower-priority packets.

Switching Technique

A station has a message to send through a packet-switching network that is of
length greater than the maximum packetsize. It therefore breaks the message up
into packets and sends these packets, one at a time, to the network. A question
arises as to how the network will handle this stream of packets asit attempts to
route them through the network anddeliver them to the intended destination; there
are two approaches that are used in contemporary networks: datagram and virtual
circuit.

In the datagram approach, each packetis treated independently, with noref-
erence to packets that have gone before. Let us consider the implication of this
approach. Supposethatstation A in Figure 8.1 has a three-packet message to send
to E.It transmits the packets, 1-2-3, to node 4, On each packet, node 4 must make
a routing decision. Packet 1 arrives for delivery to E. Node 4 could plausibly for-
wardthis packet-to either node 5 or node 7 as the nextstep in the route. In this case,
node 4 determines that its queue of packets for node 5 is shorter than for node 7,80
it queues the packet for node 5. Ditto for packet 2. But for packet 3, node 4 finds
thatits queue for node7 is now shorter and so queuespacket3 for that node. So the
packets, each with the same destination address, do not all follow the sameroute.
Asa result, it is possible that packet 3 will beat packet 2 to node 6. Thus,it is also
possible that the packetswill be delivered to E in a different sequence from the one
in which they were sent. It is up to E to figure out how to reorder them. Also,it is
possible for a packet to be destroyed in the network. For example, if a packet-
switching node crashes momentarily, all of its queued packets maybelost. If this
were to happento one of the packets in our example, node 6 has no wayof know-
ing that oneof the packets in the sequenceof packets has beenlost. Again, it is up
to E to detect the loss of a packet and figure out howto recoverit. In this technique,
each packet, treated independently,is referred to as a datagram.

In the virtual-circuit approach, a preplanned route is established before any
packets are sent. For example, suppose that A has one or more messages to send to
E. It first sends a special control packet, referred to as a Call-Request packet,to 4,
requesting a logical connection to E. Node 4 decides to route the request andall
subsequent packets to 5, which decides to route the request and all subsequent
packets to 6, which finally delivers the Call-Request packetto E.If Eis prepared to
accept the connection,it sends a Call-Acceptpacket to 6. This packetis passed back
through nodes 5 and 4 to A. Stations A and E may now exchange data over the
route that has been established. Becausethe route is fixed for the duration of the
logical connection,it is somewhatsimilar to a circuit in a circuit-switching network,
and is referred to as a virtual circuit. Each packet now containsa virtual-circuit
identifier as well as data. Each node onthe preestablished route knows where to
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direct such packets;.no routing decisions are required. Thus, every data packet from
A intended for E traverses nodes 4,5, and 6; every data packet from F intended for
A traverses nodes 6, 5, and 4, Eventually, one of the stations terminates the con-
nection with a Clear-Request packet. At any time, each station can have more than
onevirtualcircuit to any other station and can havevirtual circuits to more than one
station.

So, the main characteristic of the virtual-circuit technique is that a route
betweenstations is set up prior to data transfer. Note that this does not mean that
this is a dedicated path,as in circuit switching. A packetis still buffered at each
node, and queued for output over a line. The difference from the datagram
approachis that, with virtualcircuits, the node need not make a routing decision for
each packet;it is made only oncefor all packets using that virtual circuit.

If two stations wish to exchange data over an extended period of time, there
are certain advantages to virtual circuits. First, the network may provide services
related to the virtual circuit, including sequencing and error control. Sequencing
refers to the fact that, becauseall packets follow the sameroute, they arrive in the
original order. Errorcontrolis a service that assures not only that packets arrive in
proper sequence,butthatall packets arrive correctly. For example, if a packet in a
sequence from node4 to node6fails to arrive at node6, or arrives with an error,
node 6 can request a retransmission of that packet from node 4. Another advantage
is that packets should transit the network more rapidly with a virtualcircuit;it is not
necessary to makea routing decision for each packet at each node.One advantage of the datagram approachis that the call setup phase isis
avoided. Thus,if a station wishes to send only one or a few packets, datagram deliv-
ery will be quicker. Another advantage of the datagram service is that, becauseitis
moreprimitive, it is more flexible. For example, if congestion develops in, onepart
of the network, incoming datagrams can be routed away from the congestion. With
the use ofvirtual circuits, packets follow a predefined route, and it is thus moredif-
ficult for the network to adapt to congestion. A third advantage is that datagram
delivery is inherently morereliable. With the use of virtual circuits, if a node fails,
all virtual circuits that pass through that node are lost. With datagram delivery,if a
nodefails, subsequent packets mayfind an alternate route that bypasses that node.

Most currently available packet-switching networks make use of virtualcir-
cuits for their internal operation. To some degree,this reflects a historical motiva-
tion to provide a networkthat presents a service asreliable (in terms of sequencing)
as a circuit-switching network. There are, however, several providers of private
packet-switching networks that make use of datagram operation. From the user’s
point of view, there should be verylittle difference in the external behavior based
on the use of datagramsorvirtual circuits. If a manageris faced with a choice, other
factors such as cost and performance should probably take precedence over
whether the internal network operation is datagram or virtual-circuit. Finally, it
should be noted that a datagram-style of operation is common in internetworks
(discussed in Part IV).

Packet Size

One important design issue is the packetsize to be used in the network, Thereis a
significant relationship between packet size and transmissiontime,asillustrated in
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FIGURE 9.2 Effect of packet size on transmissiontime.

Figure 9.2. In this example,it is assumed that there is-a virtual circuit from station
X through nodes a andbto station Y. The message to be sent comprises 30 octets,
and each packet contains 3 octets of control information, which is placed at the
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beginning of each packet andis referred to as a header. If the entire messageis sent
as a single packet of 33 octets (3 octets of header plus 30 octets of data), then the
packetis first transmitted from station X to node a (Figure 9.2a), When the entire
packetis received, it can then be transmitted from a to b. Whenthe entire packetis
received at node bd,it is thentransferred to station Y. The total transmission time at
the nodesis 99 octet-times (33 octets X 3 packet transmissions).

Suppose now that we break up the message into two packets, each containing
15 octets of the message and,of course, 3 octets each of headeror control informa-
tion. In this case, node a can begin transmitting the first packet as soon as it has
arrived from X, without waiting for the second packet. Because of this overlap in
transmission, the total transmission time drops to 72 octet-times. By breaking the
message up into 5 packets, each intermediate node can begin transmission even
sooner and the savingsin time is greater, with a total of 63 octet-times. However,
this process of using more and smaller packets eventually results in increased,
rather than reduced,delay asillustrated in Figure 9.2d; this is because each packet
contains a fixed amount of header, and more packets means moreof these headers.
Furthermore, the example does not show the processing and queuing delaysat each
node. These delays are also greater when more packets are handled for a single
message. However, we will see in Chapter 11 that an extremely small packetsize
(53 octets) can result in an efficient network design.

Comparison of Circuit Switching and Packet Switching

Having lookedat the internal operation of packet switching, we can now return to
a comparison of this technique with circuit switching. Wefirst look at the important
issue of performance, and then examine other characteristics.

Performance

A simple comparisonofcircuit switching and the two formsof packet switching are
providedin Figure 9.3. The figure depicts the transmission of a message across four
nodes, from a source station attached to node 1 to a destination station attached to
node 4.In this figure, we are concerned with three types of delay:

e Propagation delay. The time it takes a signal to propagate from one node to
the next. This time is generally negligible. The speed of electromagnetic sig-
nals through a wire niedium, for example,is typically 2 x 10° m/s.

e Transmission time. The time it takes for a transmitter to send out a block of

data. For example,it takes 1 s to transmit a 10,000-bit block of data onto a
10-kbpsline.

e Node delay. Thetimeit takes for a node to perform the necessary processing
as it switches data.

Forcircuit switching, there is a certain amount of delay before the message
can be sent.First, a call request signal is sent through the network in orderto set up
a connection to the destination.If the destination station is not busy,a call-accepted
signal returns. Note that a processing delay is incurred at each node during thecall
request; this time is spent at each nodesetting up the route of the connection. On
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(a) Circuit switching (b) Virtual circuit packet switching (c) Datagram packet switching

FIGURE9.3 Eventtiming forcircuit switching and packet switching.

the return, this processing is not needed because the connection is already set up;
onceit is set up, the message is sent as a single block, with no noticeable delay at.
the switching nodes.

Virtual-circuit packet switching appears quite similar to circuit switching. A
virtual circuit is requested using a call-request packet, which incurs a delay at each
node. The virtual circuit is accepted with a call-accept packet. In contrast to the
circuit-switching case, the call acceptance also experiences node delays, even
though the virtual circuit route is now established; the reason is that this packetis
queued at each node and must wait its turn for retransmission. Once the virtual cir-
cuit is established, the message is transmitted in packets. It should beclear that this
phase of the operation can be nofaster than circuit switching, for comparable net-
works; this is because circuit switching is an essentially transparent process, provid-
ing a constant data rate across the network. Packet switching involves some delay
at each node in the path; worse, this delay is variable and will increase with
increased load.

Datagram packetswitching does not require a call setup. Thus, for short mes-
sages, it will be faster than virtual-circuit packet switching and perhaps circuit
switching. However, because each individual datagram is routed independently, the
processing for each datagram at each node maybe longer than for virtual-circuit
packets. Thus, for long messages, the virtual-circuit technique may be superior.

Figure 9.3 is intended only to suggest what the relative performance of the
techniques might be; however, actual performance depends on a host of factors,
including the size of the network,its topology, the pattern of load, and the charac-
teristics of typical exchanges.
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TABLE.9.1 Comparison of communication switching techniques.

 
Datagram packet Virtual-circuit

Circuit switching switching packet switching

Dedicated transmission path Nodedicated path Nodedicated path
Continuoustransmission of

data

Fast enough for interactive
Messagesare not stored

The pathis established for
entire conversation

Call setup delay; negligi-
ble transmission delay

Busysignalif called party
busy

Overload mayblockcall
setup; no delay for
established calls

Electromechanical or

computerized switching
nodes

User responsible for message
loss protection

Usually no speed or code
conversion

Fixed bandwidth
transmission

No overheadbits aftercall

setup

Transmission of packets

Fast enoughfor interactive
Packets may be stored until

delivered
Route established for each

packet
Packet transmission delay

Sender may be notified if
packet notdelivered

Overload increases packet
delay

Small switching nodes

Network may be responsible
for individual packets

Speed and codeconversion

Dynamic use of bandwidth

Overheadbits in each
message        

Other Characteristics

Transmission of packets

Fast enough for interactive
Packets stored until

delivered
Route established for entire

conversation

Call setup delay; packet
transmission delay

Sendernotified of
connection denial

Overload may block call
setup; increases packet
delay

Small switching nodes

Network may be responsi-
ble for packet sequences

Speed and codeconversion

Dynamic use of bandwidth

Overheadbits in each

packet

Besides performance, there are a numberof other characteristics that may be con-
sidered in comparing the techniques we have been discussing. Table 9.1 summarizes
the most important of these. Most of these characteristics have already been dis-
cussed, A few additional comments follow.

As was mentioned,circuit switching is essentially a transparent service. Once
a connection is established, a constant data rate is provided to the connectedsta-
tions; this is not the case with packet switching, which typically introduces variable
delay, so that data arrive in a choppy manner. Indeed, with datagram packet switch-
ing, data mayarrive in a different order than they were transmitted.

An additional consequence of transparency is that there is no overhead
required to accommodate circuit switching. Once a connection is established, the
analog or digital data are passed through, as is, from source to destination. For
packet switching, analog data must be converted to digital before transmission; in
addition, each packet includes overheadbits, such as the destination address.
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External and Internal Operation

Oneof the most important characteristics of a packet-switching network is whether
it uses datagramsorvirtual circuits. Actually, there are two dimensionsofthis char-
acteristic, as illustrated in Figure 9.4. At the interface betweena station and a net-
work node, a network may provide either a connection-oriented or connectionless
service. With a connection-oriented service, a station performsa call request toset.
up a logical connection to anotherstation. All packets presented to the network are
identified as belongingto a particular logical connection and are numbered sequen-

‘tially. The network undertakes to deliver packets in sequence-number order. The
logical connection is usually referred to as a virtual circuit, and the connection-
oriented ‘service is referred to as an external virtual-circuit service; unfortunately,
this external service is distinct from the conceptof internal virtual-circuit operation,
as we shall see. An important example of an external virtual circuit service is X.25,
which is examined in Section 9.4.

  
 

en

secmemmenao

 

 

Packet-switched
network

(a) Externalvirtualcircuit. A logical connectionis set up between twostations.
Packets are labeled with a virtual circuit number and a sequence number.
Packetsarrive in sequence,

 
 

mommaoe

Sceneca  

 
Packet-switched

network

FIGURE 9.4 External and internalvirtual circuits and datagrams.
(continued on nextpage) .
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With connectionless service, the network only agrees to handle packets inde-
pendently, and may not deliver them in order or reliably. This type of serviceis
sometimes known as an external datagram service; again, this concept is distinct
from that of internal datagram operation. Internally, the network mayactually con-
struct a fixed route between endpoints(virtual circuit), or it may not (datagram).

Theseinternal and external design decisions need not coincide:

External virtual circuit, internal virtual circuit. When the user requests a vir-
_ tual circuit, a dedicated route through the network is constructed. All packets

follow that same route.

External virtual circuit, internal datagram. The network handles each packet
separately. Thus, different packets for the same external virtual circuit may
take different routes. However, the network buffers packetsat the destination
node,if necessary, so that they are delivered to the destination station in the
proper order,

External datagram, internal datagram. Each packetiis treated independently
from both the user’s and the network’s point of view.

External datagram, internal virtual circuit. The external user does not see any
connections, as it simply sends packets oneat a time. The network, however,
sets up a logical connection between stations for packet delivery and may

 
(c) Internalvirtual circuit. A route for packets between two stationsis defined

and labeled. All packets for that virtual circuit follow the same route and
arrive in sequence.

 
FIGURE9.4 (continued)

Viptela, Inc. - Exhibit 1011 - Part 1
Page 278



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 279

264

9.2

CHAPTER 9 / PACKET SWITCHING

leave such connections in place for an extended period,so asto satisfy antic-
ipated future needs,

The question arises as to the choice of virtual circuits or datagrams, both inter-
nally and externally. This will depend on the specific design objectives for the com-
munication network and the cost factors that prevail.

We have already made some comments concerning the relative merits of
internal datagram versus virtual-circuit operation. With respect to externalservice,

_ we can makethe following observations.

¢ The datagram service, coupled with internal datagram operation, allows for
efficient use of the network; no call setup and no need to hold up packets
while a packet in erroris retransmitted. Thislatter feature is desirable in some
real-time applications.

® The virtual-circuit service can provide end-to-end sequencing and error con-
trol; this service is attractive for supporting connection-oriented applications,
suchasfile transfer and remote-terminal access.

In practice, the virtual-circuit service is much more common than the data-
gram service. The reliability and convenience of a connection-oriented service is
seen as more attractive than the benefits of the datagram service.

ROUTING

One of the most complex and crucial aspects of packet-switching network designis
routing. This section begins with a survey of key characteristics that can be used to
classify routing strategies. Then, some specific routing strategies are discussed.

The principles described in this section are also applicable to internetwork
routing, discussed in Part II.

Characteristics

The primary function of a packet-switching network is to accept packets from a
source station and deliver them to a destination station. To accomplish this, a path
or route through the network must be determined; generally, more than one route
is possible. Thus, a routing function must be performed. The requirementsfor this
function include

e Correctness ® Fairness

° Simplicity * Optimality

® Robustness * Efficiency

° Stability

The first two items on the list are self-explanatory. Robustness has to do with
the ability of the network to deliver packets via some route in the face of localized
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failures and overloads. Ideally, the network can react to such contingencies without
the loss of packets or the breaking of virtual circuits. The designer who seeks
robustness must cope with the competing requirementfor stability. Techniques that
react to changing conditions have an unfortunate tendencyto either react too slowly
to events or to experience unstable swings from one extreme to another. For exam-
ple, the network may react to congestion in one area by shifting most of the load to
a second area. Now the second area is overloaded and thefirst is underutilized,
causing a secondshift. During these shifts, packets may travel in loops through the
network.

A tradeoff also exists between fairness and optimality. Some performancecri-
teria may: give higher priority to the exchange of packets between nearbystations
compared to an exchange betweendistant stations. This policy may maximize aver-
age throughput but will appear unfair to the station that primarily needs to com-
municate with distant stations.

Finally, any routing technique involves some processing overhead at each
nodeandoften a transmission overhead as well, both of which impair networkeffi-
ciency. The penalty of such overhead needs to be less than the benefit accrued
based on some reasonable metric, such as increased robustnessor fairness.

With these requirements in mind, we are in a position to assess the various
design elements that contribute to a routing strategy. Table 9.2 lists these elements.
Someof these categories overlap or are dependent on one another. Nevertheless,
an examination of this list serves to clarify and organize routing concepts.

TABLE 9.2 Elements of routing techniques for packet-switching networks.    

Performance criteria Network information source

Numberof hops None
Cost Local

Delay Adjacent node
Throughput Nodesalong route

All nodes
Decision time

Packet (datagram) Network information update timing
Session (virtual circuit) Continuous

Periodic

Decision place Major load change
Each node (distributed) Topology change
Central node (centralized)
Originating node (source)        

Performance Criteria

Theselection of a route is generally based on some performancecriterion. The sim-
plest criterion is to choose the minimum-hop route (one that passes through the
least numberof nodes) through the network;this is an easily measured criterion and
should minimize the consumption of network resources. A generalization of the
minimum-hopcriterion is least-cost routing. In this case, a cost is associated with
each link, and, for any pair of attached stations, the route through the network
that accumulatesthe least cost is sought. For example, Figure 9.5 illustrates a net-
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FIGURE9.5 Example packet-switched
network,

work in which the two arrowed lines between a pair of nodes represent a link
between this nodes, and the corresponding numbersrepresentthe currentlink cost
in each direction. The shortest path (fewest hops) from node 1 to node6 is 1-3-6
(cost = 5 + 5 = 10), but the least-cost path is 1-4-5-6 (cost = 1 + 1 + 2 = 4), Costs
are assignedto links to support one or more design objectives. For example,the cost
could be inversely related to the data rate (i.e., the higher the data rate on a link,
the lowerthe assigned cost of the link) or the current queuing delay on thelink. In
the first case, the least-cost route should provide the highest throughput. In the sec-
ondcase, the least-cost route should minimize delay.

In either the minimum-hopor least-cost approach, the algorithm for deter-
mining the optimum route for any pair of stationsis relatively straightforward, and
the processing time would be about the samefor either computation. Because the
least-cost criterion is more flexible, it is more common than the minimum-hop
criterion.

Several least-cost routing algorithms are in common use. These are described
in Appendix 9A.

Decision Time and Place

Routing decisions are made on the basis of some performance criterion. Two key
characteristics of the decision are the time and place that the decision is made.

Decision time is determined by whether the routing decision is made on a
packet or virtual-circuit basis. When the internal operation of the network is
datagram, a routing decision is made individually for each packet. For internal vir-
tual-circuit operation, a routing decision is made at the time the virtual circuit is
established. In the simplest case, all subsequent packets using that virtual circuit
follow the same route. In more sophisticated network designs, the network may
dynamically change the route assignedto a particular virtual circuit in response to
changing conditions (e.g., overload or failure of a portion of the network).

The term decision place refers to which node or nodes in the network are
responsible for the routing decision. Most commonis distributed routing, inwhich
each node has. the responsibility of selecting an outputlink for routing packets as
they arrive. For centralized routing, the decision is made by some designated node,

- such as a network control center. The dangerofthis latter approachis that the loss
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of. the network control center may block operation of the network. The distributed
approach is perhaps more complex, but is also more robust. A third alternative,
used in some networks, is source routing. In this case, the routing decision is actu-
ally made by the source station rather than by a network node,andis then commu-
nicated to the network;this allows the user to dictate a route through the network
that meetscriteria local to that user.

The decision time. and decision place are independent design variables. For
example, in Figure 9.5, suppose that the decision place is each node and thatthe val-
ues depicted are the costs at a given instant in time; the costs, though, may change.
If a packet is to be delivered from node 1 to node 6, it might follow the route
1-4-5-6, with each leg of the route determinedlocally by the transmitting node. Now
let the values change such that 1-4-5-6 is no longer the optimum route. In a data-
gram network, the next packet may follow a different route, again determined by
each nodealongthe way,In a virtual-circuit network, each node will remember the
routing decision that was made whenthevirtual circuit was established, and will
simply pass on the packets without making a new decision.

Network Information Source and Update Timing

Mostrouting strategies require that decisions be based on knowledge of the topol-
ogy of the network,traffic load, and link cost. Surprisingly, some strategies use no
such information and yet manage to get packets through; flooding and some ran-
dom strategies (discussed below) are in this category.

With distributed routing, in which the routing decision is made by each
node,the individual node may makeuse of only local information, such as the cost
of each outgoing link. Each node might also collect information from adjacent
(directly connected) nodes, such as the amount of congestion experienced at that
node.Finally, there are algorithms in commonuse that allow the nodeto gain infor-
mation from all nodes on anypotentialroute of interest. In the case of centralized
routing, the central node typically makes use of information obtained from all
nodes.

A related conceptis that of information update timing, which is a function of
both the information source and the routing strategy. Clearly, if no information is
used (as in flooding), there is no information to update.If only local informationis
used, the update is essentially continuous—thatis, an individual node always knows
its local conditions. Forall other information source categories (adjacent nodes,all
nodes), update timing depends on the routing strategy. For a fixed strategy, the
informationis never updated, For an adaptive strategy, information is updated from
time to time to enable the routing decision to adapt to changing conditions.

As you might expect, the more informationavailable, and the more frequently
it is updated, the more likely the network is to make good routing decisions. On the
other hand, the transmission of that information consumes network resources.

Routing Strategies

A large number of routing strategies have evolved for dealing with the routing
requirements of packet-switching networks; many having thesestrategies are also
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applied to internetwork routing, which we cover in PartIII. In this section, we sur-
vey four keystrategies: fixed, flooding, random,and adaptive.

Fixed Routing

Forfixed routing,a route is selected for each source-destination pair of nodesin the
network. Hither of the least-cost routing algorithms described in Appendix 9A
could be used. The routes are fixed, with the exception that they might changeif
there is movement in the topology of the network. Thus, the link costs used in

. designing routes cannot be based on any dynamic variable such as traffic. They
could, however, be based on expectedtraffic or capacity.

Figure 9.6 suggests how fixed routing might be implemented. A central rout-
ing matrix is created, to be stored perhaps at a network control center. The matrix
shows, for each source-destination pair of nodes, the identity of the next node on
the route.

Notethat it is not necessary to store the complete route for each possible pair
of nodes. Rather,it is sufficient to know, for each pair of nodes,the identity of the
first node on the route; to see this, suppose that the least-cost route from X to Y
begins with the X-A link. Call the remainderof the route R,; this is the part from A

CENTRAL ROUTING DIRECTORY

From Node

 To

Nede

Node 1 Directory Node 2 Directory Node 3 Directory
Destination Next Node Destination Next Node Destination Next Node

2 , 2 2 1 2 5
3 4 3 3 3 2
4 4 4 4 4 5
5 4 5 4 5 5
6 4 6 4 6 5

. Node 4 Directory Node 5 Directory Nede 6 Directory
Destination Next Node Destination Next Node Destination Next Node

2 1 2 4 2 5
3 2 3 4 3 5
4 5 4 3 4 5
5 5 5 4 5 5
6 5 6 6 6 5     

FIGURE9.6 Fixed routing (using Figure 9.5).
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to Y. Define R2as the least-cost route from A to Y. Now,if the cost of R,is greater
than that of Rp, then the X-Y route can be improvedby using R2 instead.If the cost
of R; is less than Rp, then Rz is not the least-cost route from A to Y. Therefore,
R, = Rp. Thus,at each pointalonga route,it is only necessary to know theidentity
of the next node, not the entire route. 1h our example, the route from node 1 to
node 6 beginsby going through node 4. Again, consulting the matrix, the route from
node4 to node6 goes through node5,Finally, the route from node 5 to node 6 is a
direct link to node 6. The complete route, then, from node 1 to node6is 1-4-5-6,

From this overall matrix, routing tables can be developed and stored at each
node. From the reasoning in the preceding paragraph,it follows that each node
needonly store a single columnofthe routing directory. The node’s directory shows
the next node to take for each destination.

With fixed routing, there is no difference between routing for datagrams and
virtual circuits. All packets from a given source to a given destination follow the
same route. The advantageof fixed routing is its simplicity, and it should work well
in a reliable network with a stable load. Its disadvantageis its lack of flexibility; it
does not react to network congestion orfailures.

A refinementto fixed routing that would accommodatelink and node outages
would be to supply the nodes with an alternate next node for each destination. For
example, the alternate next nodes in the node 1 directory mightbe 4, 3, 2, 3, 3.

Flooding

Another simple routing technique is flooding. This technique requires no network
information whatsoever, and worksas follows. A packetis sent by a source nodeto
every oneofits neighbors. At each node, an incomingpacketis retransmitted onall
outgoing links except for the link on whichit arrived. For example,if node 1 in Fig-
ure 9.5 has a packetto send to node6, it sends a copy of that packet (with a desti-
nation address of6), to nodes 2, 3, and 4. Node 2 will send a copyto nodes 3 and 4.
Node4will send a copy to nodes2, 3, and 5. Andso it goes, Eventually, a number
of copies of the packetwill arrive at node 6. The packet must have some unique
identifier (e.g., source node and sequence number, orvirtual-circuit number and
sequence number)so that node 6 knowsto discardall but the first copy.

Unless something is done to stop the incessant retransmission of packets, the
number of packets in circulation just from a single source packet grows without
bound; one wayto preventthis is for each node to remembertheidentity of those
packets it has already retransmitted. When duplicate copies of the packetarrive,
they are discarded. A simpler techniqueis to include a hop count field with each
packet. The countcanoriginally be set to some maximum value,such as the diam-
eter (length of the longest minimum-hoppath through the network) of the network.
Each time a node passes on a packet, it decrements the count by one. When the
count reacheszero, the packetis discarded.

An example ofthe latter tactic is shown in Figure 9.7. A packetis to be sent
from node1 to node 6 andis assigned a hop countof3. On thefirst hop, three copies
of the packet are created. For the second hop ofall these copies, a total of nine
copies are created. Oneof these copies reaches node 6, which recognizes thatit is
the intended destination and does not retransmit. However, the other nodes gener-
ate a total of 22 new copies for their third and final hop. Note thatif a node is not
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(c) Third hop

FIGURE 9.7 Flooding example (hop count = 3).

keeping track of the packetidentifier, it may generate multiple copies at this third
stage. All packets received from the third hop are discarded. In all, node 6 has
received four additional copies of the packet.

The flooding technique has three remarkable properties:

° All possible routes between source anddestination are tried. Thus, no matter
whatlink or node outages have occurred, a packet will-always get through if
at least one path between source and destination exists.
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* Becauseall routes are tried, at least one copy of the packetto arrive at the
destination will have used a minimum-hoproute.

° All nodes that are directly or indirectly connected to the source node are
visited.

Becauseofthefirst property, the flooding techniqueis highly robust and could
be used to send emergency messages. An example application is a military net-
work that is subject to extensive damage. Because of the second property, flooding
might be used toinitially set up the route for a virtual circuit. The third property
suggests that flooding can be useful for the dissemination of important informa-
tion to all nodes; we will see that it is used in some schemesto disseminate routing
information.

The principal disadvantageof floodingis the high traffic load thatit generates,
whichis directly proportional to the connectivity of the network.

Random Routing

Random routing has the simplicity and robustness of flooding with far less traffic
load. With random routing, a nodeselects only one outgoing path for retransmis-
sion of an incoming packet. The outgoing link is chosen at random, excluding the
link on which the packetarrived.If all links are equally likely to be chosen, then a
node maysimply utilize outgoinglinks in a round-robin fashion.

A refinementof this techniqueis to assign a probability to each outgoinglink
andto select the link based on that probability. The probability could be based on
data rate, in which case we have

Pi= sRpe

where

P; = probability of selecting link i
R; = data rate on link i

The sum is taken over all candidate outgoing links. This scheme should pro-
vide goodtraffic distribution. Note that the probabilities could also be based on
fixed link costs,

Like flooding, random routing requires the use of no network information.
Because the route taken is random,the actual route will typically not be the least-
cost route nor the minimum-hoproute. Thus, the network must carry a higher than
optimumtraffic load, although not nearly as high asfor flooding.

Adaptive Routing

In virtually all packet-switching networks, somesort of adaptive routing technique
is used, Thatis, the routing decisions that are made change as conditionson the net-
work change. The principle conditionsthat influence routing decisions are

° Failure. When a nodeortrunkfails, it can no longer be usedaspart ofa route.
° Congestion. When a particular portion of the network is heavily congested,
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it is desirable to route packets around, rather than through, the area of
congestion.

For adaptive routing to be possible, information about the state of the net-
work must be exchanged among the nodes. There is a tradeoff here between the
quality of the information and the amountof overhead. The more information that
is exchanged, and the more frequentlyit is exchanged,the better will be the routing
decisions that each node makes. Onthe other hand,this information is itself a load
on the network, causing a performance degradation.

There are several drawbacks associated with the use of adaptive routing:

° The routing decision is more complex; therefore, the processing burden on
network nodes increases.

e In most cases, adaptive strategies depend on status information that is col-
lected at one place but used at another; therefore, the traffic burden on the
network increases.

° An adaptive strategy may react too quickly, causing congestion-producing
oscillation;if it reacts too slowly, the strategy will be irrelevant.

Despite these real dangers, adaptive routing strategies are by far the most
prevalent, for two reasons:

° An adaptive routing strategy can improve performance, as seen by the net-
workuser.

° An adaptive routing strategy can aid in congestion control, as discussed later.

These benefits may or maynotbe realized, depending on the soundnessof the
design andthe nature ofthe load. By andlarge, it is an extraordinarily complex task
to perform properly. As demonstration of this, most major packet-switching net-
works, such as ARPANETandits successors, TYMNET,andthose developed by
IBM and DEC,have endured at least one major overhaulof their routing strategy.

. A convenient way to classify adaptive routing strategies is on the basis of
information source:local, adjacent nodes, all nodes, An example of an adaptive
routing strategy that relies only on local information is one in which a node routes
each packetto the outgoing link with the shortest queue length, Q. This would have
the effect of balancing the load on outgoing links. However, some outgoing links
may not be headedin the correct general direction. We can improve mattersbyalso
taking into accountpreferred direction, much as with random routing. In this case,
each link emanating from the node would have a bias B;, for each destination i. For
each incoming packet headedfor node i, the node would choose the outgoing link
that minimizes Q + B,. Thus, a node would tend to send packets in the right direc-
tion, with a concession madeto currenttraffic delays.

As an example, Figure 9.8 showsthe status of node 4 of Figure 9.5 at a certain
pointin time. Node 4 haslinks to four other nodes. A fair numberof packets have
been arriving and a backlog has built up, with a queue of packets waiting for each
of the outgoinglinks. A packet arrives from node 1 destined for node 6. To which
outgoing link should the packet be routed? Based on current queue lengths andthe
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FIGURE 9.8 Example of isolated adaptive routing.

valuesof bias (Bs) for each outgoing link, the minimum value of Q + Bg is 4, on the
link to node 3. Thus, node 4 routes the packet through node3.

Adaptive schemes based only on local information are rarely used because
they do not exploit easily available information. Strategies based on information
from adjacent nodes or all nodes are commonly found. Both take advantage of
information that each node has about delays and outages that it experiences. Such
adaptive strategies can be either distributed or centralized. In the distributed case,
each node exchanges-delay information with other nodes. Based on incoming infor-
mation, a nodetries to estimate the delay situation throughout the network, and
applies a least-cost routing algorithm. In the centralized case, each node reports its
link delay status to a central node, which designs routes based on this incoming
information and sends the routing information back to the nodes.

Examples

In this section, we look at several examples of routing strategies. All of these were
initially developed for ARPANET,which is a packet-switching network that was
the foundation of the present-day Internet.It is instructive to examine these strate-
gies for several reasons. First, these strategies, and similar ones, are also used in
other packet-switching networks, including those developed by DEC and IBM and
including a numberof networks on the Internet. Second, routing schemes based on
the ARPANETwork have also been used for internetwork routing the Internet and
in private internetworks. And finally, the ARPANETrouting scheme evolved in a
waythat illuminates some ofthe key design issues related to routing algorithms.

Virst Generation

The original routing algorithm, designed in 1969, was a distributed adaptive algo-
rithm using estimated delay as the performance criterion and a version of the
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Bellman-Ford algorithm (Appendix 9A). For this algorithm, each node maintains
two vectors:

diy Si

din Sin

where

D; = delay vector for node i

dj = current estimate of minimum delay from nodei to nodej (dj; = 0)
N = numberof nodesin the network

5; = successor node vector for node i

Sy = the next nodein the current minimum-delay route from i to j

Periodically (every 128 ms), each node exchangesits delay vector with all of
its neighbors. On the basisof all incoming delay vectors, a node k updates both of
its Vectors as follows:

dig = Min[dy + bakj te in| ij kil |
Sig =i using i that minimizes the expression above

where

A = set of neighbor nodesfor k

lg = current estimate of delay from k to i

Figure 9.9 provides an example of the original ARPANETalgorithm, using
the network of Figure 9.10. This is the same networkasthat of Figure 9.5, with some
of the link costs having different values (and assuming the samecost in both direc-
tions). Figure 9.9a shows the routing table for node 1 at an instant in time that
reflects the link costs of Figure 9.10. For each destination, a delay is specified, as
well as the next node on the route that producesthat delay. At some point, the link
costs change to those of Figure 9.5. Assume that node 1’s neighbors (nodes2, 3, and
4) learn of the change before node 1. Each of these nodes updatesits delay vector
and sends a copyto all of its neighbors, including node 1 (Figure 9.9b). Node 1 dis-
cardsits current routing table and builds a new one,basedsolely on the incoming
delay vector and its own estimate of link delay to each ofits neighbors. The result
is shownin Figure 9.9c.

The estimated link delay is simply the queue length for that link. Thus, in
building a new routing table, the node will tend to favor outgoing links with shorter
queues. This tends to balance the load on outgoing links. However, because queue
lengths vary rapidly with time, the distributed perception of the shortest route could
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FIGURE 9.9 Original ARPANETroutingalgorithm.

 
FIGURE 9.10 Network for example of
Figure 9.9a.

change while a packet is en route; this could lead to a thrashing situation in which
a packetcontinues to seek out areas of low congestion rather than aiming at the.
destination.

Second Generation

After some years of experience and several minor modifications, the original rout-
ing algorithm was replaced by a quite different one in 1979 [MCQU8Q]. The major
shortcomingsof the old algorithm werethese:
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© The algorithm did not consider line speed, but merely queue length. Thus,
higher-capacity links were not given the favored status they deserved.

© Queuelengthis, in any case, an artificial measure of delay, as some variable
amountof processing time elapses betweenthearrival of a packet at a node
andits placement in an outbound queue.

° The algorithm wasnotvery accurate.In particular, it respondedslowly to con-
gestion and delay increases.

The new algorithm is also a distributed adaptive one, using delay as the per-
formance criterion, but the differences are significant. Rather than using queue
length as a surrogate for delay, the delay is measured directly. At a node, each
incomingpacketis timestamped with an arrival time. A departure time is recorded
whenthe packetis transmitted. If a positive acknowledgmentis returned, the delay
for that packet is recorded as the departure time minusthe arrival time plus trans-
mission time and propagation delay. The node must therefore know link data rate
and propagation time. If a negative acknowledgment comes back, the departure
time is updated and the nodetries again, until a measure of successful transmission
delay is obtained.

Every 10 seconds, the node computes the average delay on each outgoing link.
If there are any significant changes in delay, the informationis sent to all other
nodesusing flooding. Each node maintains an estimate of delay on every network.
link. When new information arrives, it recomputesits routing table using Dijkstra’s
algorithm (Appendix 9A).

Third Generation

Experience with this new strategy indicated that it was more responsive and stable
than the old one. The overhead induced by flooding was moderate as each node
does this, at most, once every 10 seconds. However, as théload on the network
grew, a shortcoming in the new strategy began to appear, and the strategy was
revised in 1987 [KHAN89].

The problem with the second strategy is the assumption that the measured
packet delay onalink is a good predictor of the link delay encountered after all
nodesreroutetheir traffic based on this reported delay. Thus,it is an effective rout-
ing mechanism only if there is some correlation between the reported values and
those actually experienced after rerouting. This correlation tends to be rather high
underlight and moderatetraffic loads. However, under heavy loads, there islittle
correlation. Therefore, immediately after all nodes have made routing updates, the
routing tables are obsolete!

As an example, consider a network that consists of two regions with only two
links, A and B, connecting the two regions (Figure 9.11), Each route between two
nodesin different regions must pass through one oftheselinks. Assume that a situ-
ation develops in which mostof thetraffic is on link A. This will cause the link delay
on A to besignificant, and, at the next opportunity, this delay value will be reported
to all other nodes. These updateswill arrive at all nodes at about the same time, and
all will update their routing tables immediately.Itis likely that this new delay value
for link A will be high enough to makelink B the preferred choice for most, if not
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FIGURE 9.11 Packet-switching network subjectto
oscillations.

all, interregion routes. Because all nodes adjust their routes at the same time, most
or all interregion traffic shifts at the same time to link B. Now,the link delay value
on B will becomehigh,and there will bé a subsequentshift to link A. This oscilla-
tion will continue until the traffic volume subsides.

There are a numberof reasons whythisoscillation is undesirable:

1. A significant portion of available capacity is unusedat just the time whenitis
needed most: under heavy traffic load.

2. The overutilization of somelinks canlead to the spread of congestion. within
the network. (This will be seen in the discussion of congestion in Section 9.3.)

3. The large swings in measured delay values result in the need for more fre-
quent routing update messages;this increases the load on the networkat just
the time when the networkis already stressed.

The ARPANETdesigners concludedthat the essence of the problem wasthat
every node was trying to obtain the best route for all destinations, and that these
efforts conflicted. It was concluded that under heavy loads, the goal of routing
should be to give the average route a good path instead of attempting to giveall
routes the best path.

The designers decided that it was unnecessary to change the overall routing
algorithm. Rather, it was sufficient to change the function that calculateslink costs.
This was done in such a way as to damprouting oscillations and reduce routing
overhead. The calculation begins with measuring the average delay over thelast
10 seconds. This value is then transformed with the following steps:

1. Using a simple M/M/1 queuing model, the measured delay is transformed into
an estimate of link utilization. From queuing theory, utilization can be
expressed as a function of delay as follows:

_ as —t )
p= Sot 2t
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where

p = link utilization
t = measured delay
S = service time

The service time wasset at the network-wide average packet size (600 bits)
divided by the data rate of the link.

2. Theresult is then smoothed by averaging it with the previous estimate ofuti-
lization:

U(n + 1) = 0.5 X p(n + 1) + 0.5 X U(n)

where

U(n) = average utilization calculated at sampling time n
p(n) = link utilization measured at sampling time n

Averaging increases the period of routing oscillations, thus reducitig routing
overhead,

3. The link costis then set as.a function of average utilization that is designed to
provide a reasonable estimate of cost while avoiding oscillation. Figure 9.12
indicates the way in which the estimate ofutilization is converted into a cost
value. The final cost value is, in effect, a transformed value of delay.

 Theoretical
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FIGURE9.12) ARPANETdelay metrics,
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In the figure, delay is normalized to the value achieved on anidle line, which
is just propagation delay plus transmission time. One curve on the figureindicates
the way in which the actual delay rises as a function of utilization; the increase in
delay is due to queuing delay at the node. Forthe revised algorithm,the cost value
is kept at the minimum value until a given level ofutilization is reached. This fea-
ture has the effect of reducing routing overhead at low traffic levels. Above a cer-
tain level of utilization, the cost level is allowed to rise to a maximum valuethatis
equalto three times the minimum value.Theeffect of this maximum valueis to dic-
tate that traffic should not be routed around a heavily utilized line by more than two
additional hops.

Note that the minimum thresholdis set higher for satellite links; this encour-
ages the use ofterrestrial links under conditions of light traffic, as the terrestrial
links have much lower propagation delay. Note also that the actual delay curve is
muchsteeper than the transformation curvesat highutilization levels.It is this steep
rise in link cost whichthatall of the traffic on a link to be shed, which in turn causes
routing oscillations.

In summary, the revised cost function is keyed to utilization rather than delay.
The function resembles a delay-based metric underlight loads, as well as a capacity-
based metric under heavyloads.

CONGESTION CONTROL

Aswith routing, the concept oftraffic control-in a packet-switching network is com-
plex, and a wide variety of approaches have been proposed. The objective hereis to
maintain the numberof packets within the network below the level at which per-
formancefalls off dramatically.

To understand the issue involved in congestion control, we need to look at
someresults from queuing theory. In essence, a packet-switching network is a net-
work of queues, At each node,there is a queue of packets for each outgoing chan-
nel. If the rate at which packets arrive and queue up exceedsthe rate at which pack-
ets can be transmitted, the queue size grows without bound and the delay
experienced by a packetgoesto infinity. Even if the packetarrival rate is less than
the packet transmission rate, queue length will grow dramatically as the arrival rate
approachesthe transmission rate. We saw this kind of behavior in Figure 7.16. Asa
rule of thumb, when the line for which packets are queuing becomes more than
80% utilized, the queue length grows at an alarming rate. _

Consider the queuing situation at a single packet-switching node, such asis
illustrated in Figure 9.13. Any given node has a number of transmission links
attached to it: one or more to other packet-switching nodes, and zero or more to
host systems. On each link, packets arrive and depart. We can consider that there
are two buffers at each link, one to accept arriving packets, and one to hold pack-
ets that are waiting to depart. In practice, there might be two fixed-size buffers asso-
ciated with each link, or there might be a pool.of memory available forall buffering
activities. In the latter case,.we can think of each link having two variable-size
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To2

 
To host

FIGURE 9.13 Input and output queues at node 4 of
Figure 9.5.

buffers associated with it, subject to the constraint that the sumof all buffersizes is
a constant.

In anycase, as packetsarrive, they are stored in the input bufter of the corre-
sponding link. The node examines each incoming packet to make a routing decision,
and then movesthe packet to the appropriate output buffer. Packets queued up for
output are transmitted as rapidly as possible; this is, in effect, statistical time-
division multiplexing. Now,if packets arrive too fast for the node to process them
(make routing decisions), or faster than packets can be cleared from the outgoing
buffers, then, eventually, packets will arrive for which no memoryis available.

Whensuch a saturation point is reached, one of two general strategies can be
adopted. Thefirst such strategy is to simply discard any incoming packet for which
there is no available buffer space. The alternative is for the node that is experienc-
ing these problems to exercise some sort of flow control over its neighbors so that
the traffic flow remains manageable. But, as Figure 9.14 illustrates, each of a node’s
neighborsis also managing a numberof queues.If node 6 restrains the flow of pack-
ets from node5, this causes the output buffer in node 5 for the link to node6 tofill
up. Thus, congestion at one point in the network can quickly propagate throughout
a region or throughoutall of the network. While flow control is indeed a powerful
tool, we needto useit in such a way as to managethetraffic on the entire network.

Figure 9.15 showsthe effect of congestion in general terms. Figure 9.15a plots
the throughput of a network (numberof packets delivered to destination stations)
versus the offered load (number of packets transmitted by source stations). Both
axes are normalized to the maximum capacity of the network, which can be
expressed as the rate at which the network is theoretically capable of handling pack-
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FIGURE9.14 The interaction of queues in a packet-
switching network.

ets. In the ideal case, throughput and, hence, network utilization increase to accom-
modate an offered load up to the maximum capacity of the network. Utilization
then remains at 100%. The ideal case,of course, requires that all stations somehow
knowthe timing and rate of packets that can be presented to the network, whichis
impossible. If no congestion control is exercised, we have the curve labeled “uncon-
trolled.” Asthe loadincreases,utilization increases for a while. Then as the queue
lengths at the various nodes begin to grow, throughput actually drops because the
buffers at each node are of finite size. When a node’s buffers are full, it must dis-
card packets. Thus, the source stations must retransmit the discarded packets in
addition to the new packets; this only exacerbatesthe situation: As more and more
packets are retransmitted, the load on the system grows, and more. buffers become
saturated. While the system is trying desperately to clear the backlog, stations are
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pumpingold and new packets into the system. Even successfully delivered packets
maybe retransmitted because it takes so long to acknowledge them: The sender
assumesthat the packet did not go through. Under these circumstances, the effec:
tive capacity of the system is virtually zero.

It is clear that these catastrophic events must be avoided;this is the task of
congestion control. The object of all congestion-control techniquesis to limit queue
lengths at the nodes so as to avoid throughput collapse. This control involves some
unavoidable overhead. Thus, a congestion-control technique cannot perform as
well as the theoretical ideal. However, a good congestion-control strategy will avoid
throughput collapse and maintain a throughput that differs from the ideal by an
amount roughly equal to the overhead of the control.

Figure 9.15b points out that no matter what technique is used, the average
delay experienced by packets grows without bound as the load approaches the
capacity of the system. Note that initially the uncontrolled policy results in less
delay than a controlled policy, becauseof its lack of overhead. However, the uncon-
trolled policy will saturate at lower load.

A numberof control mechanisms for congestion control in packet-switching
networks have been suggested and tried. The following are examples:

1. Send a control packet from a congested node to someorall source nodes. This
choke packetwill have the effect of stopping or slowing the rate of transmis-
sion from sources and, hence,limit the total numberof packets in the network.
This approach requires additional traffic on the network during a period of
congestion.

2, Rely on routing information. Routing algorithms, such as ARPANETs,pro-
vide link delay information to other nodes, which influences routing decisions.
This information could also be used to influence the rate at which new pack-
ets are produced. Because these delays are being influenced by the routing
decision, they may vary too rapidly to be used effectively for congestion con-
trol.

3. Make use of an end-to-end probe packet. Such a packet could be time-
stamped to measure the delay between two particular endpoints. This proce-
dure has the disadvantage of adding overhead to the network.

4. Allow packet-switching nodes to add congestion information to packets as
they go by. There are two possible approaches here. A node could add such
information to packets going in the direction opposite of the congestion. This
information quickly reaches the source node, which can reduce the flow of
packets into the network. Alternatively, a node could add such information to
packets going in the samedirection as the congestion. The destination either
asks the source to adjust the load or returns the signal back to the source in
the packets (or acknowledgments) going in the reverse direction.

9.4 X25

Perhaps the best-known and most widely used protocol standard is X.25, which was
originally approved in 1976.and subsequently revised in 1980, 1984, 1988, 1992, and
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FIGURE9.16 X.25 interface.

1993. The standard specifies an interface between a host system and a packet-
switching network. This standard is almost universally used for interfacing to
packet-switching networks and is employed for packet switching in ISDN. In this
section, a brief overview of the standardis provided.

The standardspecifically calls for three layers of functionality (Figure 9.16):

e Physical layer

e Link layer

© Packet layer

These three layers correspondto the lowest three layers of the OSI model(see
Figure 1.10). The physical layer deals with the physical interface between an
attached station (computer, terminal) and the link that attaches that station to the
packet-switching node. The standard refers to user machines as. data terminal
equipment (DTE) and to a packet-switching node to which a DTE is attached as
data circuit-terminating equipment (DCE). X.25 makes use of the physical-layer
specification in a standard knownas X.21, but, in manycases, other standards, such
as EIA-232,are substituted. The link layer provides for the reliable transfer of data
across the physical link by transmitting the data as a sequence of frames. Thelink-
layer standardis referred to as LAPB (Link Access Protocol—Balanced). LAPBis
a subset of HDLC,described in Chapter 6. The packet layer provides an external
virtual-circuit service, and is described in this section.

Figure 9.17 illustrates the relationship between the levels of X.25, User data
are passed down to X.25 level 3, which appends contro! information as a header,
creating a packet. This control information is used in the operation of the protocol,
as we shall see. The entire X.25 packet is then passed down to the LAPB entity,
which appendscontrol information at the front and back of the packet, forming an
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FIGURE9.17 User data and X.25 protocol control information.

         

      

            

  

LAPBframe. Again,the control information in the frame is needed for the opera-
tion of the LAPB protocol.

Virtual Circuit Service

With the X.25 packetlayer, data are transmitted in packets over external virtualcir-
cuits. The virtual-circuit service of X.25 provides for two typesof virtual circuit: vir-
tual call and permanentvirtualcircuit. A virtual call is a dynamically established vir-
tual circuit using a call setup and call clearing procedure, explained below. A
permanentvirtual circuit is a fixed, network-assigned virtual circuit. Data transfer
occursas with virtualcalls, but no call setup or clearingis required.

Figure 9.18 shows a typical sequence of events in a virtual call. The left-hand
part of the figure shows the packets exchanged between user machine A and the
packet-switching node to which it attaches; the right-hand part shows the packets
exchanged between user machine B andits node. The routing of packetsinside the
networkis not visible to the user.

The sequenceof events is as follows:

1. A requestsa virtual circuit to B by sending a Call-Request packet to A’s DCE.
The packet includes the source and destination addresses, as well as the
virtual-circuit number to be used for this new virtual circuit. Future incoming
and outgoing transfers will be identified by this virtual-circuit number.

2. The network routesthis call request to B’s DCE.

3. B’s DCE receives the Call Request and sends an Incoming-Call packet to B.
This packet has the same formatas the Call-Request packet bututilizes a dif-
ferent virtual-circuit number, selected by B’s DCE from theset of locally
unused numbers.
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FIGURE 9.18 Sequence of events: X.25 protocol.

4, B indicates acceptanceof the call by sending a Call-Accepted packet specify-
ing the samevirtual circuit numberas that of the Incoming-Call packet.

5, A’s DCEreceives the Call Accepted and sends a Call-Connected packet to A.
This packet has the same format as the Call-Accepted packet but the same
virtual-circuit numberasthat of the original Call-Request packet.

6. A and B send data and control packets to each other using their respective
virtual-circuit numbers.
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7. A (or B) sends a Clear-Request packet to terminate the virtual circuit and
receives a Clear-Confirmation packet.

8. B (or A) receives a Clear-Indication packet and transmits a Clear-
Confirmation packet.

We now turn to some of the details of the standard.

Packet Format

‘ Figure 9.19 shows the basic X.25 packet formats. For user data, the data are broken
up into blocks of some maximum size, and a 24-bit or 32-bit header is appended to
each block to form a data packet. The header includes a 12-bit virtual-circuit num-
ber (expressed asa 4-bit group number and an 8-bit channel number). The P(S) and
P(R) fields support the functions of flow control and error control on a virtual-
circuit basis, as explained below. The M and D bits are described below. The Q bit
is not defined in the standard, but allows the user to distinguish two types of data.

In addition to transmitting user data, X.25 must transmit control information
related to the establishment, maintenance, and termination of virtual circuits. Con-
trol informationis transmitted in a control packet. Each control packet includes the
virtual-circuit number, the packet type, which identifies the particular control func-
tion, as well as additional control informationrelated to that function. For example,
a Call-Request packet includes the following additionalfields:

Q [efo] i [- Group #
Channel # Channel#

Packet type 1

     

  
           

: (c) RR, RNR,and REJ packets
| with 3-bit sequence numbersl 

(a) Data packet with 3-bit (b) Control packet for virtual calls
sequence numbers with 3-bit sequence numbers

Channel#
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i
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FIGURE 9.19 X.25 packet formats.
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e Calling DTE address length (4 bits): length of the corresponding addressfield
in 4-bit units.

e Called DTE addresslength (4 bits): length of the corresponding addressfield
in 4-bit units.

e DTE addresses (variable): the calling and called DTE addresses.

° Facilities: a sequence of facility specifications. Each specification consists of
an 8-bit facility code and zero or more parameter codes. An example of a
facility is reverse charging.

- Table 9.3 lists all of the X.25 packets. Most of these have already been dis-
cussed. A brief description of the remainder follow.

A DTE maysendan Interrupt packet that bypasses the flow-control proce-
dures for data packets. The interrupt packet is to be delivered to the destination
DTEbythe network at a higher priority than data packets in transit. An example
of the use of this capability is the transmission of a terminal-break character.

The Reset packets provide a facility for recovering from an error byreinitial-
izing a virtual circuit, meaning that the sequence numbers on both endsare set to 0.
Anydata or interrupt packets in transit are lost. A reset can be triggeredby a num-
ber of error conditions, including loss of a packet, sequence numbererror, conges-
tion, or loss of the network’s internal logical connection. In the latter case, the two
DCEs mustrebuild the internal logical connection to support thestill-existing X.25
DTE-DTEvirtualcircuit.

A moreserious error condition is dealt with by a Restart, which terminates all
active virtual calls. An example of a condition warranting restart is temporary loss
of access to the network.

The Diagnostic packet provides a meansto signal certain error conditions that
do not warrant reinitialization. The Registration packets are used to invoke and
confirm X.25 facilities.

Multiplexing

Perhaps the most important service provided by X.25 is multiplexing. A DTE is
allowed to establish up to 4095 simultaneousvirtual circuits with other DTEs over
a single physical DTE-DCElink. The DTE can internally assign these circuits in
any way it pleases. Individual virtualcircuits could correspond to applications,
processes, or terminals, for example. The DTE-DCElink provides full-duplex
multiplexing; that is, at any time, a packet associated with a givenvirtual circuit can
be transmitted in either direction.

To sort out which packets belong to which virtualcircuits, each packet con-
tains a 12-bit virtual-circuit number (expressed as a 4-bit logical group numberplus
an 8-bit logical channel number). The assignmentof virtual-circuit numbers follows
the convention depicted in Figure 9.20. Number zero is always reserved for diag-
nostic packets commontoall virtual circuits. Then, contiguous ranges of numbers
are allocated for four categories of virtual circuits. Permanent virtual circuits are
assigned numbers beginning with 1. The next category is one-way, incoming virtual
calls. This means that only incomingcalls from the network can be assigned these
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TABLE9.3 X.25 Packet types and parameters.ee

Packet type Service Parameters 

FromDTEtoDCE  FromDCEtoDTE VC PVC 

Call setup and clearing 

Call request Incoming call x Calling DTE address, called DTE
address,facilities, call user data

Call accepted Call connected x Calling DTE address, called DTE
address,facilities, call user data

Clear request Clearindication x Clearing cause, diagnostic code,calling
DTE address, called DTE address,
facilities, clear user data

Clear confirmation Clear confirmation x Calling DTE address, called DTE
address,facilities 

Data andinterrupt 

Data Data x x —

Interrupt Interrupt Xx x Interrupt user data
Interrupt confirmation Interrupt confirmation x x _ 

Flow Control and Reset

 

 

 

 

 

 

RR RR x x P(R)
RNR RNR Xx x P(R)
REI x x P(R)
Reset request Resetindication Xx x Resetting cause, diagnostic code
Reset confirmation Reset confirmation x x _

Restart

Restart request Restart indication x Xx Restarting cause, diagnostic code
Restart confirmation Restart confirmation x x —_

Diagnostic

Diagnostic x x Diagnostic code, diagnostic explanation

Registration

Registration request x x DTE address, DCE address,
registration

Registration x x Cause, diagnostic, DTE address, DCE
address, registration

Confirmation 

numbers;the virtual circuit, however, is two-way (full duplex). Whena call request
comesin, the DCEselects an unused numberfrom this category.

One-way outgoingcalls are those initiated by the DTE.In this case, the DTE
selects an unused number from amongthoseallocated for these calls. This separa-
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Virtual
circuit
number

 
 

Permanentvirtual circuits

LIC

  

 
 

One-way incoming Assignment
virtualcalls by DCE

HIC

LTC

Two-way
virtual calls

HTC

Loc

One-way- outgoing Assignment
virtual calls by DTE

LEGEND

LIC = Lowest incoming channel HTC = Highest two-way channel Virtual circuit number =
HIC = Highest incoming channel LOC = Lowest outgoing channel logical group number and
LTC = Lowest two-way channel HOC = Highest outgoing channel _logical channel number

FIGURE9.20  Virtual-circuit number assignment.

tion of categories is intended to avoid the simultaneousselection of the same num-
ber for two different virtual circuits by the DTE and DCE.

The two-wayvirtual-call category provides an overflow forallocation shared
by DTE and DCE,allowing for peak differences in traffic flow.

Flow and Error Control

Flow control and error control at the X.25 packet layer are virtually identical in
format and procedure to flow control used for HDLC,as described in Chapter6.
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A sliding-window protocol is used. Each data packet includes a send sequence
number, P(S), and a receive sequence number, P(R). As a default, 3-bit sequence
numbersare used. Optionally, a DTE may request, via the user-facility mechanism,
the use of extended 7-bit sequence numbers. As Figure 9.19 indicates, for 3-bit
sequence numbers, the third and fourth bits of all data and control packets are 01;
for 7-bit sequence numbers,the bits are 10.

P(S)is assigned by the DTE on outgoing packets ona virtualcircuit basis; that
is, the P(S) of each new outgoing data packet on a virtualcircuit is one more than
thatof the preceding packet, modulo 8 or modulo 128. P(R) contains the numberof
the next packet expected from the otherside of a virtual circuit; this provides for
piggybacked acknowledgment.If one side has no data to send, it may acknowledge
incoming packets with the Receive-Ready (RR) and Receive-not-Ready (RNR)
control packets, with the same meaning as for HDLC. The default windowsizeis 2,
but it may be set as high as 7 for 3-bit sequence numbers and as high as 127 for
7-bit sequence numbers.

Acknowledgment(in the form of the P(R) field in the data, RR, or RNR
packet), and hence flow control, may have either local or end-to-end significance,
based onthesetting of the D bit. When D = 0,(the usual case), acknowledgmentis
exercised between the DTE and the network. This communication is used by the
local DCE and/or the network to acknowledgereceipt of packets andto control the
flow from the DTE into the network. When D = 1, acknowledgments come from
the remote DTE.

The basic form of error control is go-back-N ARQ. Negative acknowledgment
is in the form of a Reject (REJ) control packet. If a node receives a negative
acknowledgment,it will retransmit thespecified packet andall subsequentpackets.

a

Packet Sequences

X.25 provides the capability, called a complete packet sequence, to identify a con-
tiguous sequence of data packets. This feature has several uses. One important use
is by internetworking protocols (described in Part III) to allow longer blocks of data
to be sentacross a network with a smaller packet-size restriction without losing the
integrity of the block.

To specify this mechanism, X.25 defines two types of packets: A packets and
B packets. An A packetis one in which the M bitis set to 1, the D bit is set to 0, and
the packetis full (equal to the maximum allowable packet length). A B packet is any
packetthat is not an A packet. A complete packet sequence consists of zero or more
A packets followed by a B packet. The network may combine this sequence to
makea larger packet. The network may also segmenta B packetinto smaller pack-
ets to produce a complete packet sequence.

The wayin which the B packetis handled dependsonthe setting of the M and
D bits. If D = 1, an end-to-end acknowledgmentis sent by the receiving DTE to the
sending DTE.Thisis, in effect, an acknowledgmentof the entire complete packet
sequence. If M = 1, there are additional complete packet sequencesto follow. This
enables the formation of subsequencesas part of a larger sequence, so that end-to-
end acknowledgment can occur before the end of the larger sequence.

Figure 9.21 shows examples of these concepts.It is the responsibility of the
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EXAMPLE PACKET SEQUENCE
EXAMPLE PACKET SEQUENCES WITH INTERMEDIATE E-E ACK

Original seq. Combined seq.
Pkt Pkt

type M D type M D Pkt type M D
A 1 0

A 1 0 A 1 0

A 1 otea 1 0 A 1 of
A 1 0 B 1 1
A 1 0 ly» A 1 0 A 1 0
A 1 0 A 1 0 *
B 0 1 ls B 0 1 B 1 1

Segmented seq A 1 0

A 1 0 *
B 0 0 A 1 0 A 1 0

Tr B 0 0 B 0 1
end of sequence

*Groupsof packets that can be combined  

FIGURE9.21 X.25 packet sequences.

DCEs to reconcile the changes in sequence numbering that segmentation and
reassembly cause.

RECOMMENDED READING

Theliterature on packet switching is enormous. Only a few of the worthwhile references are
mentioned here. Books with good treatments of this subject include [SPOH93], [BERT92]
and [SPRA91]. Thereis also a large bodyofliterature on performance; good summaries are
to be found in [STUC85], [SCHW77], and [KLEI76].

BERT92_ Berisekas, D. and Gallager, R. Data Networks. Englewood Cliffs, NJ: Prentice
Halli, 1992.

KLEI76 Kleinrock, L. Queuing Systems, Volume LU: Computer Applications. New York:
Wiley, 1976.

SCHW77 Schwartz, M. Computer-Communication Network Design and Analysis. Engle-
woodCliffs, NJ: Prentice Hall, 1977,

SPOH93 Spohn, D. Data Network Design. New York: McGraw-Hill, 1994,
SPRA91_ Spragins, J., Hammond, J., and Pawlikowski, K. Telecommunications Protocols

and Design. Reading, MA.: Addison-Wesley, 1991.
STUC85 Stuck, B. and Arthurs, E. A Computer Communications Network Performance

Analysis Primer. EnglewoodCliffs, NJ: Prentice Hall, 1985.

PROBLEMS

9.1 Explain the flaw in the following logic:
Packet switching requires control and addressbits to be added to each packet. This-
causes considerable overhead in packet switching. In circuit switching, a transparent:
circuit is established. No extra bits are needed.

a, Therefore,there is no overhead in circuit switching.
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9.2

93

9.4

9.5

9.6

b. Because there is no overhead in circuit switching,line utilization must be moreeffi-
cient than inpacket switching.

Define the following parameters for a switching network:

N = number of hops between two given end systems
L = messagelengthin bits
B = data rate,in bits per second (bps), on all links
P = packetsize
H = overhead (header)bits per packet
S = call setup time (circuit switchingor virtualcircuit) in seconds

D = propagation delay per hop in seconds

a. For N = 4,1 = 3200, b = 9600, P = 1024, H = 16, S = 0.2, D = 0,001, compute the
end-to-end delay for circuit switching, virtual-circuit packet switching, and data-
gram packet switching. Assume that there are no acknowledgments.

b. Derive general expressions for the three techniquesof part (a), taken two at a time
(six expressions in all), showing the conditions under which the delays are equal.

Whatvalueof P, as a function of N, B, and H,results in minimum end-to-end delay on
a datagram network? Assumethat Z is much larger than P, and D is zero.
Consider a packet-switching network of N nodes, connected by the following
topologies:
a. Star: one central node with no attachedstation; all other nodesattach to the central

node.

b. Loop: each node connects to two other nodes to form a closed loop.
¢c. Fully connected: each nodeis directly connected to all other nodes.

For each case, give the average numberof hops betweenstations.
Consider a binary tree topology for a packet-switching network. The root node con-
nects to two other nodes. All intermediate nodes connect to one nodein the direction
toward the root, and two in the direction away from the root. At the bottom are nodes
with just one link back toward the root. If there are 2” - 1 nodes, derive an expression
for the mean numberof hopsper packetfor large N, assuming that trips between all
node pairs are equally likely.
Dijkstra’s algorithm, for finding the least-cost path from a specified nodes to a speci-
fied node ¢, can be expressed in the following program:
forn:= 1toN do

begin
D[n] := ©; final[n] := false; {all nodes are temporarily labeled with o}
pred[n] := 1

end;
D[s] := 0; final[s] := true; {node s is permanently labeled with 0}
recent := s; -{the most recent node to be permanently labeledis s}
path := true;
{initialization over }

while final[t] = false do
begin

forn:=1toNdo {find new label)
if (d[recent, n] <@) AND (NOTfinalfn]) thea
{for every immediate successorof recent that is not permanently labeled, do }

begin (update temporary labels}
newlabel := D[recent] + d[recent,n];
if newlabel <D[n] then

begin D[n] := newlabel; pred[n] := recent end
{re-label n if there is a shorter path via node recent and make

recent the predecessorof n on the shortest path from s}
end;

temp := &;
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for x := 1 to N do {find node with smallest temporary label]
if (NOTfinal[x]) AND (D[x] <temp) then

yin y := x; temp: =D[x] end;
if temp < © then {there is a path} then

begin final[y] := true; recent := y end
{y, the next closest node to s gets permanently labeled}

else begin path := false; final{t] := true end
end

In this program, each nodeis assigned a temporary label initially. As a final path to a
node is determined,it is assigned a permanent label equal to the cost of the path from
s. Write a similar program for the Bellman-Ford algorithm. Hint: The Bellman-Ford
algorithm is often called a label-correcting method, in contrast to Dijkstra’s label-
setting method.
In the discussion of Dijkstra’s algorithm in Appendix 9A,it is asserted that at each iter-
ation, a new nodeis added to M andthat the least-cost path for that new node passes
only through nodes already in M. Demonstrate that this is true. Hint: Begin at the
beginning. Show that the first node added to M must havea direct link to the source
node. Then show that the second node to M must either havea directlink to the source
node ora direct link to the first node added to M, and so on. Rememberthatall link
costs are assumed nonnegative.
In the discussion of the Bellman-Ford algorithm in Appendix 9A,it is asserted that
at the iteration for which H = K,if any path of length K + 1 is defined, the first K
hopsof that path form a path defined in the previous iteration. Demonstrate thatthis
is true.

In step 3 of Dijkstra’s algorithm,the least-cost path values are only updated for nodes
notyet in M.Is it not possible that a lower-cost path could be found to a node already
in M? If so, demonstrate by example. If not, provide reasoning as to whynot.
Using Dijkstra’s algorithm, generate a least-cost route to all other nodes for nodes 2
through 6 of Figure 9.5. Display the results as in Table 9.4a; do the same for the Bellman-
Ford algorithm.

Apply Dijkstra’s routing algorithm to the networksin Figure 9.22 (next page). Provide
a table similar to Table 9.4 andafigure similar to Figure 9.9.

Repeat Problem 9.11 using the Bellman-Ford algorithm.
Will Dijkstra’s algorithm and the Bellman-Ford algorithm alwaysyield the same solu-
tions? Why or why not?
Both Dijkstra’s algorithm and the Bellman-Ford algorithm find the least-cost paths
from oné nodeto all other nodes, The Floyd-Warshall algorithm finds the least-cost
paths betweenall pairs of nodes together. Define

N = set of nodesin the network

dj = link cost from node i to nodej; d, = 0, and dj = if the nodes are not
directly connected .

D), = costof the least-cost path from nodei to nodejwith the constraintthat only
nodes 1, 2,...,can be used as intermediate nodes on paths

The algorithm has the following steps:

1. Initialize:

Dip = dy, forall i,j, i#j
2, Forn =0,1,...,N-1

by"? = Min[Dj”, Dia + Des»d for all i#j
Explain thealgorithm in words, Use induction to demonstrate that the algorithm
works.
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(b)

FIGURE9:22 Example of least-cost routing algorithm (based on Table 9.4).

9.16

9.17

9.18

9.19

9.20

In Figure 9.8, node 1 sends a packet to node 6 using flooding. Counting the transmis-
sion of one packet across onelink as a load of one, whatis the total load generatedif
a. Each nodediscards duplicate incoming packets?
b. A hop countfield is used and is initially set to 5?
It was shown that flooding can be used to determine the minimum-hop route, Canit
be used to determine the minimum delay route?
With random routing, only one copy of the packetis in existence at a time. Neverthe-
less, it would be wise to utilize a hop countfield. Why?
Anotheradaptive routing scheme is known as backward learning. As a packetis routed
through the network,it carries not only the destination address, but the source address
plus a running hop countthat is incremented for each hop. Each node builds a routing
table that gives the next node and hop count for each destination. Howis the packet
information used to build the table? Whatare the advantages and disadvantagesofthis
technique?
Build a centralized routing directory for the networks of Problem 9.11.
Consider a system using flooding with a hop counter. Suppose that the hop counteris
originally set to the “diameter” of the network. When the hop count reacheszero, the
packetis discarded, except at its destination. Does this procedure always ensure that a
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packetwill reachits destinationif there exists at least one operable path? Why or why
not?

Assuming no malfunction in any of the stations or nodes of a network,is it possible for
a packet to be delivered to the wrong destination?
Flow-control mechanisms are used at both levels 2 and 3 of X.25. Are both necessary,
or is this redundant? Explain.
There is no error-detection mechanism (frame check sequence) in X.25. Isn’t this
neededto assure that all of the packets are delivered properly?
When an X.25 DTE and the DCEto whichit attaches both decide to puta call through
at the sametime,a call collision occurs and the incomingcall is canceled. When both
sides try to clear the samevirtual circuit simultaneously, the clear collision is resolved
without canceling either request; the virtual circuit in question is cleared. Do you think
that simultaneous resets are handledlike call collisions or clear collisions? Why?
In X.25, whyis the virtual-circuit number used by one station of two communicating
stations different from the virtual-circuit number used by the other station? Afterall,
it is the same full-duplex virtual circuit.
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9A APPENDIX

Least-Cost ALGORITHMS

VIRTUALLY ALL PACKET-SWITCHED networksbase their routing decision on some form
of least-costcriterion.If the criterion is to minimize the numberof hops, eachlink has a value
of 1. Moretypically, the link valueis inversely proportionalto the link capacity, proportional
to the current load on thelink, or some combination of the two. In anycase, these link or hop

- costs are used as input to a least-cost routing algorithm, which can be simply stated as
follows:

Given a network of nodes connected bybidirectionallinks, where each link has a cost asso-
ciated with it in each direction, define the cost of a path between two nodesas the sum of
the costs of the links traversed. For each pair of nodes,find the path with the leastcost.

Note that the cost of a link maydiffer in its two directions; this would betrue, for exam-
ple,if the cost of a link equaledthe length of the queue of packets awaiting transmission from
each of the two nodes on thelink.

Mostleast-cost routing algorithms in use in packet-switched networksare variationsof
one of two commonalgorithms, known as Dijkstra’s algorithm and the Bellman-Ford algo-
rithm.! This appendix provides a summary of these two algorithms.

Dijkstra’s Algorithm
Dijkstra’s algorithm [DIJK59] can be stated as: Find the shortest paths from a given source
nodeto all other nodes by developing the pathsin order of increasing path length. The algo-
rithm proceedsin stages. By the kth stage, the shortest paths to the k nodesclosest to (least
cost away from)the source node have been determined; these nodesare in a set M. At stage
(k + 1), the node not in M thathas the shortest path from the source nodeis added to M. As
each node is addedto M,its path from the source is defined. The algorithm can be formally
described as follows. Use the following definitions:

N = set of nodesin the network

s = source node

M=set of riodesso far incorporated by the algorithm
dj; = link cost from node i to node j; d; = 0; dy = © if the two nodesare not directly

connected; dj = 0 if the two nodesare directly connected
D,, = cost of the least-cost path from node s to node n thatis currently known to the

algorithm

Thealgorithm has three steps; steps 2 and 3 are repeated until M = N. Thatis, steps 2
and 3 are repeated until final paths have been assigned to all nodesin the network:

1. Initialize:

M = {s} (i.e., the set of nodes so far incorporated consists of only the
source node)

D, = dy forn#s (i.e., the initial-path costs to neighboring nodesare simply the
link costs)

2. Find the neighboring nodenotin M thathasthe least-cost path from nodes andincor-
porate that node into M: This can be expressed as

1 As weshall seein Part III, this statementis also true of routing in internetworks.
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Find w¢M such that D,, =/2h7 D;
Add w to M

3. Update least-cost paths:
D,, = min{D,, Dy + dyn] for all ng M
If the latter term is the minimum,the path from s to n is now the path from s to w, con-
catenated with the link from w ton.

Oneiteration of steps 2 and 3.adds one new node to M and definesthe least-cost path
from s to that node. That path passes only through nodesthatare in M; to see this, consider
the followingline of reasoning. After k iterations, there are k nodesin M,andtheleast-cost
path from s to each of these nodes has been defined. Now considerall possible paths from s
to nodes not in M. Amongthose paths, there is one of least cost that passes exclusively
through nodes in M (see Problem 9.7), ending with a direct link from some node in M toa,
node not in M. This node is added to M,and the associated path is defined as the least-cost.
path for that node.

Table 9.4a shows the result of applying this algorithm to Figure 9.5, using s = 1. Note
that at each step, the path to each nodeplusthe total cost of that path is generated. After the
final iteration, the least-cost path to each node andthecostof that path have been developed.
The same procedure can be used with node 2 as source node, and so on,

‘Bellman-Ford Algorithm
The Beliman-Ford algorithm [FORD62] can be stated as follows: Find the shortest paths
from a given source node subject to the constraint that the paths contain, at most, one link;
then find the shortest paths with a constraint of paths of, at most, two links, and so on, This
algorithm also proceedsin stages. The algorithm can be formally described as follows. Use
the following definitions:

s = source node

dj; = link cost from nodei to node j; dj = 0; dj = © if the two nodes are not directly
connected; d, = 0 if the two nodesare directly connected

h = maximum numberoflinks in a path at the currentstage of the algorithm
D,{? = cost of the least-cost path from node s to node n under the constraint of no

more than h/ links :

The algorithm has the following steps, step 2 of which is repeated until none ofthe
costs change:

1. Initialize:

DO = , for alln#s
D®= 0,for all A

2, For each successive h =.0:

| Dj D = [DO+ dl
The path from s to i terminates with the link from j to i.

Forthe iteration of step 2 with h = K,and for each destination node n, the algorithm
comparespotential paths from s to n of length K + 1 with the path that existed at the end of
the previousiteration. If the previous, shorter, path has less cost, then that path is retained.
Otherwise, a new path with length K + 1 is defined from s to n; this path consists of a path
of length K from s to somenodej, plus a direct hop from node j to node n. In this case, the
path from s to j that is used is the K-hop path for j defined in the previous iteration (see Prob-
lem 9.8).
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FIGURE9.23 Caption to come.

Table 9.4b showsthe result of applying this algorithm to Figure 9.5, using s = 1. At
eachstep, the least-cost paths with a maximum numberoflinks equal to are found, After
the final iteration, the least-cost path to each node,andthecostof that path, have been devel-
oped, The same procedure can be used with node 2 as source node, andso on. Notethat the
results agree with those obtained using Dijkstra’s algorithm. Figure 9.23 illustrate the results
of Table 9.4,

Comparison

Oneinteresting comparison can be made between ‘these two algorithms, having to do with
.what information needsto be gathered. Considerfirst the Bellman-Ford algorithm. In step 2,
the calculation for nodé n involves knowledgeof the link costto all neighboring nodes to
node n (d;,,) plus the total path cost to each of those neighboring nodes from a particular
source node s (Df), Each node can maintainaset of costs and associated paths for every
other nodein the network, and can exchangethis information withits direct neighbors from
time to time. Each nodecantherefore use the expression in step 2 of the Bellman-Ford algo-
rithm, based only on information from its neighbors and knowledge ofits link costs, to
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updateits costs and paths. On the other hand, consider Dijkstra’s algorithm. Step 3 appears
to require that each node must have complete topological information about the network.
Thatis, each node must know thelink costs of all links in the network. Thus,for this algo-
rithm, information must be exchanged with all other nodes.

Evaluation ofthe relative merits of the two algorithms should be done with respect.to
the desirable attributes listed earlier.The evaluation will depend on the implementation
approach and onthe specific implementation.

A final point: Both algorithms are known to converge under static conditions of topol-
ogy and link costs and will converge to the same solution. If the link costs change overtime,
the algorithm will attemptto catch up with these changes. However, if the link cost depends
ontraffic, which in turn depends on the routes chosen, then a feedback condition exists, and
instabilities may result.
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work on ISDNis frame relay. Although designed for ISDN, frame relay
now enjoys widespread use in a variety of public and private networksthat

do not follow the ISDN standards.

Framerelay represents a significant advance overtraditional packet switching
and X.25. We begin the chapter with an overview of the differences between these
two approaches. Next, the details of the frame relay scheme are examined. Then,
the key issue of congestion control in frame relay networksis discussed. Fora dis-

. cussion of ISDN, see Appendix A.

T« most important technical innovation to come out of the standardization

(10.1 BACKGROUND

The traditional approach to packet switching makes use of X.25, which not only
determines the user-networkinterface butalso influencesthe internaldesign of the
network. Several key features of the X.25 approachare as follows:

° Call control packets, used for setting up andclearingvirtual circuits, are car-
ried on the same channel and the samevirtual circuit as data packets. In
effect, inband signaling is used.

* Multiplexingof virtual circuits takes place at layer 3.
® Both layer 2 and layer 3 include flow control and error control mechanisms.

The X.25 approachresults in considerable overhead. Figure 10.1a indicates
the flow of data link frames required for the transmission of a single data packet
from source end system to destination end system, and the return of an acknowl-
edgment packet. At each hop through the network, the data link control protocol
involves the exchange ofa data frame and an acknowledgmentframe. Furthermore,
at each intermediate node, state tables must be maintained for each virtual circuit
to deal with the call managementandflow control/error control aspects of the X.25
protocol.

All of this overhead maybejustified when thereis a significant probability of
error on any of the links in the network. This approach maynotbe the most appro-
priate for modern digital communicationfacilities. Today’s networks employreli-
able digital-transmission technology over high-quality, reliable transmission links,
many of whichare opticalfiber. In addition, with the use of optical fiber and digital
transmission, high data rates can be achieved. In this environment, the overhead of
X.25 is not only unnecessary, but degradestheeffective utilization of the available
high datarates.

Frame relaying is designed to eliminate much of the overhead that X.25
imposeson end user systems and on the packet-switching network. The key differ.
ences between framerelaying and a. conventional X.25 packet-switching servirs svc

 

° Call control signaling is carried on a separate logical connection vy :
data. Thus, intermediate nodes need not maintainstate tables or process imes-
sagesrelating to call control on an individual per-connection basis.
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Intermediate
node

 
(a) Packet-switching network

Intermediate

 
(b) Framerelay network

FIGURE10.1 Packet switching versus framerelay: source sending, destination
responding.

° Multiplexing and switching of logical connectionstake place at layer 2 instead
of layer 3, eliminating one entire layer of processing.

¢ There is no hop-by-hop flow control and error control. End-to-end flow con-.
trol and errorcontrol, if they are employedatall, are the responsibility of a
higherlayer.

Figure 10.1b indicates the operation of frame relay, in which a single-user data
frame is sent from source to destination, and an acknowledgment, generated at a
higherlayer, is carried back in a frame.

Let us consider the advantages and disadvantagesof this approach. Theprin-
cipal potential disadvantage. of frame relaying, compared to X.25, is that we have
lost the ability to do link-by-link flow and error control. (Although frame relay does
not provide end-to-end flow and error control, this is easily provided at a higher
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layer.) In X.25, multiple virtual circuits are carried on a single physical link, and
LAPBis available at the link level for providing reliable transmission from the
source to the packet-switching network and from the packet-switching network to
the destination. In addition, at each hop through the network,the link control pro-
tocol can be usedfor reliability. With the use of frame relaying, this hop-by-hop link
control is lost. However, with the increasing reliability of transmission and switch-
ing facilities, this is not a major disadvantage. ,

The advantage of framerelaying is that we have streamlined the communica-
tions process. The protocol functionality required at the user-network interface is
reduced,as is the internal network processing. As a result, lower delay and higher
throughput can be expected. Studies indicate an improvementin throughput using
frame relay, compared to X.25, of an order of magnitude or more [HARB92]. The
ITU-T Recommendation 1.233 indicates that frame relay is to be used at access
speeds up to 2 Mbps.

The ANSI standard T1.606 lists four examplesof applications that would ben-
efit from the frame relay service used over a high-speed H channel:

1. Block-interactive data applications: An example of a block-interactive appli-
cation would be high-resolution graphics (e.g., high-resolution videotex,
CAD/CA.M). The pertinent characteristics of this type of application are low
delays and high throughput.

2. File transfer: The file transfer application is intended to cater to largefile
transfer requirements. Transit delay is not as critical for this application asit
is, for example,in the first application. High throughput might be necessary in
order to produce reasonable transfer times for largefiles.

3. Multiplexed low-bit rate: The multiplexed low-bit-rate application exploits the
multiplexing capability of the frame-relaying service in order to provide an
economical access arrangementfor a large group of low-bit-rate applications.
An example of one such low-bit-rate application is given in (4) below. The
low-bit-rate sources may be multiplexed onto a channel by an NT function.

4, Character-interactive traffic. An example of a character-interactive traffic
applicationis text editing. The main characteristics of this type of application
are short frames, low delays, and low throughput.

10.2 FRAME RELAY PROTOCOL ARCHITECTURE

Figure 10.2 depicts the protocol architecture to support the frame-modebearerser-
vice. We need to consider two separate planes of operation: a control (C) plane,
which is involved in the establishment and termination of logical connections, and
a user (U) plane, which is responsible for the transfer of user data between sub-
scribers. Thus, C-plane protocols are between a subscriber and the network, while
U-plane protocols provide end-to-end functionality.

Control Plane

The control plane for frame-mode bearerservices is similar to that for common-
channelsignaling in circuit-switching services, in that a separate logical channel is
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Control Plane User Plane User Plane Control Plane

Q,931/Q.933 Q.931/Q.933
User-selectable*

TE functions
LAPFcontrol

(Q.922)

LAPD(Q.921)
LAPFcore

(Q.922)

1.430/1.431 1.430/1.431

    

 
User (TE) Network (NT)

* Additional functions to support flow and error control may be provided. LAPF control is one
protocol that may be used,

FIGURE 10.2 User-network interface protocol architecture.

used for control information.In the case of ISDN,controlsignaling is done over the
D channel, to control the establishment and termination of frame-modevirtual calls
on the D, B, and H channels (see Appendix A).

Atthe data link layer, LAPD (Q.921)is used to providea reliable data link
controlservice, with error control andflow control, between user (TE) and network
(NT) over the D channel. This datalink service is used for the exchange of Q.933
control-signaling messages.

User Plane

Forthe actualtransfer of information between end users, the user-plane protocolis
LAPF(Link Access Procedure for Frame-Mode Bearer Services), which is defined
in Q.922. Q.922 is an enhanced version of LAPD (Q.921). Only the core functions
of LAPFare used for framerelay:

° Frame delimiting, alignment, and transparency
° Frame multiplexing/demultiplexing using the addressfield
° Inspection of the frame to ensure that it consists of an integral number of

octets prior to zero-bit insertion or following zero-bit extraction
° Inspection of the frame to ensure thatit is neither too long nor too short
® Detection of transmission errors

* Congestion control functions

Thelast function listed above is new to LAPF,andis discussed in a later sec-
tion. The remaining functions listed aboveare also functions of LAPD.
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The.core functions of LAPFin the user plane constitute a sublayer of the data
link layer; this provides the bare service of transferring data link frames from one
subscriber to another, with no flow control or error control. Abovethis, the user
may chooseto select additional data link or network-layer end-to-end functions.
These are not part of the frame-relayservice. Based on the core functions, a net-
work offers frame relaying as a connection-oriented link layer service with the fol-
lowing properties:

® Preservation of the order of frame transfer from one edge of the network to
the other

® A small probability of frame loss

Comparison with X.25

As can be seen, this architecture reduces to the bare minimum the amountof work
accomplished by the network. User data is transmitted in frames with virtually no
processingbythe intermediate network nodes, other than to check for errors and to
route based on connection number. A framein error is simply discarded, leaving
error recovery to higher layers.

Figure 10.3 comparesthe protocol architecture of frame-mode bearer service
to that of X.25. The packet-handling functions of X.25 operateat layer 3 of the OSI
model. At layer 2, LAPB is used. Table 10.1 provides a functional comparison of
X.25 and framerelay, and Figure 10.4 illustrates that comparison. As can be seen,
the processing burden on the network for X.25 is considerably higher than for frame

  
relay.

rae7
I I
! !

X.25 packet I I
level Implemented by | 1

end system but!
not network i

Po1
I i

Implemented by ! LAPF control |
end system and

network
LAPFcore

Implemented by
end system and

network Physical

| layer
(a) X.25 (b) Frame relay

FIGURE 10.3 Comparison of X.25 and frame relay protocolstacks.
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TABLE10.1 Comparison of X.25 packet switching and framerelay.
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FIGURE 10.4 Simplified model of X.25 and frame relay processing.
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10.3 FRAME RELAY CALL CONTROL

This section examines the various approachesfor setting up frame relay connec-
tions and then describes the protocol used for connection control.

Call Control Alternatives

Thecall control protocol fez frame relay must deal with a numberofalternatives.
First, let us consider two cases for the provision of frame handling services. For
framerelay operation, a user is not connected directly to another user, but rather to
a frame handlerin the network;just as for X.25, a user is connected to a packet han-
dler. There are two cases (Figure 10.5):

 Demand (switched)
access connection  

 
 
 

 
Semipermanent

access connection

(a) Switched access

 
Local exchange

(b) Integrated access
LEGEND

TE .= Terminal equipment
NT = Network equipment
ET = Exchange termination
FH = Framehandler

FIGURE 10.5 Frame relay access modes.
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e Switched Access. The user is connected to a switched network, such as ISDN,
and the local exchange doesnot provide the frame-handling capability. In this
case, switched access must be provided from the user’s terminal equipment
(TE) to the frame handler elsewhere in the network; this can either be a
demandconnection(set up at the time of the call) or a semi-permanent con-
nection (always available). In either case, the frame relay service is provided
over a B or H channel.

Integrated Access. The useris connected to a pure frame-relaying network or
to a switched network in which the local exchange does provide the ‘frame-
handling capability. In this case, the user has direct logical access to the frame
handler.

All of the above considerations have to do with the connection between the
subscriber and the frame handler, which we refer to as the access connection. Once
this connection exists, it is possible to multiplex multiple logical connections,
referred to asframe relay connections, over this access connection. Such logical con-
nections may be either on-demand or semipermanent.

Frame Relay Connection

The discussion will perhaps be easier to follow if we first consider the management
of frame relay connections. So, let us assume that the subscriber has somehow
established an access-connectionto a frame handlerthatis part of a framerelay net-
work. Analogous to a packet-switcliing network, the user is now able to exchange
data frames with any other user attached to the network. For this purpose, a frame
relay connection, analogousto a packet-switchingvirtualcircuit, mustfirst be estab-
lished between two users.

As with X.25, frame relay supports multiple connections overa single link. In
the case of frame relay, these are called data link connections, and each has a
unique data link connection identifier (DLC). Data transfer involves the following.
stages:

1. Establish a logical connection between two end points, and assign a unique
DLCI to the connection.

2. Exchange information in data frames. Each frame includes a DLCI field to
identify the connection.

3. Release the logical connection.

The establishment andrelease ofa logical connection is accomplished by the
exchange of messages over a logical connection dedicated to call control, with
DLCI = 0. A frame with DLCI = 0 contains a cali control message in the informa-
tion field. At a minimum, four message types are needed: SETUP, CONNECT,
RELEASE, and RELEASE COMPLETE.

Either side may request the establishment of a logical connection by sending
a SETUP message. Theotherside, upon receiving the SETUP message, must reply
with a CONNECT messageif it accepts the connection; otherwise, it responds with
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a RELEASE COMPLETE message. The side sending the SETUP message may
assign the DLCI by choosing an unused value andincluding this value in the
SETUP message;otherwise, the DLCIvalueis assigned by the accepting side in the
CONNECT message.

Either side may requestto clear a logical connection by sending a RELEASE
message. The other side, upon receipt of this message, must respond with a
RELEASE COMPLETE message.

Table 10.2 shows the complete set of call control messages for frame relay.
These messagesare defined in ITU-T standard Q.933. They are a subset of a larger
collection of messages defined in Q.931 used for common-channel signaling
between a user and an ISDN.

Access Connection

Nowconsiderthe establishment of an access connection. If the connection is semi-
permanent, then no call control protocol is required. If the connection is to be set

TABLE10.2 Messages for frame relay connection control.

Access connection establishment messages

* ALERTING Indicates that user alerting has begun

CALL Indicates that access connection establishment has been
PROCEEDING initiated

Indicates access connection acceptance by called TE

CONNECT both Indicates that user has been awarded the access connection
ACKNOWLEDGE

PROGRESS u>on Reports progress of an access connection in the event of
interworking with a private network

SETUP Initiates access connection establishment

‘ Access connection clearing messages

DISCONNECT _ Sent by user to request connection clearing; seat by network to
indicate connection clearing

RELEASE|both|Indicates intent to release channel andcall reference.
RELEASE Indicates release of channel and call reference
COMPLETE

Miscellaneous messages

STATUS Sentin response to a STATUS ENQUIRYoratanytime to
report an error

STATUS Solicits STATUS message
ENQUIRY
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up on demand, then the user requests such a connection by means of a common-
channelsignaling protocol between the user and the network.In the case of ISDN,
and also manyotherdigital networks, the protocol used is Q.931.

Figure 10.6 provides an example of the types of exchanges involved for
switched access to a frame handler, in this case over an ISDN.First, the calling user
must establish a circuit-switched connection to a frame handler that is one of the

nodesof the frame relay network; this is done with the usual SETUP, CONNECT,
and CONNECT ACK messages, exchanged at the local user-network interface
and at the interface between the network and a frame handler. The procedures
and parameters for this exchange are carried out on the D channel, and are de-
fined in Q.931. In thefigure,it is assumed that the access connection is created for
a B channel.

Once the access connection is established, an exchange takes place directly
between the end user and the frame handling node for each frame mode connection
that is set up. Again, the SETUP, CONNECT, and CONNECT ACK messagesare

Framerelay
NT ISDN network NT

D channelQ.931exchange to

establis Bchannel CONNECT )
connection. CONNECT | (|CONNECT ACK

(|CONNECT ACK

    

              

    

B channel 0.933
exchange to

establis Bchannel Ae eee LLconnection. (|cONNECT ACK
(connect ACKi _

DISCONNECTaoB channel 0.933 RELEASE _| )\| DISCONNECT 
      Bchankelfame-| (| | TRetease[)mode connection.

CoML ((Treuease
COMPLETE

Pceuase-aeueastASE DISCONNECTD channel Q.931

exchangetorelease|RELEASE|B-channelcircuit-itched [RELEASEconnection. (eaRELEASE
COMPLETE

 
FIGURE10.6 Example of frame-modecontrolsignaling.
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used. In this case, the procedures and parametersfor this exchange are definedin
Q.933, and the exchangeis carried out on the same B channel that will be used for
the frame made connection.

10.4 USER DATA TRANSFER

The operation of frame relay for user data transfer is best explained by beginning
with the frame format, illustrated in Figure 10.7a. This is the format defined for the
minimum-function LAPF protocol (known as LAPFcoreprotocol). The formatis
similar to that of LAPD and LAPBwith one obvious omission: Thereis no control
field. This has the following implications:

° There is only one frame type, used for carrying userdata. There are no con-
trol frames.

° It is not possible to use inbandsignaling; a logical connection can only carry
user data.

° It is not possible to perform flow control and error control, as there are no
sequence numbers.

The flag and frame check sequence (FCS)fields function as in LAPD and
LAPB.The informationfield carries higher-layer data. If the user selects to imple-
mentadditional data link control functions end-to-end, then a data link frame can

             

 [" Flag |__Address [ Information _[ FCS [Flag |
eel—t— |st 2-4 oe Variable
  

(a) Frame format

8 7 6 5 4 3 2 1 8 7 6 5 4 3 2 1

Upper DLCI

           

       
   

(b) Addressfield—2 octets (default)        
8 7 6 5 4 3 2 1

 
   

       
 

 
        

d) Addressfield—4 octets
Upper DLCI EAO @

DLCI |FECN|BECN| DE [EA0
Lower DLCI or DL-Core control DIC

(c) Address field—3 octets
LEGEND

EA Addressfield extension bit BECN_Backward explit congestion notification
C/R  Command/response bit DLCI Datalink congestion identifier
FECN Forwardexplicit congestion notification DIC DLCI or COREcontrol indicator

FIGURE 10.7 LAPF-core formats.
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be carried in this field. Specifically, a commonselection will be to use the full LAPF
protocol (known as LAPFcontrol protocol) in order to perform functions above
the LAPF core functions. Note that the protocol implemented in this fashion is
strictly between the end subscribers and is transparent to ISDN.

The addressfield has a default length of 2 octets and may be extended to 3 or
4 octets. It carries a data link connection identifier (DLCTI) of 10, 17, or 24 bits. The
DLCIserves the samefunction as the virtual circuit numberin X.25: It allows mul-

tiple logical frame relay connections to be multiplexed overa single channel. Asin
. X.25, the connection identifier has only local significance; each end of the logical

connectionassigns its own DLCIfrom the poolof locally unused numbers, and the
network must'mapfrom oneto the other. The alternative, using the same DLCI on
both ends, would require somesort of global management of DLCI values.

_ Thelength of the address field, and hence of the DLCTI,is determined by the
addressfield extension (EA)bits. The C/R bit is application-specific and is not used
by thestandard frame relay protocol. The remaining bits in the addressfield have
to do with congestion control, and are discussed in Section 10.6.

Figure 10.8 is another view of the protocols involved in frame relay, this time
from the point of view of the individual frame relay connections. There is a com-
mon physicallayer and frame relay sublayer. An optional layer-2 data link control
protocol may be included above the frame relay sublayer. This selection is applica-
tion-dependent and may differ for different frame relay connections (DLC-i). If
framerelaycall control messages are carried in framerelay frames, they are carried
on DLCI 0, which provides a framerelay connection between the user and the
frame handler. DLCI 8191 is dedicated to management procedures.

DLCIk DLCIm DLCIn

  
 
 

 
 

Higher
layers

DLC-k

 
 

Higher
layers

Framerelay sublayer

Higher
layers DLCIO DLCI 8191

 
  
 

 Layer 2 
    

Physical layer

FIGURE 10.8 Multiplexing atthe frame relay sublayer.
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10.6 NETWORK FUNCTION

The frame relaying function performed by ISDN, or any network that supports
frame relaying, consists of the routing of frames with the format of Figure 10.7a,
based on their DLCIvalues.

Figure 10.9 suggests the operation of a frame handlerin a situation in which a
numberof users are directly connected to the same frame handler overdifferent
physical channels. The operation could just as well involve relaying a frame through
two or more frame handlers. In this figure, the decision-making logic is shown con-
ceptually as a separate module: the frame relay control point. This module is
responsible for making routing decisions.

Typically, routing is controlled by entries in a connection table based on DLCI
that map incoming frames from one channel to another. The frame handler switches
a frame from an incoming channel to an outgoing channel, based on the appropri-
ate entry in the connection table, and translates the DLCI in the frame before trans-
mission. For example, incoming frames from TE B onlogical connection 306 are
retransmitted to TE D onlogical connection 342. The figure also shows the multi-
plexing function: Multiple logical connections to TE D are saultiplexed over the
same physical channel.

Notealso thatall ofthe TEs have a logical connection to the framerelay con-
trol point with a value of DLCI = 0. These connections are reservedfor in-channel
call control, to be used when 1.451/Q.931 on the D-channel is not used for frame
relay call control.

Framerelay
control point

fee ee cere cee nieateem oo oe et aoe,

 
 
 

 
 

Frame handler

FIGURE 10.9 Frame handleroperation.
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10.6

Aspart of the frame relay function, the FCS of each incoming frame is
checked. Whenanerroris detected, the frameis simply discarded.It is the respon-
sibility of the end users to institute error recovery above the frame relay protocol.

CONGESTION CONTROL

In Section 9.3, we discussed the potentially disastrous effects of congestion on the
ability of network nodes to sustain throughput. To summarize that discussion, Fig-
ure 10.10 illustrates the effects of congestion in general terms. As the load on a net-
work increases, a region of mild congestion is reached, where the queuing delaysat
the nodesresults in increased end-to-end delay and reduced capability to provide
desired throughput. Whena point of severe congestion is reached, the classic queu-

Mild ‘ Severet

| congestion ' congestionNo congestion

 
  

NetworkThroughput
Offered load

(a) Throughput

Mild ' Severe

congestion | congestion

  
 

Nocongestion 

Delay

Offered load

FIGURE 10.10 The effects of congestion.
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ing response (see Appendix B) results in dramatic growth in delays ant a collapse
in throughput.

It is clear that these catastrophic events must be avoided, whichis the task of
congestion control. The object of all congestion control techniquesis to limit queue
lengths at the frame handlers so as to avoid throughput collapse. This section pro-
vides an overview of congestion control techniques developed aspart of the frame
relay standardization effort.

Approaches to Frame Relay Congestion Control

ITU-T Recommendation 1.370 defines the objectives for frame relay congestion
control to be the following:

e Minimize frame discard

Maintain, with high probability and minimum variance, an agreed quality of
service

Minimize the possibility that one end user can monopolize network resources
at the expense of other end users

Be simple to implement, and place little overhead on either end user or
network

Create minimal additional network traffic

Distribute network resources fairly among end users

Limit spread of. congestion to other networks and elements within the
network

Operate effectively regardless of the traffic flow in either direction between
end users

e Have minimum interaction or impact on other systems in the frame relaying
network

° Minimize the variance in quality of service delivered to individual framerelay
connections during congestion(e.g., individual logical connections should not
experience sudden degradation when congestion approaches or has occurred)

The challenge of congestion control is particularly acute for a frame relay net-
work because of the limited tools available to the frame handlers. The frame relay
protocol has been streamlined in order to maximize throughput and efficiency; a
consequence of this is that a frame handler cannot control the flow of frames com-
ing from a subscriber or an adjacent frame handler using the typical sliding-window
flow control protocol, such as is found in LAPD.

Congestion controlis the joint responsibility of the network and the end users.
The network(i.e., the collection of frame handlers)is in the best position to moni-
tor the degree of congestion, while the end users are in the best position to control
congestion by limiting the flow oftraffic.

Table 10.3 lists the congestion control techniques defined in the various [TU-T
and ANSI documents. Discard strategy deals with the most fundamental response
to congestion: When congestion becomes severe enough, the network is forced to
discard frames; we would like to do this in a way thatis fair to all users.
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TABLE10.3 Frame relay congestion control techniques.

Technique Type Function Key elements

Discard control! Discard strategy Provide guidance DEbit
to network

concerning which
framesto discard.

Backward explicit Congestion Provides guidance BECNbit
congestion avoidance to end systems
notification about congestion

in network

Forwardexplicit Congestion Provides guidance FECNbit
congestion avoidance to end systems
notification about congestion

in network

Implicit congestion Congestion Endsystem infers Sequence numbers
notification recovery congestion from in higher-layer

frame loss PDU

Congestion avoidance proceduresare used at the onset of congestion to mini-
mize the effect on the network. Thus, these procedures would be initiated at or
prior to point A in Figure 10.10 to prevent congestion from progressing to point B.
Nearpoint A, there would belittle evidence available to end users that congestion
is increasing. Thus, there must be someexplicit signaling mechanism from the net-
workthat will trigger the congestion avoidance.

Congestion recovery procedures are used to prevent network collapse in the
face of severe congestion, These procedures are typically initiated when the net-
work has begun to drop frames due to congestion. Such dropped frames will
be reported by some higher layer of software (e.g., LAPF control protocol), and
serve as an implicit signaling mechanism. ‘Congestion recovery procedures op-
erate around point B and within the region of severe congestion, as shown in
Figure 10.10.

ITU-T and ANSI consider congestion avoidance with explicit signaling and
congestion recovery with implicit signaling to be complementary forms of conges-
tion control in the frame relaying bearer service.

Traffic Rate Management

Asa last resort, a frame relaying network must discard frames to cope with conges-
tion. There is no getting around this fact. Because each frame handler in the net-
work hasfinite memory available for queuing frames (Figure 9.9), it is possible for
a queue to overflow, necessitating the discard of either the most recently arrived
frame or some other frame.

The simplest way to cope with congestion is for the frame relaying network to
simply discard framesarbitrarily, with no regard to the source ofa particular frame.
In that case, because there is no reward for restraint, the best strategy for any indi-
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vidual end system is to transmit frames as rapidly as possible; this, of course, exac-
erbates the congestion problem.

To providefor a fairer allocation of resources, the frame relaying bearerser-
vice includes the concept of a committed information rate (CIR). Thisis a rate, in
bits per second, that the network agrees to support for a particular frame-mode con-
nection. Any data transmitted in excess of the CIR is vulnerable to discard in the
event of congestion. Despite the use of the term committed, there is no guarantee
that even the CIR will be met. In cases of extreme congestion, the network may be
forced to provide a service at less than the CIR for a given connection. However,
when it comestime to discard frames, the network will choose to discard frames on
connections that are exceeding their CIR before discarding frames that are within
their CIR.

In theory, each frame relaying node should manageits affairs so that the
aggregate of CIRsof all the connections ofall the end systems attached to the node
do not exceed the capacity of the node. In addition, the aggregate of the CIRs
should not exceed the physical data rate across the user-network interface, known
as the access rate. The limitation imposed by the access rate can be expressed as
follows:

> CIR;; = Access Rate; (10.1)i

where |

CIR,;; = Committed information rate for connection i on channelj
AccessRate; = Data rate of user access channel i (D, B, or H)

Considerations of node capacity may result in the selection of lower values for
some of the CIRs.

For permanentframe relay connections, the CIR for each connection must be
established at the time the connection is made between user and network. For

switched connections, the CIR parameter is negotiated; this is done in the setup
phase ofthe call control protocol.

The CIR provides a way of discriminating among frames in determining which.
framesto discard in the face of congestion. Discrimination is indicated by means of
the discardeligibility (DE) bit in the LAPF frame (Figure 10.7). The frame handler
to which the user’s station attaches performs a metering function (Figure 10.11). If
the user is sending data at less than the CIR, the incoming frame handler does not
alter the DE bit. If the rate exceeds the CIR, the incoming frame handlerwill set
the DE bit on the excess frames and then forward them; such frames may get
through or may be discardedif congestion is encountered. Finally, a maximum rate
is defined, such that any frames above the maximum are discarded at the entry
frame handler.

The CIR, byitself, does not provide much flexibility in dealing with traffic
rates. In practice, a frame handler measurestraffic over each logical connection for
a time interval specific to that connection, and then makesa decision based on the
amount of data received during that interval. Two additional parameters, assigned
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Committed
Information Current Maximum
Rate (CIR) Rate Rate

 
  

Transmitif

possible

Discard
Guaranteed all excess
transmission

FIGURE10.11 Operation of the CIR.

on permanent connections and negotiated on switched connections, are needed.
They are

¢ Committed Burst Size (B,). The maximum amountof data that the network
agrees to transfer, under normal conditions, over a measurementinterval T.
These data may or maynot be contiguous(i.e., it may appear in one frame or
in several frames).

* Excess Burst Size (B,). The maximum amountof data in excess of B, that the
network will attempt to transfer, under normal conditions, over a measure-
ment interval T. These data are uncommitted in the sense that the network

2 does not commit to delivery under normal conditions. Put another way, the
data that represent B, are delivered with lower probability than the data
within B,.

The quantities B, and CIR are related. Because B, is the amount of commit-
ted data that may be transmitted by the user over a time T, and CIRisthe rate at
which committed data may be transmitted, we must have

p= 2: (10.2)
CIR

Figure 10.12, based on one in ITU-T 1.370,illustrates the relationship among
these parameters. On each graph, the solid line plots the cumulative number of
information bits transferred over a given connection since time Ty. The dashedline
labeled Access Rate represents the data rate over the channel containing this con-
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 Numberof
bits transmitted

Numberof
bits transmitted   
 

B.+ Be F-=-= ee
DE = | region

(Time j 1 Time
0 Frame 1 Frame2 Frame3 O Frame 1 Frame 2 Frame3 Framed

DE=0 DE=0 DE=0 DE=0 DE=0 DE=0 DE=1

(a) All frames within CIR (b) One frame marked DE

Numberof
bits transmitted

 
Q Frame l Frame 2 Frame 3 Frame 4DE=0 DE=0 DE=1 discarded

FIGURE 10.12 Ilustration of relationships among congestion parameters.

nection. The dashed line labeled CIRrepresents the committed information rate
over the measurementinterval T. Note that when a frameis being transmitted, the
solid line is parallel to the Access Rate line; when a frame is transmitted on a chan-
nel, that channel is dedicated to the transmission of that frame. When no frame is
being transmitted, the solid line is horizontal.

Part (a) of the figure shows an example in which three framesare transmitted
within the measurementinterval, and the total numberofbits in the three framesis
less than B,. Note that during the transmission of the first frame, the actual trans-
mission rate temporarily exceeds the CIR. This excess is of no consequence because
the frame handler is only concerned with the cumulative numberofbits transmitted
over the entire interval. In part (b) of the figure, the last frame transmitted during
the interval causes the cumulative numberof transmitted bits to exceed B,. Accord-
ingly, that DEbit of that frameis set by the frame handler. In part (c) of the figure,
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the third frame exceeds B, and sois labeled for potential discard. The fourth frame
exceeds B, + B, and is discarded.

This schemeis an exampleof a leaky bucket algorithm, and a mechanism for
implementingit is illustrated in Figure 10.13. The frame handler records the cumu-
lative amount of data sent over a connection in a counter C. The counteris decre-
mentedat a rate of B, every T time units. Of course, the counter is not allowed to
become negative, so the actual assignment is C <— MIN [C, B,]. Whenever the
counter value exceeds B, butis less than B, + B,, incoming dataare in excess of the

_ committed burst size and are forwarded with the DEbit set. If the counter reaches
B, + B,, all incoming framesare discarded until the counter has been decremented.

Congestion Avoidance with Explicit Signaling

It is desirable to use as much of the available capacity in a frame relay network as
possible butstill react to congestion in a controlled and fair manner. Thisis the pur-
poseof explicit congestion avoidance techniques. In general terms, for explicit con-
gestion avoidance, the networkalerts end systemsto growing congestion within the
network and the end systems take steps to reduce the offered load to the network.

As the standardsfor explicit congestion avoidance were being developed, two
generalstrategies were considered [BERG91]. One group believedthat congestion
always occurred slowly and almost always in the network egress nodes. Another
group hadseen cases in which congestion grew very quickly in the internal nodes
and required quick, decisive action to prevent network congestion. Wewill see that
these two approachesarereflected in the forward and backward explicit congestion
avoidance techniques, respectively.

Limit C to B, + B,;
discard any incoming data
whileCis at its threshold

B, = Excess
Burst Size

(set DE and forward)

C = counter; increment
with incoming data

B, = Committed
Burst Size

(forward)
 

 
 
 

    
 

  

Decrement C by MIN[C,B,] every T time units
CIR = BJT,

FIGURE 10.13° Leaky bucket algorithm.
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For explicit signaling, two bits in the addressfield of each frame are provided.
Either bit may beset by any frame handler that detects congestion.If a frame han-
dler receives a frame in which one or both of thesebits are set, it must not clear the

bits before forwarding the frame. Thus, the bits constitute signals from the network
to the end user. The twobits are

¢ Backward explicit congestion notification (BECN). Notifies the user that con-
gestion avoidance procedures should be initiated where applicable for traffic

. in the opposite direction of the received frame. The notification indicates that
the frames transmitted by the user on this logical connection may encounter
congested resources.

° Forward explicit congestion notification (FECN). Notifies the user that con-
gestion avoidance procedures should be initiated where applicable for traffic
in the samedirection as the received frame. Thenotification indicatesthatthis

frame, on this logical connection, has encountered congested resources.

Let us consider how these bits are used by the network and the user.First, for
the network response,it is necessary for each frame handler to monitor its queuing
behavior. If queue lengths begin to grow to a dangerouslevel, then either FECN or
BECN bits, or a combination, should be set to try to reduce the flow of frames
through that frame handler. The choice of FECN or BECN maybe determined by
whetherthe end users on a given logical connection are prepared to respond to one
or the otherof these bits; this may be determined at configuration time. In any case,
the frame handler has somechoice as to which logical connections should be alerted
to congestion. If congestion is becoming quite serious, all logical connections
through a frame handler might be notified. In the early stages of congestion,the.
frame handler mightjust notify users for those connections that are generating the
mosttraffic.

In an appendix to ANSI T1.618, a procedure for monitoring queue lengthsis |
suggested. The frame handler monitors thesize of each ofits queues. A cycle begins
when the outgoing circuit goes from idle (queue empty) to busy (non-zero queue
size, including the current frame). The average queuesize over the previous cycle
and the current cycle is calculated. If the average size exceeds a threshold value,
then the circuit is in a state of incipient congestion, and the congestion avoidance
‘bits should be set on someorall logical connections that use that circuit. By aver-
aging over two cycles instead of just monitoring current queue length, the system
avoids reacting to temporary surges that would not necessarily produce congestion.

The average queue length may be computed by determining the area (prod-
uct of queue size and time interval) over the two cycles and dividing by the time of
the two cycles. This algorithm is illustrated in Figure 10.14.

The user responseis determined by the receipt of BECN or FECN signals. The
simplest procedure is the response to a BECNsignal: The user simply reduces the
rate at which frames are transmitted until the signal ceases. The response to an
FECN is more complex, as it requires the user to notify its peer user of this con-
nectionto restrict its flow of frames. The core functions used in the frame relay pro-
tocol do not support this notification; therefore, itmust be done at a higherlayer,
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i = current time

t; = time ofi” arrival or departure event
fj; = numberof framesin the system after the event
Ty = time at the beginning of the previous cycle
T; = time at the beginning of thecurrent cycle

Thealgorithm consists of three components:

1. Queue Length Update: Beginning with gy := 0
If the i'* eventis an arrival event, g;:= q;.. + 1
If the i'* event is a departure event, q;:= q,,-1

2. Queue Area(integral) update:

Area of the previous cycle = Laat ~ ti)
[ToT

Area of the current cycle = Laat — 1)
Le[T)

3. Average Queue Length Update
Average queue length over the two cycles

_ Area ofthe twocycles _ Area ofthe two cycles
Timeof the two cycles t-Ty

FIGURE 10.14 Queue length averaging algorithm.

such as the transport layer. The flow control could also be accomplished by the
LAPFcontrolprotocol or some otherlink control protocol implemented above the
frame relay sublayer (Figure 10.8). The LAPF control protocol is particularly use-
ful because it includes an enhancement to LAPD that permits the user to adjust
window size.

Congestion Recovery with Implicit Signaling

Implicit signaling occurs when the network discards a frame, and this fact is
detected by the end userat a higher, end-to-end layer, such as the LAPF control
protocol. When this occurs, the end user software may deduce that congestion
exists.

For example, in a data link control protocol such as the LAPF control proto-
col, which uses a sliding-window flow and error control technique, the protocol
detects the loss of an I frame in one of two ways:

1. Whena frameis dropped by the network, the following frame will generate an
_ REJ frame from the receiving end point.

2. When a frame is dropped by the network, no acknowledgmentis returned
from the other end system. Eventually, the source end systemwill, time out
and transmit a commandwith the P bit set to 1. The subsequent response with
theFbit set to 1 should indicate that the receive sequence number N(R) from
the other sideis less than the current send sequence number.

Once congestion is detected, the protocol uses flow control to recover from
the congestion. LAPF suggests that a user that is capable of varying the flow con-
trol windowsize use this mechanism in response to implicit signaling. Let us assume

Viptela, Inc. - Exhibit 1011 - Part 1
Page 339



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 340

10.8 / PROBLEMS 325

that the layer-2 windowsize, W, can vary between the parameters Wpin and Wax;
and is initially set to Wmax. In general, we would like to reduce W, as congestion
increases,to gradually throttle the transmission of frames. Three classes of adaptive
window schemesbased on response to one of the two conditionslisted above have
been suggested [CHEN89, DOSH88}:

1.1 Set W = Max [W — 1, Wrinl
12 Set W = Wrin

1:3 Set W = Max [aW, Wmin], where O<a<1

Successful transmissions (measured by receipt of acknowledgments) mayindi-
cate that the congestion has gone away and window size should be increased. Two
possible approaches are

21 Set W = Min [W + 1, Wax] after N consecutive successful transmissions
2.2 Set W = Min[W + 1, Wax] after W consecutive successful transmissions

A study reported in [CHEN89] suggests that the use of strategy 1.3 with
a = 0.5 plus strategy 2.2 provides good performance over a wide range of network
parameters andtraffic patterns; this is the strategy recommended in LAPF.

10.7 RECOMMENDED READING

[SMIT93] provides a good surveyof frame relay, with an emphasis on its applicationsandits
role in the context of other networkingservices; the study also provides an overview of the
specifications. [BLAC94] provides a greater emphasis on the technical and protocol aspects
of frame relay. Another good technical treatment is contained in [SPOH93].
BLAC94_ Black, U. Frame Relay Networks:Specifications and Implementations. New York:

McGraw-Hill, 1994,

SMIT93 Smith, P. Frame Relay: Principles and Applications. Reading, MA: Addison-
Wesley, 1993.

SPOH93 Spohn, D. Data Network Design. New York: McGraw-Hill, 1994.

1 Recommended Web Sites
° http://www.frforum.com: Website of the Frame Relay Forum, which is leading the

effort to expand the functionality of frame relay networks.
° http://www.mot.com/MIMS/ISG/tech/frame-relay/resources.html: Exhaustive source of

information on framerelay.

 

10.8 PROBLEMS

10.1 A proposed congestion control technique is known as isarithmic control, In this
method, the total number of frames in transit is fixed by inserting a fixed number of
permits into the network. These permits circulate at random through the framerelay

Viptela, Inc. - Exhibit 1011 - Part 1
Page 340



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 341

326 CHAPTER 10 / FRAME RELAY

10.2

 

network. Whenever a frame handler wants to relay a frame just given to it by an
attached user, it must first capture and destroy a permit. When the frameis delivered
to the destination user by the frame handler to which it attaches, that frame handler
reissues the permit. List three potential problems with this technique.
Consider the frame relay network depicted in Figure 10.15. C is the capacity of a link
in frames per second. Node A presents a constant load of 0.8 frames per second des-
tined for A’. Node B presents a load } destined for B'. Node S has a commonpoolof
buffers that it uses for traffic both to A' and B’. When the bufferis full, frames are dis-
carded andare later retransmitted by the source user. S has a throughput capacity of
2. Plot the total throughput(i.e., the sum of A—A’ and B-—B’ deliveredtraffic) as a func-
tion of \. What fraction of the throughput is A—A’ traffic for \ > 1?

FIGURE 10.15 Network of nodes.
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conceptto frame relay. Both frame relay and ATM take advantageofthe
reliability and fidelity of modern digital facilities to provide faster packet

switching than X.25. ATM is even more streamlined than frame relay in its func-
tionality, and can support data rates several orders of magnitude greater than frame
relay.

In addition to their technical similarities, ATM and frame relay havesimilar
histories. Frame relay was developed as part of the work of ISDN,but is now find-
ing wide application in private networks and other non-ISDN applications, particu-

" larly in bridges and routers. ATM was developedas part of the work on broadband
ISDN,butis beginningto find application in non-ISDN environments where very
high data rates are required.

We begin with a discussion of the details of the ATM scheme. Then, the
important concept of the ATM Adaptation Layer (AAL)is examined. Finally, the
key issue of congestion control in ATM networks is discussed. Fora discussion of
broadband ISDN,see Appendix A.

 R synchronous transfer mode (ATM), also knownascell relay, is similar in

11.1 PROTOCOL ARCHITECTURE

Asynchronoustransfer mode (ATM), also knownascellrelay,is in some ways sim-
ilar to packet switching using X.25 and framerelay. Like packet switching and
frame relay, ATM involvesthe transfer of data in discrete chunks. Also, like packet
switching and frame relay, ATM allows multiple logical connections to be multi-
plexed overa single physicalinterface. In the case of ATM,the informationflow on
eachlogical connectionis organized into fixed-size packets, called cells.

ATMis a streamlined protocol with minimal error and flow control capabili-
ties; this reduces the overhead of processing ATM cells and reduces the numberof
overhead bits required with each cell, thus enabling ATM to operate at high data
rates, Further, the use of fixed-size cells simplifies the processing required at each
ATM node,again supporting the use of ATM athigh datarates.

The standards issued for ATM by ITU-T are based on the protocol architec-
ture shown in Figure 11.1, whichillustrates the basic architecture for an interface
between user and network. The physical layer involves the specification of a trans-
mission medium and a signal encoding scheme. Thedata rates specified at the phys-
ical layer include 155.52 Mbps and 622.08 Mbps. Otherdata rates, both higher and
lower, are possible.

Twolayers of the protocol architecture relate to ATM functions. Thereis an
ATMlayer commontoall services that provides packet transfer capabilities, and an
ATM adaptation layer (AAL) that is service dependent. The ATM layer defines
the transmission of data in fixed-size cells and also defines the use of logical con-
nections. The use of ATM creates the need for an adaptationlayer to support infor-
mation transfer protocols not based on ATM. The AAL maps higher-layer infor-
mation into ATM cells to be transported over an ATM network, then collects

_information from ATM cells for delivery to higher layers.

Viptela, Inc. - Exhibit 1011 - Part 1
Page 343



Viptela, Inc. - Exhibit 1011 - Part 1 
Page 344

11.2 / ATM LOGICAL CONNECTIONS 329

Managementplane

Higherlayer C
ATM adaptation layer (AAL) |
   Planemanagement
   Layermanagement

ATMlayer     

Physical layer   

 
FIGURE11.1 ATM protocol reference model.

The protocol reference model makes reference to three separate planes:

@ User Plane. Provides for user information transfer, along with associated con-
trols (e.g., flow control, error control).

© Control Plane. Performscall control and connection control functions.

e Management Plane. Includes plane management, which performs manage-
ment functions related to a system as a whole and provides coordination
betweenall the planes, and layer management, which performs management
functions relating to resources and parametersresidingin its protocol entities.

11.2 ATM LOGICAL CONNECTIONS

Logical connections in ATM arereferred to as virtual channel connections (VCC).
A VCCis analogousto a virtual circuit in X.25 or a data link connection in frame
relay;it is the basic unit of switching in an ATM network. A VCCisset up between
two endusers through the network and a variable-rate, full-duplex flow of fixed-size
cells is exchanged over the connection. VCCs are also used for user-network
exchange (control signaling) and network-network exchange (network manage-
mentandrouting).

For ATM,a secondsublayerof processing has been introducedthat deals with
the conceptof virtual path (Figure 11.2). A virtual path connection (VPC)is a bun-
dle of VCCs that have the same endpoints. Thus,all of the cells flowing overall of
the VCCs in a single VPC are switched together.

The virtual path concept was developed in responseto a trend in high-speed
networking in which the control cost of the network is becoming an increasingly
higher proportion ofthe overall network cost. The virtual-path technique helps con-
tain the control cost by grouping connections that share commonpaths through the
network into a single unit. Network managementactions can then be applied to a
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Virtualchannels
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FIGURE11.2, ATM connectionrelationships.

small numberof groups of connections instead of to a large numberofindividual
connections.

Several advantages can belisted for the use of virtual paths:

Simplified network architecture. Network transport functions can be sepa-
rated into those related to an individual logical connection (virtual channel)
and those related to a group of logical connections (virtual path).
Increased network performance andreliability. The network deals with fewer,
aggregated entities.

Reduced processing and short connection setup time. Much of the work is
done whenthe virtual path is set up. By reserving capacity on a virtual path
connection in anticipation of later call arrivals, new virtual channel connec-
tions can be established byexecuting simple control functions at the end-
points of the virtual path connection; nocall processing is required at transit
nodes. Thus, the addition of new virtual channels to an existing virtual-_path.
involves minimal processing.

Enhanced network services. The virtual path is used internal to the network
butis also visible to the end user. Asa result, the user may define closed user
groupsor closed networksof virtual-channel bundles.

Figure 11.3 suggests in a general way the call-establishment process using vir-
tual channels andvirtual paths. The processof setting up a virtual path connection
is decoupled from the process of setting up an individualvirtual channel connection:

° The virtual path control mechanisms include calculating routes, allocating
capacity, and storing connection state information.

¢ Toset up a virtual channel, there mustfirst be a virtual path connectionto the
required destination node withsufficient available capacity to support the vir-
tual channel, with the appropriate quality of service. A virtual channelis set
up by storing the required state information (virtual channel/virtual path
mapping).

The terminology of virtual paths and virtual channels used in the standard is
a bit confusing, andis summarized in Table 11.1. Whereas most of the network-
layer protocols that we survey inthis bookrelate only to the user-networkinterface,
the concepts of virtual path and virtual channel are defined in the ITU-T Recom-
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mendations with reference to both the user-network interface and the internal net-

work operation.

Virtual Channel Connection Uses

The endpoints of a VCC maybe end users, network entities, or an end user and a
networkentity. In all cases, cell sequence integrity is preserved within a VCC; that
is, cells are delivered in the same orderin which they are sent. Let us consider exam-
ples of the three uses of a VCC:

° Between end users. Can be used to carry end-to-end user data; can also be
usedto carry control signaling between endusers, as explained below. A VPC
between end users provides them with an overall capacity; the VCC organi-
zation of the VPCis up to the two end users, provided the set of VCCs does
not exceed the VPC capacity.
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TABLE 11.1 Virtual path/virtual connection terminology.

 
 

  
  

Virtual Channel (VC) A generic term used to describe unidirectional transport of
ATM cells associated by a common uniqueidentifiervalue.

Virtual Channel Link A meansof unidirectional transport of ATM cells between a  
 point where a VCI value is assigned and the point where that

value is translated or terminated.  
  
  
 

Virtual Channel Identifier Identifies a particular VC link for a given VPC.
(vcD

Virtual Channel Connection A concatenation of VC links that extends between two points
(VCC) wherethe adaptation layer is accessed. VCCsare provided  

 for the purposeof user-user, user-network, or network-
network informationtransfer. Cell sequence integrity is pre-
served for cells belonging to the same VCC.

Virtual Path A generic term used to describe unidirectional transport of
ATM cells belonging to virtual channels that are associated
by a common unique identifier value.

Virtual Path Link A group of VClinks, identified by a commonvalue of VPI,
between a point where a VPI valueis assigned and the point
where that valueis translated or terminated.

 
   

   

  
  
  

   
 

Virtual Path Identifier (VPI) Identifies a particular VPlink.
Virtual Path Connection A concatenation of VP links that extends between the point

(VPC) where the VCI values are assigned and the point where those  
  
 values are translated or removed,i.e., extending the length of

a bundleof VClinks that share the same VPI. VPCs are pro-
vided for the purpose of user-user, user-network, or network-
network information transfer.

 

  
   

° Between an end user and a network entity. Used for user-to-network control
signaling, as discussed below. A user-to-network VPC can be used to aggre-
gate traffic from an end user to a network exchange or networkserver.

° Between two network entities. Used for network traffic management and
routing functions, A network-to-network VPC can be usedto define a com-
monroute for the exchange of network managementinformation.

Virtual Path/Virtual Channel Characteristics

ITU-T Recommendation1.150liststhe following as characteristics of virtual chan-
nel connections:

° Quality of service. A user of a VCCis provided with a Quality of Service spec-
ified by parameters suchascell loss ratio (ratio ofcells lost to cells transmit-
ted) andcell delayvariation.

° Switched and semi-permanent virtual channel connections. Both are switched
connections, which require call-control signaling, and dedicated channels can
be provided.

° Cell sequence integrity. The sequence of transmitted cells within a VCC is
preserved.

° Traffic parameter negotiation and usage monitoring. Traffic parameters can
be negotiated between a user and the network for each VCC. The input of
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cells to the VCC is monitored by the network to ensure that the negotiated
parameters are not violated.

The types of traffic parameters that can be negotiated include averagerate,
peak rate, burstiness, and peak duration. The network may need a numberof
strategies to handle congestion and to manageexisting and requested VCCs. Atthe
crudestlevel, the network may simply deny new requests for VCCs to prevent con-
gestion. Additionally, cells may be discarded if negotiated parameters are violated
or ifcongestion becomessevere. In an extremesituation,existing connections might
be terminated.

1.150 also lists characteristics of VPCs. The first four characteristics listed are

identical to those for VCCs. That is, quality of service, switched and semi-
permanent VPCs, cell sequence integrity, and traffic parameter negotiation and
usage monitoring are all also characteristics of a VPC. There are a numberofrea-
sons for this duplication. First, redundancy provides someflexibility in how the net-
work service manages its requirements. Second, the network must be concerned
with the overall requirements for a VPC, and, within a VPC, it may negotiate the
establishmentof virtual channels with given characteristics. Finally, once a VPCis
set up, it is possible for the end users to negotiate the creation of new VCCs. The
VPC characteristics impose a discipline on the choices that the end users may make.

In addition,a fifth characteristic is listed for VPCs:

° Virtual channel identifier restriction within a VPC. Oneor morevirtual chan-
nel identifiers, or numbers, may not be available to the user of the VPC, but
may be reserved for network use. Examples include VCCs used for network
management.

Control Signaling

In ATM, a mechanism is needed for the establishment and release of VPCs and
VCCs. The exchange of information involved in this process is referred to as con-
trol signaling, and takes place on separate connections from those that are being
managed.

For VCCs,I.150 specifies four methods for providing an establishment/release
facility. One or a combination of these methods will be used in any particular
network: .

1. Semi-permanent VCCs may be used for user-to-user exchange.In this case, no
control signaling is required.

2. If there is no pre-established call control signaling channel, then one must be
set up. For that purpose, a control signaling exchange must take place
between the user and the network on some channel. Hence, we need a per-
manent channel, probably of low data rate, that can be used to set up VCCs
that can be used for call control. Such a channelis called a meta-signaling
channel, as the channelis used to set up signaling channels.

3. The meta-signaling channel can be used to set up a VCC between the user and
the network for call control signaling. This user-to-network signaling virtual
channel can then be used to set up VCCsto carry user data.
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4. The meta-signaling channel can also beused to set up a user-to-user signaling
virtual channel. Such a channel must be set up within a pre-established VPC.
It can then be usedto allow the two end users, without network intervention,
to establish and release user-to-user VCCs to carry user data.

For VPCs, three methodsare defined in I.150:

1, A VPC can beestablished on a semi-permanentbasis by prior agreement. In
this case, no control signaling is required.

2. VPC establishment/release may be customercontrolled. In this case, the cus-
tomeruses a signaling VCC to request the VPC from the network.

3. VPC establishment/release may be network controlled. In this case, the net-
work establishes a VPC for its own convenience. The path may be network-
to-network, user-to-network, or user-to-user.

11.3. ATM CELLS

The asynchronous transfer mode makesuse of fixed-size cells, which consist of a 5-
octet header and a 48-octet information field. There are several advantagesto the
use of small, fixed-size cells. First, their use may reduce queuing delay for a high-
priority cell, as it waits less if it arrives slightly behind a lower-priority cell that has
gained access to a resource(e.g., the transmitter). Secondly, it appears that fixed-
size cells can be switched moreefficiently, which is importantfor the very high data
rates of ATM.With fixed-sizecells, it is easier to implement the switching mecha-
nism in hardware.

Header Format

Figure 11.4a shows the header format at the user-network interface. Figure 11.4b
showsthe cell header formatinternal to the network, where the generic flow con-
trol field, which performs end-to-end functions, is not retained. Instead, the virtual
path identifier field is expanded from 8 to 12 bits; this allows support for an
expanded numberof VPCsinternal to the network,to include those supporting sub-
‘scribers and those required for network management.

The generic flow controlfield does not appearin thecell headerinternalto the
network, but only at the user-network interface. Hence, it can be used for control
ofcell flow only at the local user-networkinterface. The details ofits application are
for further study. The field could be used to assist the.customerin controlling the
flow of traffic for different qualities of service. One candidate for the use of this
field is a multiple-priority level indicator to control the flow of informationin a ser-
vice-dependent manner. In any case, the GFC mechanismis usedto alleviate short-
term overload conditions in the network.

Thevirtual path identifier (VPI)constitutes a routing field for the network.It
is 8 bits at the user-networkinterface and 12 bits at the network-networkinterface,
allowing for more virtual paths to be supported within the network. The virtual
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Generic flow control {

Payload type | Payload type |CLP

Headererrorcontrol: Headererror control 
 

 
53-octet

cell
Informationfield

(48 octets)
Informationfield

(48 octets) 
               

(a) User-network interface (b) Network-networkinterface

FIGURE 11.4 ATM cell format.

channelidentifier (VCI) is used for routing to and from the enduser. Thus,it func-
tions muchas a service access point.

The payload-type field indicates the type of information in the information
field. Table 11.2 showsthe interpretation of the PT bits. A valueof 0 in thefirst bit

TABLE 11.2 Payload Type (PT)field coding.            

 PT coding Interpretation

“000 User data cell, AAU = 0, congestion not experienced
001 User data cell, AAU = 1, congestion not experienced
010 Userdatacell, AAU = 0, congestion experienced
011 User data cell, AAU = 1, congestion experienced
100 OAMFS5segmentassociated cell
101 OAM FSend-to-endassociated cell

110 Resource managementcell
111 Reserved for future function 

AAU = ATM user to ATM userindication        
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