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Abstract 

The purpose of this article is to present some important advanc,es in the electroki­
netic and colloidal characterization of polymer colloids. Special attention is paid to the 
new electrokinetic techniques: diffusiophoresis, dielectric dispersion and electro-acous­
tic. Also the most recent theoretical approaches are reviewed with respect to the 
electrokinetic properties of polymer colloids. Recently there has been intense discussion 
concerning electrokinetic processes and the theories used for data interpretation. 
Several concerns have been raised relating to the inability of the different processes and 
theories to yield the same electrokinetic potential. The most important explanations 
(shear plane expansion, preferential ion adsorption, osmotic swelling, crossing of the 
mobili ty/(,-potential and anomalous surface conductance) to the electrokinetic behaviour 
of polymer colloids are discussed and analyzed. Also the effect of heat treatment on the 
electrokinetic properties of different types of polymer colloids is extensively considered. 

With regard to the coll<><idal stability of polymer colloids, three- and two-dimensional 
aggregations are presented. First, the stability factor Wis introduced using the classical 
theory DL VO and the values obtained of Hamaker constant compared with the theoreti­
cal values estimated from the Lifshitz theory. The differences usually found by several 
authors are explained as due to the hydrodynamic interaction. Special attention is paid 

1 This review is dedicated to Professor Johannes Lyklema on the occasion of his retirement from 
the Physical and Colloid Chemistry Department of the Agricultural University, Wageningen, 
The Netherlands 
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to the extended DLVO theory for studying homocoagulation of polymer colloids in three 
dimensions and to the new expressions for the van der Waals, electrostatic and struc­
tural forces that must be deduced to study the colloidal stability of polymer colloids in 
two dimensions. Also, the heterocoagulation of polymer colloids with different sign of 
surface charge density and particle size is reviewed, and a new definition of the 
heterocoagulation stability factor is given. 

The aggregation kinetics of polymer colloids in three dimensions is analyzed using 
the Smoluchowski theory (in terms of the reaction kernels kij) in the cases where the 
Smoluchowski's equation is analytically solvable (constant, sum, product kernel and 
linear combinations thereoD. The dynamic scaling in aggregation phenomena with 
polymer colloids is studied using the classification scheme for homogeneous kernels due 
to Van Dongen and Ernst based on the relative probabilities of large clusters sticking 
to large clusters, and small clusters sticking to large clusters. The techniques (multi­
particle and single particle detection) enabling us to provide cluster-size distribution of 
aggregating polymer colloids are a lso presented. 

Finally, the aggregation kinetics of two dimensional aggregation of polymer colloids 
is studied on the basis of the fractal dimension of the aggregates.The different scaling 
theories for two-dimensional aggregation a re also considered. 
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I. Introduction 

Polymer colloids play an important role in many industrial processes. 
These include the manufacture of synthetic rubber, surface coatings, 
adhesives, additives in paper, textiles and many others. The rapid increase 
in the utilisation oflatices over the last two decades is due to a number of 
factors. Water-based systems avoid many of the environmental problems 
associated with organic-solvent based systems; latices can be designed to 
meet a wide range of application problems; emulsion polymerization on a 
large scale proceeds smoothly for a wide range of monomers. 

The spherical shape of many polymer beads and their narrow size 
distribution makes them most suitable for fundamental studies requir­
ing well-defined monodisperse systems. The particles can be useful e.g., 
as size standards for instrumental calibration and as carriers in anti­
body diagnostic tests. They provide valuable experimental systems for 
the study of many colloidal phenomena and recently have been used as 
model systems for the simulation of molecular phenomena, including 
nucleation, crystallization and the formation of glasses. The long time 
scale of the motion of polymer colloids enables us to make real time 
observations on various phenomena, which have been impossible for 
atomic and molecular systems. Since the polymer colloids are much 
smaller than the bubbles, and can be dispersed "monomolecularly" in 
liquids (namely, not in contact with each other as was the case with the 
bubbles), the thermal motion can be visualized. Thus, the polymer 
colloids are a much more realistic model for atoms and molecules than 
the bubble rafts. 

Polymer colloids are often treated as "model" particles: monodisperse, 
amorphous microspheres witp smooth, uniform surfaces and rigidly 
attached, well-defined surface functional groups. Their sphericity, mono­
dispersity, and virtually zero dielectric constant in comparison to water 
made them particularly suitable for fundamental electrokinetic and 
colloidal aggregation studies. Electrokinetic processes are widely used 
to determine the electrical charge on the slipping plane of a polymer 
colloid. Electrokinetic is closely related to the slipping process, the 
s-potential being the potential at the slipping plane. Very recently, 
Lyklema [1] considered this very aspect in a very interesting paper. 

The preparation of uniform polymer microspheres via emulsion poly­
merization has been extensively reviewed by Ugelstad [2]. Parameters 
such as particle size, surface charge density and type of charge group 
can be controlled by varying the conditions of the polymerization, 
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allowing latices to be "designed" for specific end uses. For these reasons, 
polymer colloids have been widely used as model systems in investiga­
tions into electrokinetic and colloidal stability phenomena. However, it 
has been in the area of electrokinetics that the polymer colloids have 
failed to live up to much of the initial expectation. One particular 
disappointment has been the failure to find a convincing explanation for 
the behaviour of the ~-potential of polymer colloids as a function of 
electrolyte concentration, which has brought the ideality of the system 
into serious question. 

The aggregation of polymer colloids is a phenomenon which underlies 
many chemical, physical, and biological processes. Currently, it is be­
lieved that there are two limiting regimes of irreversible colloidal, or 
cluster aggregation (3). Diffusion-limited cluster aggregation (DLCA) 
occurs when every collision between diffusing clusters results in the 
formation of a bond. The rate of aggregation is then limited by the time 
it takes the clusters to diffuse towards one another. Reaction-limited 
cluster aggregation (RLCA) occurs when only a small fraction of colli­
sions between clusters results in the formation of a bond. Here, the 
aggregation rate is limited not by diffusion, but by the time it takes for 
the clusters to form a bond. The precise range of experimental conditions 
which result in DLCA and RLCA is a topic of current research [4-7). 

Little experimental work has been done to determine the form and 
time dependence of the cluster-size distributions tha t arise during 
colloidal aggregation [8]. Determining the detailed form of these size 
distributions is important since many of the physical properties of a 
colloidal suspension of a polymer matrix depend on this distribution. 
Moreover, it is essential to know the form of the size distribution in order 
to properly interpret static and dynamic light scattering measurements 
on colloidal aggregation. In this review, we describe measurements of 
cluster-size distribution and dynamic scaling which arise during salt­
induced aggregation of polymer colloids. The topic is advancing rapidly 
at the present time, synthetically with the preparation of new materials 
and physically with the development of new techniques for their char­
acterization. These recent advances will be reviewed and extensively 
discussed in this paper. 

2. Purification of polymer colloids 

Polymer colloids prepared by emulsion polymerization can have differ­
ent electrokinetic and stability properties according to the type of mono-



R. Hidalgo-Alvarez et al. I Adv. Colloid Interface Sci. 67 (1996) 1-118 5 

mers and procedures used during synthesis. However, the development 
of methods for the preparation of polymer latices containing monodis­
perse particles, particularly in the absence of surface active agents, has 
led to their widespread use in the testing of theories of colloidal phenom­
ena. After preparation, a cleaning procedure is required to remove salts, 
oxidation products, oligomeric materials and any remaining monomers 
from the latex. A worrying feature of the cleaning and characterization 
procedures is that different authors, using similar recipes for the latex 
preparation, have observed different surface groups. For example, Van­
derhoff [9-10) using mixed-bed ion-exchange resins to remove ionic 
impurities have concluded that only strong-acid groups, i.e., sulphate 
groups arising from the initiator fragments, are present on the latex 
surface; their conclusion was based on the single end point observed in 
conductometric titration. Other authors [11-12), particularly those 
using dialysis as a cleaning procedure, have detected the presence on 
the surface of weak-acid groupings in addition to the strong-acid group­
ings. In fact, weak-acid groups could be produced by the hydrolysis of 
surface sulphate groups to alcohol (hydroxyl) groups followed by oxida­
tion to carboxyl groups [11). Moreover, Lerche and Kretzschmar [13) 
have shown that the surface charge density of several latex samples 
depended on the cleaning method used, and that the ion-exchange and 
dialysis was not able to remove charged oligomeric material from the 
particle surfaces completely. Thus, a very key question has arisen as to 
which set of results is correct and which cleaning procedure should be 
used by preference when preparing clean latices for fundamental inves­
tigations. It has been found that serum replacement is an as reliable 
and easy method to clean latex suspensions [14). Nevertheless, the ion 
form of the latices cleaned by serum replacement is only achieved after 
ion-exchange with resins. A cycle of several centrifugation/redispersion 
might probably be the only method able to remove oligomer chains from 
the surface of polymer colloids [15). The different methods for preparing 
clean latices do provide polymer colloids with quite different electroki­
netic and stability properties. Cleaning of polymer colloids is of para­
mount importance for electrokinetic and stability studies. The removal 
of polymeric impurities is essential in order to have both control over 
the surface charge and of the supporting electrolyte concentration. 

Also, the deionization of latex suspensions plays a decisive role in the 
formation of fluid-like, crystalline, or amorphous interparticle structure 
[16J. 
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3. Surface characterization of polymer colloids 

Once clean polymer colloids have been prepared, it is necessary to 
determine their surface characteristics. The surface structure and charac­
teristics of polymer colloids are important for many reasons. They deter­
mine the stability of the colloidal dispersion, the adsorption characteristics 
of surfactants, latex film formation mechanisms, and the properties of 
these films obtained from latex. They also provide information on the 
emulsion polymerization mechanisms, especially when structured beads 
are synthesized. The techniques suitable for surface analysis of polymer 
colloids are numerous. Conductometric titration of polymer colloids is 
considered a basic technique for surface-charge determination [17- 24]. 
Other classical methods include soap titration (25-27], and contact 
angle measurements {28- 30]_ Moreover, surface topography of polymer 
beads is usually studied by electron microscopy (transmission electron 
microscopy) (30]_ The problems associated with the surface charac­
terization of polymer colloids have been studied by several authors 
[17-18,20,31-36]. Labib and Robertson (321 have shown that conduc­
tometric titration of polymer beads is more difficult to interpret than 
conductometric titration of free acids, and proposed a method to deter­
mine the stoichiometric end-points in an appropriate and reliable man­
ner . Hlavacek et aL [37] have demonstrated that the variation in the 
composition of the liquid phase which occurs during acid-base t itr ations 
of polymer colloid suspensions can be explained by a mechanism involv­
ing weak acid or base ion-exchange reactions coupled with surface 
ionization. Identification of the sites involved and their thermodynamic 
constants allows a good quantitative prediction of experimental results , 
gives an explanation for the influence of ionic strength on the pH curves 
and an indication of the state of the solid surface. Also, Gilany [38] 
determined the surface charge density of polystyrene beads by using the 
concentration and activity of a binary electrolyte added to the la tex 
dispersion. The distribution of ions was calculated by means of the 
non-linearized Poisson-Boltzmann equation and the cell model. The 
effective charge oflatex beads was found to be smaller than the analyti­
cal charge. It was concluded that a small effective charge cannot be 
explained with specific binding of counter ions to the polymer colloids. 

The hydrophobic or hydrophilic character of the polymer surface may 
have a certain influence on the surface structure of the polymer colloids 
[30]_ The hydrophobic surface of polymer colloids plays a crucial role in the 
ion distribution in the interfacial region. Contact angle is a measurement 
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of the hydrophobicity of the polymer-solution interface, and has been 
used to obtain information on the surface structure of core-shell and 
block polymer colloids [28-30,39]. To determinate the water of hydra­
tion around charged polymer beads, Grygiel and Starzak [40] have 
studied the interfacial properties of carboxylated polymer beads using 
environment-sensitive laser excitation spectroscopy of the Eu3+ ion. This 
ion spectroscopy technique uses the changes in the electronic properties 
of the ion in different molecular environment to elucidate the structure 
and properties of those environments. Lifetime measurements show 
when binding to a highly charged surface (32.3 µC cm-2) that the ion 
loses about half its waters of hydration while energy transfer from Eu3+ 
for these highly charged surfaces gives an ion separation (7.1 A) that is 
consistent with the known average separation of the surface sites (7.1 
A). For lesser charged beads (15.1 and 2.6 µC cm-2 , respectively), the 
energy transfer separation distance is smaller than the surface site-site 
separation indicating energy transfer between surface-bound and inter­
facial ions. For lesser charged beads an ion separation of about 9.6 and 
9. 7 A is found, indicating that bound ions retain most of their water of 
hydration. Using osmotic pressure measurements Rymden [35] has 
observed that the ion binding in aqueous polymer colloids depends on 
the surface charge density of carboxylated latex beads. 

4. Electrokinetic background 

Electrokinetic phenomena is a generic term applied to effects associ­
ated with the movement of ionic solutions near charged interfaces. 
Determination of the detailed structure of the electric double layer 
(e.d.l.) of polymer colloids is of primary importance in problems of 
stability and rheology of disperse systems, electrokinetic processes, 
filtration and electrofiltration, desalting of liquids on organic mem­
branes, etc. Calculating t;-potential of the polymer-solution interface is 
important when looking for an accurate microscopic explanation of 
electrokinetic phenomena. 

To describe the structure of the e.d.l., information is needed on three 
potentials: the surface potential ('1'0 ), the potential of the Stern layer 
('l's) and the diffuse potential ('I'd). In the absence of organic impurities 
and polyelectrolytes adsorbed on the latex surface the \I'd-potential can 
be equated to the potential in the electrokinetic slipping plane (~-poten­
tial). In some cases, one can take '¥0 to be approximately equal to 'l's 
with indifferent electrolyte, and thus a detailed study of the structure 
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of the e.d.L only requires a knowledge of the '¥0 - and s-potentials. 
Extensive reviews (41-49) testify to the strong interest which has been 
shown in the electrokinetic phenomena during the past few decades. 

Typical electrokinetic phenomena used to characterize polymer col­
loids are: 

(1) Electrophoresis: where a uniform electric field is applied and the 
particle velocity is measured [17-20,49-107]. 

(2) Streaming potential: where a liquid flux is allowed to pass through 
a porous medium and the resulting electric potential difference is 
measured [103,108-114). 

(3) Electro-osmosis: where an electric field is applied to a porous medium 
and the resulting volumetric flow of fluid is measured [54,115, 116]. 

( 4) Diffusiophoresis: where a gradient of a solute in solution is applied 
and the migration of suspended colloid particles is measured [43,117-
127]. Much of the early theoretical and experimental work on diffusio­
phoresis was on gaseous systems. Recent work, however, has focused on 
diffusiophoresis in liquid systems involving charged particles and elec­
trolytes in solution. 

(5) Dielectric dispersion: this technique involves the measurement of 
the dielectric response of a sol as a function of the frequency of an applied 
electric field. The complex dielectric constant [62,83,128-140] and/or 
electrical conductivity (141- 147] of a suspension are measured as a 
function of frequency. The presence of dispersed particles generally 
causes the conductivity of this dispersion to deviate from the conductiv­
ity of the equilibrium bulk electrolyte solution 

(6) Electro-acoustic phenomena: where a lternating pressure fields are 
applied and the resulting electrical fields are measured [85,148-154]. 
When an alternating voltage is applied t o a colloidal dispersion, the 
particles move back a nd forth at a velocity that depends on their size, 
s-potential and the frequency of the applied field. As they move, the 
particles generate sound waves. This effect was predicted by Debye [155] 
in 1933. 

(7) Electroviscous effects in colloidal suspensions and electrolyte flows 
through electrically capillaries under a pressure gradient. The presence 
of an e.d.l. exerts a pronounced effect on the flow behaviour of a fluid. 
These effects are grouped together under the name of electroviscous 
effects [156-162] . 

In all cases there is a relative motion between the charged surface and 
the fluid containing the diffuse double layer. There is a strong coupling 
between velocity, pressure, electric, and ion concentration fields. 
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5. Calculation of zeta-potential 

5.1. Electrokinetic phenomena 

The literature pertaining to the study of electrokinetic properties of 
polymer colloids has a long and confusing history. We note specifically: 
(a) experimental electrokinetic data performed in different laboratories 
on ostensibly identical systems often conflict; (b)minor changes (clean­
ing procedure, surface charge, and particle size) may result in major 
differences in the measured electrokinetic data and (c) the ~ potentials 
obtained using the various electrokinetic processes on the same disper­
sions are quite different in values. These studies are difficult due to the 
complex interactions involved. 

5.1.1. Electrophoretic mobility 
Recent development of laser-based instrumentation for electropho­

retic mobility experiments has made it possible to determine the zeta 
potential (<'.;;) of particles suspended in liquid media for systems that were 
difficult or impossible to study using classical techniques. The new 
instruments use electrophoretic light scattering (ELS) to measure electro­
phoretic mobilities. ELS allows direct velocity measurements for particles 
moving in an applied electric field by analyzing the Doppler shift oflaser 
light scattered by the moving particles (65]. Recently Kontush et al. [163] 
designed a setup for studying nonlinear electrophoresis. 

It is found that electrophoretic mobility curves pass through a mini­
mum (anionic latex beads) or a maximum (cationic latex beads) as a 
function of increasing ionic strength. From a theoretical point of view, 
calculation of the ?;;-potential from electrophoretic mobility data encoun­
ters a number of difficulties as a result of the polarization of e.d.l. The 
term "polarization" implies that the double layer around the particles is 
r egarded as being distorted from its equilibrium shape by the motion of 
the particle. In general, for Ka ~ 30 it is necessary to account for e.d.l. 
pola rization when calculating~ (50,81,83,107]. There are several theo­
retical treatments to convert electrophoretic mobility (µe) data into 
/;-potential under polarization conditions. Monodisperse spherical poly­
mer latices have proved to be a very useful model system for testing the 
most recent theoretical approaches [50-51,68,70,107}. As most of the 
theories deal with spherically shaped particles of identical size, the 
introduction ofmonodisperse latices appeared to offer excellent chances 
for experimental verification of these theories. However, growing evidence 
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of anomalous behaviour of the ~-potential as a function of 1:1 electrolyte 
concentration has appeared in the literature (17-19,21,50,68-71, 79,83-
91] . The standard electrophoretic theories used for the conversion of 
mobility into ~-potential give rise to a maximum in ~potential as well. 
This behaviour contradicts the Gouy-Chapman model which predicts a 
continuous decrease in potential. Various explanations for this maxi­
mum have been proposed [17,18,22,28,50,68,70,71,74,83,97,107), and 
some authors [112] have even pointed out that a maximum rp.obility 
value does not necessarily imply a maximum in ~-potential, indicating 
that the conversion of mobility into (,-potential of polystyrene micro­
spheres/electrolyte solution interface should be done by means of a 
theoretical approach which takes into account all possible mechanisms 
of double layer polarization. Other authors, on the contrary, have 
pointed out that the appearance of a minimum (or maximum) in the 
s -potential is unimportant since the e.d.l. around polymer colloids, even 
with 1: 1 electrolytes, cannot be explained on the basis of the Gouy­
Chapman model. They proposed the use of a dynamic Stern layer [55] 
or an electric triple layer model [152) instead. 

Overbeek (104) and Booth (105] were the first to incorporate polari­
zation of the e.d.l. into the theoretical treatment. They assumed that 
the transfer and charge redistribution processes only involved the 
mobile part of the e.d.l. Also, O'Brien and White (57], starting with the 
same set of equations as Wiersema [106), have more recently published 
a theoretical approach to electrophoresis, which takes into account any 
combination of ions in solution with the possibility of very high (,-poten­
tials (up to 250 mV), far enough from the values to be expected in most 
experimental conditions. In simple terms, the theory of O'Brien and 
White predicts the measured electrophoretic mobility of a colloidal 
particle in an applied electric field to be the sum of three forces, viz: (1) 
an electric force propelling the particle, due to the charged nature of the 
particle, (2) a drag force due to hydrodynamic drag, and (3) a relaxation 
force due to an electric field induced in the opposite direction to the 
applied field as a res ult of the induced polarization within the diffuse 
layer of ions surrounding the particle. 

It predicts the electrical force propelling the particle to be propor­
tional to s and the retarding forces to be proportional to ~2. A maximum 
in the conversion of mobility to zeta potential is thus predicted for 
particles size and ionic strength conditions such that 5 < Ka ~ 100. 

The most striking features of O'Brien and White's theoretical treat­
ment results are: 
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(a) For all values of Ka 2': 3, the mobility function has a maximum 
which becomes more pronounced at high Ka values. 

(b) The maximum occurs at s = 5-7 (i.e. s ,,,, 125-175 mV). 
(c) Their computer solution is much more rapid than the earlier 

theoretical treatments used in the conversion of mobility into s-potential 
(up to 250 mV). 

A simplified version and analytical form for the mobility equation, 
accurate to order llKa and valid for our purposes for Ka > 10, can be 
expressed as [45): 

(1) 

Ka ( zs) 2+ 3m exp -2 
1 + -

z2 

where mis the dimensionless ion drag coefficient given by 

m = 
2E0t. Ni kT 

3T] zi\0 
(2) 

All the above cited theoretical approaches to convert mobility into 
~-potential assume the absence of ionic conduction inside the shear 
plane. In an attempt to account for this phenomenon theoreticaUy, 
Semenikhin and Dukhin [61) developed an equation incorporating both 
the dimensionless s-potential, and the dimensionless diffused 'I'd-poten­
tial. The mobility µe for a spherical particle with a thin e.d.l. (Ka > 25) 
in a 1: 1 electrolyte is then a function of: 

µe = f(s,Ka,m,g1,g2) 

where 

(3) 

(4) 

p is the ratio of the counterion diffusion coefficient near the particle to 
its value in the bulk solution and m is t he dimensionless ionic drag 
coefficient. 
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- -
If s and 'I'd are larger than 2, Eq. ( 3) can be simplified as: 

- -~ -[l +Rel ( 4 In ct i;i-4 lj 
µe - 2 S · 1 + 2 Rel (S) 

where 

A5 exp(\iii2) + 3m exp (S/2) 
Rel = - = ---"----- --

A.a Ka 
(6) 

Dukhin [49] introduced the dimensionless relaxation parameter Rel 
as a measure of the effect of surface conductance on electrokinetic 
phenomena. It is noted that Rel can be used with two meanings, viz. in 
indicating the degree of e.d.l. polarization (non-equilibrium degree) for 
curved surfaces and in indicating the relative contribution of surface 
conductance to the total conductance in non-polarized systems (equilib­
rium states). An increase in the surface conductance and/or decrease in 
the radius results in an increase in Rel and thus in the polarization field 
in the direction of the induced electromigration current. We can distin­
guish two different mechanisms of electrical conduction: surface conduc­
tion associated with tangential charge transfer through the mobile 
portion of the e.d.l. (normal conduction taken into account in the 
Overbeek-Booth-Wiersema theory); and anomalous surface conduc­
tion, which is related to the tangential charge transfer between the 
slipping plane and the particle surface. The Semenikhin and Dukhin 
theory [61] considers only a particular case of anomalous conduction 
associated with the presence of a boundary layer. Figure 1 shows the 
variation of adimensional electrophoretic mobility as a function of 
adimensional s-potential for different electrokinetic radius values ob­
tained by Eq. (5) for cationic latex particles. The differences with the 
O'Brien and White theory are quite clear. 

The induced tangential ionic flow near the surface has to be provided 
for by radial ionic migration, diffusion and convection from beyond the 
e.d.l. where co- and counterion concentration can differ considerably 
from those near the surface. The concentration polarization results in 
an angll!lar dependence of the ion concentration and the potential. 
Semenikhin and Dukhin [73] derived analytical formulae that express 
these dependencies for the cross section of the thin diffuse e.d.l. of a 
spherical particle. Contrary to the mathematical procedures employed 
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~obility (dimensionless) 
7~~~~~~~~~~~~~~~~~~~~~~~~-, 

k" a = 100 
6 

k " a= SO 

Zeta Potential (dimensionless) 

Fig. 1. Variation of dimensionless electrophoretic mobility as a function of dimensionless 
/;-potential for different electrokinetic radius obtained by Eq. (5). 

by Overbeek [104], Booth [105) and Wiersema [106], the main advantage 
of Dukhin and Semenikhin approach is the possibility of taking into 
account the effect of anomalous conduction on polarization. 

The Semenikhin-Dukhin theory assumes that there is no contribu­
tion to the electrical conduction by any Stern layer ions, and that the 
PBE applies up to the outer Helmholtz plane. The diffuse layer ions 
between the shear plane and the outer Helmholtz plane do conduct a 
current and this anomalous surface conductance (inside the shear 
plane) dramatically reduces the mobility for a given value of ~-potential. 
Consequently, for a description of electrophoresis under condition Rel > 
1, not only the effect of diffusion flows must be taken into consideration, 
but also the change in the polarization potential across the thin diffuse 
layer [49) . 

Comparative studies using different theoretical treatments of mobil­
ity data for /;-potential determination have been accomplished by vari­
ous authors [51,68,83,99,162]. This kind of study is closely related to the 
determination of the detailed structure of the e.d.l. of colloidal particles. 



14 R. Hidalgo-Alvarez et al. I Adv. Colloid Interface Sci. 67 (1996) 1- 118 

This way, Baran et aL [681 have been s uccessful in describing the 
structure of the e.d.L for polystyrene latices. They used potentiometric 
titration, conductometry and electrophoresis to determine the surface 
charge,'¥ 

0
, \f' 

5
, <;-potentials and the surface conductivity ofmonodisperse 

particles of a polystyrene latex in solutions of alkali metal chlorides. 
Until rather recently, only \JI 0 and <;-potentials could be determined. 
Even here, the extensive data that are available on the <;-potential 
cannot be regarded as a quantitat ive characteristic of the e.dJ., since 
any strict interpretation of electrokinetic data encounters at least three 
obstacles: polarization of the e.d.l. by an external field, the possible 
existence of a boundary layer with reduced mobility, and the significant 
roughness of the surface of solid particles. 

There are no direct methods for the measurement of\f' s· In most studies, 
this potential has been taken equal to the s-potential, on the assumption 
that the slip boundary coincides with the boundary of the Stern layer. In 
some cases it has been assumed that \f'5 = '¥0 • Finally, some authors have 
attempted to estimate \f'5 by using the Eversole and Boardman's method. 
Baran et al. r68J h ave calculated \f's from relative electrical conductivity 
measurements, and have shown that the dependencies of o/0 and o/5 on 
Ka are identical. Hence, lJ's = lf'0 for the polystyrene latex particles. 
Baran et al. [68) have accomplished this by using the tables of Wiersema 
et al. [106], together with Semenikhin and Dukhin's equation [61]. For 
comparison, they also calculated<; using Smoluchowski's equation. 

The <;-potential calculated with allowance for e.d.l. polarization, all the 
way up to Ka ~ 60, is substantially greater than the <;-potential obtained 
from the Smoluchowski's equation. This effect was not taken into 
account in the second case of retarding action of the induced dipole 
created by polarization of the e .d.l. These differences are gradually 
smoothed out as the e.d.l. becomes thinner, as would be expected. The 
greater values of <;8_0 in comparison with Sw are readily explained on the 
basis that the S-D theory takes the contribution for polarization into 
account for all ions of the diffuse layer, whereas Wiersema et al. account 
only for the ions of the hydrodynamically mobile part of the e.d.l. As the 
e.d.l. is compressed, the contribution from surface conduction drops sub­
stantially and with C ~ 5 io-2 M, it becomes negligibly small. As a 
consequence, the difference between the values of Ssm• Sw and t;8_0 
disappears. Figure 2 shows the values of diffuse and t;-potentials as a 
function of electrokinetic radius for anionic polystyrene latex particles. 
In this case the O'Brien and White and Semenikhin and Dukhin theories 
were used. 
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Fig. 2. Diffuse (0) and {,;-potential (0, Semenikhin-Dukhin; .6, O'Brien- White) as a 
function of electrokinetic radius for an anionic polystyrene latex [162J. 

The ~-potentials obtained by applying the Smoluchowski, Henry, 
Overbeek, Booth and O'Brien-White theoretical treatments of electro­
phoresis to experimental data of electrophoretic mobility of negatively 
charged polystyrene particles have been analyzed by several authors 
(81). The results obtained applying the Overbeek and Booth's theories 
are compared with those obtained by O'Brien and White's numerical 
method. Important differences were found for non symmetrical electro­
lyte and small electrokinetic radius. Midmore and Hunter [83) have 
compared the /;-potential values obtained from mobility data applying 
different theories (O'Brien-White, Semenikhin-Dukhin and Henry). 
Electrophoresis experiments were performed on two different nega­
tively charged polystyrene latices, using potassium fluoride, chloride, 
bromide, and iodide as indifferent electrolytes. They found little or no 
difference in the mobility data for the various co-ions, which seems to 
indicate that co-ions are not specifically adsorbed onto t he polystyrene 
surface. 

O'Brien and White's theory [57] assumes the absence of ionic conduc­
tion inside the shear plane. Hence, in the opinion of Midmore and 
Hunter f83] this theory is not applicable to latex/electrolyte systems 
below electrolyte concentrations of about 0.01 M. Recently, however, 
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Russell et al. [107] have concluded that the O'Brien and White theory 
correctly predicts the relaxation term in electrophoretic mobility meas­
urements which implicates that deviations from theory observed in 
previous studies cannot be attributed to a n incorrect relaxation term. 
By definition, it also negates the presence of surface conduction (ion 
mobility by the electrokinetic shear plane) for highly charged sulphon­
ate/styrene latices. This is an interesting observation in itself since 
highly charged latices are generally viewed to be nonideal in this sense. 

An important result from the combined measurements carried out by 
various authors [68,91,112,1621 is that even if the ~-potential is cor­
rected for the e.d.l. polarization, it is smaller than 'I'd over a wide range 
of electrolyte concentrations (10-4 to l0-2 M), regardless of the method 
by which 'I'd is determined. This may be due to the formation of a liquid 
layer with low hydrodynamic mobility on t he particle surface, in which 
the ions retain high mobility. The thickness of this layer decreases with 
increasing ionic strength [ 48,68]. It is also possible that the relationship 
experimentally found by some authors is a consequence of the surface 
roughness of latex particles due to the presence of strongly bound 
(chemisorbed) oligomer molecules [50,69,70,108]. 

5.1.2. Streaming current and potential 
According to the theory of Levine et al. [164) the streaming current 

in capillaries is related to the ~ potential by the following equation: 

(7) 

where G (Ka,~) is the correction factor to t he Helmholtz-Smoluchowski 
equation and C is the cell constant. 

The streaming current data are obtained by multiplication of experi­
mental streaming potential and a.c. conductance data. This way the 
effect of the polarization of the electrodes and their variable nature on 
electrokinetic signals is avoided, as is shown by van der Linde and 
Bijsterbosch [165]. Special attention has been paid to the preparation 
of homogeneous isotropic plugs of polystyrene spheres. The plugs have 
to be mechanically stable and completely wetted in order to avoid 
sLructural changes during clectrokinetic investigations. The most suc­
cessful preparation technique employs centrifugation, as a lso used for 
measurements of coagulation forces. During centrifugation, at specified 
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speed and ionic strength, the latex concentration at the bottom of the 
centrifuge tube increases. The lowest layers start to coagulate so that 
the non-coagulated sediment decreases in mass till the critical coagula­
tion force is reached. In this case streaming potential experiments are 
performed at pressure differences up to 30 cm Hg. Even at this pressure 
no changes in the structure of the plug are observed indicating a 
close-packing of the particles in the plugholder. 

To determine the influence of surface conductance in concentrated 
dispersions, the cell constant C is determined according to Brigg's 
empirical method. The ratio between C and the electric resistance of the 
plug (R) provides the effective electric conductivity. 

Van der Put and Bijsterbosch [141] have reported data on streaming 
potential and streaming current for plugs of monodisperse spherical 
polystyrene particles in aqueous solutions. Streaming current data 
calculated according to Smoluchowski's and Levine's theories as a 
function of electrolyte concentration were shown. Due to the constant 
charge in the system, a levelling off of I5 was predicted at low concen­
trations. It is worth mentioning that this effect is not present in the 
classical Smoluchowski's approach. Nevertheless, the curves predicted 
by Levine's theory were not in agreement with the experimental stream­
ing current data. It was particularly striking that at intermediate 
concentrations all experimental curves passed through a maximum and 
that the nearly constant values ofl5 at low ionic strength were far below 
the calculated values. Recently, Van der Linde and Bijsterbosch [165] 
have shown that streaming current measurements may lead to large 
errors depending on the type of electrode used. Therefore, ~-potentials 
calculated by Levine's theory decrease monotonously with ionic strength 
when a .c. conductance is employed in the calculation of ~-potentials. 

Thus, in order to obtain accurate data, they recommend to measure 
streamin g potential and the conductance at sufficiently high frequency. 
In fact, the trends of variation in the experimental streaming potential 
data and the data calculated using Levin.e's theory are similar [163], 
although quantitative differences exist bet ween both sets. 

In a comparative study of the ~-potential obtained from streaming 
potential (Levine theory) and electrophoretic mobility (Semenikhin­
Dukhin theory), Hidalgo-Alvarez et al. [112] have shown that when a.c. 
conductance is used in the calculation of the s-potential a better agree­
ment between both m ethods is obtained. The results obtained with a 
cationic latex can be seen in Fig. 3. 
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Fig. 3. ~-potentials obtained from streaming potential(• ) and electrophoretic mobility 
(• ) of a cationic polystyrene latex (pH 8). 

5.1.3. Electro-osmosis 
O'Brien [115) has developed a theoretical treatment for electro-osmo­

sis in a porous material composed of closely-packed spheres immersed 
in an electrolyte solution. The equations obtained for the electro-osmot ic 
flow are valid if the e.d .l. thicknesses is much thinner th an the particle 
radius. The total electro-osmotic flow is given by the sum of two con tri­
butions: one is identical to Smoluchowski's result, with the other one 
due to each component of the slip velocity, that is 

EkT 
JV::: - <s r1 + 3<t>f<on - ls - yJ g<~n Er 

rie 
(8) 

wh ere f(O) is a function of the volume fraction, and takes the values of 
- 0.418, -0.384, and -0.378 for spheres in simple, body centred, and 
face-centred cubic arrays, respectively. y is a quantity which has the 
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same sign of the s-potential, but is independent of it. For a symmetric 
electrolyte, y = (2/z)ln2. 

The computed values for the non-dimensional function g(p) can be 
found in O'Brien's work [115]. ~ characterizes the relative importance 
of the tangential flux of counterions. 

With the aid of (8), it is possible to calculate the electro-osmotic flow 
for any s-potential. For the simple cubic array, the error in applying 
Smoluchowski's result rises quite rapidly with s, from 15% at s = 3 to 
50% at s = 5.5. 

The s-potential obtained from (8) has been compared with those 
obtained using electrophoretic mobility and concentrated and dilute 
conductivity results. This was applied to Van der Put and Bijsterbosch's 
streaming current measurements [108]. 

Electro-osmosis and streaming current/streaming potential yield the 
same values for the s-potential if errors due to resistance measurement 
are avoided. This agreement, as well as the independence of the s-po­
tential on the applied voltage (in the case of electro-osmosis) and on the 
hydrostatic pressure (in the case of streaming potential/ streaming 
current), points out that the potential at the boundary immobile/diffuse 
layer can be determined. These theories call for more reliable experi­
mental data sets. 

5.1.4. Diffusiophoresis 
Diffusiophoresis is the migration of a suspended colloid particle 

resulting from the gradient of a solute in solution. The phenomenon was 
discovered by Aitken [166] and first reported for liquid systems by 
Derjaguin et al. [117]. Derjaguin et al. analyzed this phenomenon and 
obtained an approximate expression for the particle velocity. The un­
derlying fluid mechanical theory of diffusiophoresis was later estab­
lished on a proper theoretical basis by Anderson, Prieve and co-workers 
in a series of recent papers [118-122,167]_ 

Recent work has focused on diffusiophoresis of particles in liquid 
systems and has involved charged particles and electrolytes in solution 
(125,126,167-169]. The essential ingredients for particle motion are a 
gradient of interacting solute and a diffuse particle/solute interaction 
(hence the term diffusiophoresis). For instance, in electrolyte diffusio­
phoresis the diffuse interaction between a charged particle and ions in 
solution occurs within the e.d.l. adjacent to the particle surface. The 
theoretical and experimental advances in diffusiophoresis are closely 
related to deposition oflatex particle onto various surfaces. 
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In a system of charged particles and electrolyte in an aqueous 
medium, there are two major component effects of diffusiophoresis, 
chemiphoresis and diffusion potential. These effects are a result of the 
interaction that occurs between the charges on the surface of the particle 
and the electrolyte. Expressions for the velocities of these two effects 
have already been developed from theoretical considerations [125,126] 

~ E kT - "=' 
V DP= - - s D V ln C2 11e 

~ Es2 ~ 
V.=- VlnC 

c 811 2 

where 

and C2 is the electrolyte concentration. 

(9) 

(10) 

(11) 

Equation (9) uses the Smoluchowski equation relating electrophor­
etic velocity and electric field, and is strictly applicable only for infinitely 
thin e.d.l., while Eq. (10) is strictly applicable only for infinitely thin 
e .d.l. and small s-potential (D-H approximation). Nevertheless, a nu­
merical solution has been developed to cover all e.d.1. thicknesses and 
/;-potentials [170]. However, sometimes, it is preferable to have the 
particle velocity in a good approximation as an analytical expression, 
the limiting condition being that the /;-potential is small and the e.d.l. 
is thin relative to the particle radius , that is 

(12) 

Note that particle velocity is independent of particle radius, and 
proportional to the square of the e.d.l. thickness. Furt1!_ermore, the 
velocity is not necessarily proportional to C2 since r 1 and s are concen­
tration-dependent. 

Taking into account the net diffusiophoretic velocity given by 

V, := ~ [:5 kT r + ! 1;2] V ln C 
DF 11 e ~ 8 2 

(13) 
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and the diffusiophoretic diffusivity D12 (particle = 1, electrolyte = 2) 
given by 

(14) 

D = _ Ci c [n kT r + .! ~2] 
i2 Tl C2 e -:i 8 

(15) 

Therefore, by measuring D12 or V0 F for a system consisting of parti­
cles and electrolyte in liquid solution, the ~-potential can be determined 
using the theories for diffusiophoretic velocity. Lechnick and Shaeiwitz 
[169] have experimentally demonstrated that V0 F is independent of 
particle concentration, which is fully in agreement with theory. Further­
more, the same authors have also studied the electrolyte concentration 
dependence of diffusiophoresis in liquid [169]. The results obtained 
suggest that if the ratio between the endpoints of the range of electrolyte 
concentrations is less than two, then the electrolyte concentration 
dependence is not very important. Further results suggest that the 
agreement between the experimental and theoretical diffusion potential 
is best at electrolyte concentration above 10-3 M, in accordance with the 
infinitely thin double layer and low surface potential assumptions made. 
However, there have been few quantitative experimental studies of 
electrolyte diffusiophoresis, and even fewer studies of nonelectrolyte 
diffusiophoresis. The difficulty in making measurements of particle 
velocities is to devise an experiment which is capable of giving direct 
measurements of diffusiophoresis free of all other colloidal phenomena. 
Recently, Staffeld and Quin [125,126) have reported on a novel experi­
mental d evice which can provide direct observations of diffusiophoretic 
movement. 

This new experimental technique - the stopped-flow diffusion cell 
(SFDC) - allows two particle suspensions to be brought into intimate 
contact while providing an initially step, well-defined solute gradient at 
the junction between the suspensions. With this technique the manifes­
tation of diffusiophoresis is the spontaneous formation of a concentrated 
band of particles, a band that moves in response to the transient decay 
of the initial step-function solute gradient. The s-pot entials for the 
polystyrene-aqueous solution interface obtained with this new technique 
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and those obtained from mobility measurements are in a reasonable 
agreement [168]. Moreover, this technique is able to carry out measure­
ments of non-electrolyte diffusiophoresis. 

On the other hand, Pawar et al. l167] have also analyzed the effects 
of polarization of the double layer on the diffusiophoretic mobility of 
spherical, uniformly charged particles in electrolyte gradients. T.he 
theory is linear in the macroscopic gradient of electrolyte concentration 
and hence the diffusiophoresis depends only on s and /...._ The authors 
derived an analytical expression for this dependence for the case of a 
symmetrically charged electrolyte, which provides excellent results for 
Ka> 20. 

5.1. 5. Dielectric dispersion 
When a colloidal dispersion is subjected to an alternating electric field 

(E cos wt) the macroscopic electric current which results has a phase 
and amplitude which in general depend on the frequency w of the 
applied field. The macroscopic electric current is of the form 

1~ E cos wt - w £ E sin wt (16) 

In general, /.. and E depend on the angular frequency of the applied 
field. The dielectric dispersion is related to both electrical conductivity 
and dielectric permittivity measurements. It is this frequency depend­
ence that is referred here as dielectric dispersion (128]. The frequency 
dependence of the conductivity and the dielectric response occurs physi­
cally as a result of the inability of the polarized double layer to respond 
rapidly enough to the applied field at higher frequencies. Polymer colloid 
dispersions exhibit dielectric dispersion in two distinct frequency 
ranges: one around c.o = D/a2 , where Dis the ion diffusivity, and the other 
around oo = /.. 001£, where /.... 00 and £ are the conductivity and permittivity 
of the background electrolyte. These frequencies typically lie in the kHz 
(low-frequency) and MHz (high-frequency) ranges, respectively. 

(a) Dielectric constant measurements 
The dielectric response of a colloidal dispersion at low-frequency (171) 

and at high-frequency [l 72] can be also a powerful tool to determine the 
t;-potential of polymer-liquid interfaces. In principle, this electrokinetic 
technique is applicable to dilute as well as concentrated dispersions. 
Both cases show very large dielectric dispersions at low frequency (173] 
which cannot be justified in terms of the Maxwell- Wagner theory [174]. 
From a theoretical point of view the Schwarz-Schurr theory (175-177] 
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has been successfully applied to aqueous polystyrene suspensions [177]. 
This theory, however, ignores the relaxation of the diffuse part of the 
e.d.l .. The Schwarz-Schurr theory is based on the polarization of the 
counterion cloud around the charge surface of the dispersed particles. 
It is the displacement of counterions in the e.d.l. by an external electrical 
field that is responsible for the dielectric dispersion. In the Schwarz­
Schurr theory the dispersed particle with e.d.l. is considered to be a 
sphere with a certain complex dielectric constant suspended in an 
electrolyte solution with a different complex dielectric constant. The 
substantial discrepancies between the polarization mechanisms of 
Schwan-Schurr and that ofDukhin-Shilov [128] are due to the differ­
ent kinetic model for the e.d.l., and so their respective qualities depend 
on the quality of the model assumptions. Lyklema et al. [178] have 
developed a new theoretical and experimental treatments of low-fre­
quency dielectric dispersion (at frequencies of order D/a2). According to 
these authors there are two ways in which a double layer can be 
polarized by an external field E(w): by polarization of the diffuse part of 
the e.d.l. and by polarization of the bound charge. They derived equa­
tions for the dielectric dispersion ~E(w) and the static permittivity £(0) 

for these two cases. 
For the diffuse-layer polarization the contribution of the particles to 

i:: can be written as 

where 

and 

D +D _(Z+ + Z_) 
Derr= DZ +DZ 

+ + - -

1 + w + w2 

is the effective coefficient of diffusion. 

( 17) 

(18) 

(19) 

(20) 
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and A1 and A2 are functions of z ... , Z_, the electrolyte concentration, 
sphere radius, 'I'd and~ [130]. The ~·potential occurs because of convec· 
tion currents due to electroosmosis are accounted for, whereas 'I'd is the 
diffuse double layer potential determining conduction and diffusion in 
the diffuse e.d.l. part. 

The low-frequency dielectric increment fl.£(0) can also be expressed 
in function of the parameters A1 and A2 a nd two other parameters, a1 
and a2, both dependent on z ... , Z_ and 'I'd 

(21) 

The bound-layer mechanism is expected to apply only if there are 
bound counterions without significant exchange. In that case, a different 
polarization phenomenon applies, and the low frequency dielectric dis­
persion obeys. 

[
cr0 K . ( F\Jfd ]~ 

9 4F: - smh 2NAkT ~ 
fl.E(O) = 

4 
<!>Er (Ka) M (22) 

with 

2 [ cr0 K • ( F 'JI d ]~ 
M = 1 + ( F \jfd ) 4 Fe - smh 2NA kT Li 

cosh NA kT 

(23) 

In the Schwarz-Schurr theory M = 1, since there is no diffuse d.l. 
part. However, introduction of the diffuse part is necessary to account 
for the screening of the bound charges. Therefore, 'I'd enters in the 
equations derived by Lyklema et al. [178]. These authors have compared 
the theoretical and experimental low-frequency dielectric increment. 
The first conclusion is that the high experimental values found for 6.£(0) 
and its continuous rise with Ka can never be quantitatively accounted 
for by the modified Schwarz-Schurr theory. This confirms that polari­
zation of the diffuse d.l. part is the leading feature. Quantitative 
discrepancies remain between theory and experiment, due to surface· 
and colloid-chemical peculiarities of the polystyrene latices as pointed 



R. Hidalgo-Alvarez et al./ Adu. Colloid Interface Sci. 67 (1996) 1-118 25 

out by Springer et al. (130). There is ample evidence that an anomalous 
surface conductance mechanism is responsible for the peculiar electrok­
inetic behaviour of polystyrene latices [132,179). 

Originally, the low-frequency dielectric dispersion observed in dis­
persions was interpreted on the basis of the idea that the lateral 
transport of the counter-ions of the Stern layer plays the main role in 
forming the induced dipole moment of a dispersed particle [177). Shilov 
and Dukhin (174] suggested an alternative mechanism. Theoretical 
[128,175) and, then, experimental (130,1781 studies showed that the 
greatest dielectric increment LlE is caused by the concentration polari­
zation of the e.d.1. under the condition of free exchange between the 
double layer and the surrounding electrolyte concentration. One ap­
proach to study relaxation of double layers around charged particles is 
to apply dielectric spectroscopy to dilute colloidal dispersions. The 
dielectric response represents the conductive and the capacitive parts 
of the electric current flowing through the sol. The electric field will 
distort the ionic atmosphere around particles so that the double layer 
become polarized_ It is relatively simple to relate the extent of this 
polarization to the dielectric response. The induced dipole moment itself 
is very sensitive to the ionic current flows around the particle, which are 
strongly dependent on the equilibrium double layer structure. Therefore, 
dielectric spectroscopy in the proper frequency range enables us to study 
relaxation processes in the double layer as well as its equilibrium structure. 
Razilov et al. [133] have developed a quasi-equilibrium theory for the 
concentration polarization in an e.d.l. and the low-frequency dielectric 
dispersion, including the concentration polarization in the dense part of 
the double layer (Stern layer), under the condition of free ion exchange 
between the diffuse layer and the Stern layer. The application of this 
theory to low-frequency dielectric dispersion data obtained with polymer 
colloids might open new possibilities in the explanation of the electrok­
inetic behaviour of these colloidal systems. 

(b) Electrical conductivity measurements 
The frequency response of the polymer colloid dispersions is due to 

the sum of the polarizabilities of the e.d.l. around the particles. The d.l. 
charge cloud is polarized due to the influence of the external field which 
is realized as the particle-dependent conductance increment and a very 
large effective dielectric response. 

According to the value of volume fraction of solid particles in colloidal 
suspensions, we can have concentrated or dilute suspensions of charged 
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particles in a continuous phase (liquid medium). In both cases, th e 
application of an electric field to such a suspension cause the ions and 
particles to migrate, giving rise to an electric current. Our aim is to 
determine the relationship between the applied field and the measured 
electric current. Electrical conductivity may be measured in a steady 
electric field (static conductivity) or in an alternating electric field 
(dielectric response measurements). This second possibility has been 
exhaustively reviewed by O'Brien (180]. In our case, we are especiaEly 
interested in reviewing the conductivity of suspensions as this electrok­
inetic technique enables us to provide information on electrical state of 
polymer colloid- liquid interfaces. 

Precise measurements of conductivity a re difficult to perform experi­
mentally. The precision can easily be lost many possible artifacts. 
Effects like electrode polarization have still not been thoroughly ac­
counted for from a theor etical point of view. Electrode polarization is 
present at low frequency, at high frequency there are stray capacitance 
and inductance effects. The modelling of these effects in order to extract 
the true sample signal is difficult as the polarization and stray effects 
are up to orders of magnitude greater than the sample signal. 

The t heory describing the conductivity of suspensions of charged 
particles is based on the bulk or averaged properties at a finite, but 
small, particle volume fraction. In this way, it is very different from the 
theory of electrophoresis, which is concerned with the motion of a single 
particle at infinite dilution. The counterions which balance the charge 
on the particle are assumed to diffuse far away from the particle hence 
not affecting the background ionic strength. In the theory of conductiv­
ity, the counterions which balance the charge on the particles do add to 
the background ionic strength and thus to the suspension conductivity. 
Since the theory of electrophoresis is based on single particles at infinite 
dilution and the theory of conductivity of suspensions on data obtained 
by these averaged properties at finite particle concentration, compari­
son of s-potentials calculated from two experimental techniques pro­
vides an excellent test for the completeness of the electrokinetic models 
employed (48,68,112,116,134,147]. Provided that the physical assump­
tions of the theory are valid, both processes should yield the same 
s-potential. Here, it is assumed that in the low volume fraction limit the 
suspension conductivity, K*, can be written [57,181]: 

K* = K""(l + <i> L\K""(~, Ka)) (24) 

where K is the dispersion conductivity, K00 is the bulk electrolyte 



R. Hidalgo-Aluarez et al. !Adu. Colloid Interface Sci. 67 (1996) 1- 118 27 

conductivity (outside the e.d.1.), $(0 <<I>< 0 .05) is the volume fraction of 
particles in suspension, Ka is the electrokinetic radius and AK* is th e 
conductivity increment. As with the electrophoresis, conventional mod­
els relate the conductivity increment to a single interfacial property, the 
~-potential [134,146,147). 

The experimental evaluation of AK* is performed by measuring the 
conductivity as a function of the volume fraction. L.P. Voegtli and 
Zukoski [182] have found that a t low volume fractions the conductivity 
of a latex suspension dialysed against 10-4 M HCl becomes a linear 
function of the volume fraction. 

The O'Brien conductivity model (183] provides values of [(K*/K00

) -

1]/<j> much lower than those experimentally obtained by Watillon and 
Stone-Masui (184). This is not however, the only case in which conduc­
tivity measurements yield different results compared to those obtained 
by oth er electrokinet ic techniques. For instance, s-potentials calculated 
from electrophoretic mobility and conductivity measurements (185-
188] have displayed significant differences. Various interpret ation have 
been offered to j ustify those differences (68,188]. One of the difficulties 
is the dearth of data on well-defined systems where the tenets of theory 
can be tested. 

The ~-potential calculated from the conductivity increment ap­
proaches the ~-potential calculated from the mobility both at high and 
low salt concentrations but is substantia lly larger at intermediate ionic 
strengths. It is apparent that the t;-potentials calculated from AK* are 
systematically higher than those from the electrophoretic mobility with 
the absolute magnitude of these deviations being at its largest (50-60) 
mV at intermediate salt concentration. In agreement wi th Zukoski and 
Saville [185- 188] these differences are due to inadequacies in electrok­
inetic theory applied to polymer colloids. The results obtained by these 
author s suggest a transport process occurring at the particle surface 
which is not taken into account in the extant electrophoretic theories. 
They proposed a model using a dynamic Stern layer. Using the model 
they have shown that for a fixed s-potential, ionic t ransport behind the 
shear pla ne can increase the conductivity increment and depress the 
electrophoretic mobility [185). 

In the opinion of Saville [189), the theories for the electrical conduc­
tivity of dilu te dispersions fail to take proper account of the effects of 
non- specific adsorption, which alters the concent ration of ions in regions 
outside the e.d.l. , and counterions derived from the particle charging 
processes. This might explain the poor agreement between theoretical 
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and experimental data. Dunstan and White (146], however, have found 
that the volume fraction dependence of the supporting electrolyte con­
centration potentially explains the discrepancies between the mobility 
and the conductance-predicted ~potentials reported by other authors 
previously. The electrolyte concentration in latex dispersions changes 
markedly with the volume fraction of the particles and this explains the 
different s-potential values obtained using mobility and conductivity 
measurements. This work suggests that the observed electrokinetic 
behaviour is general to colloidal dispersions and not intrinsic to polymer 
colloids. 

Ideal electrokinetic behaviour has been found by Gittings and Saville 
(190] of a polystyrene latex sample stabilized by sulfate charges (-1.06 
µC/cm2) with a diameter of 156 nm (measured by TEM) and a hydrody­
namic size of 160 nm (measured by PCS). Using the standard model of 
electrokinetics of electrophoretic mobility and low-frequency dielectric 
response these authors have found a good agreement between the 
1;,-potentials of the O'Brien-White and Delacey-White theories, respec­
tively. It seems that lowly charged polyst yrene beads with diameters 
smaller than 200 nm are closer to the ideal colloidal system. There is a 
good agreement between the conclusions derived by Gittings and Saville 
(190) and Russell et al. (107) . 

High-frequency dielectric dispersion 
On the other hand, polymer colloids in the Smoluchowski limit (Ka 

>> 1) can exhibit another type of dielectric dispersion at higher frequen­
cies (of order K2 D). O'Brien [171] has described the high-frequency 
dielectric dispersion in terms of the complex conductivity K*(w) for 
concentrated and dilute colloidal dispersion. From an electrokinetic 
point of view the relationship found between the surface conductance 
and~ using the standard e.d.1. model is very interesting. 

The aim of the high-frequency conductivity and dielectric response 
experiments is to find the complex conductivity of the suspension as well 
as that the background electrolyte in the frequency regime 0.1-40 MHz. 

Experimentally, the complex conductivity of a suspension is obtained 
by measuring the admittance of a capacitor filled with the suspension 
in question. The admittance Y(co) is converted into the complex conduc­
tance K*(co) (129] using 

Y = Cc K* (25) 

where Cc is the geometrically cell constant. 
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The complex conductivity of the suspension can be expressed in terms 
of the conductivity L\K(w) and the dielectric response L\E'(ro) + iL\E"(ro) due 
presence of the polymer colloids, viz [129] 

K* = K*e1 + <IJ[L\K- icd4n(L\£' + L\£")] (26) 

Alternatively, the complex conductivity of the suspension can be 
expressed in terms of the complex dipole strength C0(w) [129]. 

K* = K*(>1 [l + 3<1JC0(/;)] (27) 

Depending on the frequency range of interest one of these expression 
is used. The choice is related to the structure of C0, L\£', and L\£" when 
plotted against frequency. At low frequency, the real and imaginary 
parts of C0 are approximately constant whereas at high frequency these 
curves possess greater structure, exhibiting well-defined maxima and 
minima for frequencies beyond 0.1 MHz. In the case of L\£1 and lie", all 
of the structure in the curves is observed at low frequency with relaxa­
tion of L\£1 occurring around 1 MHz and D.£11 decreases sharply to zero 
after reaching a maximum around 0.1 MHz. Very recently, Russell et 
al. [140] have studied the high-frequency dielectric response of highly 
charged sulfonate/stryrene latices, they analyzed K* in terms of the real 
and imaginary parts of the dipole strength using Eq. (27). Most earlier 
studies in this field were concerned with low-frequency dielectric re­
sponse and so analyzed their experimental data in terms of L\£' and D.E". 
Russell et al., however, used the high-frequency regime (0.1to40 MHz), 
and since the theoretical dipole strength is a function of the /;-potential, 
a comparison of experimental and theoretical data will yield a s-poten­
tia1. The experimental curves were compared to theoretical curves 
computed at various /;-potential using the numerical electrokinetic 
theory ofMangelsdorf and White [551. The s-potentials derived from this 
study were compared to those obtained from electrophoretic measure­
ments, and a very good correlation between the two electrokinetic 
processes was observed. This work shows that high-frequency dielectric 
dispersion usually produces good fits to theory in contrast to dispersion 
at lower frequencies [182,185]. 

Dielectric dispersion of concentrated dispersion 
The problem of calculating the electrical conductivity of a porous plug 

is considerably more difficult than the apparently related problem of 
determining the conductivity of a granular material composed of purely 
conducting phases. The difficulty arises from the fact that the current 
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in a porous plug (concentrated colloidal dispersion) is carried by electro­
lyte ions, rather than electrons. In order to determine the current 
density at a point in the electrolyte it is necessary to determine not only 
the local electric field, but also the local ion density gradients and fluid 
velocity; for in addition to the component of current due to the electric 
field, there are also components due to the Brownian motion and 
convection of the ions with the neighbouring fluid. To calculate the total 
current passing through a plug it is therefore necessary to determine 
the distribution of ions, electrical potential, and flow field in the pores. 
This involves the solution of a set of partial differential equations. 
O'Brien and Perrin [191] have solved those equations and thereby 
theoretically determined the conductivity of a porous plug. The plug is 
assumed to be composed of closely packed spheres of uniform ~-poten­
tial, and the Stern layer ions are assumed to be immobile. Besides, the 
particle radius a has to be much larger than the e.d.l. thickness r 1. 

According to the procedure of O'Brien-Perr in, the electrical conductivity 
of a porous plug is given by: 

A. [ e
2 z~ U · n° l A.o = 1 + 3<!> f(O) + 

1
A.

0 

1 
' (f(~) - f(O)) (28) 

where the subscript i refers to the counterion of highest charge. In this 
case, it is assumed that there is only one species of highly charged 
counterion. ~is a variable which relates the net tangential flux of ions 
entering a portion of the e.d.l. to the flux passing out to the bulk 
electrolyte, and f(~) is a complicated function of~ which in turn depends 
on the geometrical dist ribution of particles constituting the porous plug 
(simple, body-entered and free-entered cubic arrays)_ 

The computed values of the function f(~) are shown in [191]. 
By using Eq. (28) together with the f(B) values, we can compute the 

conductivity of the three cubic arrays for any electrolyte. In most 
practical applications, the conductivity is known through measurement 
and it is the ~-potential which must be calculated. In this case one would 
first calculate the conductivity of the plug over a range of s-potential by 
the above procedure and then interpolate to find the s-potential corre­
sponding to the measured conductivities. This method for ~-potential 
calculation has been tested and compared with values experimentally 
obtained by Van der Put and Bijsterbosch [141]. The agreement between 
the theoretical and experimental s-potential values is quite satisfactory 
when conductivity data of concentrated and dilute polystyrene suspen-
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sions are used, but again /;-potential from conductivity me~surement 
are much larger than those from mobility measurements. Following a 
slightly different approach to the method used by O'Brien-Perrin [191], 
Midmore and O'Brien [193) have developed a cell-model formula for the 
low frequency conductivity of a concentrated suspension of spheres with 
thin double layers_ In this model, the effect of surrounding spheres on 
a reference sphere is approximated by taking the reference sphere to be 
at the centre of a larger sphere. From the solution to this problem, we 
find 

As the volume fraction approaches zero, Eq. (29) reduces to 

(2~ - 1) 
f(j3) == (2 + 2j3) 

(29) 

(30) 

So that, for a symmetric two-species electrolyte, in which the ionic 
diffusivities are equal, we find 

lim 
4>~0 

(i:: )-1 =-£[1- 3p ] 
<I> 2 213 + 2 

(31) 

This expression can be used for the unequivocal determination of p. 
A new application of conductivity measurements is the experimental 

determination of the diffuse charge density (crd). If the diffuse layer 
charge is high, which is generally the case for polystyrene latices, the 
contribution to the charge by the negative adsorption will be small 
compared to that by the positive adsorption, so that 

<Jel may be determined from the ~-potential, and A8 from conductivity 
measurements since 
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A.s ~ K----
- aA.; - 2 

(33) 

when the electrolyte is symmetrical in ter ms of both charge and ionic 
diffusivity (e.g. KCl). Also, K can be calculated for any electrolyte from 
high-frequency and low-frequency conductivity, measurements by 
means of more complicated formulas. 

Midmore and O'Brien [193] found that the diffuse charge density for 
polystyrene latices ranged from 4.1and4.4 µC cm-2, whereas by titration 
a value of 2.8 µC cm-2 was obtained. Once more, conductivity measure­
ments yielded larger values for the electrokinetic parameters. Midmore et 
al. (194] have examined the effect of temperature, and co-ion and counte­
rion type on the diffuse layer charge of monodisperse polystyrene latices. 
After an extensive analysis they concluded that conductivity measure­
ments provide a better method for studying the e.d.l. in latex systems. 

Finally, conductance measurements have allowed to determine the 
effective charge number of monodisperse polystyrene spheres (195]. The 
fraction of free macroions and/or gudgeons in deionized suspension is 
close to but smaller than unity for spheres having several and several 
tens analytical valency. 

5.1. 6. Electro-acoustic phenomena 
The electroacoustical methods for determining the /;-potential of 

particles are based on the so-called Debye effect [155]. In an electrolytic 
solution, ultrasonic waves produce alternating potentials between 
points separated by a phase distance other than an integral multiple of 
the wavelength. This effect occurs when cations and anions of the 
electrolyte have different effective masses and frictional coefficients and 
is a consequence of the resulting differences in the amplitudes and 
phases of the displacements of the cations and anions. When the anion 
is lighter than the cation the former is more displaced by the ultrasonic 
pressure amplitude than the latter. Thus, a region (A) will be charged 
positively with respect to the another region (B). 

If inert metal probes are placed in A and B, an alternating potential 
difference will be observed with the same frequency as the sound waves. 
The frequency of the alternating ultrasonic vibrational potential (UVP) 
corresponds to that of the sound field. A similar effect exits for colloidal 
particles caused by the distortion of the ionic atmosphere. It was first 
predicted by Rutgers [196] and has been treated theoretically by others 
[197,198]. 
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Babchin et al (199) have reviewed the use of electroacoustical meth­
ods in the determination of electrokinetic properties. The main advan­
tage of the electroacoustical methods is that it is perfectly capable of 
providing electrokinetic data in nontransparent and nonpolar media 
along with the ability to monitor coagulation/coalescence processes 
[200J. 

Enderby [198) obtained for the colloidal vibration potential 

(34) 

The function B(Ka) varies from 96 to 144. 
The colloidal vibrational potential was first measured by Yeager and 

co-workers (201,202) and by Rutgers and Vidts [203). More recently, 
Beck et al. [204] and Babchin et al. [199) have developed new electroa­
coustical techniques that, usually, yield different /;-potential values 
than other electrokinetic techniques. However, the cases studied by 
Babchin et al. were often in reasonable agreement. 

The main disadvantage of the ultrasonic potential lies in the fact that 
it is a complex combination of the colloidal and the ionic vibrational 
potential. At low free salts concentration (less than 10-2 M), the ionic 
contribution can be neglected. Above this limit, the influence of the 
retention aid on the particle potential is no longer detectable. 

The use of electroacoustical methods to obtain electrokinetic proper­
ties of polymer colloids is very recent [152,205-2071. 

Electroacoustics, when compared to microelectr ophoresis and 
streaming potential, shows considerable advantages: (a) measurements 
on particle sizes up to 3 mm can be performed using low frequency (100 
kHz) and a wide electrode distance (13 mm). (b) The concentration of 
the suspension may vary within wide ranges(>> 1 % or more) depending 
on the electrolyte concentration. (c) The measurement is almost instan­
taneous (milliseconds range). (d) Continuous monitoring is in principle 
possible. 

Shubin et al. [152) have performed an interesting comparative study 
on the electroacoustic and dielectric responses of carboxylated polysty­
rene beads. The t; potentials are calculated from dynamic mobility using 
the measured surface conductances obtained from the complex conduc­
tivity ofthe polymer colloids. These t; values are found to be smaller than 
those calculated from conductivity data. A triple layer model (TLM) is 
used to interpret measurements of electrophoretic mobilities at zero and 
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high (1 MHz) frequencies, and the complex conductivities over the 
frequency range from 1 to 20 MHz. In order to reconcile these two sets 
of data, these authors considered two alternative electrokinetic mecha­
nisms in the TLM: (i) the ~-potential is measured some distance (from 
1 to 3 nm) from the Outer Helmholtz Plane (OHP) and the anomalous 
conductivity occurs in the diffuse layer or (ii) the 1;-potential is measured 
in the OHP and the anomalous conductivity occurs in the Stern layer. 
The second model gives a reasonable description of the s -potentials and 
surface conductance for the entire pH range. According to these authors 
the anomalous conductivity (the extra s urface conductivity not ac­
counted for in the standard theory) is always presented in the highly 
charged (cr0 > 10µC/cm2) polymer-water interface, which is not gener­
ally accepted by other authors [107,134,147]. 

5.1. 7. Electroviscous effects 
The presence of an e.d.l. exerts a pronounced influence on the flow 

behaviour of a fluid and leads to an increase in the suspension viscosity 
due to energy dissipation within the e.d.l. AU such influences are 
grouped together under the name of electroviscous effects. These kind 
of effects appear both in concentrated colloidal dispersions (porous plugs 
or membranes) [208] and in dilute ones [209] .There are three distinct 
effects, called respectively the primary, secondary, and tertiary electro­
viscous effect. The primary electroviscous effect is due to the increase of 
the viscous drag forces on the particles as their e.d.1. are distorted by 
the shear field. The resulting contribution to the viscosity is, in first 
order, proportional to the volume fraction of the suspended particles. 
The primary electroviscous effect is a useful tool to investigate e.d.l. at 
polymer-liquid interfaces. This effect can be interpreted on the basis of 
several theoretical treatments for spherical particles.The primary elec­
troviscous effect occurs in a dispersion, in which the particles are 
electrically charged. The equation describing the particles, and the e.d .1. 
thickness in relation to the radius of the particles. 

The primary electroviscous effect is due to increase of the viscous drag 
forces on the particles as their e.d.l's are distorted by the shear field. 
The resulting contribution to the viscosity is, in first order, proportional 
to the volume fraction of the suspended particles. Thus, th.is effect occurs 
in a suspension, in which the particles are electrically charged [159]. 
The first theory for the primary electroviscous effect was presented 
without proof for the limiting case of thin e.d.l. by Smoluchowski [210]. 
Later Krasny-Ergen [211] calculated the viscous dissipation in the same 
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limit to obtain a result similar to Smoluchowski's, only different by a 
numerical factor. Booth [156] performed a definitive analysis in the low 
shear limit for arbitrary e.d.L thickness, obtaining a Newtonian viscos­
ity with an O(<!>) coefficient which increased with increasing surface 
charge and e.d.L thickness. 

The magnitude of the primary electroviscous effect is proportional to 
the first power of the particle concentration, and for a suspension of 
spherical particles it appears as a correction p to the Einstein equation 

_!}_ = 1 + 2.5(1 + p) <!> 
Tlo 

(35) 

The predicted enhancement of the coefficient over the Einstein value 
of 2.5 is generally of the same magnitude as or smaller than 2.5 and 
hence difficult to measure accurately; nevertheless some experiments 
with polystyrene latexes show similar effects (157). 

The calculation of p for any Ka value can be carried out by a numerical 
analysis of the equation developed independently by Hinch and Sher­
wood [212) and Watterson and White [Jl.58) . The various equations 
describing the primary electroviscous effect of dilute monodisperse 
suspensiions with spherical particles can all be put in the form 

_!}_ = 1 + 2.5$ 1 + A 2 F(Ka) G(I.) I 
[ 

3Q2 e4 N l 
Tlo 27tTloE kT a J 

(36) 

where 11 is the viscosity of the suspension and 1lo that of the solvent, <I> 

is the volume fraction, a the radius of the suspended particles, Q is the 
number of elementary charges on each particle, NA is the Avogadro 
number, Eis the dielectric constant of the dispersion, A.i are the conduc­
tivities of the various ionic species in the dispersion, b = Ka, and e, k, 
and T have their usual significance. The functions F(Ka) and G(\) can 
be found in [214). For simple electrolytes, the concentrations of the ionic 
species enter only through the function F(Ka). According to the D-H 
approximation 

Qe = as~ (1 + Ka) (37) 

Hence, Eq. (37) can be utilized in low t;-potential determinations. 
For the primary electroviscous effect all approximate equations are 

based on the following assumptions: 
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(i) laminar flow, neglect of inertia terms, no slip at the surface of the 
particles 

(ii) small volume fraction of particles, which are nonconducting and 
spherical 

(iii) uniformity of ionic conductivities, dielectric constant, and solvent 
viscosity throughout the electrolyte solution 

(iv) uniform immobile charge density on the surface of the particles 
(v) no overlap of double layers of neighbouring particles 
(vi) the electroviscous effect must be less than the Einstein coefficient 

(2.5 <j>), i.e. low surface charge or low /;-potential. 
Honing et al. [213] have determined the dependence of the viscosity 

of silica (ludox) sols on the elect rolyte concentration of various aqueous 
solutions. For volume fractions below 5% silica, the viscosity was found 
to be linearly dependent on the volume fraction of silica. The sols showed 
Newtonian behaviour at these low volume fractions. The electrolyte 
concentration had a marked effect on the viscosity. Very reasonable fits 
were obtained with the Booth equations by assuming the charge of the 
particles to be constant. Delgado et al. [161] could not fit their data to 
the Booth or the Watterson and White equations. The source of the 
discrepancy may be the fact that their particles (anionic polystyrene 
latex) were not smooth, whereas the theory assumes smooth particles 
with an uniform surface charge. In the same way, McDonogh and 
Hunter [159] indicated that the results obtained with polystyrene 
latices lead to conclude that either polystyrene latices prepared by 
emulsion polymerization and purified by dialysis or ion-exchange are 
good examples of smooth, spherical hydrophobic particles or they are 
not. If they are smooth spheres then there are serious experimental 
discrepancies between experimental results and the current theories of 
the primary electroviscous effect. This would be a matter ofreal concern 
because the mathematical model assumpt ions used for developing the 
theory are the same as those employed in the theoretical description of 
the electrophoretic mobility of a colloidal particle. If so this could 
jeopardize the use of the /;-potential as the main characterizing parame­
ter of the e.d.l. 

In the opinion of McDonogh and Hunter [159], it would be more 
comfortable to believe that this discrepancy is caused by some peculiar 
feature of the polystyrene latex system and, certainly, there seems to be 
some evidence that this system when prepared by the usual procedures 
(with presence of emulsifiers) is not as well behaved as would be 
expected! from its appearance in electron micrographs. The results 
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obtained! by Honing et al. [213] with silica sols seem to support that 
second possibility, since silica sols are indeed smooth. Ali and Sengupta 
[160] have measured the primary electroviscous effect in two different 
series of polystyrene latices of increasing particle size, prepared without 
addition of surfactants. They found that whereas for the larger particle 
size latices the measured electrical contribution to the primary electro­
viscous effect 

( 

TleI (11 - Tlo) l 
TJo<I> Tlo<I> - 2.5 

decreases with increasing counterion concentration (quaternary ammo­
nium of different ionic sizes) as required by the theory, it either remains 
(more or less) constant or increases slowly in the case of smaller 
latices.This might possibly be due to the simultaneous occurrence of a 
slow feeble agglomeration oflatex particles in the presence of increasing 
counterion. Also, Yamanaka et al. [214] found a satisfactory agreement 
between experimental primary electroviscous effect and the Booth's 
theory for relatively high-salt concentrations. Furthermore, they used 
ionic polymer latices prepared without surfactants. Finally, Quadrat et 
al. (215] have demonstrated that the dissociation of carboxylic groups 
on the surface of polymer colloids induces changes in the effective 
hydrodynamic volume due to an increased electroviscous effect and 
swelling. 

The secondary electroviscous effect results from the overlap of the 
e.d.l. of neighbouring particles, resulting in repulsion. This repulsive 
force leads to a larger effective volume of the particles and hence to an 
increase in viscosity. The leading contribution to the viscosity is propor­
tional to the square of the volume fraction, because at least two particles 
are involved. Although, the secondary electroviscous effect depends on 
the square of particle concentration while the primary effect is only 
proportional, in most practical cases the secondary effect is much larger 
than the primary effect, even at low concentrations. Actually the pri­
mary effect is important only ifthe thickness of the e.d.l. is of the same 
order of magnitude as the size of the particles. This implies that the 
particles must be very small for the primary electroviscous effect to be 
dominant [213]. With regard to the secondary electroviscous effect, 
Stone-Masui and Watillon (157] have obtained results which indicate 
the treatment of Chan et al. [216], although it predicts to high values, 
represents a more realistic approach than Street's equation, which 
yields too low values for the viscosity. 
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5.2. Possible explanations for the electrokinetic behaviour of polymer 
colloids 

Marlow and Rowell [97] have noted five possible explanations for 
electrokinetics behaviour of polymer colloids: 

(1) shear plane expansion (the hairy layer model) [17,18,74,103, 
108- 110,141] 

(2) preferential ion adsorption [32,52,71,143,146,147,179] 
(3) osmotic swelling or core-shell redistribution [38] 
(4) crossing of the mobility/s-potential minimum [190], and 
(5) anomalous surface conductance [21,30,50,56,68,69,76,83,99, 

112,132,162,178] 
Numbers 1, 2 and 3 are qualitative explanations, whereas 4 and 5 try to 
explain quantitatively the electrokinetic behaviour of polymer colloids. 

Two very different models have been proposed to account for the 
non-classical behaviour of polymer colloids. Recently, Seebergh and 
Berg [217] have published a most interesting paper where both models 
are extensively discussed. 

The hairy layer model postulates the presence of a layer of flexible 
polymer chains, or hair s, at the surface [108]. Zimehl and Lagaly [218] 
have suggested that the hairy layer is just one of several types which 
may be formed during emulsion polymerization, as shown in Fig. 4. The 
hairs extend into the bulk solution, owing to electrostatic repulsion 
between the ionic groups terminating the hairs and the ionic groups 
anchored at the surface. The distance of hair extension (i.e. the thickness 
of hairy layer) will also be influenced by the extent of solvation of the 
polymer chains and the ionic end-groups, as elucidated by some authors 
[219]. At low ionic strength, the hairs are in an extended conformation, 
so that some fraction of the total fixed charge of the particle is now 
located in the Stern layer and/or the diffuse layer. The shear plane has 
shifted away from the surface, so the s-potential is less than it would be 
for a non-hairy particle with the same fixed charge. The shear plane 
shift may also allow for electrical conduction between the shear plane 
and the surface, further reducing the electrophoretic mobility or stream­
ing potential. As the ionic strength increases, the hairs collapse back 
towards the surface owing to charge shielding. This the shear plane 
moves closer to the surface a nd the s-potential increases. At high ionic 
strength, the hairs have completely collapsed and the ~-potential de­
crease with increasing electrolyte is due to the compression of the 
electrical double layer. This mechanism is shown in Fig. 5. 
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Fig. 4. Types oflayer offlexible polymer chains formed during emulsion polymerization. 

Very recently, Seebergh and Berg (217] have published a paper where 
they verify the presence of a hairy layer via simultaneous measurement 
of both the size and electrokinetic characteristics of a given latex over a 
range of conditions. The presence of a hairy layer was investigated by 
comparing size, mobility, critical coagulation concentration, and surface 
charge density measurements of three different surfactant-free latices 
before and after heat treatment. Most of the literature has focused on 
trying to explain the anomalous electrokinetic behaviour of polymer 
colloids. In fact, polymer colloids exhibit other behaviour which does not 
agree to the predictions of theory. Several studies have reported de­
creases in the hydrodynamic diameter as a function of increasing ionic 
strength, based on photon correlation spectroscopy measurements [219-
222]. Any proposed model of the polymer colloid/fluid interface must 
account for these observations as well as for the electrokinetic behav­
iour. According to the hairy layer model, with increasing ionic strength, 
the hairs move gradually closer to the surface and the shear plane shifts 
inwards. The hydrodynamic diameter is thought to reflect the existence 
of bound surface layers, so a decrease in the hairy layer thickness should 
result in a decrease in the hydrodynamic diameter. The observed hydro­
dynamic diameter beh aviour is therefore consistent with the hairy layer 
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Fig. 5. Hairy layer mechanism. 

model of the interface [223). An alternative explanation of the size 
behaviour was offered by Saaki [221), who suggested that the reduction 
of the hydrodynamic radius with increasing electrolyte is due to the 
ion-initiated destruction of the rigid water layer at the polymer bead 
surface. 

The hairy model has been criticized for several reasons. A number of 
studies have reported a secondary maximum in the mobility of anionic 
latex at very low electrolyte concentration which cannot readily be 
explained by the hairy layer mechanism (71,185,220]. Elimelech and 
O'Melia [71] reported that the addition of lanthanum ions (La3+) to an 
ionic latex dispersion did not eliminate the minimum in mobility as a 
function of potassium chloride concentration, even though La3+ ions 
should strongly adsorb onto the negatively charged sites and collapse a 
hairy layer through charge shielding (see Fig. 6). Also, Midmore and 
Hunter [83J considered it unlikely, based on energetic considerations, 
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Fig. 6. Electrophoretic mobility of an anionic polystyrene latex (diameter 0.753 µm, 
surface charge density 56.4 mC m-2

) as a function of log molar concentration of KCl in 
the presence of 10-4 M LaC13 as a background electrolyte (pH 6.0) [71). 

that hydrocarbon chains would extend into the aqueous medium. Owing 
to these apparent weaknesses, some investigators have invoked models 
based on ion adsorption to explain their results. 

The second model is based on ion adsorption. This model postulates 
that the electrokinetic behaviour of the polymer colloids is a consequence 
of the extent of counter-ion and co-ion adsorption at the surface (32,52, 
71,143,146,147,179]. At very low electrolyte concentrations, counter­
ions adsorb, causing a decrease in the ~-potential with increasing 
electrolyte concentration. At somewhat higher electrolyte concentra­
tions, co-ion adsorption occurs as counter-ion sites become filled. This 
causes an increase in the s-potential with increasing electrolyte concen­
tration. At relatively high electrolyte concentrations, there is no further 
ion adsorption, and the s-potential decreases as the electric double layer 
is compressed. 

Very recently, a new qualitative explanation for the minimum in the 
mobility-ionic strength curves of anionic polymer colloids has been pro­
posed (222]. According to it, three competing processes are involved in 
determining the shape of the mobility curve in the presence of electrolytes; 
for the case of anionic polystyrene particles, they are: (a) neutralization 
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Fig. 7. Ion adsorption mechanism. 

of negative charge on the surface by adsorption of counterions causing 
an increase in the electrokinetic potential (less negative); (b) approach 
of co-ions close to the hydrophobic surface of the particles, causing a 
decrease in the electrokinetic potential (more negative); (c) compression 
of the diffuse double layer due to high bulk concentration of electrolyte, 
causing an increase in electrokinetic potential (less negative). Thus, the 
effect of each process along the mobility curve determines the shape of 
the electrokinetic potential as a function of the electrolyte concentration. 
Figure 7 shows this process. 

The issue of co-ion adsorption has recently gained greater signifi­
cance because of the works of Zukoski-Saville (185,187] and Elimelech­
O'Melia [71}. They interpret their electrokinetic data by invoking spe­
cific co-ion adsorption. This ion adsorption model postulates that the 
anomalous behaviour of polymer colloids is due to counter- and co-ion 
adsorption at the surface [71 ,182,185,1871. 

The ion adsorption model has also been criticized. In particular, the 
driving force for co-ion adsorption of simple, inert electrolytes onto 
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polymer colloids is not well understood [185,223]. Some authors have 
suggested that the driving force is hydrophobic in nature [147], where 
the co-ions have an affinity for the relatively hydrophobic surface of 
polymer colloids. This hypothesis is plausible for anionic polymer col­
loids, where the co-ions are relatively hydrophobic ions; however, it is 
difficult to accept in the case of cationic polymer colloids, where the 
co-ions are strongly hydrated cations. Several experimental studies 
have demonstrated that cationic polystyrene colloids exhibit a mobility 
maximum as a function of electrolyte concentration (50,78,103,112], 
which implies that co-ion adsorption is not hydrophobically driven. In 
any case, although some conductivity studies indicate that co-ions 
adsorb at the surface of the polymer colloids [185], there have been no 
direct measurements of such adsorption (223,83) . In fact, adsorption 
studies have shown that neither chloride nor sulfate ions adsorb at the 
surface of anionic polystyrene colloids dispersed in water (224). 

Another criticism of the ion adsorption model is that it cannot account 
for the observed insensitivity of the mobility to the co-ion species. 
Midmore and Hunter f83] measured the mobility of an anionic polysty­
rene latex as a function ofKF, KCl, KBr and KI concentration, and found 
that the mobility behaviour was virtually identical for each electrolyte. 
These results cast additional doubt on the mechanism of co-ion adsorp­
tion, as it seems likely that the adsorption affinity would differ according 
to the ionic species. Nevertheless, the hydrated size of these ions are 
quite similar, and this might explain the insensitivity of the mobility 
behaviour to these ions. A slightly different ion adsorption model has 
been proposed by Goff and Luner [52), "the ion exchange" model. In this 
model they assumed the original negative surface charge, i.e. in the 
absence of additional electrolyte, to be fully compensated by H+ coun­
terions. It is assumed that these protons are mainly inside the slipping 
plane and so do not contribute to the diffuse charge which is responsible 
for the zeta-potential. Thus, both the electrokinetic charge density and 
the /;-potential are also less negative at low ionic strength. As electrolyte 
is added (e.g. NaCl), the H+ ions are gradually replaced by Na+ ions 
which takes place in the diffuse layer outside the slip]ping plane and 
thus act to decrease the zeta-potential (more negative), until compres­
sion of e.d.l. at still higher ionic strengths causes the latter to increase 
(less negative) again. The transition occurs with an electrolyte concen­
tration of 10-3 to 10-2 M and this gives rise to a minimum for the 
/;-potential in that region. This model is supported by observations made 
in connection with the conductometric titration oflatices. However, Goff 
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and Luner (52) pointed out that their model is only valid for latices 
whose charge is due to strong acid, so a different explanation must be 
sought to cover the behaviour of latexes whose charge is due to weak 
acids. Also this "ion-exchange" model has been criticized by some 
authors. Van den Hoven and Bijsterbosch (109,110] obtained electroki­
netic data where the particles were strictly in K+ form only, so that any 
ion exchange was out of the question. Under these experimental condi­
tions electrophoretic mobility as well as streaming potential techniques 
used on the same particles showed both the disputed minimum. Also, 
de las Nieves et al. (17) working with highly sulfonated polystyrene latex 
beads obtained no appreciable difference in the electrophoretic mobili­
ties versus NaCl concentration where the sulfonated particles were in 
ff+ or Na+ forms. Figure 8 shows the µe values for a sulfonated latex in 
Na+ and ff+ forms. From these results the ion exchange theory does not 
seem to be the final answer to the controversial electrokinetic behaviour 
of polymer colloids. Also, Ma et al. (63) found that the minimum in 
mobility with increasing ionic strength was not due to the titratable 
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surface charge. In their experiments, the titratable surface charge was 
varied by hydrolysis of the sulfate surface groups such that the resulting 
latex had no measurable titrable surface charge. However, the electro­
phoretic properties of these hydrolysed latices were virtually identical 
to the original sample over a wide salt concentration range. These 
authors suggest that their results can be understood if the origin of the 
latex electrokinetic charge were primarily due to the adsorption of 
anions onto the hydrophobic parts of the latex surface. 

Although the hairy layer model and the ion adsorption model are 
capable of explaining many of the observed phenomena, neither is able 
to account for all of them. Thus, some authors suggest that both 
mechanisms are operative [179,222]. The primary weakness of each 
model is a lack of direct experimental verification of the underlying 
mechanism [222]. Independent measurements of co-ion adsorption and 
clarification of the hydrophobic adsorption mechanism, for cations in 
particular, are necessary to validate the ion adsorption model. This is, a 
very challenging experimental problem, since ion adsorption is usually 
inferred via ~-potential determinations. Likewise, additional non-elec­
trokinetic proof of hairs at the polymer surface is necessary to validate 
the hairy layer model. 

The appearance of a minimum in ~-potential is closely related to the 
theoretical treatment used to convert mobility into ~-potential. ~-poten­
tial values obtained from D- S equation agree reasonably with those 
theoretically expected. Hence, the most likely explanation for the mo­
bility/concentration minimum seems to be a movement of the shear 
plane away from the surface with decreasing electrolyte concentration. 
This phenomenon results in two effects. First, it lowers the ~-potential 
in the usual way and, secondly it lowers the mobility by a much greater 
percentage by introducing ionic conduction in the diffuse layer but 
inside the shear plane {83]. Henry's equation, with the surface conduc­
tance correction, and Dukhin-Semenikhin's equation seem to give ~-po­
tentials that agree remarkably well, and both remove the /;;-potential 
maximum. Also, this explanation agrees with the model proposed by 
Midmore and Hunter [83] for the electrolyte/polymer interface. Accord­
ing to this model the Stern layer is empty when the surface charge 
density is less than 6 µC/cm2 and the Poisson-Boltzmann equation 
applies to all the solution side of the double layer. At high electrolyte 
concentration the surface is smooth and the shear plane corresponds 
with the outer Helmholtz plane. At lower electrolyte concentrations, 
however, the surface becomes either rough or hairy, causing the shear 
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plane to move some little distance (-1 nm, this is the diameter of a 
hydrated sulfate ion) away from the surface. This leads to some lowering 
of the zeta-potential in the normal way but to a much greater reduction 
in the electrophoretic mobility because of the surface conduction effect. 
The postulated shift in the shear plane has the effect of immobilizing a 
layer of water of 1 nm thickness but does not influence the mobility of 
the diffuse layer ions. Thus, these ions are able to conduct in this region 
and thereby reduce the mobility of the particle. 

Surface conductance has been very useful to explain why the /;-po­
tentials obtained from electrophoretic mobility data are usually less 
negative than the /;-potentials obtained from low-frequency dielectric 
dispersion [130,132,178]. Nevertheless, this explanation has also been 
cast doubt upon by Russell et al [107]. These authors claim that the 
theory of O'Brien and White [57] correctly predicts the electrokinetic 
potential without the need to invoke the surface conductance. They 
studied the high-frequency dielectric response of sulfonate latexes and 
the /;-potentials obtained were compared to /;-potentials from electro­
phoresis. measurements. They found that the differences encountered 
between both techniques may not be related to theory or anomalous 
effects such a Stern layer conduction but merely experimental limita­
tions. Thus, and according to Russell et al. only one technique is needed 
to characterize the electrokinetic properties of polymer colloids and it is 
highly unlikely that their latex sample is unique. The two-shot polym­
erization process employed to prepare these polymer colloids will lead 
to a highly charged "hairy" surface (17 ,18,69, 76) with high concentra­
tions of specifically adsorbed counterions. Extant hypothesis would 
make it a prime candidate for Stern layer conduction [55]. Despite this 
postulate, they did not found evidence of surface conduction and only 
one out of ten systems studied showed any dielectric response anoma­
lies. They claimed, too, that the method of sample preparation may be 
of importance and that this could be the reason for the inconsistencies 
observed by Zukoski and Saville [185-188]. Dunstan and White (146] 
found reasonable agreement between static conductivities and electro­
phoretic mobilities with an amphoteric latex of 176 nm and 62 µC/cm2 

of surface charge density when dialysis was used to bring the samples 
to an equilibrium electrolyte concentration. Other methods of sample 
preparation, such as centrifugation and dilution were found to be totally 
unsuitable. They also showed that very small errors in the electrolyte 
concentration caused large discrepancies between the two measurement 
techniqU!es. In a second paper, Dunstan and White [134] reported on the 
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dielectric response of amphoteric latices and suggested that surface 
conductance is not present in these systems or if present that the ions 
in the Stern layer have the same conductivity as those in the bulk. 
However, they claimed that the latices used in their study did not 
display a maximum in the mobility versus KCl concentration. 

An alternative approach to the explanation of the electrokinetic 
behaviour of negatively charged polymer colloids is the possible crossing 
of the mobility/s-potential minimum (or maximum for cationic polymer 
colloids). The phenomenon of the mobility/l;-potential minimum is 
caused by the distortion of the double layer at high <;-potentials resulting 
in a reduction of the mobility, µ , compared with that expected from 
Smoluchowskis equation which predicts a linear relation between <;and 
µ. If<; is high enough, the mobility begins to drop with increasing~ giving 
rise to a minimum. There exist, therefore, two possible t;;-potentials as 
solution to any given mobility, one low and the other high. It is thus 
possible that an apparent drop in<; with a decrease in concentration is 
caused by taking the wrong solution for a given mobility. Until now, no 
reference has appeared in literature of a system in which this problem 
has been shown to occur. However, Gittings and Saville [190] have just 
published a paper where they measured the dielectric response and 
electrophoretic mobili ty to test the classical theory of electrokinetics. 
Good agreement between the <;-potentials derived from the two comple­
mentary measurements was found using the standard model of electrok­
inetics and the s-potential from the upper branch of the mobility-1;-po­
tential relation. 

5.3. Effect of heat treatment on the electrokinetic behaviour of polymer 
colloids 

A curious hypothesis on the latex particle surface has been intro­
duced by Chow and Takamura (70]. According to these authors, the 
t;;-potential maximum may be attributed to surface roughness, which 
results in a more distant location of the shear plane, and thus in a 
smaller value for the s-potential. In order to check this hypothesis, they 
modified the surface roughness of the latex by heating it above its glass 
transition temperature. Under these conditions, the polymer chains will 
acquire mobility and will be or leave or collapse onto the surface of the 
particles . Such alterations in the structure of the interfacial region 
should be revealed in the surface properties and electrokinetic behav-
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iour. Their experimental results showed a decrease in the particle radius 
and an increase in the measured mobilities (and therefore, s-potential) 
of the heat-treated latex for various electrolytes below 10-4 M. They 
suggested that surface roughness is one of the most important factors 
in the determining zeta potentials from electrophoresis and the O'Brien 
and White's computer solution [57] overestimates the electrokinetic 
relaxation effect when Ka< 100. 

Other works have been published recently that use the heat treat­
ment to verify if a "hairy layer" exists on the surface of the polymer 
beads. Bijsterbosch and van der Linde [162], using a negatively charged 
latex, obtained an apparent decrease of the s-potential calculated with 
the O'Brien-White theory, upon prolonged exposure at high tempera­
ture, whereas the maximum disappeared. The two effects were accom­
panied by a notorious decrease in the experimentally obtained (surface) 
conductivity. The particle diameter remained unchanged, contrary to 
the observation of Chow and Takamura. But in none of these papers 
surface charge densities for the heat treated latices were presented. In 
a first paper Rosen and Saville [143] compared results obtained for an 
amphoteric and anionic latices before and after heat treatment by 
making low-frequency dielectric measurements. Their results indicated 
that the mean particle diameter and uniformity were essentially unaf­
fected by the heat treatment procedure. For the amphoteric latex, the 
dielectric constant and conductivity decreased with heat-treatment 
time, and the characteristic relaxation frequency increased. They sug­
gested that the heat treatment smooths the surface, creating particles 
which more closely conform to the assumptions of the classical theory. 
Experiments with the anionic latex suggested the presence of surface 
structure, but discrepancies between experiment and theory persisted. 
They concluded that factors other than hairiness contribute to these 
discrepancies. In a second paper [179], they used low-frequency dielec­
tric spectroscopy and electrophoretic light scattering to test the appli­
cability of the classical electrokinetic theory to latex particles with and 
without surface grafted water-soluble polymer. They employed two 
surfactant-free anionic latices: a bare poly(methyl methacrylate)/ 
acrolein particle, and a hairy particle, prepared by chemically grafting 
a layer of water-soluble poly(acylamide) onto the bare particle surface. 
Their results showed that the mean particle diameter and uniformity 
were not significantly altered by heat treatment, but that the surface 
charge densities had increased after the heat treatment. Dielectric 
spectroscopy response of the heat treated bare latex agreed with theo-
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retical predictions based on the s-potential measured electrophoreti­
cally. For the heat treated hairy latex, the agreement between theory 
and experiment improved. They concluded that the "beneficial" effects 
of heat treatment are attributed to smoothing of the molecular surface 
structure. 

Seebergh and Berg have published a paper [217] in which they 
confirmed the presence of a hairy layer on the surface of some polymer 
colloids via simultaneous measurement of both size and electrokinetic 
characteristics of a given latex for a range of conditions. The presence 
of a hairy layer was investigated by comparing size, mobility, critical 
coagulation concentration, and surface charge density measurements 
on three different surfactant-free latexes before and after heat treat­
ment. Light scattering measurements of size as a function of electrolyte 
concentration indicated that the thickness of the layer may be greater 
than 7 nm. The results showed that pronounced mobility and ~-potential 
minima were no longer observed after heat treatment. But these pa­
rameters were smaller than the original ones (contrary to predictions of 
hairy layer model). This result was attributed to a loss of surface charge 
density after heat treatment. The high c.c.c. values of untreated latices 
were consistent with the presence of a hairy layer, which would provide 
an additional steric barrier to coagulation. After the heat treatment 
there was a decrease in c.c.c. values and a better agreement was found 
between theoretical DL VO predictions and experimental c.c.c. re­
sults. They conclude that their results strongly support the hypothe­
sis that latex particles are covered with a layer of polymer hairs. 
Although they note that the new results do not rule out ion adsorption 
as co-mechanism. 

Dunstan [14 7] presented experimental data from electrophoretic 
mobility, conductivity and dielectric response measurements on polysty­
rene latices and colloidal alkane particles. Measurements had been 
made on both normal (raw) and heat-treated latices. Figure 9 shows the 
measured electrophoretic mobility values for the raw sulfate latex, the 
heat-treated sulfate latex and the docosane particles as a function of 
KCl concentration. Two significant features are apparent, the mobility 
minima are present both before and after heat treatment and the 
colloidal alkane shows the mobility minimum. From these results they 
concluded that the mobility minima are not due to surface hairiness. 
The docosane particles do not have polymeric hairs protruding into the 
solution. The reduced mobility for the heat-treated particles compared 
with the raw particles arises from the hydrolysis of some sulfate groups 
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Fig. 9. Electrophoretic mobility of0.30 µm diameter sulfate latices vs. KCl concentration. 
The two data sets are for the heat treated (0) and raw ( +) latices. Also shown are the 
data for 1.0 µm diameter docosane particles (• ). Measurements were performed at 25°C 
at an ambient pH of5.8 [147). 

on the surface of the latices. The data of the concentration of excluded 
electrolyte as a function of the electrolyte concentration at which the 
particle were exposed showed that no specific co-ion adsorption occurs 
on the surface of the particle. From the results obtained with dielectric 
and conductivity measurements they suggested that th.e hydrophobic 
surface disturbs the water structure causing preferential solvation of 
the ions of one charge in the interfacial region, combined with overall 
exclusion of those ions from interfacial region. As conclusion they claim 
that the interpretation of electrokinetic data from different measure­
ments do not yield the same values for the ~-potentials for the same 
suspension. The perturbation in the ion distribution due to the hydro­
phobic surface of the latices is postulated as the reason for the inade­
quacy of the theory. As such polystyrene latices are not ideal classical 
electrokii.netic model colloids. To describe these systems electrok.ineti­
cally, a spatially varying electrostatic and chemical potential should be 
used in the Poisson-Boltzmann description of the interface. The spatially 
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varying chemical potential term arises from the fact that the interfacial 
water is entropically different from the bulk water. 

Bastos et al. studied the effect of heat treatment on four surfactant free 
polystyrene latices with different functional groups on their surface 
(sulfate, sulfonate, aldehyde, and carboxyl). The latex with and without 
heat treatment were analyzed by PCS, IR spectroscopy, conductometric 
and potentiometric titrations, adsorption of non ionic surfactant and by 
measuring their electrophoretic mobilities as a function of pH and 
electrolyte concentration. It was observed that the mean particle diame­
ter of four latices did not change after heat treatment. This result is 
similar to those obtained by Rosen and Saville and van der Linde and 
Bijsterbosch but contrary to that obtained by Chow and Takamura and 
Seebergh and Beerg. In relation to the surfaces charge densities it was 
found that the strong acid charge was converted into weak acid and that 
there was an increase in the total surface charge density of the heat 
treated sulfate and a ldehyde latexes. They justified these changes by 
taking into account that sulfate groups oxidised in carboxyl groups and 
that part of the surface groups were hydroxyls, products of Kolthoff 
reaction, and therefore impossible to detect through titrations. As result 
of heat treatment these groups could be oxidized in carboxyl groups and 
become measurable with titration. Similar results were observed by 
Rosen and Saville when they used potassium persulfate as initiator in 
the synthesis of their latices. The sulfonate and carboxyl latices did not 
alter their charge after heat treatment. The electrophoretic mobility 
versus NaCl (and KBr) concentrations on sulfonate and aldehyde la­
texes showed an attenuation and displacement of the maximum to lower 
concentrations for the heat treated samples. The sulfonate and carboxyl 
latices showed similar electrokinetic behaviour before and after heat 
treatment. They concluded that heat treatment could affect latices with 
sulfate groups on the surface due to the hydrolysis of these groups but 
that the changes observed could not be attributed to the presence of a 
hairy layer. 

In short, we can conclude that the effect of heat treatment on the 
electrokimetic behaviour of polymer colloids is another controversial 
aspect of these colloidal systems. However, there appears to be a 
consensus that the heat-treated polymer colloids are closer to the "ideal 
colloid" as predicted by standard electrokinetics theories. 
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6. Colloidal stability of polymer colloids in 3-D 

Interactions between particles determine the stability, rheology, and 
many other properties of polymer colloids-liquid dispersions. The sta­
bility control of suspensions warrants detailed attention, since the 
development of different applications of these systems to biophysics, 
medicine and modern technologies are dependent to a large extent on a 
better understanding and manipulation of the colloidal interactions. For 
most of these applications colloidal particles have to remain dispersed 
within a relative large range of electrolyte concentration. For these 
reasons and in addition to the proper importance of the study of this 
system as colloidal models, a large number of papers has been written 
about the mechanisms which can induce aggregation or stabilization. 

Preparation of stable polymer colloids in aqueous media needs a well 
balanced composition of the polymerization mixture. The dispersions in 
initial growing states can be stabilized by different mechanisms (225]: 

(i) Creation of electrostatic repulsion forces between the polymer 
beads by adding an initiator, which adds charged groups to the 
growing macromolecular chains (emulsifier-free emulsion poly­
merization of hydrophobic monomers). 

(ii) Addition of emulsifying agents (classical emulsion polymeriza­
tion). 

(iii) Copolymerization of a hydrophobic monomer and readily po­
lymerizable emulsifying agents or hydrophilic derivatives of the 
hydrophobic monomer (in situ polymerization of surface active 
agents or in situ grafting). 

(iv) Polymerization in the presence of preformed polymers (tem­
plate polymerization or in situ grafting polymerization). 

In cases ii-iv, an additional repulsive force can be operative, which 
arises from thin emulsifier layers (case ii) or from oligomers and mac­
romolecules at particle surface (cases iii and iv). 

These different stabilization mechanisms during particle growth 
sensitively influence the properties of the final polymer colloidal disper­
sion, such as particle shape, size and size distribution, particle structure 
(core/shell structure), aggregation behaviour, shear stability, thermal 
stability, and stability against salts. 

During particle growth, the influence of electrostatic and steric or 
electrosteric stabilization can change, so that the degree of steric or 
electrosteric stabilization in the final dispersion not only depends on the 
composition of the starting emulsion, but also on the way the particles 
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form during synthesis. A further important point is that purification 
process can strongly change the chemical composition of the particles 
and, as a consequence, particle structure and stabilization mechanisms. 

6.1. Classical stability theory: DL VO 

The stability factor W, is used extensively in the literature to char­
acterize the stability of hydrophobic colloids. W is the ratio of the rate 
constants for rapid and slow coagulation, respectively. Alternatively, in 
slow coagulation only a fraction 1/W of the collisions leads to coagula­
tion. Rapid coagulation is a limit situation where there is no energy 
barrier between the particles, and therefore, the coagulation rate is 
determined by diffusion. This process was described by von Smoluch­
owski [226]. This theory assumes that there is no interactive forces 
(hydrodynamic or colloidal) present between the spheres and that once 
touching, particles do not subsequently separate. When an energy 
barrier is present, the rate of coagulation is retarded and W > 1. The 
relation between the resultant potential energy V(s) and the stability 
factor, considering slow coagulation was obtained by Fuchs [227) 

V(s) 
exp kT 

W=2f -~~as 
s2 

2 

(38) 

where s = (H + 2a)/a for two spherical particles of equal radii a, and H 
is the distance between two spheres. 

According to the theory elaborated by Derjaguin and Landau [228) 
and, independently, by Verwey and Overbeek [229,230], that is, DLVO 
theory, the stability of hydrophobic colloids, could be calculated as a 
balance ibetween attractive (van der Waals) interactions (VA) and elec­
trical double layer repulsion (V R). It is clear that the free energy of 
repulsion must depend on the charge (or electrical potential) of the 
particles. Ifwe describe the e.d.l. as a pure Gouy-Chapman double layer, 
the electrostatic repulsion is related to the surface potential 'l'o· Further­
more any realistic model for the e.d.l. has to include the ion size [231) 
with the electrostatic repulsion being determined by the Stern potential 
'VB ors-potential [232]. 

By considering the presence of a Stern layer another modification is 
necessary since in the original DL VO the reference planes for attractive 
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and repulsive energy coincide. Vincent et al. (2331 refined this picture 
by shifting the reference plane for the repulsive energy outwardly over 
a distance corresponding with the thickness (~) of the Stern layer. 
Considering these corrections the electrical double layer repulsion be­
tween two equal spheres of radius a, is given by: 

(39) 

The attraction energy of the Gouy-Chapman-Stern double layer model, 
as a function of the distance H, is given by [234]: 

- - + + n V A( 2a
2 

2a
2 

1 H(4a+ H)) 
A - - 6 H(4a + H) (2a + H)2 (2a + H)2 (40) 

To calculate the attractive interactions, only dispersion forces are con­
sidered. Equation (40) should only be used where the interaction occurs 
over large distances, since at small distances orientation and induction 
forces become important. 

The van der Waals force decays as an inverse power of particle 
distance, whereas the electrostatic repulsion decays exponentially as 
exp(- i<H). This total interaction energy between two particles, with the 
addition of a short range Born repulsion energy, presents a maximum 
at certaiin distance; if through thermal agitation these particles have 
enough energy to overcome this barrier they will approach one another 
up to very close distances and the system will coagulate. But if the 
maximum is high enough the system will remain stable as the particles 
cannot overcome the barrier. Increasing the concentration of an indif­
ferent electrolyte the e.d.l. compresses and, reduces the electrostatic 
repulsion between the particles . Thus, W decreases with the increasing 
of electrolyte concentration. The electrolyte concentration at which the 
energy barrier disappears, i .e. V = 0 and dV/dH = 0, is known as critical 
coagulation concentration (CCC). The CCC is also defined as the mini­
mum concentration of added electrolyte to bring about diffusion-control­
led rapid coagulation [235]. 

Reerink and Overbeek have shown [236), through several approxi­
mations, that a linear relationship exists between log W and log Ce 

Log W = -k' log Ce+ log k" (41) 
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where k' and k" are constants and Ce is the electrolyte concentration . 
The stability factor is, in general, obtained by studying the change of 

the optical properties of suspension (using turbidity [237) or light 
scattering [238]) versus time is function of the electrolyte concentration. 

The diffuse potential and the Hamaker constant can be estimated 
from the coagulation kinetics as described by Reerink and Overbeek. 
They related the slope of the stability curve, -d log W/d log Ce, to the 
radius particle, a, the diffuse potential, \jld, and the electrolyte valence, 
z. This relation is given by 

-d log W/d log Ce= 2.15x107 ayiz2 (42) 

where y = tanh \jli2. 
The Hamaker constant, which characterizes the attraction between 

two particles, can be obtained experimentally from the slope of the 
stability curve and the CCC value of the latex. For a symmetrical 
electrolyte the Hamaker constant, A, is given by the equ ation 

A = (1.73x10-36 (d log W/d log Ce)2/a2 z2 CCC)112 (43) 

where a is in units of cm and CCC is in mmol/l. The theoretical value of 
the Hamaker constant for the polystyrene-water-polystyrene interface 
was 5.5x10- 21 J as obtained by Gregory in 1969 making use of the 
approach of Lifshitz [239]. Nevertheless, Prieve and Russel [240] ob­
tained the non retarded theoretical value L37x10-20 J, using the Lifshitz 
theory. In addition they showed that "A" is not really constant but that 
its value decays with increasing distance between the surfaces of the 
particles, being equal to 9x10-21 J at 1 nm. However, experimental 
values obtained by several authors are often much lower than the 
theoretical, i .e., (in 10-20 J ): 0.1-1.1 [238), 0.1-0.5 [241), 0.2-1.1 [242], 
0.1-0.6 [243], 1.3 [244], 0.3-0.8 [245], 0.4 [246], 0.9 [247J, 0.1-0.4 [101]. 

Calculation of the Hamaker constant using Eqs. 38 and 39 at the CCC 
and with L\ = 3.6 A [248], yields values that are in better agreement with 
theory. 

In addition to the colloidal forces between the particles the coagula­
tion rate can be diminished through hydrodynamic interaction . Spiel­
man [250] incorporated the viscous interaction between two spheres to 
coagulation process and one year later Honig et al. (251] carried out a 
profound study, establishing analytic approximate solutions for the 
effect of the hydrodynamic interaction. 
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According to Spielman the modified stability factor W can be written as 

(44) 

where the Brownian diffusivity for relative motion D12 = kT/f and f is 
the hydrodynamic resistance coefficient for relative motion. The relative 
Brownian diffusion coefficient D12 depends on viscosity, particle dimen­
sions, and the relative separation between particle centres. Numerical 
evaluation of D12 has been performed using formulas presented in the 
Appendix of Spielman's paper [249). The effect of particle separation on 
the dimensionless relative diffusion coefficient for a monodisperse col­
loidal suspension is shown in Fig. 10. As can be seen, the diffusion 
coefficient D12 undergoes a marked decrease when the particle separa­
tion is smaller than the particle radius. Thus, ignoring viscous inter­
actions in the absence of repulsion could lead to large error in the values 
of Hamaker constants obtained from stability experiments. This could 
be an explanation for the disagreement between experimental and 
theoretical Hamaker constant values obtained by different authors for 
the same colloidal system [101). 
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Fig. 10. Effect of particle separation on the dimensionless relative diffusion coefficient. 
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To ve·rify this theory [249] the Hamaker constants of anionic and 
cationic latices were estimated using the modified stability factor W . 

VlSC 

[91] and found good agreement between theory and experiment (A = 
1. lxlo-20J for the positively charged polystyrene latex, and A= l.Ox10-20 
J for the anionic sample). This supports Spielman's prediction that 
Hamaker constants estimated from measured coagulation rates under 
low repulsion can be greatly in error if viscous interactions are ignored. 
These viscous (hydrodynamics) interactions, essentially resisting the 
approach of Brownian particles, tend to increase the stability of the 
dispersion. The small discrepancies still existing between theoretical 
and experimental values could be due to the retarded effect on the 
estimation of the Hamaker constant from Lifshitz theory. The retarded 
Hamaker constant at Ka equal to coagulation conditions for the latices 
was (0.9-l.O)xI0-20 J, a value very close to the experimental Hamaker 
value obtained from the colloidal coagulation rate. 

Another reason for the discrepancy between theoretical and experi­
mental values could be the existence of features on the surface of the 
particles. Geometric surface features can have substantial influence on 
the electrostatic and van der Waals interactions. Herman and Pa­
padopoulos [251] have quantified the significance of shape factors to the 
interparticle forces. They used a mode for conical and spherical asperi­
ties in parallel flat and found that surface features influence much more 
the electric double layer repulsion than the van der Waals attraction. 
This would cause an increase in the suspension stability. Therefore, the 
Hamaker constant obtained without taking this fact into account should 
be lower than the theoretical value. 

In the same way Lenhoff {252] applied a perturbation method in order 
to determine the effect of surface roughness on the potential distribution 
within and around a rough quasispherical, colloidal particle carrying an 
internal point charge at the centre. Kostoglou and Karabelas (253) 
employed a model to represent roughness of colloidal surfaces based on 
a periodic variation of each surface. This allows the estimation of the 
tangential forces by taking into account the interaction of the "rough" 
colloidal surfaces. Again, their results showed that the energy of repul­
sion is always larger for rough than for smooth surfaces. 

Two more aspects of the DLVO theory have been refined: 
(a) Classical DLVO theory used the Derjaguin's approximation for 

deriving the repulsive energy of the two identical spheres at small 
surface potential. This approximation can be used when the thickness 
of the double layer is small compared with the radius of the sphere. 
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Although calculations using more advanced theoretical e.d.1. models 
yield different values at short surface separations, the decay of the 
double layer force still has an exponential form for large enough sepa­
rations. This was shown in a recent article in this journal [254]. 

(b) Ohshima [255] studied the electrostatic interaction between two 
interacting charged ion-penetrable spheres, namely soft spheres. He 
showed how the linearized spherical Poisson- Boltzmann equation can 
be solved exactly without recourse to Derjaguin's approximation or 
numerical methods. 

6.2. Extended DLVO theory 

In addition to the electrostatic and van der Waals forces there is 
another category of physical interactions which have to be considered 
in order to get a complete theory of colloidal stability. Stabilization of 
colloidal dispersions may also be influenced by steric stabilization and 
structural forces. These mechanisms become important when there are 
hydrophilic macromolecules adsorbed or bounded to the particle surface. 
Several reviews on the effect of polymers on the dispersion stability are 
available [256-258]. 

6.2.1. Steric stabilization 
This stabilization can be caused by two different mechanisms [259]: 
- When two particles covered with long chains molecules come at 

close distance, the layers of containing adsorbed or bound molecules 
overlap. This overlap is equivalent to a local increase in the concentra­
tion of these molecules and, therefore, an increase in free energy. If the 
solvent is a good solvent, its molecules have a tendency to enter this 
overlap zone and separate the particles. This effect has been called the 
osmotic effect. 

-Another effect that can occur, is due to the possible contact between 
polymeric chains of molecules adsorbed on the surfaces of the particles. 
At very close distance, these molecules lose some of their conformational 
possibilities, which again causes an increase in free energy. This effed 
is known as the volume restriction effect. 

Present day understanding of these mechanisms is well covered in 
the literature [260-263). 

Vincent et al. (264] made a quantitative consideration of steric 
stabilization. According to them, two particles with an external covering 
of polymeric chains of thickness d are influenced by the osmotic effect 
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when they are nearer to one another than 2d. The osmotic potential of 
repulsion CV os m) is then given by 

(45) 

with v1 the molecular volume of the solvent, <1>2 the effective volume 
fraction of segments in the steric layer and x the interaction parameter 
of Flory-Huggins. 

If both particles are closer than d, the effect of the volume of restric­
tion appears. This can be expressed by a new potential ofrepulsion (Vvr), 
so that at this distance the expression of the osmotic potential must be 
modified to 

(46) 

(
2na 2 )(H [h (3 -H/oJJ [3 -H/o] ) Vvr = MW <!>2o p2 ~In ~ 2 - 6ln 2 + 3(1 + H/o) 

(47) 

where p2 and MW are the density and molecular weight of the adsorbed 
polymer, respectively. 

If we consider that the total energy is equal to the sum of all the 
attractive and repulsive potentials as additive 

V = V R + VA + V osm + V vr (48) 

Figure 11 shows the different interaction energies as a function of 
the interparticle distance. 

Recent studies have quantified the contribution of steric stabilization 
to the stability of a system with nonionic surfactants adsorption [265, 
266). Einarson and Berg (266) have found a reasonable agreement 
between the theoretically and experimentally determined values of 
stability ratios. To obtain the stability factor they used a kinetic model 
developed by Marmur [267] and modified by Wang (268]. 

Electrostatically stabilized dispersions are very sensitive to the pres­
ence of electrolytes, while sterically stabilized dispersions are thermo­
dynamically stable and as such much less influenced by electrolyte 
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concentration. However, there are systems stabilized by polyelectro­
lytes, such as proteins, where it is difficult to distinguish. the dominant 
mechanisms. In these cases the stabilization has been called electros­
teric [266,269). 

A weak point in the above interpretations appears if the steric and 
electrostatic stabilization are not independent. Thus, polymer adsorp­
tion and conformation are affected by the e.d.l. and the charge and 
potentials distributions around particles may be affected by the presence 
of an adsorbed polymer layer. Then a description of the possible inter­
dependence of steric and electric double layer interactions is necessary. 

On the other hand, improving the stabilization of a latex by a steric 
mechanism, one has to take the possibility into account that in addition 
to this stabilization a destabilization might also be present due to the 
dispersion of the polymers. Two ideas have been proposed. One is the 
bridging effect and the other is based on the charge neutralization of the 
particles by adsorption of opposed charged polyelectrolytes. 
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Fig. 11. Interaction energy CV, VR, v A• vo•m and v vr> as a function ofinterparticle distance. 
'I'd= 15 mV, A = 5.510-21 J,o= 7.5 A, 4>2 = 0.10 y, X = 0.40. 
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6.2.2. Structural forces 
Another stabilizing effect due to adsorbed hydrophilic macromole­

cules on the surface of the particles may be attributed to the effect of 
the structural forces. When two particles become close the polar inter­
actions should be considered. These polar interactions are largely based 
on electron acceptor-electron donor [270). This mechanism of stabiliza­
tion is due to the changes of the water structure in the overlapping zone 
of the interacting particles [271], and is of special importance for the 
stabilization of hydrophobic sols containing water-soluble polymers or 
non-ionic surfactants. Structural interaction energy contributions have 
to be taken into consideration when two surfaces interact through a 
water layer. An exponential function has been adopted as the best fit to 
describe the distance dependence of this polar interaction. There still is 
an uncertainty about the actual exponent {272]. 

In addition to the above mechanisms of stabilization it is possible to 
produce stabilization or coagulation of a colloidal system through the 
addition of "free" or "non-adsorbing'' polymers. This effect is called 
depletion stabilization or flocculation. In this case the loss of conforma­
tional entropy for the polymers, close to the surface is not compensated 
by the adsorption energy and a depletion zone develops that is void of 
polymer. The thickness of the depletion zone depends on the solution 
concentration, that is, flocculation or stabilization occur over a certain 
range of bulk polymer volume fraction (273]. A general approach to­
wards the interaction of spheres in the presence of non-adsorbing 
polymer was introduced by Fleer et al. (274]. Their approach belongs to 
the groups of theories commonly referred to as "scaling". Scaling meth­
ods are adequate for weakly overlapping, long flexible chains in good 
solvents (275] and a good agreement has been obtained between theo­
retical and experimental results {276]. 

In a recent paper Seebergh and Berg [277] have applied the depletion 
mechanism to the interaction of two particles by giving each particle its 
own depletion layer. The model is successful in predicting the salient 
features of the stability behaviour, including the effects of salt due to 
solvency and the existence of stability plateaus at low free polymer 
concentration. In some cases, they obtained good quantitative agree­
ment between their theory and experimental values ofW and the critical 
depletion flocculation concentration. However, the model is not able to 
account for observations under all conditions. 
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6.3. Heterocoagulation with polymer colloids 

In the study of colloidal dispersions, stability is mainly dependent on 
the interactions between the colloidal particles. When a system contains 
more than one type of particle, these interparticle interactions will differ 
from the situation where only one type of particle is present. The 
aggregation of particles with different characteristics (as size, surface 
charge, composition, etc.) plays an important role in mineral separa­
tions, corrosion and the processing of advanced ceramic materials. 
Although homocoagulation is the more widely studied field, it is never­
theless inadequate in explaining the mixed systems due to the complexi­
ties which result from mixing different particles [278,279]. The term 
heterocoagulation is generally used to describe permanent contact be­
tween particles and hence irreversibility [280]. This field has been 
investigated from both theoretical and experimental points of view, and 
recent reviews have appeared about heterocoagulation theories [281], 
and on heteroaggregation in colloidal dispersion including experimental 
investigations and applications [282] . 

The experimental studies of heterocoagulation usually focus on par­
ticles of very different characteristics and sizes, as clay particles on 
fibres [5], hematite particles (33 nm) and glass beads (55 µm) [283]. 
Some authors reported the adsorption of small particles onto larger 
particles observed by direct electron microscopy studies [284). 

In order to study heterocoagulation from a kinetic point of view and 
to estimate the rate constant, several authors have used colloidal 
particles of opposite charge and different sizes and compositions [285-
290]. Kitano et al. [285] studied the association processes between 
oppositely charged polystyrene particles, with different sizes and sur­
face charges, by using an ultramicroscope and a spectrophotometer. The 
experimental heterocoagulation rate constant was found to be different 
to the theoretical ones, although of the same order of magnitude. 
Matijevic et al. [286,287] have used polystyrene (65.5 to 260 nm in 
particle radius), silica (210 nm) and cerium oxide (110 nm) particles and 
more recently anionic (167 nm) and cationic (97 nm) polystyrene latices 
[288). They used a static light scattering technique to measure the 
stability factor and calculate the heterocoagulation rate constant of 
different particles mixtures. The discrepancies between the theoretical 
and experimental values of the heterocoagulation rate constant were 
explained by the discrete nature of surface ionic charges. 

Dumont et al. [289] studied the formation and structure of the 
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resulting heteroparticles when mixing cationic and anionic polystyrene 
particles or some inorganic hydrosols, with very different particle size 
(52 to 2100 nm). Using a counting technique they concluded that the 
size ratio and the relative number of the interacting units are the only 
parameters which govern the structure of the resulting particles. These 
authors did not estimate the rate constant. Lichtenfeld et al. [290] 
studied the time evolution of singlets, doublets and triplets using a 
single-particle light scattering technique. They used anionic polymer 
colloids of the same size but a different nature (hard polystyrene spheres 
and soft poly-vinyl acetate spheres) and found that the coagulation 
constant was independent of the initial particle number. 

Other authors have used the heterocoagulation process of polymer 
colloids to produce anomalous polymer beads having uneven surfaces 
[291,292] or to model the processes occurring during the growth of 
colloidally stable particles by aggregation with smaller particles [293). 

Matijevic et aL [287] also studied the effect of the ratio of particle 
number concentrations on the stability factor. The effect of the ratio of 
large to small particles on the kinetic of the process and on the dispersion 
structure of binary mixtures has been studied by Rodriguez and Kaler 
[294] and Maroto and de las Nieves [278]. In reference [294) latex 
particles with two different radii, 141and84 nm, were studied using a 
static light scattering technique and the interactions between both type 
of particles were investigated. Maroto and de las Nieves (278,279) 
studied the heterocoagulation process of two polystyrene latices of 
similar but opposite charge and different particles size (177 and 297 nm) 
and followed the process by detecting changes in the optical absorbance 
with a spectrophotometer. 

In heterocoagulation experiments with latex particles of different 
size the initial proportion of cationic to anionic particles can influence 
the final result. This proportion can affect significantly the estimation 
of the heterocoagulation rate constants owing to the different scattering 
section of both types of particles (278,279]. 

The aggregation of a colloidal system is expressed in terms of the 
stability factor W. For a system containing two particle types there are 
three types of interactions which may occur: l+l, 2+2 and 1+2 interac­
tions. An expression of the total stability ratio, WT, has been developed 
by Hogg et al. [295) 

1 n 2 (l - n 2) 2n(l - n) 
-:;:;--+ +-- - -
WT W11 W22 W12 

(49) 
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where wij is the stability factor for the formation of 1:1, 2:2 and 1:2 
doublets; n = N 1/(N 1+N2) and Ni denotes the number of particles of type' i. 

An experimental method used to obtain the stability factor of hetero­
coagulation, W 8 , is finding the rate of change in turbidity against the 
change in time, (di;/dt), for both homo and heterocoagulation experi­
ments 

(50) 

where (d't/dt)0 is the initial slope, and HOMO,F signifies fast homoco­
agu1ation. 

The changes in the turbidity at zero time [(d1/dt)0] can be related to 
the rate constant of doublets (Kn) by the expression 

(5 1) 

where N0 is the initial particle number, and Cs and Cn are the scattering 
section of singlet and doublet, respectively. This equation can be gener­
alized to the heterocoagulation process of the species 1 and 2 by the 
relationship [278]: 

(52) 

where, C81 , C82, Cn1 a nd Cn2 are the scattering section of a singlet and 
a doublet of species 1and2, and C012 is the scattering section of a doublet 
1:2_ K01 , K02 and K012 are the slow rate constants for the formation of 
1:1, 2:2 and 1:2 doublets, respectively. The scattering sections are 
different for the several doublets that can be formed and the optical 
factors cannot be cancelled. Therefore, the stability factor for heteroco­
agulation of particles of different sizes cannot be estimated from the 
comparison of homo and heterocoagulation experimental results [278] 
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as in Eq. (50). However, this equation would be valid for heterocoagula­
tion of particles of the same size. Under this condition, the only useful 
equation to estimate the heterocoagulation rate constant is Eq. (52). 
Maroto a nd de las Nieves [278) proposed to simplify Eq. (52) by using 
specific experimental conditions in which the cationic and anionic par­
ticles are stables (for example, low ionic strength and intermediate pH), 
and K 01 and K0 2 are negligible 

(53) 

In this equation the difficulty is to estimate the scattering section of 
the doublet 1:2, when both particles have different size. With the 
relationship existing between N 1, N2, the total particle number (N0) and 
n , Eq. (53) can be written as: 

(54) 

The initial slope (di/dt)0 HET presents a maximum against n when n 
= 0.5, i.c, when the initial ~umber of cationic and anionic particles are 
the same. Thus, the most favourable condition for the heterocoagulation 
process is when n = 0.5. Utilizing this, Maroto and de las Nieves [278] 
have also introduced another stability factor, WHET• to connect a stand­
ard heterocoagulation experiment (when n = 0.5) to other heterocoagu­
lation experiments 

d't 

dt HET0.5 

(~:t~ 
(55) 

This parameter is different to the usual heterocoagulation stability 
factor defined in Eq. (50), which connects homocoagulation and hetero­
coagulation experiments. W HET connects different experiments, but 
both heterocoagulation experiments. By using Eq. (54) for each specific 
experiment, and given the same total particle number (N0), Eq. (55) can 
be written in the form 
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0.25 K])12 
WHET=-----'--

n(l - n)K012 
(56) 

where K])12 is the rate constant when n = 0.5, and K012 was considered 
different for experiments with different n . In principle, WHET should be 
a function of the proportion of cationic to anionic particles (n) and the 
heterocoagulation rate constants (K0 12) of each experiment. 

In order to test Eqs. (55) and (56), Maroto and de las Nieves [278,279) 
determined the initial slopes of the turbidity versus time curves under 
different conditions by varying: the proportion of cationic-anionic par­
ticle number, N 1/N2; the total particle number (N0 = N 1 + N2) into the 
cell; and the wavelength. The heterocoagulation experiments were 
performed under low ionic strength (0.001 M) in order to eliminate the 
homocoagulation of cationic or anionic particles for various particle 
ratios, N 1/N2 (represented as [NJA3)/[NRP]), and pH. 

Figure 12 shows the logarithm of the heterocoagulation stability 
factor, WHET• versus the pH of the dispersion, for various proportions of 
cationic to anionic particles, [NJA3]/[NRPJ, between 1 to 10 (N0 = 6 .. 5 
1016 part./m3 and A.= 770 nm). At pH between 4 to 10, when both latices 
maintain the opposite charge, WHET was constant for each series of 
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Fig. 12. WHET factor versus the plI for different N 1!N2 ratios, when the number of smaller 
particles, [NJA3], is the majority: [NJA3]/[NRPJ = 1 (x); [NJA3]/[NRPJ = 2 (6); [NJA3]/ 
[NRPJ = 3 (*); [NJA3J/[NRPJ = 6 (0); [NJA3)/[NRP] =10 (~) (280]. 
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Fig. 13. WHET factor versus the pH for different N/N2 ratios, when the number of larger 
particles, (NRPJ, is the majority: [NRPJ/[NJA3J = 1 (x); [NRPJ/[NJA3J = 2 (+); [NRPJ/ 
(NJA3] = 3 (*); (NRPJ/[NJA3] = 6 (-) (280]. 

experiments and it was concluded that the change in.the surface charge 
of the cationic latex does not affect the rate of the heterocoagulation 
process, once the proportion of cationic to anionic particles is fixed. This 
negative influence of the particle surface charge was also found by 
Dumont et al. [289]. However, at pH around 11, the cationic latex was 
uncharged and its homocoagulation appeared, provoking a decrease in 
WHET (280) . At pH higher than 11, the heterocoagulation rate decreased 
and the ratio WHET increased (see Fig. 12), because the cationic latex 
was negatively charged and there is no homo or heterocoagulation (both 
latexes were negatively charged). When the ratio [NJA3]/[NRP] was 6 
or 10, the homocoagulation of the cationic particles was significant at 
pH around 11 and WHET decreased [278,279]. 

With the majority of particles anionic, these authors [278,279) found 
(see Fig. 13) that WHET displayed a similar behaviour. However the 
decrease of WHET at around pH 11 did not appear at any {NRPJ/[NJA3] 
ratio, because the change in turbidity owing to the homocoagulation of 
the latex JA3 did not seem to be significant in comparison due to the 
presence of a majority of stable (and larger) anionic particles [278). 
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Fig. 14. Theoretical (thicker line) and experimental WHET values versus n(n - 1), for 
several conditions. First run, A:= 770 nm and N := 6.5 1016 partlm3

: *,smaller particles 
(JA3) in the majority; x, larger particles (RP) in the majority. Second run, A.= 600 nm 
and N = 4 1016 part./m3

: 0, JA3 particles in the majority; x, RP particles in the majority 
(280]. 

Maroto and de las Nieves also checked the validity of the experimen­
tal factor WHET from Eq. (56), by comparing experimental and theoreti­
cal values (see Fig. 14). They calculated WHET taking into consideration 
the fact that the rate constants Kn12 and K*n12 were independent of n, 
i.e. independent of the ratio N /N2. Therefore, Eq. (56) was simplified 
as [278) 

WHET= 0.25/n(l - n) (57) 

The WHET values so estimated and those obtained from experimental 
data by using Eq. (55) were compared with the cationic or anionic latex 
in the majority [278]. The values obtained in the experiments with a 
majority of smaller (cationic) particles were in very good agreement with 
the theory. The experiments involving a majority of smaller particles 
showed a heterocoagulation rate constant, Kn12, independent of the 
ratio NifN2• However, when the larger (anionic) particles were in the 
majority, the disagreement between the experimental and theoretical 
WHET values increased with the ratio [NRP)/[NJA3] . 

To calculate the heterocoagulation rate constant, Kn12, by Eq. (53) or 
(54), these authors used the coalescence hypothesis to estimate C012. In 



R. Hidalgo-Aluarez et al. I Adv. Colloid Interface Sci. 67 (1996) 1- 118 69 

TABLE 1 

Heterocoagulation rate constant (K0 12) values vs. different ratios [NJA3]/[NRPJ, for N 0 
o: 6.5 1016 particles/m3 and A. = 770 nm 

[NJA3]/(NRPJ 10-18 K012 (particles m 3/s) 

10 2.08 
6 2.24 
3 2.14 
2 2.04 
1 1.97 

1/2 1.10 
113 0.98 
1/6 0.58 

Table 1 are the heterocoagulation rate constant, K012, calculated from 
Eq. (54). With the smaller latex (cationic) in the majority, a constant 
K012 value was found, similar to the one obtained under the standard 
conditions (when N1 = N2 (n = 0.5)). However with the larger anionic 
latex in the majority, K012 decreased with increasing proportion of 
anionic particles. Maroto and de las Nieves [278,279} explained these 
results as being a consequence of the increase in the amount of solid in 
the cell which could imply the loss of sensitivity in the spectrophotometer. 

In order to confirm the conclusions about the influence of the increase 
of the solid content in the measurement cell, the influence of the total 
number of particles, N0, on the heterocoagulation rate constant, K012, 

was studied [278,279] . In Fig. 15 can be seen that K012 increases as N0 
decreases. For a fixed proportion of anionic to cationic particles ([NRP]/ 
[NJA3] = 2 and 3), when the particle number was 2.5 or 3.1016 parti­
cles/m3, K012 showed a plateau with a similar value to that found when 
N 1 = N 2 (n = 0.5). They concluded that with an increasing proportion of 
larger particles, the total number of particles had to be diminished in 
order to obtain a reliable value for the heterocoagulation rate constant. 
With homocoagulation experiments using two different latices, Lichten­
feld et al. [290] showed that the homocoagulation constant was inde­
pendent of the initial particle number, while other authors showed an 
increase of the rate constants when the initial particle numberincreased 
[296,297). Ryde and Matijevic [288) varied the number of smaller and 
larger particles in a series of different experiments, but they did not 
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Fig. 15. Heterocoagulation rate constant (K012) values versus the total particle number 
(N 0), for the ratios:*, [NRPJ/[NJA31 ""3; 0, [NRP]/[NJA3) = 2 [280). 

maintain a constant t otal particle number . The influence of the total 
number of particles and its relation to the ratio of larger to smaller 
particles needs still to be studied. More experiments and different 
techniques are necessary to get a clearer understanding of this process. 
These experimental studies should be supported by an adequate theo­
retical development in order to get more insight in heterocoagulation 
processes of particles of different characteristics. The possibility to use 
model systems with controlled particle sizes and surface charge densities, 
make polymer colloids a good candidate when studying heterocoagula­
tion processes. 

7. Aggregation kinetics of polymer colloids in 3-D 

The last decade has seen the development of models describing th e 
structure which results from the union of subunits. The aggregation of 
colloidal particles is a good model for describing this phenomenon, 
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central to many physical [298), chemical [299) and biological [300) 
processes. Determining the detailed cluster-si7.e distribution is impor­
tant since many of the properties of colloids depend on that distribution, 
and by now, the number of theoretical predictions and computer simu­
lations on the form and time dependence of cluster-size distribution far 
exceed the number of experimental results. When the aggregation of 
clusters is diffusion limited (DLCA) or reaction limited (RLCA) [5,301-
307] both theory and experiments shown an universal behaviour, inde­
pendent of the colloid. DLCA occurs when every collision between 
diffusing clusters results in the formation of a bond. With this regime, 
the rate of aggregation is limited by the time the clusters need to diffuse 
towards one another. RLCA occurs when only a small fraction of colli­
sions between clusters results in the formation of a bond and thus bigger 
clusters. In this case, the rate of aggregation depends not only on the 
diffusion, but also on probability of forming a bond. The two most 
prominent features of this universal behaviour are the reaction kinetics 
a nd the cluster morphology. The former is described using Smoluch­
owski's coagulation equation [308) and the latter by considering clusters 
to have a fractal structure [309,310]. 

The aggregation mechanism depends on the interaction between 
clusters. The latter may be modified by adding salt to a stable colloid 
dispersion. This reduces the electrostatic interaction at large distances, 
while keeping a the short range residual interaction large. To ensure 
DLCA conditions, hydrochloric acid (HCl) is usually added to a system 
of negatively charged particles to eliminate their surface charge density 
[306]. Under these conditions, an irreversible fast process takes place, 
primarily due to the Brownian motion of the colloidal particles. When 
the electrostatic interaction between the particles is not completely 
removed, the rate of aggregation is slower and the aggregation is not 
only due to the Brownian motion of the particles. Then, the intensity of 
the interactions define the aggregation mechanism. When the interac­
tion is very strong the mechanism will be RLCA. 

7.1. Smoluchowski's theory 

The Smoluchowski rate equation provides a useful mean field ap­
proach to the kinetics of aggregation and a framework to classify the 
wide variety of growth processes. This classification helps to distinguish 
between DLCA and RLCA and to clarify the difference between aggre­
gation and gelation processes, frequently observed in colloidal systems. 
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In general, a colloidal aggregation process may be described by the 
following reaction scheme 

k .. 

(i-mer) + ( j-mer) ~ (i+j)-mer (58) 

where i-mer denotes a cluster of i subunits and kij = ~i 2 0 is the 
concentration-independent coefficient or kernel of the irreversible reac­
tion. This kernel parameterizes the rate of such reaction, giving the 
probability of an i-mer reacting with a j-mer. Kernels contain the 
physical information on the aggregation process and, in general, only 
depend on the size of the reacting clusters. A kernel is a configurational 
and orientational average of the reaction rate between two colliding 
clusters. For dilute suspensions, only collisions between two clusters 
need be considered, since the probability of three-cluster collisions is 
negligible. Furthermore, this equat ion assumes that clusters are uni­
formly distributed in the solution. 

For certain irreversible aggregation processes, a cascading growth 
may occur in which an infinite-size cluster grows within a finite time. 
This big cluster is usually ca lled gel phase and the finite-size clusters 
coexisting with the gel phase are referred to as the sol phase. From a 
certain time called time of gelation, tgel> mass flows from the sol phase 
to the gel phase which is growing fast. 

Smoluchowski's equation [308] expresses the time evolution of the 
size distribution of the clusters, Nn(t), in terms of the reactions kernels 
k · IJ 

(59) 

i+j=n i=l 

This equation takes into account all pairs of collisions which may 
generate or deplete a given cluster-size. The first term accounts for the 
creation of n-mers through binary collisions of i-mers and (n-i)-mers. 
The second one represents the depletion of n-mers due to binary coUi­
sions with other clusters. 

The structure of this equation is simple, although it is difficult to 
know the form of the reaction kernel for a given system. Smoluchowski's 
equation is analytically solvable only for a few kernels; for example, 
constant kernel (kij = k 11) , sum kernel (kij - i+j), product kernel (kij - ij), 
and linear combinations thereof. 
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Constant kernel 
The simplest form is when kij is independent of the cluster size, i and 

j, namely, kij =constant. Physically this means that the rate of reaction 
between all pairs of clusters i and j is identical. Though this choice is a 
mathematical idealization, there are aggregation processes for which 
this kernel is appropriate. For example, diffusion-limited aggregation 
of an initially monodisperse suspension is well modeled by a constant 
kernel during the early stages of the reaction. For monomeric initial 
conditions and constant kernel, the solution is given by [311-312) 

En-1 
N E)-N 

n( - 0 (l + E)n+l (60) 

where N0 is the initial monomer concentration and E = tltagg=t N0 k11/2. 
For this solution the number of monomer, N 1, decays steadily, reflecting 
the dep]etion of monomers as larger clusters are formed. For larger 
aggregates, Ni (i;::: 2) grows to a maximum and then decreases. The time 
at which each Nn peaks is given by Epeak = %(n - 1). This growth and 
decay is reflected by the opposite signs of the gain term and loss term 
in the coagulation equation. For monomers, the gain term does not exist 
and thus N 1 decreases monotonically. 

The zero moment of the cluster-size distribution, M0 = L Nn is a 
measurement of the total number of clusters present in the colloidal 
solution. For constant kernel, M 0 = (1 + E)-1. Only half the initial number 
of clusters are present at t = tagg and thus for a constant kernel, tagg is 
a sort of half-life time. It should be noted that the N 0 dependence oftagg 
implies that the larger the initial concentration of initial particles, the 
faster the aggregation proceeds. The first moment, M1 = L n N 0 coincides 
with the initial particle concentration and indicates the mass conserva­
tion in the sol phase. For this kernel, M 1 remains constant which implies 
that a constant kernel does not lead to gelation. 

Sum kernel 
The solution to Smoluchowski's equation for a sum kernel, kij - i+j 

and monomeric initial conditions is [311) 

N E _ N (1 - A) (nA)0
-

1exp (-nA.) 
nC ) - o n! 

(61) 
A= 1 - exp (-E) 
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This solution is qualitatively similar to the solution for a constant 
kernel, but the rate of aggregation is higher. This may be seen by 
calculating the time at which N n peaks, Epeak = 1/2 In n. This faster 
growth rate was to be expected since the sum kernel increases with 
increasing cluster size. 

For sum kernels, the zero moment of the cluster-size distribution, is 
M 0 = exp(-E), which represents a faster decrease than M 0 for constant 
kernels. M1 is constant which implies that this kernel does not lead to 
gelation. 

Product kernel 
When the rate of aggregation depends on the product of the cluster 

size, kij - ij, the rate becomes so fast that gelation occurs. The solution 
to Smoluchowski's equation for a product kernel and monomeric initial 
conditions is (311] 

N E N 
(2nE)n-l exp (-2nE) 

n( ) = I 0 I 
n n . 

E s Egel= 1lz 
(62) 

The curve Nn(E) peaks at Epeak = %(1-1/n) and thus, in the limit of big 
clusters (n ~co), reaches its maximum at E =Egel= l/z. It is interesting 
to note that for constant and sum kernels, Epeak ~ oo with n ~ oo, 

implying that infinite-size clusters only appear after an infinite time. 
The zero moment of the cluster-size distribution, M0 = 1 - E and the first 
moment, M1 =1, imply that gelation does not occur. At E =Egel• we have 
that dM1/dE = -2, implying a mass flux from the sol phase to the gel 
phase. 

The time evolu tion of the cluster-size distribution for E >Egel depends 
on the interaction between the sol phase and the gel phase. The simplest 
model for this time evolution is the Stockmayer model which assumes 
that there are no sol- gel interactions. This model does not require the 
coagulation equation to be modified. This model leads to 

(63) 

Both the zero moment of the clus ter-size distribution, M0 = E- 1/4 and 
the first moment, M1 = E-1/2. M1 proportionally decrease E-1 revealing 
mass flux from the sol to the gel phase. 
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A model that includes sol-gel interactions is the Flory model. This 
model adds new terms to the coagulation equation [313]. 

7.2. Dynamic scaling in aggregation phenomena: homogeneous kernels 

Most coagulation kernels used in the literature are homogeneous 
functions ofi andj, at least for large i andj [314-316]. Van Dongen and 
Ernst [317] introduced a classification scheme for homogeneous kernels, 
based on the relative probabilities of large clusters sticking to large 
clusters, and small clusters sticking to large clusters. If small-large 
interactions dominate, then large variations in cluster mass are discour­
aged, and the size distribution will tend to be tightly hunched, like a 
bell-shaped curve. If ]arge-large interactions dominate, the small clus­
ters tend to be left behind in the scramble and the result is a monotoni­
cally decreasing size distribution. In this theory it is assumed that, in 
the scaling limit (i.e., long times and large clusters) the cluster-size 
distribution has the form (317-319]: 

(64) 

where 0 is a kinetic exponent, s(t) is related to the average cluster size 
and <l>(x) is the time-independent scaling function. A direct consequence 
of mass conservation is 0 = 2. 

Dependence of homogeneous kernels on i and j at large i and/or j, may 
be characterized by two exponents defined as follows 

k - -iµ J·v 
IJ 

(A.::; 2) 

(v ::; 1) i <<j A.=µ+v (66) 

Kernels with either, 'A> 2 or v > 1 are unphysical, since the reactivity 
cannot increase faster than the cluster mass. No restrictions are im­
posed onµ. 

The homogeneity parameter A. expresses the tendency of a big cluster 
to join up with another big cluster. For/..> 1 the rate of aggregation 
becomes so fast that an infinite-size cluster forms within finite time, i.e. 
gelation occurs. Kernels with A.::; 1 give non-gelling behaviour, i.e., a n 
infinite cluster only forms after an infinite time. Thus, the magnitude 
of A. allows to distinguish between gelling and non-gelling systems. A. 
takes the value 0 in DLCA, and 1 in the case ofRLCA [320]. 
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The exponent µ establishes the rate at which big clusters bind to 
small clusters and its sign determines the shape of the size distribution. 
Forµ< 0 big-small cluster unions are favoured and large clusters gobble 
up small ones resulting in a bell-shaped size distribution. Kernels with 
negative µ appears t.o be a good description for DLCA. When µ > 0 
large-large interactions dominate and size distributions to be polydis­
perse since small clusters may still exist even in the presence of large 
ones. Thus, distribution decays monotonously with increasing n. For the 
exactly solvable kernels the exponents are shown in Table 2. 

TABLE 2 

Values of/. and µ-parameters for different kernel combinations 

Kernel 'A µ 

kii - ku 0 0 
k;;- i+j 1 0 

ki.i - ij 2 1 

A product kernel has the homogeneity parameter /.. > 1 and only this 
kernel leads to gelation. All the exact kernels haveµ~ 0 indicating that 
reactions between small and large clusters do not play any special role 
in the cluster-size distribution for long time periods. For those distribu­
tions small clusters may still be present even in the presence of large 
clusters an i.e., the cluster-size distribution tends to be polydisperse. 

Both s(t) and <l>(x) in (7) contain the exponents/.. andµ of the kernels 
(8,317]. 

For the function s(t): 

1 
r tl-A. 

s(t) - ~ 
l exp (at) 

A.<1 
/.. = 1 

(67) 

where a is a constant. This function is related to some ratios of moments 
of the cluster-size distribution. It is directly proportional to the weight­
average mean cluster size (nw);:: MfMI> where Mi= L. niNn- s(t) is also 
related to the number-average mean cluster size (n0> ;;;; MifM0. The 
relationship between s(t) and (n

0
) depends on the sign ofµ. For kernels 

with /.. < 1 [8,321) 
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( (nn) µ < 0 
I _, 

s(t) - { (nn)2~<) 't < 1 + A. µ = 0 
I -l (nn)<I-A) µ > 0 

(68) 

The analytical form of <I>(x) is known for large and small x (8,317]: 

<I>(x >> 1) -x-A exp (-j}x) 

't<A+l 
µ<0 
µ=0 
µ>0 

(69) 

(70) 

For large x, <I>(x) decreases and is related only to the exponent A., 
where ~ is a fitting parameter. For small x, <I>(x) depends on the sign of 
µ . Therefore, when µ < 0, <I>(x << 1) increases with x, whilst forµ :2: 0, <I>(x 
<< 1) decays monotonically. Thus, the shape of the function <I>(x) depends 
critically on the sign ofµ. For kernels with µ < 0, <I>(x) is a bell-shaped 
function, whilst for µ ~ 0, a monotonically decreasing one. If Iµ I ~ 0, 
an intermediate x range exists, x0 << x << 1, where kernels withµ > 0 
andµ< 0 show typicalµ= 0 behaviour, with crossover to respectivelyµ 
> 0 andµ< 0 behaviour at x - Xo· x0 depends onµ as x0 = exp(-1/ Iµ I) 
(317]. 

The above formulae (69) (70) imply the following predictions for the 
long time behaviour of the cluster-size distribution Nn(t) (7 ). Thus, when 
A.< 1 

Nn(t) 

N 1(t) 

Nn(t) - t -w n-• w>l 't<l+A. µ=0 

7.3. Monitoring aggregation processes 

(71) 

Knowledge about the cluster-size distribution is essential for the 
characterization of the kinetics and mechanisms controlling cluster 
growth. Powerful techniques have been successfully applied to deter-
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mine cluster-size distributions. They may be classified into two groups: 
mu1tipartic1e and single particle detection techniques. Multiparticle 
techniques do not alter the aggregating system, however, they only 
provide average information on size distribution (302,322-330]. Sin gle 
particle detection allows detailed cluster-size distributions to be meas­
ured directly by counting the number of different clusters during aggre­
gation [331-338]. Nevertheless, the forces involved in cluster separation 
can break up the aggregates under certain experimental conditions and 
thus, modify the cluster-size distribution. Due to the difficulties in 
detecting and classifying single clusters, accurate measurements are 
rare and by now, the number of theoretical predictions and computer 
simulations far exceeds the number of experimental results. 

Multiparticle techniques. 
There exist three classical multiparticle techniques: sedimentation, 

filtering and measuring of the dielectric constant. In the first, the 
sedimentation volume is measured to estimate the aggregation stage. 
Aggregation processes may be monitored by measuring the time evolu­
tion of the sedimentation gradient [339-341]. The main difficulty with 
this technique that the data interpretation requires the application of 
Stoke's equations. It is also possible to obtain information about the 
aggregation process by filtering the aggregating samples. This method 
selects and classifies clusters [342]. In general, the results are very 
criticizable due to the forces acting on the clusters during the filtering 
process which may modify the cluster-size distribution. The electrical 
conductivity and the dielectric constant also offer information about the 
aggregation stage but they are not often used in studies [343]. 

Turbidimetry is a very extended tech nique usually employed to study 
aggregation. This technique offers information on the cluster-size dis­
tribution by solving an inverse problem oflight scattering [344,345]. The 
instrumental set-up consists of an spectrophotometer and a personal 
computer for collecting the data as a function of time. The turbidimetry 
is based on the measurement of the optical transmittance of a colloidal 
sample, Topt = I/10 (l is the transmitted intensity and 10 is the incident 
intensity). 

The turbidity, 't, is defined for monochromatic light as follows 

T opt = exp(-NCextl) = exp(-'tl) (72) 

where N is the particle concentration, Cext is the extinction section for 
the particles and 1 is the optical path. 
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Monitoring the turbidity of an aggregating system, it is possible to 
determine the Smoluchowski rate constant, k 11, for the initial stages 
(346]. Both, the temporal evolution of the turbidity and an optical factor 
offered by the Rayleigh-Gans-Debye approximation (RGD) must be 
known. This technique is useful but sometimes the interpretation of the 
results becomes difficult. An interesting modification of the classical 
turbidimetry is the analysis of the turbidity fluctuations with dynamic 
light scattering. 

Static light scattering is another powerful technique, measuring the 
mean scattered intensity. The results are usually interpreted by using 
a light scattering theory: the Mie theory for the most general case or the 
approximation ofRayleigh-Gans-Debye (RGD) for small particles [34 7, 
348]. The information is obtained through measuring the angular and 
temporal dependence of the scattered intensity. The Smoluchowski rate 
constant can be calculated using the following equation 

(
_l_ dl(q,t)1 . = k N sin(2qa) 
I(q,O) dt 

40 
11 o qa 

(73) 

where q = j Ks - Ki I is the modulus of the scattering vector, Ks and Ki 
are the scattered and incident wave vectors respectively and a is the 
diameter of a monomer. The RGD approximation was used to deduce 
equation (73). 

Dynamic light scattering is another technique used for particle size 
determination. This technique analyzes the fluctuation of the light 
scattered by the particles. With this technique the autocorrelation 
function g('t) = (I(q,t) I(q,t + 't)) is measured. The logarithm of the 
autocorrelation function is expressed as a power series (348-350) 

(7'4) 

The first cumulant, µ1, is related to the average diffusion coefficient, (D), 
by µ 1 = q 2(D). The ratio Q = wµ~ is a measure for the polydispersity of 
the system. 

Single particle detection 
Another group of techniques to determine the size distribution is 

based on single particle detection. With optical microscopy size distri-
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butions for particles bigger than 1 µm can be measured. The electron 
microscopy is a very general and useful technique which requires the 
introduction of size patrons. In the last decade electron microscopy was 
employed in some interesting works on colloidal aggregation; for exam­
ple the work referred to in Ref. [351). The basic problem of this technique 
is the modification of the aggregation stage in the sample preparation 
and measurement. 

The coulter counter is an instrument based on the change of electro­
lyte conductivity when a particle crosses a hole placed between two 
electrodes. The colloidal particles are injected through a capillary and 
focused hydrodynamically into a hole of about 30 µm diameter [352]. A 
particle crossing the hole interrupts the ionic conduction and this pulse 
in the conductivity is observed. This set-up allows the measurement of 
cluster size distributions for particle concentration of the order of 106 or 
107 cm-3 and particle size bigger than 0.5 µm or 1 µm. The main 
problems with this technique are electrical noise and ,electrolyte con­
tamination. Another important problem appears for polydisperse sys­
tems. When big and small particles are detected almost simultaneously, 
the big pulses overlaps to the smaller pulses causing an apparent 
depletion of the smaller particles. Information about some very im­
proved instruments may be found in [353-355]. 

Single particle optical detection is probably the most advanced tech­
nique developed in the last years to measure particle size distributions 
and to monitor aggregation processes. Now, we will briefly describe a 
single particle optical sizer built in our laboratory [356,357) based on 
the Pelssers et al. device [331,332] . In this instrument of a colloidal 
dispersion, single clusters, insulated by hydrodynamic focusing, are 
forced to flow through a focused laser beam. Measurements of the 
cluster-size distribution are obtained by analyzing the light intensity 
scattered by single clusters at low angle, where intensity is monotoni­
cally related to the square cluster's volume: In(0)/I1(0) = n2 - V2. At this 
angle, the scattered light intensity is high enough to detect particles 
accurately and the strong dependence of the scattered light intensity on 
particle's volume, makes it possible for a high resolution to be achieved. 
For larger angles the intensity is lower and data interpretation become 
difficult due to intensity oscillations caused by particle size changes 
[344]. 

Figure 16 shows a block diagram of the instrument. Basically, it is a 
flow ultramicroscope in which pulses of light from single particles are 
detected. Light from a laser goes through the input optical system which 
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Fig. 16. Block diagram of the experimental set-up. 

creates a homogeneously illuminated zone at the centre of the flow cell, 
where the cluster separation are separated. In the focusing cell, a 
colloidal dispersion is injected into a fast flowing water stream thereby 
obtaining a narrow particle stream. Single particles cross this illumi­
nated zone, creating pulses of light scattered. Detection optics selects 
only light scattered at low angle which is detected by a photomultiplier 
which supplies the pulses to a computer. This computer recognizes, 
classifies and counts the pulses by running an algorithm on-line. 

Size distribution is obtained by representing counts versus pulse 
intensity. Figure 17 shows a frequency histogram of an aggregating 
latex dispersion. Peaks correspond to different cluster-sizes, from sin­
glets to hexamers. Bigger clusters may be detected but it is difficult to 
distinguish between them. This instrument allows the detailed cluster­
size distribution to be measured for n up to 6 or 7, without applying 
numerical peak separation methods. The relationship I - y(I.85±0.04\ 

between scattered light intensity and the volume of the clusters was 
found, which is close to Rayleigh's prediction, I - V2 • The cluster-size 
distribution is determined by integrating the peaks appearing in the 
histograms, and the time evolution is obtained by analyzing a consecutive 
series of the latter. The statistical counting error N~2 was considered, 
being a criterion to set the time of measurement. The zero moment of 
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the cluster-size distribution, M0 = LN0 , is measured by adding the total 
number of counts in a histogram, including off-scale pulses. In this 
calculation every cluster must be counted, though they need not be 
separated according to their size. This allows the number-average mean 
cluster size (n0 ) = Nc/M0(t) to be calculated. This is related to s(t) and is 
needed together with the distribution Nn(t), to determine the scaling 
function <l>(x). 

Hydrodynamic forces acting on aggregates could break them up them 
under certain conditions. These forces are related to the stream velocity 
in the longitudinal and transversal directions with respect to particle 
movement. Extensional and shear forces appear, respectively. These 
forces are also proportional to the extensional and shear rates, respec­
tively [331,358,359]. Size distributions were measured for different 
focusing fluxes to check the cluster break-up. Control measurement 
demonstrated that cluster break-up does not affect our experiments 
since they were carried out using smaller monomers [357]. 

7.4. Experimental results on aggregation of polymer colloids 

In this section, some experimental results on Brownian and reaction­
controlled aggregation are described. Furthermore, the effect of the 
surface charge density and particle size will be discussed. 

Cluster-size distribution and rate constant in Brownian aggregation 
The t :iime evolution of monomers up to heptamers is shown in Fig. 18. 

Measurements were performed with the single particle instrument 
described in Section 7.3. Monomers decrease monotonically; for dimers 
and larger clusters, peaks appear to shift over to longer times the larger 
the cluster. Data were analyzed in the framework of Srnoluchowski's 
coagulation equation. The best fit leads to an experimental rate con­
stant, k 11 =(5.6±0.6) x 10-12 cm-3 s- 1. This value falls within the range 
of values commonly reported for fast aggregation [332,346,356-368]. 
The equation was computed under the condition Nj>3 = 0 using kij as 
fitting parameters. The large errors found for kij render this method 
useless for its determination. 

The experimental value for k 11 is now compared with the theoretical 
Smoluchowski rate constant, k 11 = 813 k 8T/T). For our experimental 
conditions, the theoretical rate constant is 11.0 x 10-12 cm-3 $-1 which 
is about twice the experimental value. In order to explain the difference, 
viscous interaction between the particles was considered and the value 
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Fig. 18. Time evolution of the cluster-size distribution: monomers ( 0 ), dimers ( + ), trimers 
(0 ), tetramers (x), pentamers (~). hexamers (*), heptamers (0) (357). 

of the modified rate constant, k'i'.~5, was calculated. Wvis was obtained by 
numerical evaluation of Eq. (33) and using Spielman's formulae (352]. 
Wvis = 1.97 was found and, therefore, k}~5 = 8/3(kaT)/(fl Wvis) = 5.5X10-12 

cm-3 s- 1, which coincides perfectly with the experimental rate constant. 

Dynamic scaling 
The aggregation data were analyzed using the dynamic scaling 

formalism. The main questions are whether the cluster-size distribution 
scales, if so when scaling becomes apparent and what information about 
the aggregation mechanisms can be obtained. For this purpose, the zero 
moment of the size distribution, M0 = L, N 0 is measured by adding the 
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Fig. 19. Plot showing the time evolution of the number-mean cluster size. The solid line 
corresponds to a kernel with t. = 0 (357]. 

total number of counts in a histogram, including off-scale pulses. In this 
calculation, the clusters need not be separated according to their size. 
With the aid ofM0, the number-average mean cluster size (nn) = NofM0Ct) 
is calculated. This average is related to s(t) and together with the 
distribution Nn(t) allow the scaling function, ct>(x), to be determined. A 
typical result is presented and discussed below. 

Figure 19 shows the time evolution of (n0 ). For longer times, this 
function exhibits an asymptotic behaviour and grows linear in time for 
mean cluster sizes as low as 3. In order to obtain the function s(t), the 
sign ofµ must be known, since the relationship between (nn) and the 
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Fig. 20. Plots ofNn(t) versus n for different aggregation times. Curves correspond to the 
following dimensionless time Uta~i:: 0 (0 .9 ± 0.1), + (1.7 ± 0.1), 0 (2.9 ± 0.2), x (6.2 ± 0.3), 
6. (7.2 ± 0.3), * (11.0 ± 0.6} [357). 

scaling function, s(t), depends critically on its sign, Eq. (68). For this 
purpose, Nn is plotted as a function of n (Fig. 20). The cluster-size 
distribution is bell-shaped for aggregation times longer than 7.2 tagg· As 
was stated at the end of the theoretical part of this article, cluster-size 
distributions exhibiting this behaviour haveµ< 0, Eq. (71). This allowed 
the number-average mean cluster size (nn) to be used as the scaling 
function, s(t), Eq. (68). At this stage, <l>(x) may be determined by plotting 
s2(t)Nn(t)/N0 versus x = n/s(t) at different times, where s(t) = (nn). 
Figure 21 shows <l>(x) corresponding to aggregation times from t"" tagg 
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Fig. 21. Experimental time-independent scaling distribution <I>(x) corresponding to 
aggregation times from t "'tagg up tot"' 11 tagg for clusters from monomers to pentamers. 
The semilog plot shows the behaviour of<l>(x) for x > 1 (357). 

up tot"" 11 tagg· The data collapses on a single time-independent master 
curve. 

The fact that s(t) exhibits an asymptotic linear behaviour in time and 
that the data collapses on a single time-independent master curve 
proves dynamic scaling for the measured cluster-size distributions. It 
should be noted that this behaviour is observed for short aggregation 
times and small clusters. This is somewhat surprising since the scaling 
behaviour is strictly valid only for the limit of large clusters and long 
aggregation times. Recently, Thorn et al. [369] used a stochastic simu-
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lation to recover the scaling behaviour of microsphere colloids. This 
simulation was carried out for a Brownian kernel and monodisperse initial 
conditions. They also observed that the final scaling limit is reached during 
early aggregation stages. This peculiar feature may also be seen for kernels 
as simple as the constant kernel. In order to illustrate this, we use the well 
known analytical solution of the Smoluchowski equation for constructing 
the corresponding scaling function, <l>(x). The data, represented in Fig. 22, 
correspond to our experimental conditions, i.e., clusters from monomers to 
pentamers and aggregation time from tagg to 11 tagg· One can clearly see 
that the data points define a time-independent master curve even for 
early aggregation stages. A slight difference may be observed for mono-

n =I 

0.1 

0.01 L-~~-'-~--'~-'--'--'--'-......... -'--~~---'~~'-----........... _.__._......_.~ 

0.1 10 
x 

Fig. 22. Dynamic scaling form for the constant kernel. The data points correspond to 
clusters from monomers to pentamers and aggregation times from tagg to 11 t agg. The 
solid line is the theoretical scaling curve. 
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mers only, though it disappears over a period of time. Bigger clusters 
show perfect theoretical scaling (solid line). Here, as for the experimen­
tal data presented and the simulations mentioned above, the final 
scaling behaviour is observed for short times and small clusters. This 
makes it possible for the scaling formalism to be used to describe almost 
the entire aggregation process. 

Knowledge about the scaling functions s(t) and <l>(x) reveals informa­
tion about the aggregation mechanisms, since both contain the expo­
nents A andµ. Equation (67) predicts that the scaling function s(t) will 
grow as a power of time, s(t) - t 110-J..l, where the exponent depends on 
the parameter A.. The linear asymptotic behaviour of (n0 ), which is 
proportional to s(t), leads to A"" 0 (see Fig. 19). This value is confirmed 
by the decreasing exponential behaviour of <l>(x) for x > 1 (Fig. 21, bottom 
left corner). Several values of A. were tried for when fitting to the 
theoretical prediction Eq. (69). The best fit resulted in A."" 0, which is in 
line with other DLA experiments [5,304,370,371). Unfortunately, the 
experimental uncertainty in <l>(x) does not allow the value of A. to be 
found accurately. 

The parameterµ has already been observed to be negative due to the 
depletion of smaller clusters appearing for the curves N n vs. n at longer 
aggregation times (Fig. 20). This indicates that small clusters bind 
preferentially to big clusters. A constant kernel is not suitable for 
describing this process since it predictsµ= 0, leading to a size distribu­
tion always decreasing with n. The characteristic depletion of small 
clusters under diffusion-limited conditions has also been observed in 
computer simulations [372], as well as in experiments on the aggrega­
tion of gold particles [351) and polystyrene microspheres [8]. The latter 
authors found that the size distributions reach peaks for times longer 
than 8.3 tagg which is consistent with our experimental result 7.2 tagg· 
Information on parameterµ is also contained in the x < 1 region of the 
scaling function <l>(x). The non-decreasing behaviour of this function 
once again confirms the negative sign ofµ, Eq.(70). 

The experimental results are now compared with theoretical models in 
order to give them a physical, meaningful interpretation. The first kernel 
developed to describe diffusion-controlled aggregation processes was pro­
posed by Smoluchowski [308]. He obtained the reaction rate as a collision 
cross section due to the diffusion of spheres of radius R. His result 

kij = 4n(Ri +~)(Di+ Dj) - (ill3 + j113)(i-113 + j-113) (75) 

is a kernel with A= 0 andµ= -1/3, where D = kaT161t11R. 
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A more realistic description may be made when clusters are consid­
ered to be fractal in structure. Using Ri = R0 il/df and Di= (k8T/6miR0) 

i- ltdh for the particle radius and diffusion 

2k T _!_ _!_ __!_ __!_ 

k B (-dr .dr)(·-d1 -- d1 ) .. = -- l +J l '+J 1 

lJ 3n 
(76) 

where dr and dh are the fractal dimension and hydrodynamic fractal 
dimension, respectively [373]. For this kernel, the aggregation expo­
nents are A= 1/dr - 1/dh and µ = -1/dh. In the experiments described 
above, A== 0 was found and therefore dr == dh, which is confirmed by direct 
measurements of dr and dh [37 4]. This kernel also predicts a negative 
value forµ, agreeing with our experimental results. A computer simu­
lation, carried out by Thorn et al. (368] using precisely this kernel with 
the widely accepted value dr= 1.75 and dr""' dh reproduced a bell-shaped 
curve for the scaling function <l>(x) which agrees perfectly with experi­
mental results. 

Cluster-size distribution and rate constant in reaction and 
intermediate aggregation 

The time evolution of the clusters slows down substantially when 
decreasing the salt concentration in the suspensions. Broide et al. (8) 
found the rate of aggregation to be ku = (2.63 ± 0.02) x 10- 14 cm-3 s-1. They 
calculate the value W = 418 ± 4 for the stability factor. Their measurements 
were carried out by a s ingle particle detection instrument. 

The cluster distribution dependence of the cluster size is shown in 
Fig. 23 for different aggregation stages with T = t/tagg· As T increases 
the distribution for slow aggregation develops a power-law decay inn 
given by N0 - n-1 , with 't :::: 1.5. This power-law behaviour suggests that 
the kernel hasµ;::: 0 which is distinctly different from the values observed 
for fast aggregation. The time dependence of the cluster-size distribu­
tion for the late stages of slow aggregation is given by Nn - T-1 . For 
kernels with µ > 0 Eq. (71) predicts that N0 - T-1 n- O+A.l. Thus, the 
experimental form for the cluster-size distribution suggests that"-""' 0.5. 

Dynamic scaling 
For size distributions exhibiting a power-law decay the scaling func­

tion is s(t) - (n
0

)
11C2--rl. Assuming 't == 1.5 the relationship s(t) - (n0 )

2 is 
deduced for slow aggregation. <l>(x) is determined by plotting s2(t)N0 (t)/ 
N0 versusx= n/s(t) for different times, where s(t)= (nn)2 . Figure 24 shows 



Fig. 23. Cluster distribution dependence on the cluster size for different aggregation 
stages [8]. 

<l>(x) corresponding to aggregation times from t"" tagg up tot"" 39 tagg· 
The data collapses on a single time-independent master curve. The 
theoretical prediction for the large-x behaviour of <l>(x), Eq. (69), also 
supports the hypothesis that A.::::: 0.5. The function <l>(x) - x-o.5 exp(-1.33 x) 
results in a satisfactory fit to the data for <l>(x > 1). The small-x behaviour 
of <l>(x), <l>(x << 1) - x-\ demonstrates that the kernel for slow aggrega­
tion hasµ ;::: 0 (Eq. (70)) and the finding that N0 - T-1 suggests thatµ> 
0. Equation (71) predicts 't = 1 + A. and experimentally 't = 1.5 is found 
from the slope of the data in Fig. 24, which implies A. = 0.5. 

Direct (300,370,375,376) and indirect [303) measurements of size 
distributions for slow aggregation have shown that 't = 1.5. In other 
studies [377) higher values of 't have been found, 1.8-2.0. Also, dynamic 
light-scattering studies of slow aggregation have shown that the hydro­
dynamic radius grows exponential in time (3,4,302,303,371,377,378], 
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Fig. 24. <l>(x) corresponding to aggregation times from t"' tagg up tot"' 39 t•gg [304). 

which implies A.= 1. The results of these studies are consistent with 
those expected for RLCA. However, there are several experiments which 
do not observe exponential growth for slow aggregation [4-6,370,376, 
379,380] . Other experiments [5,379,380] show/.."" 0.5 with no observed 
exponential growth. Lin et al. found deviations from exponential growth 
for slow aggregation of polystyrene microspheres and deviation absent 
in experiments involving silica and gold particles. Pefferkorn et al. also 
observed an increasing power-law for the number-average mean cluster 
size, (nn) and their results suggest that 't = 1.5 is a universal charac­
teristic of slow aggregation. These authors did not see exponential 
growth :in any of the experiments. It has been shown [381] that the 
values of 't and A. depend on the details of the rate-limiting step. If the 
probability for two clusters to combine depends only on the time they 
spend in contact with each other, the values A.= 1 and't=1.75 are found 
(exponential growth). When the probability depends only on the number 
of times that they collide with each other, then A.""' 0.5-0.6 and 't = 1.5 
are found. It is possible that the different types of aggregation kinetics 
depend on the differences in the colliding mechanism. 



R. Hidalgo-Aluarez et al. !Adv. Colloid Interface Sci. 67 (1996) 1-118 93 

When the experimental conditions lie between DLCA and RLCA, A. 
changes continuously from 0 to 0.5 as the aggregation conditions change 
from fast to slow aggregation (5,6]. Differences between authors exist; 
for example, Zhou and Chu [378] show that A. changes from O to 1. 

7.5. Effect of the particle surface charge density 

In this section we address the following question: how does the 
particle surface charge density affect the aggregation kinetics in proc­
esses induced at high salt concentration? In other words, how does the 
aggregation mechanism depend on the residual interaction between the 
particles? The detailed cluster-size distribution of aggregating colloids 
of polystyrene microspheres, was measured by single particle light 
scattering. We carried out a series of measurements for different surface 
charge densities at high salt concentration [382). 

The experimental system was a conventional polystyrene latex with 
negative surface charge due to sulphate groups. The radius of the 
spherical microspheres, 292 ± 19 nm, was determined by T.E.M. The 
electrophoretic mobility of the particles, µe, was measured to control the 
modification in charge produced by pH. µe was determined as a function 
of pH at 0.015 M of ionic concentration. For every case it was found that 
µe < 0, which confirmed the negative sign of the surface charge. Mobility 
was converted into ~-potential using Smoluchowski's theory (48,91]. The 
electrokinetic surface charge, Oek• was calculated using the Gouy-Chap­
man model for the e.d.1. [48]. Table 3 shows the three experimental cases 
studied. In case I, the system is practically at its isoelectric point and 
therefore crek "" 0. In case II, the electrokinetic charge is larger by an 
order of magnitude than in the previous case, and in case III the charge 
is larger by a further factor of 2. Table 3 also shows the critical KCl 
concentration of the suspensions at different pH and the stability factor, 
W = k~row~xp, for the different experimental cases. For cases I and II, 
DLCA conditions are satisfied. For case III, the stability factor is higher 
than in the previous cases. This is due to repulsive forces appearing 
when the surface charge of the particles increases. Thus, in case III, 
DLCA conditions are not completely achieved. 

In all cases, we found that distributions exhibit dynamic scaling for 
times longer than tagg· For particles with low surface charge density, the 
scaled size-distribution is bell-shaped (Fig. 25), with a shift appearing 
at the maximum position when the charge increases. In this case, the 
kernel is characterized by the parameters A."" 0 andµ< 0 (382], which 
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TABLE3 

Electrophoretic mobility, electrokinetic charge density and stability of the colloidal 
particles for the three experimental cases 

Experimental 
case 

11 
III 

0.1 

0.01 
0.01 

pH -µjl0-8 
(m2 y -1 s-1) 

2.3 ± 0.1 0.2 ± 0.1 
4.2 ± 0.1 2.1 ± 0.2 
9.3 ± 0.1 3.7 ±0.2 

n 

0.1 

-crei/10-2 c.c.c. w 
(C/m2

) (M) 

0.1±0.1 =0_00 1.9 ± 0.2 
0 .8 ± 0.2 = 0.10 1.9 ± 0.2 
1.5 ± 0.2 =0.35 3.2 ± OA 

I Q 

Ll 0 

10 
x 

Fig. 25. Experimental <ll(x) distributions. The distributions are aligned for different 
times, showing dynamic scaling. For cases I (0) and II (0), bell-shaped curves confirm 
the negative sign ofµ. A shift in the maximum position is observed when the surface 
charge rises [382]. 
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agrees with the value of the exponents for the Brownian kernel and with 
results obtained by simulation using this kernel (369]. Thus, for low 
surface charge densities, our results are in agreement with DLCA. Big 
clusters bind preferentially to small clusters. The shift in the position 
of the maximum might be due to a change in the value of the parameter 
µ towards zero (382). Moreover, for low surface charge densities, the 
same value for W does not guarantee the same scaled distribution. 

When the particle surface charge density increases even more, the 
distribution exhibits a power-law decay (Fig. 26), which demonstrates 
that the aggregation mechanism changes. In this case we found 'A"" 0 
andµ> 0. Thus, for the highest particle's surface charge density, the 
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Fig. 26. For case III «P(x) decays monotonically, demonstrating that the sign ofµ has 
changed to µ ~ 0. For x > l, a decreasing exponential behaviour is s!hown in every case 
(solid lines), which suggests /..."' 0 (382). 
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residual interaction controls the aggregation, and when this interaction 
increases, big clusters bind preferentially to big clusters. This result 
suggests that the residual electrostatic interaction could control the 
reactivity between big and small clusters. 

8. Aggregation of polymer colloids in 2-D 

Two-dimensional aggregation is a widely observed phenomenon in 
industrial applications. Most notable is the manufacture of emulsion 
polymers in stirred-tank reactors (383]. Colloidal particles are used in 
separation processes such as froth and solvent extraction. Then the 
emulsifying action [384] of colloidal particles at the bubble interfaces 
which plays a key role is dependent on the degree of surface aggregation 
(385]. 

For the description of two dimensional aggregation we can not use 
the mean field approximation used for the three dimensional case [386]. 
This is because in two dimensions, the fractal dimension [387) of the 
Brownian path is not less than the spatial dimension. Also, there is no 
equivalent for the Smoluchowski equation. 

The theoretical studies of two dimensional aggregation processes can 
be classified into two groups: stability and aggregation studies. 

8.1. Stability 

The DLVO (388] theory can help us to study the aggregation in bulk 
but not in an interface. New expressions for the van der Waals, electro­
static and structural forces must be deduced. There are new elements 
like capillary attraction, intrinsic to interfacial phenomena with no 
analog in bulk aggregation. These capillary forces are due to the menis­
cus produced around a partly immersed particle. The calculation of the 
pair potential energy is de pendent on the model used to describe wetting 
of the interfacial particle. The counter-ion cloud has lost its symmetry 
with respect to the plane of the interface, resulting in dipole-dipole 
repulsion between particles the strength of which can be reduced by 
increasing the subphase electrolyte concentration. If this reduction is 
large enough then the van der Waals attraction could be expected to 
dominate. Because of the different electric permittivities, the inter­
action between colloidal particles is different in the half upper than in 
the lower space. 
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Electrostatic interaction 
An analog to the Poisson-Boltzmann equation has been developed by 

Lyne [389]. He has solved the Poisson-Boltzmann equation in the 
aqueous phase simultaneously with the Laplace equation in the dielec­
tric phase. The Derjaguin (390] approximation can be used to estimate 
the electrostatic interaction under the condition that the range of the 
interaction is small compared with the particle's radius of curvature. If 
the particle part in the dielectric phase is considered to have no charge 
the strength of interaction between increases with increasing immersion. 

van der Waals interaction 
For partially immersed particles in the air-water interface, the van der 

Waals interaction is enhanced due to the particle exposure to the air phase. 
The Hamaker [391] development allows us to estimate the van der Waals 
interaction. The geometric mixing rule assumption for the dispersion 
interaction gives a simple expression for the Hamaker constant which is a 
function of the fraction of immersion, f, of the spherical particles [392) 

(77) 

One needs to know the Hamaker constants for the interaction be­
tween particles fully immersed in both of the phases, A131 and A121. 

The retardation effect for the dispersion interaction was analyzed by 
Clayfield [393] and Gregory [394) for moderate and closer separations 
between two spheres, respectively. 

Hydrophobic interaction 
The hydrophobic properties of the particle's surface will determine the 

degree of wetting and thus the strength of hydrophobic forces. Partially 
wetted particles will experience a less interaction than fully wetted ones. 
Surface roughness affects the hydrophobic properties of the particles [395]. 

Christenson [396) has shown that the hydrophobic interaction decays 
exponentially for planar surfaces. Thus the Derjaguin approximation is 
useful to estimate the hydrophobic interaction between two partially 
immersed particles. 

Capillary attraction 
Capillarity has no equivalent in bulk aggregation. The depressed or 

elevated meniscus formed around a floating particle is the result of the 
equilibrium between the gravity, Archimedes pressure and surface 
tension. When two particles approach the curved meniscus generates a 
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pressure which enhances the aggregation process. To estimate the forces 
due to capillarity we need to solve the Laplace equation [397]. This 
equation has been solved for the simplest cases with axisymmetric 
geometries (398] and in the limit of small Bond number (399) (Bond No. 
= Llpgr2/cr23) when the Laplace equation can be linearized. Chan et al. 
(399] have found that the capillary attraction for particles smaller than 
3.0 µm is negligible compared with thermal energy (kT). Thus the 
assumption of a flat meniscus is justified for the initial stages of the two 
dimensional aggregation of colloidal particles. For large aggregates 
however, the hydrophobic effect must be taken into account. 

Total pair energy 
To calculate the total pair energy we must add all the different 

contributions together: van der Waals, electrostatic, structural and 
capillary interactions. 

The combination of the electrostatic and van der Waals interactions 
gives an equation similar to the DLVO theory. The assumption of a dry 
particle part without charge leads to a decreased stability for particles 
in the interface. This is due both to an increased van der Waals 
attraction and the diminished electrostatic repulsion. This DLVO-like 
equation has been studied in function of the electrolyte concentration 
and degree of particle immersion. This analysis shows a similarity with 
bulk aggregation. Higher electrolyte concentration reduces the electro­
static repulsion and as such destabilize the interfacial system. Moreover 
this destabilization might be due to a reversible flocculation into a 
secondary minimum at low concentration and to the disappearance of 
the potential barrier as the concentration increases (392). The particle 
immersion effect onto the aggregation shows a decreasing stability for 
decreasing immersion. This loss of stability occurs due to the initial 
increase of the secondary minimum depth at immersion between 100% 
and 50% and the disappearance of the primary maximum at higher 
degrees of immersion [392]. 

The introduction of the hydrophobic attraction is quite difficult (400]. 
This difficulty is augmented since it has been shown that the Derjaguin 
approximation has been can not be applied for hydrophobic interaction 
where the curved surface plays a key role [401]. Hydrophobicity reduces 
stability. Contrary to the van der Waals attraction, the hydrophobic 
force increases in function of the particle wetting degree. When hydro­
phobic forces are considered the total potential loses its secondary 
minimum. 
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8.2. Aggregation kinetics 

The theoretical studies of two dimensional aggregation have mainly 
focused on the analysis of the form and structure of the aggregates and 
the kinetics of the process. The structure irregularities described as 
fractal and their anisotropy has been analyzed. The initial stages of the 
aggregation kinetics can be described with a simple population balance 
which is structurally similar to the equation of Smoluchowski. Most 
studies of two dimensional colloidal aggregation use computer simulations. 

Smoluchowski-like aggregation kinetic 
The population balance applied to the two dimensional case gives the 

following equation 

i=k-1 
dck 1 I k· C· s-I. kik Ci Ck (78) ---
dt 2 IJ I 

i=l i=l 
i+j:::k 

which is equivalent to the Smoluchowski equation. cj is the surface 
density of aggregates of size i and kij are the aggregation rate "constants" 
between particles of size i and j. 

The evaluation of the rate constants for noninteracting particles is 
dependent on the analog construction of the Smoluchowski analysis of 
bulk aggregation. Thus the radial component of the Fick's law, in 
cylindrical coordinates, can be used to describe the Brownian motion of 
primary particles. This results in a rate constant for doublets that is not 
constant, but decreasing with time. 

The comparison between particle collision frequencies for bulk and 
surface aggregation depends on particle size, liquid surface to volume 
ratio, time and particle density number. A comparison was made by 
Williams and Berg (402]. They showed that the frequency of collision in 
bulk is 50 times greater than at the surface for their experimental 
system. As the aggregation proceeds bigger aggregates are generated. 
These bigger aggregates have lower mobility and higher radius. This 
two factors are enough counterbalanced that the kij constants can be 
considered practically independent with i and j (392]. 

Computer simulations 
Computer simulations (403] give information about the behaviou r of 

the modeled system. These models are easily generalized to study 



100 R. Hidalgo-Aluarez et al. I Adu. Colloid interface Sci. 67 ( 1996) 1- 118 

system at different spaces dimensionalities [404] . Computer simula­
tions allow one to introduce the particle's interactions without any 
approximation or linearization [405]. 

Diffusion Limited Aggregation (DLA) model models the aggregation 
of colloidal particles as the sticking on contact of a Brownian particle to 
a growing seed [406]. This model was modified by Kolb et al. [407] and 
by Meakin [408] to include the movement of all aggregates. The moving 
aggregates can stick at the first contact (DLCA, Diffusion Limited 
Clusters Aggregation) or with a probability less than 1 (RLCA, Reaction 
Limited Clusters Aggregation) [409,410]. Hierarchical [409] and poly­
disperse [410] models have been introduced to describe RLCA. 

The generated clusters have a fractal structure [411] and their size 
distributions show scaling [412]. 

Fractal structure 
The fractal dimension shows the static scaling and compactness of 

the aggregates. The most important used fractal dimension is that 
obtained from the relationship that exists between the clusters mass 
and their radius of gyration (M oc R~). There are other forms to obtain 
the fractal dimension: the nested squares and two pair density correla­
tion function. 

The anisotropy is due to the loss of the spherical symmetry of growing 
clusters. This loss is intrinsic to the cluster-cluster aggregation process. 
The anisotropy is defined [413] as the ratio between the bigger and 
smaller self-values of the inertia tensor for the clusters. The anisotropy 
value can be calculat ed by averaging the anisotropy values of each 
cluster (A) or by calculating the ratio between the averaged bigger and 
smaller self-values (A'). The different obtained (414] values for two 
dimensional cluster-cluster aggregation through simulation are sum­
marized in Table 4. 

TABLE4 

Dimension fractal and anisotropy ratios for two-dimensional cluster-cluster aggregation 

DLCA RLCA 

D 1.44 ± 0.04 1.55 ±0.03 
A 4.4 ± 0.2 3.6 ± 0.2 
A' 5.7 ± 0.2 4.7 ± 0.2 
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The larger fractal dimension value for RLCA shows the greater 
compactness of the RLCA clusters due to slower binding process. The 
need for multiple contacts allows the smaller clusters to approach nearer 
to the centre of the bigger ones. This closer approach produces a lower 
anisotropy for RLCA than for DLCA.When the effect of electrostatic 
polarization of the clusters is introduced a fowerfractal dimension value 
is obtained. For the two dimensional case this value is 1.26 ± 0.06 [415]. 

Dynamical scaling behaviour 
The scaling behaviour was studied by Vicsek and Family [416) for 

the two dimensional DCLA. They studied the cluster size distribution 
as a function of cluster size and time. The proposed dynamic scaling 
function 

(79) 

supported their simulation results. Vicsek and Family showed that the 
scaling function leads to the relationship w = (2 - 't) z between the 
dynamic exponents wand z and the static exponent 't. 

The cutoff function ftx) = 1 for x << 1 and f(x) << 1 for x >> 1. The 
scaling function is expected to be valid in the limit of low densities and 
larges and t. 

Later Kolb [417) developed a scaling theory for aggregation by means 
of kinetic of clustering clusters. Kolb demonstrated by introducing the 
kernel dependence k(ij) = iwjw into the Smoluchowski equation one 
obtains 2w =a+ (d - 2)/D for the relation between the fractal dimension 
D of cluster formed in a space with dimension d. Here a is the exponent 
that gives the velocity of a diffusing cluster as a function of its mass m: 
vt(m) = ma. For a = 0 and d = 2 values w must be 0 and the scaling 
function 

p - =N(mt) -
( 

m ) m(t) 
m(t) ' N(t) 

(80) 

decay exponentially. 
Botet and Jullien (418) derived an analytic expression for the size 

distribution and generalized the expression given by Kolb [417) for the 
relation between the scaling exponents 2w = a + (d - dw)/D where dw 
stands for the dimension of the trajectory that is followed by the 
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clusters(dw = 2 in DLCA). Meakin et al. l419] studied the scaling 
behaviour as a function of the cluster diffusivity. The diffusion constant 
of a cluster of sizes is assumed to be proportional to sr. They found that 
the results were consistent with the scaling theory, and the exponents 
in n5 (t) depended continuously on y. There is a value Ye for which the 
cluster size distribution crosses from a monotonically decreasing func­
tion to a well shaped curve which can be described by the scaling form 
n5(t) = s- 2f(s/tz) but with different scaling functions f and f . A similar 
crossover has been described by Family et al. [420] for RLCA. They 
simulated the reaction limited aggregation process by using a sticking 
probability proportional to (ij)cr, a power of the sizes' product. The 
system's behaviour depends on y and cr values in a similar form. So for 
a fixed y value there exists a crc that if cr > crc the system behaves like 
DLCA and if cr > crc the system behaviour is similar to standards RLCA. 
As the sticking probability is proportional to (ij)cr there is a crossover 
from RLCA \to DLCA for large aggregation times. 

Experimental results 
The theoretical difficulties for studying two dimensional aggregation 

are counterbalanced by the number of experimental advantages. The 
visualization of the structure is direct and has not the problem of 
projection. Sedimentation of large aggregates does not represent a 
problem. Cluster size distribution is directly accessible. The high den­
sity limit and large time of aggregation can be studied too. In two 
dimensional aggregation there is no mechanical instability induced by 
bending or hydrodynamics stress. 

Though two dimensional experiments has numerous advantages 
versus three dimensional until now the number of three dimension 
aggregation experiments greatly exceeds the number of two dimension 
experiments. The special properties of the interaction between inter­
facial particles was studied by Pieranski (421). He observed the forma­
tion of two dimensional interfacial colloidal crystals. Polystyrene micro­
spheres are trapped at water air interface. The asymmetry of charge 
distribution produces electrical dipoles associated with each interfacial 
particle. The dipole-dipole repulsive interaction organizes the polysty­
rene particles into a two dimensiona l lattice with triangular symmetry. 
This dipole-dipole interaction produces aggregates which repulsive 
interactions are anisotropic. This anisotropy account for the low dimen­
sionality observed by Hurd and Schaefer [422] in the aggregation of 
silica microspheres at the air-water interface. 
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There are recent works that analyze the stability [402,423] and the 
crossover from RLCA to DLCA regimes (424-427). 

Most important difference between the studies is related to the 
different described behaviours. Williams and Berg [402] have described 
the interfacial particles as having a special tendency to aggregate. This 
result is opposed to that of Robinson and Earnshaw [423] who suggest 
that the special stability of the particles must not directly related with 
the wetted area of the particle and not affected by electrolyte concentra­
tion of the subphase. Robinson and Earnshaw suggest that the incom­
plete wetting of the polystyrene particles may give rise to long-range 
electrostatic repulsions. The universality ofRLCA and DLCA limits was 
studied by Robinson and Earnshaw (424-426] and by Stankiewicz et al. 
[427) . The transition from one regime to another was induced by adding 
salt to the subphase. This reduces the electrostatic repulsions and 
allows that the van der Waals force to dominate the aggregation process. 
Stankiewicz et al. has shown that the fractal dimension evolves from an 
initial value corresponding to DLCA towards a RLCA value. This 
evolution must be due to the restructuring of the particles that form part 
of the biggest aggregates. Their results were in good agreement with the 
dynamic scaling law n8 ( t) - s-2f(s/tz) for z = 1 and dilute latex dispersions. 
Robinson and Earnshaw have shown that the change occurs over a 
rather narrow range of electrolyte concentration [425]. This result is 
opposed to simulation results that predict a continuous change [420). 
While the structure reflects two different behaviours, the kinetics r e­
sults (425) exhibited a crossover from slow to rapid growth, as expected 
for reaction limited cluster-cluster aggregation. This implies that the 
probability of irreversible sticking was always very small. These results 
can be explained using the structural dynamics [425] concepts. The 
large clusters formed late in the aggregation process showed evidence 
of internal reorganization: the fractal dimension of the cores being 
significantly larger than that for the global cluster structure. Within 
error, the results [424) are in accord with the scaling relationship w = 
(2- 't) z. 

Further investigations 
Recent simulation studies have analyzed the reaction limited colloid 

aggregation using a different approach, i .e. by analyzing the sticking 
probability [428] and concentration [429] effects. For the lower sticking 
probabilities a crossover from slow to fast aggregation was demon­
strated (429] and the scaling behaviour is verified (430]. 
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Reversible aggregation was recently studied by Sintes et al. [431, 
432), their results support the dynamical scaling behaviour except at 
very early times. 

High density DLCA studies have been made (433]. These studies 
demonstrate that the dynamical structure factor, S(k,t), scales with the 
linear size of the aggregates, Rg(t), according to S(k,t) = R~fF( k RgCt)), 
where Dr is the fractal dimension of the clusters and Fis a universal 
scaling function. 

Cluster-cluster gelation has been studied by Haw et al. [434]. Their 
simulation work demonstrates that the gel structure formed when given 
strong enough bonding is markedly different from the case where 
bonding is irreversible. Under the simulation limitation they have found 
a scaling for intermediate times [435]. 

To study two dimensional particle motion recent experimental stud­
ies have been using colloidal particles in thin aqueous suspensions 
layers [436]. For a layer thickness more than twice the particle size the 
experimental results agree well with experimental and theoretical three 
dimensional results. They also agree with Brownian dynamics simula­
tions performed in two dimensions. 

A numerical analysis of the influence of surface viscosity on the 
brownian motion of interfacial large particles [437] has revealed that 
for all contact angles the surface diffusivity strongly decrease with 
decreasing viscosity. 

Capillary forces between colloidal particles appear to be strong enough 
to induce two-dimensional particle aggregation and ordering [438,439]. 

Long-range order (440] and topological correlation [441] has been 
reported for two dimensional aggregation. The structure factor scales 
for the DLCA regime and not for RLCA [440]. For moderately high 
fraction and for the diffusion limited regime the system exhibits order­
ing beyond the scale of fractal aggregates [442]. This ordering which 
persists into the gelled state arises from an effective inter-cluster 
repulsion due to mutually exclusive depletion zones surrounding each 
cluster. The ordering has been found to be stationary. 

9. Conclusions 

To derive a general explanation of the electrokinetic behaviour and 
colloidal stability of polymer colloids (even of those prepared by emulsi­
fier-free emulsion polymerization) is impossible. This is because, the 
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structure of water near surfaces depends on a great number of hydro­
dynamic and physicochemical factors: surface charge density, type of 
charge group, oligomeric materials on polymer surface, cleaning proce­
dure, surface structure and topography, hydration water of ions, super­
ficial roughness, hydrophobicity of the polymer-solution interface, 
chemical composition of the polymer, etc. The interpretation of the 
electrokinetic properties of polymer colloids in the last two decades has 
gone through the following stages: (1) 1970s. The emulsifier-free poly­
mer colloids are considered to be the "model" system to test electroki­
netic theoretical approaches. (2) At the end of the 1970s. The mobility 
and l;-potential present a minimum (or maximum) at intermediate 
concentrations of some indifferent electrolytes which is interpreted to 
be in contradiction with the theoretical predictions of Gouy-Chapman 
model. The ideality of polymer colloids is brought in question and the 
"hairy" layer model appears on the scene. (3) At the beginning of the 
1980s. The dynamic Stern layer model is proposed as an alternative to 
explain the "anomalous" electrokinetic behaviour of polymer colloids 
since the diffuse layer model seems to be a failure. The co-ions adsorp­
tion mechanism is suggested as an explanation of the non-lineal depend­
ence of l;-potential with the electrolyte concentration. (4) At the middle 
of 1980s. According to several authors the different l;-potential values 
obtained! with two or more electrokinetic techniques (electrophoretic 
mobility and conductivity measurements, for instance) are due to 
"anomalous" surface conductance. (5) At the beginning of the 1990s. At 
first sight, the polymer colloids retrieve their character of "ideal" colloi­
dal systems. The story is to be continued. 
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