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The research and development costs of 106 randomly selected new drugs were obtained from a survey
of 10 pharmaceutical firms. These data were used to estimate the average pre-tax cost of new drug and
biologics development. The costs of compounds abandoned during testing were linked to the costs of
compounds that obtained marketing approval. The estimated average out-of-pocket cost per approved
new compound is $1395 million (2013 dollars). Capitalizing out-of-pocket costs to the point of marketing
approval at a real discount rate of 10.5% yields a total pre-approval cost estimate of $2588 million (2013
dollars). When compared to the results of the previous study in this series, total capitalized costs were
shown to have increased at an annual rate of 8.5% above general price inflation. Adding an estimate of

 

tical industry
te

post-approval R&D costs increases the cost estimate to $2870 million (2013 dollars).
© 2016 Elsevier B.V. All rights reserved.
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he private sector costs.
ethodological approach used in this paper follows that
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ate the process with discovery programs that result in the
hesis or isolation of compounds that are tested in assays and
al models in preclinical development. We do not have the level
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pment costs. These studies used compound-level data on
nd timing of development for a random sample of new
t investigated in humans and annual company pharma-
&D expenditures obtained through surveys of a number
utical firms.
alyze private sector R&D activities as long-term invest-
he industrial R&D process is marked by substantial
risks, with expenditures incurred for many development
hat fail to result in a marketed product. Thus, our approach
links the costs of unsuccessful projects to those that are
l in obtaining marketing approval from regulatory author-
ddition, the pharmaceutical R&D process is very lengthy,
ing a decade or more (DiMasi et al., 2003). This makes
al to model accurately how development expenses are
er time.
our focus on resource costs and how they have changed

e, we develop estimates of the average pre-tax cost of
development and compare them to estimates covering

iods. We corroborated the basic R&D cost results in this
xamining the representativeness of our sample firms and
data, and by incorporating a number of independently
sults and data relating to the industry and the drug devel-
rocess into analyses that provide rough comparators for
mponents of our cost results. The details of those analyses

ded in our online supplement.
mainder of this paper is organized as follows. We briefly
e literature on pharmaceutical industry R&D costs since
study in Section 2. Section 3 briefly outlines the standard

for the drug development process. In Section 4 we
the survey sample data and the population from which
e drawn, and briefly outline the methodology used to
l R&D cost estimates from data on various elements of the
elopment process. We present base case pre- and post-
g approval R&D cost estimates in Section 5. Sensitivity
are presented in Section 6. We describe the representa-
f our data, various approaches to validating our results,
nses to various critiques in Section 7. Finally, we summa-
ndings in Section 8.

us studies of the cost of pharmaceutical
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of the literature on the cost of pharmaceutical innovation
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e drug (typically without accounting for the cost of failed
or they analyzed aggregate data. We will focus here on

nd reports that have emerged since DiMasi et al. (2003)
lve the use of new data for at least some parts of the R&D
he basic elements of these analyses are shown in Table 1.
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at featured clinical phase out-of-pocket cost estimates
rom regressions based on publicly available data on com-

expenditures (Adams and Brantner, 2010). They found
hat higher overall cost estimate ($1.2 billion in year 2000

per authored by two of the authors of this study (DiMasi
owski, 2007), we provided a first look at the costs of
g biotech products (specifically, recombinant proteins
clonal antibodies). The methodological approach was the

hat used for our studies of traditional drug development.
some data from DiMasi et al. (2003) combined with new
he costs of a set of biotech compounds from a single large
aceutical company. Biotech drugs were observed to have
verage clinical success rate than small molecule drugs, but
argely offset by other cost components. We found that the
alized cost per approved new compound was similar for
al and biotech development ($1.3 billion for biotech and
n for traditional development in year 2005 dollars), after
nts to compare similar periods for R&D expenditures.
ther studies shown in Table 1 are discussed in detail in
e supplement. One important finding emerging from the
cost studies in Table 1 is that clinical success rates are sub-
lower for the studies focused on more recent periods. This
trend is consistent with other analyses of success prob-
DiMasi et al., 2010; DiMasi et al., 2013; Hay et al., 2014;
., 2010) and our analysis below. Average R&D (inflation-
cost estimates are also higher for studies focused on more
riods, suggesting a growth in real R&D costs. While sug-
hese studies are not strictly comparable to our earlier
of R&D costs given methodological differences and data
s that are discussed in the online supplement (Appendix

ew drug development process

ew drug development process need not follow a fixed
but a standard paradigm has evolved that fits the pro-
l in general. We have described the process in some

previous studies, and the FDA’s website contains a
c explaining the usual set of steps along the way from
e to new compound approval (http://www.fda.gov/
velopmentApprovalProcess/SmallBusinessAssistance/
31.htm). Marketing approval applications for inves-
l compounds submitted to the FDA for review by
urers are referred to as new drug applications (NDAs)
ic license applications (BLAs), depending on the type of

ic form, the paradigm portrays new drug discovery and
ent as proceeding along a sequence of phases and activ-
tabases are also thin prior to the mid-1990s. The DiMasi et al. (2003)
red new drugs that had first entered clinical testing anywhere in the
1983 to 1994 and followed the same set of drugs through time.

er, the authors interpreted their estimate as a marginal, as opposed to
drug cost. The concept, though, of marginal cost has an unclear mean-
ith high fixed costs and a development process that varies by drug, it is
understand what marginal pharmaceutical R&D cost means in this con-

s that the relevant marginal concept here is marginal profitability. The
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w for another firm.
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Table 1
Prior  studies and analyses of pharmaceutical R&D costs (2003–2012).

Study Study period Clinical success rate Real cost of capital Inflation adjustment Cost estimate

DiMasi et al. (2003) First-in-humans, 1983–1994 21.5% 11.0% 2000 dollars $802 million
Adams  and Brantner (2006) First-in-humans, 1989–2002 24.0% 11.0% 2000 dollars $868 million
Adams  and Brantner (2010) Company R&D expenditures, 1985–2001 24.0% 11.0% 2000 dollars $1.2 billion
DiMasi  and Grabowski (2007) First-in-humans, 1990–2003 (large molecule) 30.2% (large molecule) 11.5% 2005 dollars $1.2 billion
Gilbert  et al. (2003) 2000–2002 (launch) 8.0% NA 2003 dollars $1.7 billion
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linical development testing costs, so for the purposes of
y, as in prior studies, discovery and preclinical develop-
ts are grouped and referred to as pre-human costs.5

l (human) testing typically proceeds through three suc-
ometimes overlapping phases. Historically, human testing

 been initiated first outside the United States (DiMasi,
r any of these clinical phases, pharmaceutical compa-

 pursue development of their investigational compounds
le indications prior to and/or after the initial indication

.

nd methods

ultinational pharmaceutical firms of varying sizes
 data through a confidential survey of their new drug
gics R&D costs.6 Data were collected on clinical phase

ures and development phase times for a randomly
sample of the investigational drugs and biologics of

 participating in the survey.7 The sample was  taken
ufts Center for the Study of Drug Development (CSDD)
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thered information on the investigational compounds
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so collected data from the cost survey participants on their
 annual pharmaceutical R&D expenditures for the period

10. The firms reported on total annual R&D expenditures
own by expenditures on self-originated new drugs, biolo-
nostics, and vaccines. Data were also provided on annual
nditures for licensed-in or otherwise acquired new drugs,

already-approved drugs. Annual expenditures on self-
d new drugs were further decomposed into expenditures
e pre-human and clinical periods.
rvey firms accounted for 35% of both top 50 firm phar-

al sales and pharmaceutical R&D expenditures. Of the
stigational compounds included in the project dataset,
all molecule chemical entities (including three synthetic
, and 19 are large molecule biologics (10 monoclonal anti-
d nine recombinant proteins). For ease of exposition, we

 to all compounds below as new drugs, unless otherwise
. Initial human testing anywhere in the world for these
ds occurred during the period 1995–2007. Development
e obtained through 2013.

elected a stratified random sample of investigational
ds.11 Stratification was  based on the status of testing as of
f 2013. Reported costs were weighted to reflect the devel-
tatus of compounds in the population relative to those in
survey sample, so that knowledge of the distribution of
ent status in the population from which the sample was

as  needed. The population is composed of all investiga-
pounds in the Tufts CSDD investigational drug database

 study criteria: the compounds were self-originated and
d in humans anywhere in the world from 1995 to 2007.

d 1442 investigational drugs that met these criteria. Of
pounds, 103 (7.1%) have been approved for marketing,

 had NDAs or BLAs that were submitted and are still active,
 had NDAs or BLAs submitted but abandoned, 576 (39.9%)
ndoned in phase I, 19 (1.3%) were still active in phase I, 492
ere abandoned in phase II, 84 (5.8%) were still active in

78 (5.4%) were abandoned in phase III, and 66 (4.6%) were
e in phase III. For both the population and the cost survey
e  estimated approval and discontinuation shares for the
mpounds by phase so that the population and sample dis-
s consisted of shares of compounds that were approved or
ued in phase I, phase II, phase III, or regulatory review. The

nd mid-sized pharmaceutical firms much more often license-in than
 new drug candidates. Firms that license-in compounds for further devel-

 for the perceived value of the prior R&D typically through up-front fees,
nt and regulatory milestone payments, and royalty fees if the compound
pproved for marketing. For a breakdown of new drugs and biologics

 the United States in the 2000s by business arrangements among firms
ring clinical development, see DiMasi et al. (2014).

 the burden of reporting and increase the likelihood that firms would
e  limited the number of compounds to be reported on to a maximum of
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Table 2
Average out-of-pocket clinical period costs for investigational compounds (in millions of 2013 dollars).a

Testing phase Mean cost Median cost Standard deviation Standard error Nb Probability of entering phase (%) Expected cost

Phase I 25.3 17.3 29.6 3.0 97 100.0 25.3
Phase  II 58.6 44.8 50.8 6.6 78 59.5 34.9
Phase  III 255.4 200.0 153.3 34.1 42 21.1 54.0

Total  114.2

a All costs were deflated using the GDP implicit price deflator. Weighted values were used in calcu
b N = number of compounds with cost data for the phase.

Table 3
Nominal and real cost of capital (COC) for the pharmaceutical industry, 1994–2010.
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