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1.0 What is "Burstware ™"?

Burstware ™ is a family of computer network communication protocols embodied in
software layers and useful in applications involving multimedia objects. All
Burstware ™ protocols use substantial amounts of memory on the client system. In
most cases, "substantial” means at least a megabyte or more of memory, compared
to typical network packet sizes of 1500 bytes or cell sizes of 50 bytes. All Burstware
™ protocols involve a close relationship between client and server. Instead of an
arrangement in which the client requests what it needs from the server, and hopes
that the server has the resources to comply in a timely manner, Burstware ™
protocols create a client/server relationship in which the server is aware of each
client's needs. The server fills each client's needs in a manner that obtains the most
from server and network resources. The environment which best takes advantage
of this kind of client/server relationship is one in which the data is video and/or
audio, and the network can deliver bandwidths which are greater than necessary for
real-time transmission of the media.

1.1 Memory

There are many uses of memory in current network communication systems. The
major use of memory on systems such as TCP/IP networks is in the transfer of data
packets. On the receiver (client) side, packets must be received completely into
memory, decoded, checksummed (checked for errors), and delivered to the
addressee. On the transmitter (server) side, packets must be held in memory until
receipt of the transmission has been confirmed; in the event of a transmission error,
they may have to be re-transmitted. Since packet sizes are relatively small (1500
bytes in most TCP/IP implementations,) the amount of memory on a client protocol
stack is fairly small.

On the transmission side, the server's need for memory increases as the network
bandwidth increases. This can be seen by examining two important characteristics
of a network: bandwidth and latency. Bandwidth is the number of bits delivered per
second. Latency is the amount of time that a bit spends in the pipeline between the
transmitter and receiver. The speed of light is one component of latency; however,
it is common on packet-switched networks (such as the Internet) for a packet to be
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received and re-transmitted several times before reaching its addressee. Each
transmission adds processing delays that contribute to latency.

On a given network connection, the number of bits in the pipeline is given by the
bandwidth times the latency. Latencies tend to be fixed, or at best, shrink slowly
with improvements in technology. Local area networks (LANs) have latencies from
1ms to several tens of milliseconds. Wide area networks (WANs) have latencies
from 100ms to over 1000ms. Bandwidths however, are growing fast. At 9600 bits
per second on a network with 200ms, latency would be less than 2000 bits in the
pipeline at any one time. At 155mbs with 100ms, latency would be 15 megabits in
the pipeline at any one time. This means that the server must have at least 15
megabits of memory if it needs to, in the event of errors, support re-transmission,
and still continuously transmit data. Usually, lack of sufficient memory results in the
server slowing its transmission rate.

Use of network file systems for supporting the play of multimedia files adds another
set of requirements. Multimedia files (audio and video) are naturally played
(consumed) at certain rates. These rates may be constant (constant bit rate, or CBR)
or variable (VBR), as in the case of MPEG compressed video. In any event, if the
network file system can not guarantee near instantaneous delivery at the
consumption rate, then the multimedia file playback will fail. If the latency and
bandwidth parameters are constant, then as long as there are no other delays,
playback will work. However, as we will see in Section 3, both the latency and the
bandwidth available on a network will vary moment-to-moment as a consequence
of network traffic and errors. Burstware ™ protocols create a environment within
the network that enables the network to deal with latency and bandwidth
fluctuations in such a way, that multimedia files can be reliably and instantaneously
delivered.

1.2 Buckets with Faucets and Open Tops

In general, computer networks are effective at delivering bulk data in correct order,
with no errors. The average bandwidth over several seconds can usually be
assured, as can the average latency. However, short time scale values for bandwidth
and latency usually cannot be guaranteed. In this case, "short time scale" is a
relative term that depends on many things; nevertheless, in most current situations,
short time scales are on the order of tenths of a second. In a network environment
in which the average bandwidth is faster than the real-time demands of multimedia
file playback, a burst approach can be used to send multimedia file data.

A metaphor which may be useful in understanding multimedia file transmission is
this: Each client has a large bucket into which water (data) is poured. The water is
delivered at wide intervals, but when it is delivered, a
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large amount is delivered. The server keeps track of how full each of its client's
buckets is moment-to-moment, as well as how long it will take to reach each bucket
with a new supply of water. The clients are draining the buckets through a faucet at
whichever rate suits them. It is the server's job to make sure that all of the buckets
are kept as full as possible — to keep track of changes in the time it will take to get
to each bucket, and rates at which each client is using its water supply.

The server schedules deliveries to client buckets and clients consume water. The
trick is to choose the size of the buckets, and the delivery schedule such that the taps
never run dry. Typical client/server relationships can be described as "fill the
buckets as fast as possible,” or "fill the buckets only as the water is consumed from
the tap." A more productive network relationship would be for the server to give
preference to buckets that are running close to empty over ones that are more
nearly full.

1.3 Client/Server Management

The Burstware ™ protocols take the approach that the network system as a whole,
not just individual client/server relationships, needs to be managed. The typical
assumption in network computing is that the clients are greedy. This is certainly the
case, for example, with the FTP protocol. In this protocol, the client program takes
as much as it can, as fast as it can, from the server. Itis left to both the server and
the network operating environment to deliver some level of service that is
"equitable” to the rest of the network. This works fine for situations such as FTP,
where the semantics of the user's request is: "get me this entire file as soon as you

can.

In multimedia file playback environments, the semantics of the client's requests are
different from the traditional file transfer semantics. Further, the consequences of
applying greedy scheduling to a network supplying multimedia clients does not
result in the best service to the most clients. This can best be seen by considering
that a client who is about to run out of content material should receive packets
sooner than clients who have extensive buffers. Since clients cannot directly
cooperate with each other, the server needs to maintain information about their
needs and deliver service based on need, rather than on who has the bigger pipe, or
who was first at the trough.

When using Burstware ™ protocols, the clients regularly inform the server as to
their status, the server regularly probes the network to keep track of the prevailing
conditions on the network, and the server is constantly updating its schedule of
transmission activity to properly serve the clients.
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2.0 How it Works

Typical digital video flow is frame by frame at 30 frames per second. This
characterizes 601-type video streams. This is known as CBR because each frame
holds the same amount of data, and each frame is transmitted at a constant,
predictable rate. (See Figure 1 below.)

Video Frames

o O O

Figure 1. CBR video frames. Each frame contains the same amount of data, and
frames are transmitted at a constant rate of frames per second.

This sort of coding takes no advantage of redundancy in the frames; successive
frames are rarely very different from each other. Compression techniques such as
MPEG cause varying size frames, depending upon the difference from one frame to

the next.

MPEG Video Frames

L o O O

Figure 2. VBR video frames. Each frame contains a different amount of data, usually
representing differences from the prior frame. The number of frames transmitted
per second can also vary depending upon the complexity of the video stream.

This technique reduces the storage space of the video. However, the number of bits
needed to encode the video varies over time. This is known as VBR coding because
the number of bits per second varies. (See Figure 2 above.)

Instant Video Technologies, Inc. CONFIDENTIAL Page 4

DOCKET

A R M Find authenticated court documents without watermarks at docketalarm.com.



https://www.docketalarm.com/

Typical state-of-the-art approaches do very little in the way of buffering at the
receiver (client) computer. This means that any loss on the network will result in
failure to maintain the frame rate. On small local area networks this is rarely a
problem. However, as networks are layered, and made larger (e.g., the Internet) it
becomes very difficult to provide meaningful service guarantees.

Burstware ™ goes beyond typical state-of-the-art approaches to solving these
problems, and takes a much more active approach. Our first step is to equip the
video clients with several seconds worth of buffer. We then use a network channel
with a bit capacity greater than the average video consumption rate. In addition, we
use a server with enough capacity to monitor and anticipate the needs of the clients
that it is serving,.

Network to Server Client System

Big Bursts

From Server
J——

Y

MPEG Video Frames

Memory

Status Info

Figure 3. Small status information packets are sent from the client (right) to the
server (left) to indicate the state of the Burst Buffer Memory. The server sends
bursts of data to the Burst Buffer Memory based on client needs. The client delivers
VBR video frames from the Burst Buffer Memory as needed to support video
playback.

The Burstware ™ client sends the Burstware ™ server a series of status packets at
regular intervals. (See Figure 3 above.) These packets inform the server as to the
fullness of the client's buffer. From this information the server can derive the
following:

network latency to the client

bandwidth to the client

how much space the client has for new data

the client's average data consumption rate

how long the client can run before it has no more video to display
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