
 
 

UNITED STATES PATENT AND TRADEMARK OFFICE 
____________________ 

 
BEFORE THE PATENT TRIAL AND APPEAL BOARD 

_____________________ 
 

LG Electronics, Inc.  
Petitioner, 

 
v. 

FastVDO LLC  

Patent Owner. 

 

 
Patent No. 5,850,482 

________________________ 

 
Inter Parte Review No. ____________ 

 
___________________________________________________________ 

 
Lin, “Codes with Multi-Level Error-Correcting Capabilities,” Discrete 

Mathematics 83 (1990), pp. 301-14 
 

Exhibit 1008 

f 

 

Find authenticated court documents without watermarks at docketalarm.com. 

https://www.docketalarm.com/


Discrete Mathematics 83 (1990) 301-314 

North-Holland 

301 

CODES WITH MULTI-LEVEL ERROR-CORRECTING 
CAPABILITIES* 

Mao-Chao LIN 
National Taiwan University, Taipei, Taiwan, ROC 

Shu LIN 
University of Hawaii, Honolulu, Hawaii 96822, USA 

Received 29 December 1987 

Revised 29 August 1988 

In conventional channel coding, all the information symbols of a message are regarded 

equally significant, and hence codes are devised to provide equal protection for each 

information symbol against channel errors. However, in some circumstances, some information 

symbols in a message are more significant than the other symbols. As a result, it is desirable to 

devise codes with multi-level error-correcting capabilities. In this paper, we investigate block 

codes with multi-level error-correcting capabilities, which are also known as unequal error 

protection (UEP) codes. Several classes of UEP codes are constructed. One class of codes 

satisfies the Hamming bound on the number of parity-check symbols for systematic linear UEP 

codes and hence is optimal. 

1. Introduction 

In conventional channel coding, all the information symbols of a message are 
regarded equally significant, and hence redundant (or parity-check) symbols are 
added to provide equal protection for each information symbol against channel 
errors. However, in some occasions, some information symbols in a message are 
more significant than the other information symbols in the same message. 
Therefore, it is desirable to devise coding schemes which provide higher 
protection for the more significant information symbols. Suppose a message from 
an information source consists of m parts, each has a different level of significance 
and requires a different level of protection against channel errors. An obvious 
way to accomplish this is to use a separate code for each message part and then 
time share the codes. The redundant symbols of each code are designed to 
provide an appropriate level of error-correcting capability for the corresponding 
message part. This encoding scheme requires a separate encoder and decoder pair 
for each code. A more efficient way is to devise a single code for all the message 
parts. The redundant symbols are designed to provide m levels of error protection 
for m parts of a message. It has been proved that a single code with m levels of 
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error-correcting capability usually requires less redundant symbols than that 
required by time-sharing m separate codes with the same m levels of error- 
correcting capability [l-8]. Moreover, a single code requires only one encoder 
and one decoder. This may be desirable in many situations. A code with 
multi-levels of error-correcting capabilities is known as an unequal error 
protection (UEP) code. UEP codes were first studied by Masnick and Wolf [9], 
than by other coding theorists [5,6, 10-201. 

In this paper, we investigate codes with multi-level error-correcting capabilities. 
Two classes of multi-level UEP codes are presented. Each code in the first class is 
obtained by combining codes of shorter lengths. We find that a subclass of such 
codes meets the Hamming bound on the parity-check symbols for systematic 
linear UEP codes. Each of the second class of codes is achieved by taking direct 
sums of product codes. The minimum distances of such codes are greater than 
those for the simple product codes of comparable dimensions, besides, some 
message bits have extra error protection. 

2. Cloud structure and the separation vector of a block code 

Let (0, l}” denote the vector space of all n-tuples over the binary field GF(2). 
Let V and W be two subsets of (0, l}“. Let u and w denote two vectors from V 

and W respectively. We define the separation between V and W, denoted 
d(V, W), as follows: 

d(V, W) p min{d(v, w): u E V and w E W}, (1) 

where d(v, w) denotes the Hamming distance between v and w. Clearly the 
separation d(V, W) between V and W is simply a measure of distance between 
the two sets, V and W. Let r be a vector in (0, l}“. Then it is easy to show that 
the separations between {r}, V and W satisfy the following triangle inequality, 

d[{r}, V] + d[{r], WI 3 d(V, W). (2) 

Consider a message space A4 which is the product of m component message 
spaces, Ml, M,, . . . , M,,,. For 1 s i =S m, let xi denote a message from the 
message space Mi. Then the product space M consists of the following set of 
m-tuples, 

M = {(xl, xz> . . . , n,,J:xiEMifor lSi<m}. (3) 

Let C be a binary block code of length IZ for the product message space M. Let 

u(x1, x2, . . * , x,,J denote the codeword for the message (x1, x2, . . . , x,) from 
M. Let u be a specific message in M,. Consider the following subset of codewords 

in C, 

Q,(a)= (~(~17.. . ,xi-1, a,xi+~j.. . 7 x,,J:x,~M~for 1SjSm andj#i}. (4) 

This set Q,(a) is called an i-cloud of C corresponding to the message a in Mi. 
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There are lMil i-clouds in C corresponding to ]Mil messages in Mi. These i-clouds 
form a partition of C. For two distinct i-clouds, Qi(U) and Qi(b), the separation 
between them is d(Qi(a), Qi(6)). Then we define the minimum separation among 
the i-clouds of C as follows: 

si A min{dQi(a), Qi(b)) : U, b E Mi and u f b}. 

It follows from (l), (4) and (5) that 

(5) 

Si = min{d[u(xl, . . . , Xi, . . . , X,), U(X;, . . . , Xl, . . . , XL)] : 

q,x;EMIforl~Z~mandxi#xl}. 

Geometrically, we may view that the code C consists of [Mil i-clouds, where any 
two i-clouds are separated by a distance at least si. This distance structure of 
i-clouds determines the level of error protection for component message Xi. The 
m-tuple, 

sp (Sl, 32, . . . ? L), 

is called the separation vector of the block code C for the product space 
M=M,xM,x.. * x Mm. This separation vector determines the levels of error 
protection for the m component messages, x1, x2, . . . , x,. We readily see that 
the minimum Hamming distance of C is dmin = min{s, : 1s i G m}. 

Now we are ready to show that the minimum separation Si of the i-clouds of a 
block code C determines the level of error protection (or error correction) for the 
ith component message Xi from Mi. To do this we devise a nearest cloud decoding 
algorithm for which each component message is decoded independently. Suppose 
a codeword u is transmitted and a vector r is received. To decode the ith 
component message, we compute the separation between {r} and every i-cloud. 
Let Q,(u) be the i-cloud such that 

for any q E Mi and Xi #a. Then the ith component message is decoded into a. 
The ith component message contained in r will be decoded correctly provided 
that there are ](si - 1)/2] or fewer transmission errors in r. To see this, let 
21 = v(q, x2, . . . ) x,) be the transmitted codeword. For xl #xi, it follows from 

(2) that 

d[{r}, Qi(xi)l + d[{rIl, Qi(xr)] 2 d[Qi(xi), Qi(r,>]. (6) 

Since d[Qi(xi)t Qi(xi>] 2 Si and d(r, V) 3 d[{r}, Qi(Xi)], we have 

d[{r}, Qi(xi)] 2 si - d(rt v)* (7) 

If there are tj = ](Si - 1)/2] or fewer transmission errors in r, then d(r, u) c ti. It 
follows from (6) and (7) that d[{r}, Qi(x)] s ti and d[{r}, Qi(xl)] > ti. Hence, 

d[{r>, Qi(xi>] < d[{r), Qi(xzf)] f or q #xi. Thus, the decoding algorithm described 
above results in the correct i-cloud, Qi(Xi), and hence the correct component 
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message xi. However, if there are more than fi errors in the received vector r, the 

inequality 4(r), Qi(xi)] < 4(r), Qi(xi)] f or xi #xf may not hold. As a result, the 
ith component message is decoded incorrectly into some xi #xi. Theorem 1 
characterizes the multi-level error-correcting capabilities of a block code. 

Theorem 1. Let C be a block code for the product of m message spaces, 

MI, M,, . . . , M,,,. Lets = (s,, s2, . . . , s,,,) be the separation vector of C. Then, for 
1 s i urn, the ith component message contained in a received vector can be 
correctly decoded provided that the number of transmission errors in the received 
vector is l(Si - 1)/2] or less. 

A code C with a separation vector s = (sl, s2, . . . , s,) is called a 

(t1, fz, . . . , t,)-error-correcting code where ti = L(si - 1)/2] for 16 i s m and is 
the error correcting capability of the code for the ith component message xi. If 

t1, t2, . . * , t, are all distinct, then C provides m levels of error-correcting 
capabilities, one for each component message. In this case, C is called a m-level 
error-correcting code or a m-level UEP code. Without loss of generality, we 
assume that s1 > s2 2 . . * 2 s, throughout of this paper. 

The concept of separation vector was first introduced by Dunning and Robbins 
[13]. The separation vector defined in this paper is a generalization of Dunning 
and Robbins’, which applies for either linear or nonlinear codes. Note that the 
minimum separation si for the i-clouds depends on how a code is partitioned into 
the i-clouds. Different encoding (or mapping) of M onto C yields different 
partitions of C. As a result, the separation vector of C depends on the encoding 
mapping. 

3. Direct-sum codes for unequal error protection 

An approach for constructing multi-level UEP codes is to take direct-sums of 
linear component codes. For 1 G i s m, let Ci be a binary (n, ki) linear block code 
for the message space Mi = (0, l}“‘. For i Zj, we require that Ci n Cj contains 
only the all-zero n-tuple 0. Let V(Xi) denote the codeword in C, for the message 
xi E Mi. Let C be the direct-sum of Ci, CZ, . . . , C,, denoted C = C, @ C2 @ 
. . . @ C,. Then C is an (n, k) linear code for the product message space 
M=M,xM,x-.-xM,,, where k=k,+k,+-.-+k,. For any message 

( Xl, x2, . . . 7 x,) in M, the corresponding codeword is 

n(x,, x2, . . . ) x,) = V(X,) + u(x2) + * * . + u&J. (8) 

Let {j1, j2, . . . , jr} be a subset of (1, 2, . . . , m}. Consider the direct-sum, 

C(j1, j2, . . . f jl) = Cj, @ Cj, @ ’ * . @ Cj,. 

Then C(ji, j2, . . . , jl) is a subcode of C. An i-cloud of C for the component 
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