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PAGING SYSTEM USING MESSAGE
FRAGMENTATION T0 REDISTRIBUTE TRAFFIC

This is a continuation-in-part of U.S. patent applica-
tion Ser. No. 07/891,503, filed May 29, 1992 by Kuz-
nicki et al., entitled “Data Communication Terminal
Providing Variable Length Message Carry-On".

CROSS REFERENCE TO RELATED.
COPENDING APPLICATION

A related, copending application is U.S. patent appli-
cation Ser. No. 07/89l,363filed May 29, 1992 by
Schwendeman et al., and assigned to the assignee
hereof, entitled "Data Communication Receiver Hav-

ing Variable Length Message Carry-On".
1. Field of the Invention

The present invention relates generally to the field of
addressed messaging communication systems, and more
particularly to a message segmentation method for re-
distributing traffic over time slots in a communication
protocol.

2. Background of the Invention
Communication systems. such as paging systems,

have been increasing the length of their transmitted
messages. Further, the trend in the marketplace is
toward transmitting very long messages in certain appli-
cations, such as information distribution services. Well

known paging signaling protocols, such as the POC-
SAG signaling protocol, have provided a satisfactory
level of performance for short message data transmis-
sion. However, when messages get very long the com-
munication channel access can be blocked for very long
time intervals. Also, errors due to fading and other
transmission phenomena can be more likely to occur in
long transmitted messages. Additionally, if callers to the
paging system do not receive a confirmation from recip-
ients of the transmitted messages within a reasonably
short time, then the callers tend to call again and send
duplicate messages to the same recipients. Conse-
quently, this adds to the overall traffic in the system and
increases the frustration of the users of the system. This
bottleneck can add significant time delay to all other
communication in the system. Long time delays, i.e.,
communication system latency, from the time a message
is entered into the system to the time the message is
received by a user of a communication receiver can be
at the very least a significant inconvenience to the user.
If an emergency message is significantly delayed, such
as in a governmental or medical communication, the
result may have serious consequences for a community.

Thus, there is a need for providing a communication
protocol which uses message fragmentation to redistrib-
ute traffic in a communication system, such as a paging
system.

SUMMARY OF THE INVENTION

According to an embodiment of the present inven-
tion, there is provided a method for decoding a trans-
mitted fragmented message in a selective call receiver.
The fragmented message comprises one or more mes-
sage packets, each of the one or more message packets
comprises an address and message data, the message
data comprises an indication of whether more message
packets are to be received for the fragmented message.
The selective call receiver receives an address of each

message packet of one or more message packets of a
fragmented message, and then correlates the address to
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one or more predetermined addresses. The selective call

receiver decodes the message data of each message
packet in response to a successful correlation of the
address. and then successively stores the decoded mes-

sage data of each message packet of the one or more
message packets to reconstruct the fragmented mes-
sage. The selective call receiver determines that the
fragmented message is completely reconstructed after
detection in the decoded message data of one of the one
or more message packets an indication that no more
message packets are to be received for the fragmented
message.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an electrical block diagram ofa data trans-
mission system in accordance with the preferred em-
bodiment of the present invention.

FIG. 2 is an electrical block diagram of a terminal for
processing and transmitting message infonnation in
accordance with the preferred embodiment of the pres-
ent invention.

FIGS. 3 to 5 are timing diagrams illustrating the
transmission format of the signaling protocol utilized in
accordance with the preferred embodiment of the pres-
ent invention.

FIGS. 6 and '7 are timing diagrams illustrating the
synchronization signals utilized in accordance with the
preferred embodiment of the present invention.

FIG. 8 is an electrical block diagram of a data com-
munication receiver in accordance with the preferred
embodiment of the present invention.

FIG. 9 is an electrical block diagram of a threshold
level extraction circuit utilized in the data communica-
tion receiver of FIG. 8.

FIG. 10 is an electrical block diagram of a 4-level
decoder utilized in the data communication receiver of
FIG. 8.

FIG. 11 is an electrical block diagram of a symbol
synchronizer utilized in the data communication re-
ceiver of FIG. 8.

FIG. 12 is an electrical block diagram of a 4-level to
binary converter utilized in the data communication
receiver of FIG. 8.

FIG. 13 is an electrical block diagram of a synchroni-
zation correlator utilized in the data communication
receiver of FIG. 8.

FIG. 14 is an electrical block diagram of a phase
timing generator utilized in the data communication
receiver of FIG. 8.

FIG. 15 is a flow chart illustrating the synchroniza-
tion correlation sequence in accordance with the pre-
ferred embodiment of the present invention.

FIG. 16 is a timing diagram illustrating the organiza-
tion of the transmission frame utilized in accordance

with the preferred embodiment of the present inven-
tion.

FIG. 17 is a timing diagram illustrating the transmis-
sion format of the first data code word in the data por-
tion of a message in accordance with the preferred
embodiment of the present invention.

FIG. 18 is a timing diagram illustrating a sequence of
packet numbers for a transmitted message using a mes-
sage fragmentation method in accordance with the pre-
ferred embodiment of the present invention.

FIG. 19 is a more detailed block diagram of the data
decoder of FIG. 8, according to the preferred embodi-
ment of the present invention.
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FIG. 20 is a more detailed block diagram ofthe frame
batcher of FIG. 2, in accordance with the preferred
embodiment of the present invention.

FIG. 21 is a first symbolic representation of messages
being processed by the frame batcher of FIG. 20. in
accordance with the preferred embodiment of the pres-
ent invention.

FIG. 22 is a second symbolic representation of mes-
sages being processed by the frame batcher of FIG. 20,
in accordance with the preferred embodiment of the
present invention.

FIGS. 23, 24, and 25 are three additional symbolic
representations of messages being processed by the
frame batcher of FIG. 20, in accordance with the pre-
ferred embodiment of the present invention.

FIGS. 26, 27, 28, 29 and 30, respectively, comprise
three flow charts illustrating operational sequences for

_ the terminal of FIG. 2, according to the preferred em-
bodiment of the present invention.

FIGS. 31 and 32 comprise a flow chart illustrating an
operational sequence for the data communication re-
ceiver of FIG. 8, in accordance with the preferred em-
bodiment of the present invention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

FIG. 1 is an electrical block diagram of a data trans-
mission system 100, such as a paging system, in accor-
dance with the preferred embodiment of the present
invention. In such a data transmission system 100, mes-
sages originating either from a telephone. e.g., a dual-
tone—multi-frequency (DTMF) telephone, as in a system
providing numeric data transmission, or from a message
entry device, such as an alph_anumeric data terminal, are
routed through the public switched telephone network
(PSTN) to a paging terminal 102 which processes the
numeric or alphanumeric message information for
transmission by one or more transmitters 104 provided
within the system. When multiple transmitters are uti-
lized, the transmitters 104 preferably simulcast transmit
the message information to data communication receiv-
ers, e.g., selective call receivers 106. Processing of the
numeric and alphanumeric information by the paging
terminal 102, and the protocol utilized for the transmis-
sion of the messages is described below.

FIG. 2 is an electrical block diagram of the paging
terminal 102 utilized for processing and controlling the
transmission of the message information in accordance
with the preferred embodiment of the present inven-
tion. Tone-only and numeric messages, which can be
readily entered using a DTMF telephone, are coupled
to the paging terminal 102 through a telephone interface
202 in a manner well known in the art. Alphanumeric
messages, which typically require the use of a data entry
device, are coupled to the paging terminal 102 through
a modern 206 using any of a number of well known
modem transmission protocols.

When a call to place a message, ie. a paging request,
is received, a controller 204 handles the processing of
the message. The controller 204 is preferably a mi-
crocomputer, such_as one based on the MC68000 fam-
ily, which is manufactured by Motorola Inc., or the
equivalent. The controller 204 runs various pre-pro-
grammed routines for controlling such terminal opera-
tions as voice prompts to direct the caller to enter the
message, or the handshaking protocol to enable recep-
tion of messages from a data entry device. When a call
is received, the controller 204 references information
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4
stored in the subscriber database 208 to determine how

the message being received is to be processed. The
subscriber data base 208 includes, but is not limited to
such information as addresses assigned to the data com-
munication receiver, message type associated with the
address, and information related to the status of the data
communication receiver, such as active or inactive for

failure to pay the bill. A data entry terminal 240 is pro-
vided which couples to the controller 204, and which is
used for such purposes as entry, updating and deleting
of information stored in the subscriber data base 208. for
monitoring system performance, and for obtaining such
information as billing information.

The subscriber database 208 also includes such infor-
mation as to what transmission frame and to what trans-

mission phase the data communication receiver is as-
signed, as will be described in further detail below. The
received message is stored in an active page file 210
which stores the messages in queues according to the
transmission phase assigned to the data communication
receiver 106. In the preferred embodiment of the pres-
ent invention, four phase queues are provided in the
active page file 210. The active page file 210 is prefera-
bly a dual port, first-in-first-out random access memory,
although it will be appreciated that other random access
memory devices, such as hard disk drives, can be uti-
lized as well.

Periodically the message information stored in each
of the phase queues is recovered from the active page
file 210 under control of the controller 204 using timing
information such as provided by a real time clock 214,
or other suitable timing source. The recovered message
infonnation from each phase queue is sorted by frame
number and is then organized by address, message infor-
mation, and any other information required for trans-
mission, and then batched into frames by frame batch-
ing controller (frarne batcher) 212. The selection of
frames by the frame batching controller 212 can be
based upon message size, and optionally based upon
other parameters that will be discussed below.

Because every frame is of a predetermined length,
sometimes not all message information from the active
page file 210 can be transmitted in the current frame,
e.g., the current time slot. For example, if one or more
messages are longer than can fit in the current frame.
then the frame batcher 212 optionally can fragment the
long messages into one or more message packets for
transmission over one or more frames. e.g., time slots,
which may be allocated over one or more phases, as
will be more fully discussed below. The frame batcher
212 can temporarily hold at least a portion of the mes-
sages that are destined for transmission over multiple
frames in this fashion. The process of generating frag-
mented messages and transmitting them to a receiving
communication receiver will be discussed below-

Preferably, any priority addresses are located as the
very first addresses in the batched frame information for
sending them out first with the very next transmitted
frame. The batched frame information for each phase
queue is coupled to frame message buffers 216 which
temporarily store the batched frame information until a
time for further processing and transmission. Frames
are batched in numeric sequence. so that while a current
frame is being transmitted, the next frame to be trans-
mitted is in the frame message buffer 216, and the next
frame thereafter is being retrieved and batched. At the
appropriate time, the batched frame information stored
in the frame message buffer 216 is transferred to the
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frame message encoder 218, again maintaining the phase
queue relationship.

The frame encoder 218 encodes the address and mes-

sage information into address and message code words
required for transmission, as will be described below.

The encoded address and message code words are or-
dered into blocks and then coupled to a frame message
interleaver 220 which interleaves preferably eight code
words at a time for transmission in a manner well
known in the art. The interleaved code words from

each frame message interleaver 220 are then serially
transferred to a phase multiplexer 221, which multi-
plexes the message information on a bit by bit basis into
a serial data stream by transmission phase.

The controller 204 next enables a frame sync genera-
tor 222 which generates the synchronization code
which is transmitted at the start of each frame transmis-
sion. The synchronization code is multiplexed with
address and message information under the control of
controller 204 by serial data splicer 224, and generates
therefrom a message stream which is properly format-
ted for transmission. The message stream is next cou-
pled to a transmitter controller 226, which under the
control of controller 204 transmits the message stream
over a distribution channel 228. The distribution chan-
nel 228 may be any of a number of well known distribu-
tion channel types, such as wire line, an RF or micro-
wave distribution channel, or a satellite distribution

link. The distributed message stream is transferred to
one or more transmitter stations 104, depending upon
the size of the communication system 100.

The message stream is first transferred into a dual

port buffer 230 which temporarily stores the message
stream prior to transmission. At an appropriate time
determined by timing and control circuit 232, the mes-
sage stream is recovered from the dual port buffer 230
and coupled to the input of preferably a 4-level FSK
modulator 234. The modulated message stream is then
coupled to the transmitter 236 for transmission via an-
tenna 238.

FIGS. 3, 4 and 5 are timing diagrams illustrating the
transmission format of the signaling protocol utilized in
accordance with the preferred embodiment of the pres-
ent invention. As shown in FIG. 3, the signaling proto-
col enables message transmission to data communica-
tion receivers, such as pagers, assigned to one or more
of 128 frames which are labeled frame I] through frame
127. It then will be appreciated that the actual number

of frames provided within the signaling protocol can be
greater or less than described above. The greater the
number of frames utilized, the greater the battery life
that may be provided to the data communication receiv-
ers operating within the system. The fewer the number

of frames utilized, the more often messages can be
queued and delivered to the data communication re-

ceivers assigned to any particular frame, thereby reduc-
ing the latency, or time required to deliver messages.

As shown in FIG. 4. the frames comprise a synchro-
nization code (sync) followed preferably by eleven
blocks of message information which are labeled block
0 through block 10. As shown in FIG. 5. Each block of

message information comprises preferably eight ad-
dress, control or data code words which are labeled

word 0 through word 7 for each phase. Consequently,
each phase in a frame allows the transmission of up to
eighty-eight address. control and data code words. The

address, control and data code words are preferably
31,21 BCH code words with an added thirty-second
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even parity bit which provides an extra bit of distance
to the code word set. It will be appreciated that other
code words, such as a 23.12 Golay code word could be
utilized as well. Unlike the well known POCSAG sig-
naling protocol which provides address and data code
words which utilize the first code word bit to define the
code word type, as either address or data, no such dis-
tinction is provided for the address and data code words
in the signaling protocol utilized with the preferred
embodiment of the present invention. Rather, address
and data code words are defined by their position
within the individual frames, as will be more fully dis-
cussed below.

FIGS. 6 and 7 are timing diagrams illustrating the
synchronization code utilized in accordance with the

preferred embodiment of the present invention. In par-
ticular, as shown in FIG. 6, the synchronization code
comprises preferably three parts. a first synchronization
code (sync 1), a frame information code word (frame
info) and a second synchronization code (sync 2). As
shown in FIG. 7, the first synchronization code com-
prises first and third portions, labeled bit sync 1 and
1351, which are alternating 1,0 bit patterns which pro-
vides bit synchronization, and second and fourth por-
tions, labeled “A" and its complement “A bar", which
provide frame synchronization. The second and fourth
portions are preferably single 32,21 BCI-l code words
which are predefined to provide high code word corre-
lation reliability. and which are also used to indicate the
data bit rate at which addresses and messages are trans-
mitted. The table below defines the data bit rates which

are used in conjunction with the signaling protocol.
 

Bit Rate "A" Value..m_ 
I600 bps AI and A1 bar
32(1) bps A2 and A2 bar
64-D0 bps A3 and A3 bar
‘Not defined A4 and A4 bar 

As shown in the table above. three data bit rates are

predefined for address and message transmission, al-
though it will be appreciated that more or less data bit
rates can be predefined as well, depending upon the
system requirements. A fourth "A“ value is also prede-
fined for future use.

The frame information code word is preferably a
single 32,21 BCH code word which includes within the
data portion a predetermined number of bits reserved to
identify the frame number, such as 1' bits encoded to
define frame number 0 to frame number 127.

The structure of the second synchronization code is
preferably similar to that of the first synchronization
code described above. However, unlike the first syn-
chronization code which is preferably transmitted at a
fixed data symbol rate, such as 1600 bps (bits per sec-
ond), the second synchronization code is transmitted at

the data symbol rate at which the address and messages
are to be transmitted in any given frame. Consequently,
the second synchronization code allows the data com-

munication receiver to obtain “fine" bit and frame syn-
chronization at the frame transmission data bit rate.

In summary the signaling protocol utilized with the
preferred embodiment of the present invention corn-
prises 128 frames which include a predetermined syn-
chronization code followed by eleven data blocks
which comprise eight address. control or message code
words per phase. The synchronization code enables
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identification of the data transmission rate. and insures
synchronization by the data communication receiver
106 with the data code words transmitted at the various
transmission rates.

FIG. 8 is an electrical block diagram of the data com-
munication receiver, e.g., the selective call receiver 106,
in accordance with the preferred embodiment of the
present invention. The heart of the data communication

receiver 106 is a controller 816, which is preferably
implemented using an MCGSHCOSI-ICl1 microcom-
puter, such as manufactured by Motorola, Inc., or an
equivalent microcomputer. The microcomputer con-
troller, hereinafter called the controller 816, receives
and processes inputs from a number of peripheral cir-
cuits, as shown in FIG. 8, and controls the operation
and interaction of the peripheral circuits using software
routines. The general use ofa microcomputer controller
for processing and control functions is well known to
one of ordinary skill in the art. ‘

I0

15

The data communication receiver 106 is capable of 20
receiving address, control and message information,
hereinafter called "data", which is modulated using
preferably 2-level and 4—level frequency modulation
techniques. The transmitted data is intercepted by an
antenna 802 which couples to the input of a receiver
section 804. Receiver section 804 processes the received
data in a manner well known in the art, providing at the
output an analog 4-level recovered data signal. hereinaf-
ter called a recovered data signal. The recovered data
signal is coupled to one input of a threshold level ex-
traction circuit 808, and to an input of a 4—level decoder810.

The threshold level extraction circuit 808 is best un-

derstood by referring to FIG. 9, and as shown com-
prises two cloclted level detector circuits 902, 904
which have as inputs the recovered data signal. A first
level detector 902 detects the peak signal amplitude
value and provides a high peak threshold signal which
is proportional to the detected peak signal amplitude
value. A second level detector 904 detects the valley
signal amplitude value and provides a valley threshold
signal which is proportional to the detected valley sig-
nal amplitude value of the recovered data signal. The
first and second level detector 902, 904 signal outputs
are coupled to terminals of resistors 906, 912, respec-
tively. The opposite resistor terminals 906, 912 provide
the high threshold output signal (Hi), and the low
threshold output signal (Lo), respectively. The opposite
resistor terminals 906, 912 are also coupled to terminals
of two resistors 908. 910, respectively. The opposite
terminals of the two resistors 908, 910 are coupled to-
gether to form‘: a resistive divider which provides an
average threshold output signal (Avg) which is propor-
tional to the average value of the recovered data signal.
Resistors 906, 912 have resistor values preferably of IR,
while resistors 908. 910 have resistor values preferably
of 2R, realizing threshold output signal values of 17%,
50% and 83%, and which are utilized to enable decod-

ing the 4-level data signals as will be described below.
When power is initially applied to the receiver por-

tion, as when the data communication receiver 106 is

first turned on, a clock rate selector 914 is preset
through a control input (center sample) to select a 123K
clock. i.e. a clock having a frequency equivalent to l28
times the slowest data bit rate, which as described
above is 1600 bps. The l28X clock is generated by l28X
clock generator 844, as shown in FIG. 8, which is pref-
erably a crystal controlled oscillator operating at 204.3
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KI-lz (kilohertz). The output of the 128K clock genera-
tor 844 couples to an input of frequency divider 84-6
which divides the output frequency by two to generate
a 64X clock at 102.4 Kl-lz. Returning to FIG. 9, the
128K clock allows the level detectors 902, 904 to asyn-
chronously detect in a very short period of time the
peak and valley signal amplitude values, and to there-
fore generate the low (Lo), average (Avg), and high
(I-Ii) threshold output signal values required for modula-
tion decoding. After symbol synchronization is
achieved with the synchronization signal, as will be
described below, the controller 816 generates a second
control signal (Center Sample) to enable selection of a
1X symbol clock which is generated by symbol syn-
chronizer 812 as shown in FIG. 8.

Returning to FIG. 8, the 4-level decoder 810 opera-
tion is best understood by referring to FIG. 10. As
shown, the 4—level decoder 810 comprises three voltage
comparators 1010, 1020. 1030 and a symbol decoder

104-0. The recovered data signal couples to an input of
the three comparators 1010, 1020, 1030. The high
threshold output signal (Hi) couples to the second input
of comparator 1010. the average threshold output signal
(Avg) couples to the second input of comparator 1020,
and the low threshold output signal (Lo) couples to the
second input of comparator 1030. The outputs of the
three comparators 1010, 1020, 1030 couple to inputs of
symbol decoder 1040. The symbol decoder 1040 de-
codes the inputs according to the table provided below.

 

 
Threshold Output

Hi Avg Lo MSB L53

Rcin ‘C Rcin 4 RC1‘): C 0 D
Rcin 4. RC1?» ‘C Rent > 0 l-
RC». ‘-7. RC” > RC1‘;-1 3' I l.
RC1» ‘> RC:-r > RC»: 3- 1 0 

As shown in the table above, when the recovered
data signal (RC:::) is less than all three threshold values,
the symbol generated is 00 (MSB=0, LSB=0). There-
after, as each of the three threshold values is exceeded,
a different symbol is generated, as shown in the table
above.

The MSB output from the 4—level decoder 810 is
coupled to an input of the symbol synchronizer 312 and
provides a recovered data input generated by detecting
the zero crossings in the 4-level recovered data signal.
The positive level of the recovered data input repre-
sents the two positive deviation excursions ofthe analog
4—levei recovered data signal above the average thresh-
old output signal, and the negative level represents the
two negative deviation excursions of the analog 4-level
recovered data signal below the average threshold out-
put signal.

The operation of the symbol synchronizer 812 is best
understood by referring to FIG. 11. The 64X clock at
102.4 KHz which is generated by frequency divider
846, is coupled to an input of a 32X rate selector 1120.
The 32X rate selector 1120 is preferably a divider which
provides selective division by I or 2 to generate a sam-
ple clock which is thirty-two times the symbol transmis-
sion rate. A control signal (1600/3200) is coupled to a
second input of the 32X rate selector 1120, and is used
to select the sample clock rate for symbol transmission
rates of 1600 and 3200 symbols per second. The selected
sample clock is coupled to an input of 32X data over-
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sampler 1110 which samples the recovered data signal
(MSB) at thirty-two samples per symbol. The symbol
samples are coupled to an input of a data edge detector
1130 which generates an output pulse when a symbol
edge is detected. The sample clock is also coupled to an 5
input of a divide-by-16/32 circuit 1140 which is utilized
to generate -l}( and 2X symbol clocks synchronized to
the recovered data signal. The divided-by-16/32 circuit
1140 is preferably an up/down counter. When the data
edge detector 113-0 detects a symbol edge, a pulse is
generated which is gated by AND gate 1150 with the
current count of divide-by-16/32 circuit 114-0. Concur-

rently, a pulse is generated by the data edge detector
1130 which is also coupled to an input of the divide-by-
16/32 circuit 1140. When the pulse coupled to the input
of AND gate 1150 arrives before the generation of a
count of thirty-two by the divide-by-16/'32 circuit 1141-0,
the output generated by AND gate_1l50 causes the
count ofdivide-by—l6/32 circuit 1140 to be advanced by
one count in response to the pulse which is coupled to
the input of divide-by-l6/32 circuit 1140 from the data
edge detector 1130, and when the pulse coupled to the
input of AND gate I150 arrives after the generation of
a count of thirty-two by the divide-by-16/32 circuit
1140. the output generated by AND gate 1150 causes 25
the count of divide-by-16/32 circuit 114-0 to be retarded
by one count in response to the pulse which is coupled
to the input of divide-by-I6/32 circuit 1140 from the
data edge detector 1130, thereby enabling the synchro-
nization of the 1X and 2X symbol clocks with the re- 30
covered data signal. The symbol clock rates generated
are best understood from the table below.

10
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Rate 2X 1X 35
Input Control Selector Rate Symbol Symbol
Clock Input Divide Selector Clock Ciocl:

{Relative} (SP5) Ratio Output (BP 5} (BPS)
MK 1600 by 2 3231} 32CI'J I 600
64X 32% by 1 643': 154-11) 3203

As shown in the table above, the IX and 2X symbol
clocks are generated 1600, 3200 and 6400 bits per sec-
ond and are synchronized with the recovered data sig-
ml.

The 4-level binary converter 814 is best understood
by referring to FIG. 12. The IX symbol clock is cou-
pled to a first clock input of a clock rate selector 1210.
A 2X symbol clock also couples to a second clock input
of the clock rate selector 1210. The symbol output sig-
nals (MSB, LSB) are coupled to inputs ofan input data
selector 1230. A selector signal (21./4L) is coupled to a
selector input of the clock rate selector 1210 and the
selector input of the input data selector 1230, and pro-
vides control of the conversion of the symbol output
signals as either 2-level FSK data, or 4-level FSK data.
When the 2-level FSK data conversion 01.} is selected.
only the MSB output is selected which is coupled to the
input of a parallel to serial converter 1220. The IX
clock input is selected by clock rate selector 1210 which
results in a single bit binary data stream to be generated
at the output of the parallel to serial converter 1220.
When the 4-level FSK data conversion (4-L) is selected,
both the LSB and M58 outputs are selected which are
coupled to the inputs of the parallel to serial converter
1220. The 2X clock input is selected by clock rate selec-
tor 12l0 which results in a serial two bit binary data
stream to be generated at 2X the symbol rate, which is

45

55

65

28

10

provided at the output of the parallel to serial converter
1220.

Returning to FIG. 8, the serial binary data stream
generated by the 4-level to binary converter 814 is cou-
pled to inputs of a synchronization word correlator 818
and a demultiplexer 820. The synchronization word
correlator B18 is best understood with reference to FIG.

13. Prcdeterrnined "A" word synchronization patterns
are recovered by the controller 816 from a code mem-
ory (code plug memory) 822 and are coupled to an "A"
word cor-relator 1310. when the synchronization pat-
tern received matches one of the predetermined “A"
word synchronization patterns within an acceptable
margin of error, an “A" or “A-bar" output is generated
and is coupled to the controller 816. The particular “A”
or "A-bar" word synchronization pattern correlated
provides frame synchronization to the start of the frame
ID word, and also defines the data bit rate of the mes-
sage to follow. as was previously described.

The serial binary data stream is also coupled to an
input of the frame word decoder 1320 which decodes
the frame word and provides an indication of the frame
number currently being received by the controller 816.
During sync acquisition, such as following initial re-
ceiver turn-on. power is supplied to the receiver portion
by battery saver circuit 848, shown in FIG. 8, which
enabled the reception of the “A" synchronization word,
as described above, and which continues to be supplied
to enable processing of the remainder of the synchroni-
zation code. The controller 816 compares the frame
number currently being received with a list of one or
more assigned frame numbers normally stored in the
code memory 822. The assigned frame numbers may be
assigned to the data communication receiver 106 in
different ways which will be more fully discussed be-
low.

Should the currently received frame number differ
from the assigned list of one or more frame numbers, the
controller 816 generates a battery saving signal which is

40 coupled to an input of battery saver circuit 848, sus-
pending the supply of power to the receiver portion.
The supply of power will be suspended until the next
frame assigned to the receiver, at which time a battery
saver signal is generated by the controller 816 which is
coupled to the battery saving circuit 848 to enable the
supply of power to the receiver portion to enable recep-
tion of the assigned frame.

Returning to the operation of the synchronization
correlator shown in FIG. 13. a predetermined “C”
word synchronization pattern is recovered by the con-
troller 816 from a code memory 822 and is coupled to a
"C" word correlator 1330. When the synchronization
pattern received matches the predetermined "C" word
synchronization pattern with an acceptable margin of
error, a “C” or "C-bar" output is generated which is
coupled to controller 816. The particular “C" or “C-
bar“ synchronization word correlated provides “fine"
frame synchronization to the start of the data portion of
the frame.

Returning to FIG. 8, the start of the actual data por-
tion is established by the controller 816 generating a
block start signal (Elk Start) which is coupled to inputs
of a word de-interleaver 824 and a data recovery timing
circuit (phase timing generator) 826. The data recovery
timing circuit 826 is best understood by referring to
FIG. 14. A control signal {ZL/41.) is coupled to an input
of clock rate selector 1410 which selects either 1X or

2X symbol clock inputs. The selected symbol clock is



29

5,311,516
11

coupled to the input of a phase generator 1430 which is
preferably a clocked ring counter which is clocked to
generate four phase output signals (¢1—¢4). A block
start signal is also coupled to an input of the phase gen-
erator 1430, and is used to hold the ring counter in a
predetennined phase until the actual decoding of the
message infonnation is to begin. When the block start
signal releases the phase generator 1430, the phase gen-
erator 1430 begins generating clocked phase signals
which are synchronized with the incoming message
symbols.

Referring back to FIG. 8, the clocked phase signal
outputs are coupled to inputs of a phase selector 828.
During operation, the controller 816 normally recovers
from the code memory 822, the transmission phase
number to which the data communication receiver 106
is assigned. Optionally, the data communication re-

ceiver l06 can be assigned to a list of one or more pha-
ses which the controller 816 then selects in a predeter-
mined order or, alternatively, in a dynamically assigned
scheme as will be more fully discussed below.

The selected phase number, eg., 0, l, 2, or 3, is trans-
ferred to the phase select output (ctr Select) of the con-
troller 816 and is coupled to an input of the phase selec-
tor 828. The controller 816 typically has a "default"
assigned phase number which is normally configured in
the code memory 822. Optionally, the controller 816
can have a phase number assigned in the firs! message
block of a fragmented message indicating a phase to

ll}
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switch to for receiving subsequent message blocks of 30
the transmitted message, as will be more fully discussed
below. Hence. the phase number for receiving infon'na-
tion over the communication channel can be predeter-
mined at the communication receiver 106 or can be

dynamically assigned for receiving fragmented mes-
sages over multiple phases in the communication proto-col.

A phase clock, corresponding to the transmission
phase assigned, is provided at the output of the phase
selector 828 and is coupled to clock inputs of the de-mul-
tiplexer 820, block de-interleaver 824, and address and
data decoders 830 and 832, respectively. The demulti-
plexer 820 is used to select the binary bits associated
with the assigned transmission phase which are then
coupled to the input of block de-interleaver 824, and
clocked into the de-interleaver array on each corre-
sponding phase clock. The de-interleaver array is an
8)( 32 bit array which de-interleaves eight interleaved
address, control or message code words, corresponding
to one transmission block. The de-interleaved address

code words are coupled to the input of address correla-
tor 830. The controller 816 recovers the address pat-
terns assigned to the data communication receiver 106,
and couples the patterns to a second input of the address
correlator. When any of the de-interleaved address
code words matches any of the address patterns as-
signed to the data communication receiver 106 within
an acceptable margin of error, the message information
associated with the address is then decoded by the data
decoder 832 and stored in a message memory 850 in a
manner well known to one of ordinary skill in the art.
Hence, the data communication receiver, e.g., the selec-
tive call receiver 106, can selectively receive the mes-
sage information.

Following the storage of the message information, a
sensible alert signal is generated by the controller 816.
The sensible alert signal is preferably an audible alert
signal. although it will be appreciated that other sensi-
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ble alert signals, such as tactile alert signals, and visual
alert signals can be generated as well. The audible alert
signal is coupled by the controller 816 to an alert driver
83-! which is used to drive an audible alerting device,
such as a speaker or a transducer 836. The user can
override the alert signal generation through the use of
user input controls 838, such as buttons, switches, or
keys on a keyboard, in a manner well known in the art.

Following the detection ofan address associated with
the data communication receiver 106, the message in-
formation is coupled to the input of data decoder 832
which decodes the encoded message information into
preferably a BCD or ASCII format suitable for storage
and subsequent display. The stored message information
can be recalled by the user using the user input controls
838 whereupon the controller 816 recovers the message
information from memory 850, and provides the mes-
sage information to a display driver 84-0 for presentation
on a display 842, such as an LCD display. Optionally,
the data communication receiver 106 can share a data

interface (not shown), such as a serial or parallel com-
puter interface, with a computing device, such as a
personal computer, and can couple at least the message
information to the computing device. The message in-
formation then can be utilized in functions of the com-

puting device, as may be desired by a user of the com-
puting device.

FIG. 15 is a flow chart describing the operation ofthe
data communication receiver 106 in accordance with

the preferred embodiment of the present invention. At
step 1502, when the data communication receiver is
turned on, the controller operation is initialized, at step
1504. Power is periodically applied to the receiver por-
tion to enable receiving information present on the
assigned RF (radio frequency) channel. When data is
not detected on the channel in a predetermined time
period, battery saver operation is resumed, at step 1508.

When data is detected on the channel, at step 1506,
the synchronization word correlator begins searching
for bit synchronization at step 1510. When bit synchro-
nization is obtained, at step 1510, the "A" word correla-
tion begins at step 1512. When the non-complemented
“A” word is detected. at step 1514, the message trans-
mission rate is identified as described above. at step
1516, and because frame synchronization is obtained.
the time (T1) to the start of the frame identification
code word is identified, at step 1518.

When the non-complemented “A" word is not de-
tected, at step 1514, indicating the non-complemented
"A" word may have been corrupted by a burst error
during transmission, a determination is made whether
the complemented “A bar" is detected, at step 1520.
When the "A bar“ word is not detected at step 1512,
indicating that the “A-bar" word may also have been
corrupted by a burst error during transmission, battery
saver operation is again resumed, at step 1508.

When the "A-bar“ word is detected, at step 1520, the
message transmission rate is identified as described

above, at step 1522, and because frame synchronization
is obtained, the time (T2) to the start of the frame identi-
fication code word is identified, at step 1524. At the
appropriate time. decoding of the frame identification
word occurs. at step 1526. When the frame lD detected
is not one assigned to the data communication receiver,
at step 1528, battery saving is resumed, at step 1508, and
remains so until the next assigned frame is to be re-
ceived. When the decoded frame lD corresponds to an
assigned frame ID, at step 1528. the message reception
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rate is set, at step 1530. An attempt to bit synchronize at
the message transmission rate is next made at step 1532.
When bit synchronization is obtained, at step 1532, the
“C“ word correlation begins at step 1534. When the
non-complemented “C” word is detected, at step 1536.
frame synchronization is obtained, and the time (T3) to
the start of the message information is identified. at step1538.

When the non-complemented “C” word is not de-
tected, at step 1536, indicating the non-complemented
"C" word may have been corrupted by a burst error
during transmission, a determination is made whether
the complement "C bar" is detected. at step 154-0. When
the "C bar" word is not detected at step 1540, indicating
that the “C-bar" word may also have been corrupted by
a burst error during transmission, battery saver opera-
tion is again resumed. at step 1508. When the "C-bar"
word is detected, at step 1540, frame synchronization is
obtained. and the time (T6) to the start of the message
infonnation is identified. at step 1542. At the appropri-
ate time, message decoding can begin at step 1544.

In summary, by providing multiple synchronization
code words which are spaced in time, the reliability of
synchronizing with synchronization information which
is subject to burst error corruption is greatly enhanced.
The use of a predetermined synchronization code word
as the first synchronization code word, and a second
predetermined synchronization code word which is the
complement of the first predetermined synchronization
code word, allows accurate frame synchronization on
either the first or the second predetermined synchroni-
zation code word. By encoding the synchronization
code words, additional information, such as the trans-
mission data rate can be provided, thereby enabling the
transmission of message information at several data bit
rates. By using a second coded synchronization word

pair. “fine” frame synchronization at the actual message
transmission rate can be achieved, and again due to
spacing in time of the synchronization code words, the
reliability of synchronizing at a different data bit rate
with synchronization information which is subject to
burst error corruption is greatly enhanced, thereby
improving the reliability of the data communication
receiver to receive and present messages to the receiveruser.

FIG. 16 is a timing diagram illustrating the organiza-
tion of the transmission frame utilized in accordance

with the preferred embodiment of the present inven-
tion. As previously described for FIG. 4 and shown
again in FIG. 16. the transmission frame comprises a
synchronization code word 1600 followed by eleven
data blocks labeled Block 0 to Block 10. Address, con-
trol and message code words are distributed within the
eleven data blocks in a predetermined order. The first
code word. located in Block 0, is always a block infor-
mation code word 1602 and includes such information

as the beginning locations of an address field 1604 and a
vector field 1606. leaving eighty-seven code words
available in the frame for the transmission of address,
vector and data code words.

By knowing the beginning location of the address
field 1604 and the vector field 1606, the controller 816 is
able to calculate how many address code words must be
decoded per frame in order to determine when a mes-
sage is present within the frame. Consequently. the
address field 1604 includes one or more address code

words corresponding to messages located within a data
field 1608. Address code words specifying, for example,
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numeric and alphanumeric messages have associated
message information located within the data field 1608.
Tone only messages can communicate all necessary
information in the address code word, or optionally
with a control code word in the vector field 1606, and
consequently would not have associated message infor-
mation located within the data field 1608.

For those address code words 1605 which do have

corresponding messages 1610, the vector field 1606
includes control words 1607, or vectors, which include
information to identify the starting location 1612 of
messages 1610 located within the data field 1608. Spe-
cifically, the vector code word 1607 identifies the loca-
tion of the first data code word 1612 and also the num-

ber of data code words in the data portion 1610 of the
message for the current frame. Further, there is a one to
one correspondence between the relative location of the
address code words 1605 located within the address
field 1604 and the relative location of the associated

vectors (vector code words} 1607 located within the
vector field 1606. In this way, the relative location of an
address code word 1605 in the address field 1604 points
to the location of an associated vector 1607 in the vec-
tor field 1606 which includes information that then

points via 1609 to the starting location 1612 of a mes-
sage 1610 in the data field 1608 of the current frame.
This indirect pointing scheme provides significant flexi-
bility in arranging the message information within trans-
mission frames for the communication system 100 be-
cause the message information. inciuding the relative
starting position of the message information in a trans-
mission frame, can be dynamically allocated to one or
more transmission frames as the frames are being pro-
cessed for transmission. Hence, the paging terminal 102
can Organize the message information into the transmis-
sion frames as the paging requests are being processed
with significant flexibility in selecting the relative posi-
tion of the message information within the transmission
frames.

Referring to FIG. 17. a timing diagram illustrates the
composition oftlie first data code word 1612 in the data
portion of a message in accordance with the preferred
embodiment of the present invention. As can be seen,
the data code word 1612 is a 32 bit word. Further, it is
preferably organized as a 32, 21 BC!-I code word. From
the least significant bit (LSB) to the most significant bit
(M813), the date code word 1612 includes a 21 bit data

field 1710. a 10 bit parity word 1720. and a parity bit
1730. In this signaling protocol. the 10 bit parity word
1720 is selected such that every data code word 1612
differs by at least 5 bits from every other data code
word 1612 in the protocol. The parity bit 1730 can be
defined as an even or an odd parity bit for the entire
address code word 1612. For example, if the lower 31
bits of a data code word 1612 include an even number of

ones then the parity bit 1730 may be set to zero. Fur-
ther, for an odd number of ones in the lower 31 bits of

a data code word 1612. the parity bit 1730 may be set to
1. Hence, the parity bit 1730 provides a relatively quick
way to detect 1 bit of error in a received data code word
1612.

The 21 bit data field 1710 ofthe first data code word

1612 in the data portion 1610 ofa message is preferably
formatted to define certain flags and fields as discussed
below. A continue flag 1102. such as bit 1] of the 21 bit
data field 1710. indicates when fragments of the current
message being transmitted are to be expected in follow-
ing frames. For example, if the continue flag 1702 is set
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to one, then this indicates to the communication re-

ceiver 106 that one or more fragments of the current
message being transmitted can be expected in the fol-
lowing frames. Additionally, a packet number 1704 is
included in the 21 bit data field 1710 of the first data 5

code word 1612 of the data portion 1610 of the message
being transmitted in the current frame. The message
packet number 1704 identifies the current data portion
of the message in the current frame as one ofa sequence
of data packets. For example, the message packet num-
ber l704- can increment by one in successive message
packets. In this way, the communication receiver 106
can keep track of the message packets and store them in
the message memory 850 in the correct sequence. A
special signature field 1706 is also included in the 21 bit
data field 1710 of the first data code word 1612 of the

data portion of the message being transmitted in the
current frame. The signature field 1706 uniquely identi-
fies the sequence of successive message packets such
that the communication receiver 106 can keep track of 20
the current message sequence being received and de-
coded. That is, while a fragmented message is being
received, i.e., in successive message packets, the com-
munication receiver 106 can receive other messages and
distinguish them apart by their unique signature field
1706.

Additionally, a phase assignment field 1708 is in-
cluded for identifying the phase, e.g., phase one, two,
three. or four, on which any subsequent message frag-
ments will be transmitted to the communication re-

ceiver 106. For example, a first message fragment can
indicate by the phase assignment field 1708 that subse-
quent message fragments will be transmitted on (and
can be received from) phase three. Consequently, the
communication receiver 106 can subsequently switch 35
phase to receive message fragments from phase three.
Also, a frame assignment field 1709 in combination with
the phase assignment field 1708 can instruct the commu-
nication receiver 106 to monitor one or more frames in

the assigned phase for receiving the remaining frag-
mented message, as will be more fully discussed below.

Other information, such as in the frame assignment
field 1709, can indicate to the communication receiver

106 in which frame (or sequence of frames) to monitor
for receiving subsequent message fragments. For exam-
ple, the frame assignment field 1709 can indicate that
the communication receiver 106 can search every third
frame for possibly receiving a subsequent message frag-
ment. The pattern of frames to search indicated by the
frame assignment field 1709 can be determined dynami— S0
cally by the terminal 102 while preparing the message
for transmission to the communication receiver 106.

Alternatively, the pattern can be predetermined by
system configuration. or even selected by a system op-
erator to respond to varying system requirements and
communication traffic patterns. Similarly. the phase
assignment field 1708 can be predetermined or dynami-
cally set by the terminal 102 (or the system operator) to
handle varying system requirements and communica-
tion traffic activity. It can be appreciated by one of 60
ordinary skill in the art that the size of each of the afore-
mentioned data fields can vary to accommodate differ-
ent system configurations and parameters within the
scope of the present invention. The preferred mode of
implementing the fragmented message protocol will be 65
more fully discussed below.

As discussed above, a portion 1610 of the data of a
message can be transmitted as a message packet. Subse-
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quent message packets can be transmitted in the same
frame or in subsequent frames of the transmission proto-
col, or even in subsequent frames of an alternative phase
(in a multi-phase communication protocol) as will be
further discussed below. The continue flag 1702 can
remain set to one, for example, while there are more
message packets to be received by the communication
receiver 106. The final message packet is then indicated

- when the continue flag 1702 is set to zero. Moreover,
each message packet in the sequence is identified by a
message packet number 1704. which preferably incre-
ments in a circular fashion to indicate the sequential
relationship between the message packets being re-
ceived from frame to frame. For example, FIG. 18 is a
timing diagram illustrating one such sequence of packet
numbers for a transmitted message. The first message
packet in the sequence may be flagged with the message
packet number field 1704 being set to “ll" 1802, and
with the continue flag 1702 being set to 1. While there
are more message packets to be received by the commu-
nication receiver 106, the continue flag 1702 will con-
tinue to be set to I in the first data code word 1612 of

each of the subsequent message packets 1610. Further,
the message packet number field 1704 can increment
using modulo three arithmetic 1804 for each subsequent
message packet. That is, the message packet number
field 1704 for the second, third and fourth successive
message packets will have the values "00", “O1”, "10 "
1804, with the message packet numbering sequence
repeating itself in subsequent message packets. The
“ll" state of the message packet number field 1704 is
skipped in this numbering sequence to avoid confusion
with an initial packet of a non-continued message. 01‘
course. the final message packet is indicated by the
continue flag 1702 being set to zero. Additionally, the
signature field 1706 identifies all the sequential message
packets as being part of one message. Hence, multiple
fragmented messages can be contemporaneously re-
ceived by the communication receiver 106 with the

signature field 1706 of each message packet identifying
the message that the particular message packet belongs
to. Therefore, the combination of the continue flag
1702, the message packet number 1704, and the signa-
ture field 1706 allows the communication receiver 106

to receive and decode message fragments constituting
two or more different messages being received over the
same time interval. The communication receiver 106

can then join the message packets corresponding to
each of the two or more messages to reconstruct each of
the received and decoded messages to their original
data content.

FIG. 19 is a more detailed block diagram of the data
decoder 832, the controller 816, and the message mem-
ory 850 of the communication receiver 106, according
to the preferred embodiment of the present invention.
As discussed earlier for FIG. 16, the communication
receiver 106 can correlate an address 1605 in the ad-

dress field 1604 of a frame in an assigned phase. Specifi-
cally, the address correlator 830 (FIG. 8) signals the
controller 816 that there is a match between the re-

ceived address 1605 and a predetermined address pat-
tern from the code memory 822. Subsequently, the
communication receiver 106 decodes the vector code

word 1607 in the vector field 1606 that corresponds in
position to the address code word 1605. and therefrom
the controller 816 can determine when the first data

code word 1612 of the data portion 1610 of the message
occurs in the data field 1608. An output of the block



32

5,311,516
17

deinterleaver 824 couples a stream of bits to an input of
the data decoder 832. This stream of bits includes at the

appropriate point of the data field 1608 of the frame the
first data code word 1612 of the data portion 1610 of the
message.

The controller 816 couples an enable first word out-
put signal 1902 to an input of the data decoder 832 to
indicate to a first word decoder 1904 that the data code

word 1612 is present in the incoming data stream. The
first word decoder 190% captures the 32 bit data code
word 1612 and couples it to an error corrector 1906.

The error corrector 1906 can correct up to a predeter-
mined number of error hits, such as two error bits, in a
data code word 1612. As mentioned earlier, the data
code word 1612 is organized with the parity word 1720
(FIG. 1?) to allow the error corrector 1906 to correct
up to the two error bits included in a received data code
word in a manner well known to those skilled in the art.

As a result of the error correction, the error corrector
1906 returns back to the first word decoder 1904 a cor-
rected 32 bit data code word 1612 and an indication that
the correction was successful. If the error correction
was not successful, then the error corrector would re-
turn an indication thereof and the first word decoder

1904 could not reliably utilize the first data code word
1612. In such a case, the data portion 1610 of the mes-
sage can still be decoded and stored in message memory
850. However, the lost information in the first data code

word 1612 of the particular portion 1610 of the message
may leave an orphan message packet, i.e., not being
associated with any of the other message packets of a
message.

After the first word decoder 1904 receives the cor-
rected data code word 1612 from the error corrector

1906 it checks the continue flag 1702 and the message
packet number field 1704 to determine if this is a mes-
sage packet of a fragmented message or if it is the one
and only message packet of a complete message. If the
continue flag 1702 is set to one it indicates that this
message packet is part of a fragmented message. Fur-
ther, if the message packet number 1704 is set to “l1"
then this is the first message packet in a sequence of
message packets constituting a fragmented message.
The message is uniquely identified by the signature field
1706. Additionally, the phase assignment field 1708 can
include information to identify a subsequent phase for
receiving one or more subsequent transmitted message
fragments. Also, the frame assignment field 1709 can
identify one or more alternative frames for receiving
any subsequent transmitted message fragments. Note
however that if this message packet is the one and only
message packet in a message, then the continue flag
1702 will be set to zero and the message packet number
1704 will be set to “ll", and the communication re-

ceiver l06 can ignore the information in the phase as-
signment field 1708 and frame assignment field 1709.

The first word decoder 1904 indicates to the Control-

ler 816 that this is the start of a new message, and
whether the message is completely found in the data
portion 1610 of the message in the current frame or
alternatively it is a fragmented message found over
successive message packets. The firs! word decoder
1904 also couples the 21 bit data field 1710 of the data
code word 1612 to the controller 816, which then cou-

ples the 21 bits of information to a message block 1912
in the message memory 850. The 21 bits of information
are preferably stored at a starting location 1914 in the
message block 1912 in the message memory 850. The
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controller 816 then couples an enable signal 1908 to the
message data word decoder 1910 to decode all subse-
quent data code words in the data portion 1610 of the
message in the current frame. The message data word
decoder 1910 captures the 32 bit data code words out of
the stream of data from the block deinterleaver 824 and

couples each of the data code words to the error correc-
tor 1906 to correct up to two error bits in a received
data code word.

The error corrector 1906 couples a corrected data
code word back to the message data word deco-der 1910
and further indicates the successful correction. If the

error correction fails on a particular data code word
then the message data word decoder 1910 preferably
replaces the 21 bit data field from the failed data code
word with a predetermined bit pattern and couples the
21 bits of information to the controller 816. The prede-
termined bit pattern may help indicate to a user of the
communication receiver 106, such as when the message
is displayed on the display 842 (FIG. 8} that the particu-
lar portion of the message in the failed data code word
was corrupted during transmission.

Alternatively. after a successful error correction the
message data word decoder 1910 strips the 21 least
significant bits (1.513) of the corrected data code word
1612 and couples these bits of information to the con-
troller 816. The controller 816 then couples the infor-
mation bits to the message block 1912 in the message
memory 350 to append the 21 bits of information to the
information already present in the first location 1914 in
the message block 1912. The message data word de-
coder 1910 continues to decode the subsequent data
code words of the data portion 1610 of the message in
the current frame while enabled 1908 by the controller
816. Consequently, the 21 bits data field 1710 of each of
the data code words in the data portion 1610 of the
message in the current frame are coupled to the message
memory 850 and appended to the information bits in the
first location 1914 of the message block 1912.

After all the data code words are decoded for the

data portion 1610 of the message in the current frame,
the first location 1914 in the message block 1912 con-
tains the respective message data. This message data
stored in the message block 1912 can be organized to
allow the controller 816 to subsequently couple the
information to the display driver 840 for displaying on
the display 842 in a manner well known to those skilled

in the art. Ifthe data portion 1610 ofthe message in the
current frame constitutes the entire message then the
information in the location 1914 in the message block
1912 can be retrieved by the controller 816 for presenta-
tion to a user, such as via the display 842. However, if
the information in the location 1914 constitutes only a
message packet of a fragmented message, as indicated
by the continue flag 1702 and the message packet num-
ber 1704 in the first 21 bits ofinforrnation in the location

1914, then the controller 816 will continue searching for
message packets of the fragmented message until all the
subsequent message packets can be received and de-
coded and stored in subsequent locations 1916 in the
message block 1912. FIG. 19 shows for example a mes-
sage block 1912 comprising the message information
from five packets of a fragmented message.

As the first data code word 1612 of each successively
received message packet 1910 is decoded by the first
word decoder 1904, the respective continue flag 1702,
the message packet number 1704, the signature 1706, the
phase assignment 1708, and the frame assignment 1709,
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and other included information as necessary. are cou-
pled to the controller 816. The controller 816 then com-
pares the signature 1706 to the stored signature in the
first location 1914 of each message block 1912 in the
message memory 850. A matching signature 1'.-'06 indi-
cates that the current message pacltet corresponds to
the fragmented message being stored in sequential pack-
ets in the message block 1912. The controller 816 then
determines whether the current message packet being
decoded is in the proper sequence to the already stored
message packets in the message block 1912. As dis-
cussed earlier, the sequence is indicated by the message
packet number 1704. If the message packet is out of
sequence, this may indicate that a previous message
packet was lost during transmission. The controller 816
can continue to store the successive message packets in
the message block 1912 until the final message packet is
decoded and stored in the message block 1912. The final
message packet is indicated by the continue flag 1702
being set to zero in the first data code word 1612 of the
particular message packet 1610. in this way, the com-
munication receiver l06 can receive and decode one or

more fragmented messages.
Once the communication receiver 106 detects the

first message packet of a fragmented message, as indi-
cated by the continue flag 1702 being set to l and the
message packet number 1704 being set to "ll", the
communication receiver 106 will continue searching
through the current frame and into subsequent frames
for successive message packets corresponding to the
fragmented message being received. Specifically. the
communication receiver 106 searches the address field

160! of each successive frame, or each assigned frame,
for the particular address code word 1605, andthen
utilizes the vector code word 160? corresponding to the
address code word 1605 to point via 1609 to the next
message packet 1610. The message packet is indicated
by the information bits in the 21 bit data field 1710 ofthe
first data code word 1612 of the data portion 1610 ofthe
message in the current frame.

This message packet decoding protocol allows the
terminal 102 in the communication system to redistrib-
ute traffic of long messages over a combination ofmulti-
ple frames, or multiple phases, or multiple communica-
tion channels, as will be more fully discussed below. By
creating smaller packets 1610 of message information
and distributing these over one or more frames as
needed. the terminal 102 can better manage the message
traffic to the communication receivers 106. For exam-

ple, if an emergency message needs to be transmitted
over a communication channel the terminal 102 can

pacltetize a long message into smaller message packets
and fit the emergency message into the current frame
along with one or more of the smaller packets of the
fragmented message. Hence. long messages can be re-
duced to a number of short message packets and trans-
mitted over one or more frames to distribute the traffic

over the communication channel. In this way, other
messages can also at least partially be transmitted dur-
ing the current frame as necessary. Additionally, by
sending shorter message packets the probability of fad-
ing errors corrupting a portion of the message can bereduced.

FIG. 20 is a more detailed block diagram of the frame
batcher 212 (FIG. 2), according to the preferred em-
bodiment of the present invention. As described above,
messages which are received are stored in the active
page file 210. The active page file 210 is preferably a
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dual-port, first-in-first-out random access memory
which is further delineated by message transmission
phase. and which stores the messages in the order in
which the messages were received according to the
message transmission phase assigned to the data com-
munication receiver. It will be appreciated that other
memory types, such as hard disk drives can be utilized
as well for implementing the active page file 210.

Periodically, such as once each transmission frame
interval or cycle, a batching controller 2002 having
outputs 2004 sequentially accesses the messages stored
in the message storage areas representing the message
transmission phases of the active page file 210. The
recovered messages are coupled to inputs of a frame
decoder 2006 which identifies those messages which are
to be transmitted during the current transmission frame.
When a message is detected within any of the message
transmission phases and which is to be transmitted dur-
ing the current transmission frame, the frame decoder
2006 generates a message detection signal which is cou-
pled to the controller 2002. The controller 2002 then
analyzes the corresponding message to deter-mine the
number of code words which will be required for mes-
sage transmission. Because every frame is of a predeter-
mined length, sometimes not all message information
from the active page file 210 can be transmitted in the
next frame. For example, if one or more messages are
longer than can fit in the next frame, then the frame
batcher 212 may fragment the long messages into one or
more message packets for transmission over one or
more frames. Depending on the transmission phase
assigned to the recovered messages, the controller 2002
couples calculated message code word counts to a
group of next frame counters 2012 which maintain a
total count of the message code word requirements for
the next frame for each of the four phases. The message
for the next transmission frame is also stored in a next
transmission frame buffer 2003 under control 2009 of

the batching controller 2002. such as via a bus 2009, the
message being stored according to its assigned phase.
When the code word count maintained by the frame
counter 2012 for the next frame exceeds a predeter-
mined transmission frame queue capacity, such as eight-
seven code words, the excess messages and message
fragments of fragmented messages can be stored in a
carry-on buffer (hereinafter called a delay message
buffer) 2010. The excess messages or message fragments
stored in the delay message buffer 2010 will be transmit-
ted in one or more subsequent transmission frames, as
will be discussed below.

To indicate the amount ofdelay time each message or
message fragment has experienced while being delayed
in the delay message buffer 2010, each message or mes-
sage fragment is associated with a message carry-on
value stored in the delay message buffer 2010. This
carry-on value can be set to a predetermined number of
frame transmission cycles, e.g., thirty one cycles, which
the message can be delayed with no consequence in the
communication protocol. As each opportunity to trans-
mit the message or message fragment arrives and possi-
bly passes without transmitting at least a fragment ofthe
message the carry-on value is decremented for the par-
ticular message to keep track of the delay time. When
the carry-on value reaches zero, such as may be possible
during a very busy time interval for a communication
system 100. the priority of the message is elevated re-
quiring at least a minimal message fragment to be trans-
mitted during the next transmission frame. This minimal
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message fragment comprises an address code word, a
vector code word, a first data code word which in-

cludes control information such as the continue flag
1102, the message packet number 1704, the signature
1706, the phase assignment 1708, and the frame assign-
ment 1'.'09. This minimal message fragment also com-
prises a message information data code word which
provides one data code word of message information to
the communication receiver 106. Hence, the minimal
message fragment in this example comprises four codewords.

This protocol keeps the terminal 102 and the commu-
nication receiver 106 synchronized while delivering all
message packets in a fragmented message to the com-
munication receiver 106. The communication receiver

106 after monitoring for subsequent message fragments
for a predetermined time interval (predetermined num-

ber of assigned frames) without receiving any message
fragment for the message can determine that there was
error in the communication of the fragmented message.
Therefore. the communication protocol provides a pre-
determined time interval for delivering another message
fragment within the varying message traffic load in the
communication channel.

After all messages for the next transmission frame
have been determined by the batching controller 2006
and are stored in the next frame buffer 2008. the mes-
sages or message fragments stored in the next frame
buffer 2008 are then coupled to the frame message
buffer 216. Subsequently, the terminal can process the
messages and then the paging system can transmit the
messages in a manner as described for FIG. 2.

FIG. 21 is a symbolic representation of messages
being processed between the next frame buffer 2008 and
the delay message buffer 2010 by the frame batcher 212,
in accordance with the preferred embodiment of the
present invention. Initially. the frame batcher 212 re-
covers from the active page file 210 the message infor-
mation that has a frame number assignment equal to the
number of the next frame scheduled to be transmitted.

This message information is temporarily stored in the
next frame buffer 2008 as illustrated in step 2102. For
illustration purposes. each frame has a predetermined
length equivalent to 87 codewords as shown. Further, a
single long message “A“ 2108 is temporarily stored in
the next frame buffer 2008. Message "A" 2108 com-
prises one hundred codewords as shown. Therefore, the
message 2108 is longer than the 87 codeword capacity
of the next frame. In this step the delay message buffer
2010 is shown empty. The frame batcher 212 determines
to transmit only a portion of message "A“ 2108 equiva-
lent to one full frame, or 87 codewords. The remaining
message will be stored in a delay message buffer 2010.
This is illustrated in the next step 2104, where the frame
batcher 212 has divided the message 2108 into two
smaller message packets, e.g., “A1" 2110 and “A2"
2112, as shown.

The first message packet "A1“ 2110 comprises 3'!
codewords to fill the entire next frame. This includes
three additional codewords as overhead for the address

codeword, the vector codeword, and the first data
codeword which provides additional control informa-
tion to the communication receiver 106. As discussed
earlier for FIG. 1?, the first data codeword of the mes-
sage packet “A1“ 2110 is configured by the frame
batcher 212 to include, for example, the continue flag
1702 set to one, the message packet number 1704 set to
“li", and to a unique signature in the signature field
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1706. Optionally, the signature 1706 can be set to a
number such as the number of messages transmitted to
the communication receiver 106 during the current
billing cycle, which is available from the subscriber

database 208 and may be included with the message in
the active page file 210.

The second portion of the message “A2“ 2112 is
stored in the delay message buffer 2010. This message
packet 2112 also includes the address codeword, the
vector codeword and the first data codeword. At this

point, the frame batcher 212 can take the message
packet “A1” 2110 front the next frame buffer 2008 and

couple it to the appropriate frame message buffer 216 to
be transmitted in the next frame. When the next frame is
scheduled for transmission, the frame batcher 212 re-

covers message information having the frame number
that matches the number of the next frame for transmis-
sion and stores it in the next frame buffer 2008. This is

illustrated in the next step 2106, with the new message
“B" 2112.

Additionally, the frame batcher 212 appends the sec-
ond message packet “A2“ 2112 to the next frame buffer
2008 for transmission in the next frame. The frame

batcher 212 organizes the first data codeword of the
second message packet "A2" 2112 to include the con-
tinue flag 1702 set to zero, the packet number set to
"00“ and the signature 1706 set to the same value as was
included with the first message packet "A1“ 2110. The
frame batcher 212 then couples the message information
in the next frame buffer 2008 to the next frame message
buffer 2016 for subsequent processing and transmission.
In this way, the terminal 102 has transmitted the origi-
nal long message "A" 2108 by transmitting two smaller
message packets 2110, 2112, to fill each transmitted
frame as much as possible with message information,
while allowing other message communication such as
the new message “B“ 2112 to be transmitted in its desig-
nated frame number. That is, the longer message 2108
may be slightly delayed for a full message transmission,
while allowing the smaller ongoing messages 2112 to be
transmitted in their designated frames.

Notice that in this example the communication re-
ceiver 106 will receive in its designated frame the first
message packet “A1“ 2110 which in the first date code-

word identifies itself as a first message "packet to the
communication receiver 106. The communication re-

ceiver I06 then sequentially searches the address field of
subsequent frames until it detects the second message
packet “A2" 2112 whose first data codeword identifies
to the communication receiver 106 that this is the final

message packet. That is, the message has been com-
pletely received. If there were more message packets to
be received, then the continue flag 1702 would remain
set to one which would indicate to the communication

receiver 106 to continue searching subsequent frames
for the successive message packets.

FIG. 22 is a second example illustrating symbolic
representation of messages being processed by the
frame batcher 212, in accordance with the preferred
embodiment of the present invention. Initially. the
frame batcher 212 recovers the message information
having the frame number assignment for the frame num-
ber of the next frame to be transmitted. The frame

batcher 212 then couples the message information to the
next frame buffer 2008 as shown in the first step 2202.

Here, there are four messages stored in the next frame
buffer 2008. The first message “A“ 2208 is 24 code-
words long. The second message "B“ 2210 is an addi-
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tional 16 codewords long bringing the total so far to 4-0
codewords in the next frame buffer 2003. The third

codeword “C” 2212 is 50 codewords long and the
fourth message "ID" 2214 is an additional 60 codewords
long. This brings the total message information request-
ing to be transmitted in the next frame to 150 code-
words long. However, the next frame can only handle
8'.’ codewords as shown. Therefore, the frame batcher
212 has to determine what messages will be fragmented
into smaller message packets.

At this point the delay message buffer 2010 is empty.
The frame batcher 212 searches the next frame buffer

2008 for the longest message. The longest message is the
fourth message “D" 2214, which is 60 codewords long.
The frame batcher 212 then moves this message to the
delay message buffer 2010. However, the total number
of remaining codewords in the next frame buffer 2008 is
90, which is greater than the 87 codewords that can fit
in the next frame. Therefore, the frame batcher 212

again searches through the remaining messages in the
next frame buffer 2008 for the longest message. That
message is the third message ‘'0' 2212, which is fifty
codewords long. The frame batcher 212 then moves this
message 2212 to the delay message buffer 2010.

At this point, the total number of codewords remain-
ing in the next frame buffer 2008 is forty which is less
than the maximum 8? that can be transmitted in the

frame. The frame batcher 212 determines that a portion
of each of the two messages being delayed 2212. 2214,
can be transmitted in the next frame. The frame batcher

212 creates a first message packet for message “D" 2214
in the next frame buffer 2008 by combining the address
codeword, the vector codeword. the first data code-

word and one message data codeword for the particular
message 2214. This first message packet "D1" 2216 is
four codewords long and is inserted into the next frame
buffer 2008 right after the second message “B“ 2210. A
second message packet “D2" 2220 for the particular
message 2214 remains stored in the delay message buffer
2010. This second message packet 2220 also includes an
address codeword, a vector codeword, and a first data
codeword. At this point, the next frame buffer 2008
contains forty-four codewords and message “C" 2212
can be divided up into two message packets to fill the
remainder of the next frame as shown in the second step2204.

The corresponding first message packet “C1" 2218
includes forty-three codewords, and the second corre-
sponding message packet “C2" 2222 includes ten code-
words which remain in the delay message buffer 2010.
This message packet 2222 also includes an address code-
word, a vector codeword. and a first data codeword.

Here, the frame batcher 212 has organized a full frame
of message information in the next frame buffer 2008
which is then coupled to the next frame message buffer
216 for subsequent processing and transmission.

In processing the following frame, the frame batcher
212 recovers a new message "E" 2224 from the active
page file 210 and stores it in the next frame buffer 2008
as shown in the third step 2206. This message 2224
includes twenty-two codewords which in combination

with the fifty-nine codewords from the second message
packet "D2“ 2220 of the fourth message "D" 2214, and
the second message packet “C2" 2222 with ten remain-
ing code words of the third message “C“ 2212 would
exceed the eighty-seven maximum codewords per
frame. Therefore, the frame batcher 212 searches the
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next frame buffer 2008 for the largest message stored
there, and removes it from the next frame buffer 2008.

This leaves the new message 2224 and the second
packet 2222 of the third message 2212, which totals
thirty-two codewords. Because the frame can accept up
to eighty-seven codewords, the frame batcher 212 then
fragments the second message packet "D2" 2220 into a
third and a fourth message packet as shown in the third
step 2206. The third message packet “D3" 2226 of the
fourth message “D" 2214 is sufficient to fill the eighty-
seven codewords of the next frame. The remaining
message information is organized as a fourth message
packet "D4" 2228 for the fourth message 2214 in the
delay message buffer 2010. This fourth message packet
2228 also includes an address codeword, a vector code-
word, and a first data codeword with control informa-
tion therein.

At this point, the frame batcher 212 can transfer the
one frames worth of message information from the next
frame buffer 2008 to the next frame message buffer 216
for further processing and transmission. The fourth
message packet 2228 (composed of seven code words}
of the fourth message 2214 remains in the delay message
buffer 2010 and may be processed by the frame batcher
212 into the following frame. In this slightly more com-
plicated example, the general operation of the frame
batcher 212 may be better appreciated.

In a separate aspect of the present invention, each
fragmented message that is stored in the delay message
buffer 2010 may be assigned a predetermined frame
selection pattern. This may be predetermined in the
subscriber database 208 for each of the communication

receivers 106. The predetermined frame selection pat-
tern is a mechanism that can extend the battery life of
the particular communication receiver 106 and can
redistribute message traffic over underutilized frames in
the communication protocol.

Specifically, the communication receiver 106 can be
coordinated with the terminal 102 to receive message
packets from a fragmented message by searching in
every one of N frames after the start of the fragmented
transmission. For example. the communication receiver
can expect after receiving the first message packet of a
fragmented message to only look at every third frame
for subsequent message packets of the fragmented mes-
sage. In this way. the communication receiver need
only turn on its receiver portion during every third
frame while looking for successive message packets of
the fragmented message. This affords the communica-
tion receiver 106 the capability to conserve power dur-
ing the other two frames of that cycle by not turning on
the receiver portion of the communication receiver 106
when not necessary.

The frame batcher 212 can get the predetermined
frame selection pattern with the message information
recovered from the active page file 210. This predeter-
mined frame selection pattern can be stored in the sub-
scriber database 208 along with the other information
for the particular communication receiver 106. Once
the frame batcher 212 detennines that a message is to be
fragmented into smaller message packets. the message
packets stored in the delay message buffer 2010 are
assigned its respective predetermined frame selection
pattern which also corresponds to a parameter config-
ured in the code memory 822 in the communication
receiver 106. Therefore. the paging terminal 102 and
the communication receiver 106 are coordinated to

only transmit respective message packets and only re-
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ceive the respective message packets in every one of N
frames. as indicated by the predetermined frame selec-
tion pattern. For example. the predetermined frame
selection pattern may indicate that only every third
frame can be considered for the particular communica-
tion receiver for transmitting message packets of a frag-
mented message. Hence, the ten-ninal will keep track of
the message packets residing in the delay message buffer
2010 for each successive frame.

For each of the message packet in the delayed mes-
sage buffer 215 the frame batcher 212 may count down
the corresponding predetermined frame selection pat-
tern until it reaches zero, for example. When the
counter reaches zero for the particular message packet
in the delay message buffer 2010, the frame batcher 212

then attempts to include a particular message packet in
the next frame. If it can fit the message packet or a
portion thereof in the next frame then the frame batcher

212 will do so. However, if traffic is so heavy that not
even a portion of the message packet in the delay mes-
sage buffer 2010 can be included in the next frame then

the frame batcher 212 will not include the message
packet in the next frame, and in either case on the count

down to zero will reset the counter to the starting value
which is the predetermined frame selection pattern for
the corresponding communication receiver 106.

In a variation to this aspect of the present invention,
the frame batcher 212 may assign a frame selection
pattern to the communication receiver 106 as indicated

within the first data codeword of the first message
packet of the fragmented message. An optional informa-
tion field in the first data codeword, e.g., a frame assign-
ment field 1709, can indicate to the communication

receiver 106 what the current frame selection pattern it
is to follow. The terminal 102, in this variation, can
adjust the frame selection pattern of transmissions and
of the communication receivers 106 to accommodate

changes in communication traffic. So in very heavy
traffic conditions, the frame batcher 212 may instruct
the communication receiver 106 to a long frame selec-
tion pattern. While in a light] y loaded traffic condition,
the frame batcher 212 may instruct the communication
receiver 106 to a short frame selection pattern. This
technique may allow the terminal 102 to better manage
the traffic loads from frame to frame during varying
traffic conditions. Additionally, it can extend the bat-
tery life in the communication receiver 106 because the
communication receiver 106 does not have to remain on

for all subsequent frames, but only one in every N
frames.

An example is shown in FIG. 23, where a communi-

cation protocol for the communication system 100 may
include four phases 2301 having a frame transmission
cycle of three frames 2303. That is, for each of four
phases, three frames, e.g., numbered 1 to 3, cycle re-
peatedly in the communication protocol. A communi-
cation receiver 106, in this example, is assigned to phase
one and to frame one 2302, 2304, 2306, 2308. 2310, 2312,
for receiving messages from the terminal 102. After
receiving a first message packet in frame one 2304, the
communication receiver 106 can be assigned to receive
subsequent message packets for the message in an alter»
native frame such as frame two 2314, 2316, 2318, 2320,

for completely receiving the transmitted message. As
discussed earlier, the terminal 102 can dynamically as-
sign the frame selection pattern for the communication
receiver 106, or it can be a predetermined parameter. In
this way, frame one is not over crowded with long
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messages which are diverted to frame two, and the

communication receiver 106 can conserve battery
power during those frames which it is not assigned to
receive messages.

FIGS. 24 and 25 illustrate a different aspect of the
present invention, where the message fragments can be
transmitted from the terminal 102 to the communication

receiver 106 over alternative phases in a multiphase
communication protocol. For example, as shown in
FIG. 24, the communication receiver 106 can be as-

signed to receive messages in frame one of phase one
2402, 2408, 2414. Long messages can be transmitted in
fragments in the frames located, for example. in phase
three. Hence, the communication receiver 106 would
search for messages in its assigned frame one 2402 in
phase one and when a long fragmented message would
be detected by the first message fragment being re-
ceived in frame one 2402 of phase one, then the commu-
nication receiver 106 would shift to phase three for
monitoring to receive subsequent message fragments of
the long message in the other frames 2404, 24-06. 2410.
2412. The communication receiver 106 would return to

its assigned frame one 24-08, 2414, in phase one during
every transmission cycle for receiving other messages
while completing to receive the long fragmented mes-
sage from phase three. In this way, the communication
system 100 can dedicate a phase, e.g., phase three. for
delivering long messages to the communication receiv-
ers. This will free up the other phases, e.g., phase one,
for communicating other normal "persona " messages.

In this example. the communication receiver 106 can
be assigned to search all frames in phase three other
than frame one which it normally searches in phase one.
Hence, a long fragmented message can be delivered
efficiently over consecutive frames 2404, 2406, 2410,
2412, in phase three while allowing the communication
receiver 106 to switch back to its assigned frame one in
phase one for receiving other messages.

Alternatively, as shown in FIG. 25, the communica-
tion receiver 106 can be assigned to monitor frames in
phase three in a frame selection pattern 2504, 2508,
2512, 2516. The terminal 102 can dynamically instruct
the communication receiver 106 to follow a frame selec-
tion pattern through the frame assignment field 1209 in
an alternative phase, e.g., phase three, as indicated in the
phase assignment field 1708. In this way, the communi-
cation receiver 106 monitors frame one 2502, 2506,
2510. 2514, 2513, in phase one as its default assignment
for receiving normal "personal“ messages, and then
switches to a frame selection pattern 2504, 2508, 2512,
2516, in phase three for receiving message fragments of
a long transmitted message. This adds the advantage
that the communication receiver 106 can conserve

power to extend battery life while receiving messages.
FIG. 26 is a flowchart showing an operational se-

quence for the terminal 102 in accordance with the

preferred embodiment of the present invention. The
terminal 102 services 2602 an incoming call, at step
2604, by answering the telephone and receiving a page
request from a caller or calling device. Then, at step
2606, the terminal 102 identifies a pager address for a
communication receiver as destination for a message
indicated by the page request. In the subscriber database
208, the terminal 102 can access all the pager parame-
ters associated with the identified pager address, at step
2608. The controller 204. at step 2610, can determine if
the requested page is for a valid subscriber. If not, the
terminal 102 can terminate the call, at step 2612, such as
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by providing a termination message to the caller and
then disconnecting the telephone line. If the pager re-
quest is to a valid subscriber, at step 2610, then the
terminal 102 can prompt for a message, at step 2614, and
then store the message. at step 2616.

The terminal 102, at steps 2618, 2622, 2626, verifies
the protocol for delivering the message to their commu-
nication receiver. For example, if a POCSAG (Post
Office Code Standardization Advisory Group) protocol
is selected by the page request then the controller 204,
at step 2620, stores the message and the associated pa-
rameters in the POCSAG active page file. If the se-
lected protocol is GSC (Golay Sequential Coding) then
the controller 204, at step 2624, stores the message and
the associated pager parameters in the GSC active page
file. Alternatively, at step 2626, if the selected protocol
is a time slot protocol (TSP) then the controller 204, at
step 2630, identifies the assigned frame, the assigned
phase, and other transmission parameters for the re-
quested page and, at step 2632, stores the message with
the associated parameters for the requested page in the
TSP active page file by assigned phase. That is, in this
protocol, messages are stored in the active page file 210
organized by their assigned phase.

As shown in FIGS. 27 and 23, the paging terminal
102 can follow an operational sequence for transmitting
the message to the communication receiver according
to the preferred embodiment of the present invention.
Specifically, the frame batcher 212 follows the routine,
at step 2701, for transferring messages from the active
page file 210 to the frame message buffer 216 for trans-
mitting messages in the next frame.

At every frame transmission cycle, at step 2702, the
frame batcher 212 begins to sort messages to build the
next frame buffer 2008 with the messages for transmit-
ting into the next frame. The frame batcher 212, at step
2706. gets all the messages in the active page file 210
that are assigned to the next frame, and transfers them
to the next frame buffer 2008, as discussed earlier. Fur-
ther, at step 2708, the frame batcher 212 gets all the
messages in the delay message buffer 2010 and transfers
them to the next frame buffer 2008. Hence. at this point
all the messages for transmission in the next frame are
located in the next frame buffer 2008. The frame

batcher 212 can then decide which messages or portion
of messages will be transmitted in the next frame, as
discussed below.

Next. the frame batcher 2012. at step 2710 sets the
next frame counter initially to zero, also as discussed
earlier. If all the code words for transmission fit in the

next frame, at step 2712, the frame batcher 212 then
transfers, at step 2714, the messages in the next frame
buffer 2003 to the frame message buffer 216 for encod-
ing the messages and then transmitting them to the
communication receivers. If, on the other hand, all the
messages for transmission in the next frame exceed the
capacity of the next frame, at step 2712, then the frame
batcher 212 determines what messages, or portions of
messages, will be transmitted in the next frame.

The frame batcher 212 determines, at step 2716,
whether there are any long messages or long message
fragments in the next frame buffer 2008 for transmission
in the next frame. In this example. messages or message
fragments that are greater than 10 codewords are con-
sidered to be long and are candidates for message frag-
mentation. This criteria defines short messages to in-
clude all numeric and alpha messages with less than 21
characters in the messages.
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If there are no long messages then the frame batcher
212 sets, at step 2718, the next frame carry on value to
3. The frame batcher 212 then selects the longest mes-
sage in the next frame buffer having a message carry-on
value not equal to zero and then transfers the message to
the delay message buffer 2010 and sets the message
carry—on value to 2, at step 2720. Next, the frame
batcher 212 verifies, at step 2722, whether the capacity
of the next frame is still exceeded by the number of
codewords in the next frame buffer 2008. As long as it
is exceeded, the frame batcher continues to move the

longest message from the next frame buffer 2008 to the
delay message buffer 2010, at steps 2720 and 2722. A
frame counter is utilized by the frame batcher 212 to
keep track of the number of message fragments to be
transmitted in the next frame. If the next frame counter

equals zero, at step 2724, then there are no message
fragments in the next frame buffer 2003 and the frame
batcher 212 can then transfer, at steps 2712 and 2714,
the contents of the next frame buffer 2008 to the frame

message buffer 216 for transmitting the next frame. On
the other hand, if the next frame counter 2012 does not
equal zero, at step 2724, then the frame batcher 212
retrieves the last message fragment, at step 2726.

Subsequently, the frame batcher 212 constructs a last
message fragment to fill the remainder of the frame, at
step 2727, which is equivalent to the maximum capacity
of the frame, e.g., 87 words, less the number of words
already stored in the next frame buffer 2008. Finally, the
frame batcher 212 adds the message fragment, at step
2731, to the next frame buffer 2008, and then moves the

remainder of the message, at step 273, to the delay
message buffer 2010 and resets the message carry-on
value to a maximum delay, e.g., 31. Subsequently, the
frame batcher 212, at steps 2712 and 2714, transfers the
messages from the next frame buffer 2008 to the frame
message buffer 216 for encoding the messages and trans-
mitting them to the communication receivers.

If the frame batcher 212 determines, at step 2716, that
there are long messages in the next frame buffer 2008
which are overflowing the capacity of the next frame
then the frame batcher 212 moves the newest message,
at step 2728, to a temporary buffer, and, at step 2730,
determines whether the remaining words in the next
frame buffer 2008 are within the capacity of the next
frame, at step 2730. If the capacity of the next frame is
met, at step 2730, the frame batcher 212 increments the
next frame counter, at step 2732, and then constructs, at
step 2727, a last message fragment to fill the remainder
of the frame. Subsequently, the frame batcher 212 adds
the message fragment to the next frame buffer 2008, at
step 2731, and then moves the remainder of the mes-
sage, at step 2733, to the delay message buffer 2010 and
resets the message carry-on value to 31. Subsequently,
the frame batcher 212 at steps 2712, and 2714, transfers
the contents of the next frame buffer 2008 to the frame

message buffer 216 for encoding and transmitting the
messages in the next frame.

If after moving the newest message to a temporary
buffer, at step 2728, the contents of the next frame
buffer 2008 still exceeds the maximum capacity of the
next frame, at step 2730, then the frame batcher 212
verifies, at step 2734, if the newest message is a contin-
ued message fragment. If it is not a continued message
fragment. then this will be the first message fragment of
a fragmented message and the frame batcher 212, at step
2736, increments the next frame counter, and then con-
structs, at step 2738, a minimum four word message
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fragment for representing the first message fragment of
a fragmented message. Next, the frame batcher 212 adds
the message fragment to the next frame buffer 2008, at
step 2731, and then moves the remainder of the mes-
sage, at step 2733, to the delay message buffer 2010 and
resets the message carry-on value to 31.

The frame batcher 212, at step 273-4, determines that
the message is a continued message fragment then it
checks the message carry-on value, at step 2740, to
determine if it has reached zero. A message carry-on
value of zero indicates that the message fragment has
been delayed a maximum amount of time and deserves
at high priority for transmission to the communication
receiver. Hence, if the message fragments carry-on
value is equal to zero, at step 2740, then a message frag-
ment will be transmitted to the communication re-

ceiver, at steps 273-6. 2738, 2731, 2733, 2712, and 2714-. If
the message fragment has a message carry-on value that
is greater than zero, at step 2740. the frame batcher 212
can move the fragment to the delay message buffer 2010
and then decrement the message carry-on value accord-
ingly at step 2742. This indicates that the message frag-
ment has been delayed one more frame transmission
cycle. Subsequently, the frame batcher 212 transfers the
contents of the next frame buffer to the frame message
buffer 216, at steps 2712 and 2714. In this way, the frame
batcher 212 operates to transmit as many messages or
message fragments as can fit in the next frame.

FIGS. 29 and 30 illustrate a slightly modified opera-
tional sequence for the frame batcher 212 with respect
to the operational sequence shown in FIGS. 27 and 28.
Here, the frame batcher can assign alternative phases
and select frame patterns for fragmented messages
being transmitted to communication receivers. The
main differences are discussed below.

After the frame batcher 212 fills the next frame buffer

2008 with the messages and message fragments, at steps
2806 and 2808, the frame batcher 212, at step 2809,
moves all messages and message fragments that are not
assigned to the current frame for transmission in this
phase. Further, their message carry-on value is decre-
mented by one to indicate their delay by one frame
transmission cycle. In this way, the frame batcher 212
keeps track of not just frame information but also phase
information for determining which messages or mes-
sage fragments can be transmitted in the current frame.
Another difference occurs when transmitting the very
first message fragment, at step 2829, where the frame
batcher 212 must determine. at step 2835, the frame
pattern and the phase for delivering subsequent message
fragments to the communication receiver.

Once the frame batcher 212 assigns the frame pattern
and the phase to the fragmented message in its first
fragment, at step 2835, the frame batcher 212 can add
the first message fragment to the next frame buffer 2008,
at step 2831, and then if subsequent message fragments
are to be received in a different phase at step 283?, the
frame batcher 212 moves, at step 2839, the remainder of
the message to the delay message buffer 2010 at the
specified phase and further sets the message carry~on
value to 31. Then, the frame batcher 212 can transfer
the contents of the next frame buffer 2008 to the frame

message buffer 216, at steps 2812 and 2814. for encoding
and transmitting the messages to the communication
receivers. ln this way, the frame batcher 212 can distrib-
ute message fragments over multiple frames and multi-
ple phases in the communication protocol to efficiently
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utilize the available channel in the delivering messages
and message fragments to the communication receivers.

FIGS. 31 and 32 comprise flow charts illustrating an
operational sequence for the communication receiver
106 (FIG. 8), in accordance with the preferred embodi-
ment of the present invention. After the communication
receiver 106 has conserved power during a power con-
servation interval 2902, 2904, the communication re-
ceiver 106 synchronizes to the current frame and ad-
dress field within the frame 2906, and searches through
the address field correlating 2908 each address in the
address field with one or more predetermined addresses
in the communication receiver 106. If an address suc-

cessfully correlates 2908 with one of the one or more
predetermined addresses in the communication receiver
106 then the communication receiver 106 decodes the

vector codeword 2910 corresponding to the success-
fully correlated address codeword. Then the communi-
cation receiver 106 performs error correction 2912 on
each of the one or more data codewords in the message.
Optionally, the communication receiver 106 can calcu-
late a checksum 2914 over the range of decodes data
codewords and compared to a transmitted checksum
value 2916 to detennine a transmission error. The com-

munication receiver 106 can then flag errors in mes-
sages which can then be processed accordingly in pre-
sentation to a user of the communication receiver. For

example, errors in messages can be replaced by a spe-
cific character which would be displayed to the user to
indicate an error during reception.

The communication receiver 106 checks the continue

flag of a received message packet 2918, and then com-
pares the packet number to the value “l l“ 2920 to de-
termine if this is a start of a new fragmented message. If
it is a new start, a new timer is created 2922 which keeps
track of the maximum allowed time between receiving
message packets of a fragmented message. The timer is
then set to 60 seconds 2924, for example, to prevent the
communication receiver 106 from remaining turned on
for greater than 60 seconds while waiting for a subse-
quent message packet of a fragmented message.

The communication receiver 106 saves the signature
and the packet number as parameters for the message in
memory 2926 and then transfers 2928 the data portion
of the message to message memory 850. Optionally. The
controller 816 utilizes the signature and the packet num-
ber to match 2930 the received message packet with any
previously received message packets that are stored in
the message memory. These message packets are stored
in the message memory 850 for reconstructing the frag-
mented message when all the message fragments have
been received. The communication receiver 106 then

continues 2902 searching for other transmitted messages
at the next occurrence of an assigned frame 2904.

If the continue flag is not set 2918, then this indicates
either that this is the very last packet in a fragmented
message 2932, 2934, 2936, 2938, or that it is only a mes-
sage packet of a short message 2932, 2942. in either of
these cases the communication receiver 1.06 acknowl-

edges receipt of a complete message by generating an
alert signal and providing an alert 2940 to the user to
indicate that a message has been completely received.
Again, the communication receiver 106 can continue
2902 performing other functions or searching for other
transmitted messages at the next occurrence of an as-
signed frame 2904. Therefore, the communication re-
ceiver 106 is capable of receiving fragmented messages
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which comprise one or more message packets over
multiple frames.

Optionally, the communication receiver 106 may,

32

tion of each of the one or more message packets;
and

(0 storing the decoded message data of each of the
after detecting reception of a first message packet, at
step 2920, switch to monitoring a predetermined pattern 5
of subsequent frames, or an alternative assigned phase,
or both, at step 2904, for receiving subsequent message
packets transmitted over the communication channel

for the fragmented message having its first message

one or more message packets associated by the
signature for reconstructing the fragmented mes-
sage identified by the signature.

3. The method of claim 1, further comprising the step
of:

(g) monitoring frames in a time slot communication
packet detected at step 2920. This aspect ofthe commu- to protocol following a predetermined frame selec-
nication protocol and the operation of the communica- tion pattern for receiving the one or more message
tion receiver 106 has been discussed above. The advan- packets of the fragmented message during at least
tages of this alternative operation of the communication one of the monitored frames.

system, such as conserving power and extending bat- 4. The method of claim 3, further comprising the step
tery life at the communication receiver 106, have also 15 of-

(h) monitoring frames in a time slot communication
protocol following a predetennined frame selec-
tion pattern in an assigned phase for receiving the
one or more message packets of the fragmented
message during at least one of the monitored
frames in the assigned phase.

5. The method of claim 1, wherein the message data
of each of the one or more message packets comprises
an indication of message packet sequence in the frag-
mented message, the method further comprising the
step of:

been discussed above.

The longer messages can be transmitted in smaller
message packets thereby allowing more even distribu-
tion of communication traffic, and preventing very long
messages from frustrating the required traffic flow of 20
other potentially more important messages, such as
emergency messages. Hence, the communication re-
ceiver 106 receiving the longer messages may be
slightly penalized in time delay for receiving the entire
fragmented message, while allowing the other commu- 25
nication traffic to efficiently flow in the communication
channel and more fairly share the available channel

communication system discussed above allows frag-
mented message transmission. Ey reducing the longer
messages into a sequence of successive smaller message
packets the distributed communication system can bet-
ter handle the varying traffic loads while allowing the
longer messages.

capacity and available resources.
Thus, the communication protocol for the distributed

30
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What is claimed is:

1. A method for decoding a transmitted fragmented
message in a selective call receiver, the fragmented
message comprising one or more message packets, each
of the one or more message packets comprising an ad-
dress and message data. the message data comprising an
indication of whether more message packets are to be
received for the fragmented message, the method com-
prising the steps of:

40

(a) receiving an address of each message packet of 45
one or more message packets of a fragmented mes-
sage;

(b) correlating the address to one or more predeter-
mined addresses;

(c) decoding the message data of each message packet
in response to a successful correlation of the ad-
dress in step {b}; and

(d) successively storing the decoded message data of
each message packet of the one or more message
packets to reconstruct the fragmented message, the 55
fragmented message being completely recon-
structed after detection in the decoded message
data of one of the one or more message packets an
indication that no more message packets are to be
received for the fragmented message.

2. The method of claim 1, wherein the message data

60

of each of the one or more message packets comprises a
signature identifying each of the one or more message
packets as being associated with the fragmented mes-
sage, the method further comprising the steps of: 65

(e) detecting the signature in the decoded message
data of each of the one or more message packets of
the fragmented message to identifying the associa-
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(i) detecting a start of a new fragmented message by
detecting in the decoded message data of a message
packet of the one or more message packets of the
fragmented message an indication ofa first message
packet in the message packet sequence of the frag-
mented message.

6. The method of claim 5, wherein the fragmented -
message comprises a plurality of message packets capa-
ble of being transmitted over a communication channel
in a plurality of frames in a communication protocol,
the method after step (i) further comprising the steps of:

(j) detecting in the message data of the first message
packet a frame selection pattern for selecting
frames in the communication protocol following
the frame selection pattern; and

(It) monitoring at least one subsequent frame follow-
ing the frame selection pattern for receiving one or
more subsequent message packets of the plurality
ofmessage packets composing the fragmented mes-
sage.

7. The method of claim 6, further comprising the step
of:

(1) receiving the one or more subsequent message
packets transmitted in at least one of the subsequent
frames monitored following the frame selection
pattern.

8. The method of claim 5, wherein the fragmented
message comprises a plurality of message packets capa-
ble of being transmitted over a communication channel
in a plurality of frames in a plurality of phases in a com-
munication protocol. the method after step (i) further
comprising the steps of:

(m) detecting in the message data of the first message
packet a frame selection pattern for selecting
frames in the communication protocol following
the frame selection pattern;

(It) detecting in the message data of the first message
packet a phase assignment for selecting the frames
following the frame selection pattern in an assigned
phase; and

(a) monitoring at least one subsequent frame follow-
ing the frame selection pattern in the assigned
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phase for receiving the one or more subsequent
message packets of the plurality of message packets
composing the fragmented message.

9. The method of claim 8, further comprising the step
of:

(p) receiving the one or more subsequent message
packets transmitted in at least one ofthe subsequent
frames monitored following the frame selection
pattern in the assigned phase.

10. A communication system for transmitting frag-
mented messages to distributed selective call receivers,
each fragmented message comprising one or more mes-
sage packets, each of the one or more message packets
comprising an address and message data,

the communication system comprising:
a controller for providing one or more message

packets of a fragmented message;
at least one transmitter coupled to the controller

for transmitting the one or more message packets
of a fragmented message; and

at least one selective call receiver for receiving the
one or more message packets of the fragmented
message, the at least one selective call receiver
comprising:
a code plug memory for storing one or more

predetermined addresses;
a message memory for storing the message data

of one or more message packets of a frag-
mented message;

a receiver for receiving transmitted messages
including the one or more message packets of
the fragmented message;

an address correlator coupled to the receiver and
the code plug memory for correlating the
address of each of the one or more message
packets to the one or more predetermined
addresses, and for providing an indication of a
successful correlation of the address to one of

the one or more predetermined addresses; and
a data decoder coupled to the receiver and the

address correlator for decoding the message
data of each of the one or more message pack-
ets in response to the indication of a successful
correlation of the address thereof, and for
coupling the message data to the message
memory, the message data of each of the one
or more message packets being successively
stored in the message memory for reconstruct-
ing the fragmented message, the fragmented
message being completely received after de-
tection in the message data of one of the one or
more message packets an indication that no
more message packets are to be received for
the fragmented message.

11. The communication system of claim 10, wherein
the message packets of a fragmented message can be
transmitted over a communication channel in a plurality
of frames in a time slot communication protocol, and

tive call receiver includes a predetermined frame as-
signment and a predetermined frame selection pattern,
and the at least one selective call receiver further com-

prising:
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' wherein the code plug memory of the at least one selec- 50

frame selection means responsive to the predeter- 65
mined frame assignment for selecting an assigned
frame in the time slot communication protocol for
monitoring the assigned frame for receiving the
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transmitted messages including the one or more
message packets of the fragmented message, and

the frame selection means being alternatively respon-
sive to the predetermined frame selection pattern
after receiving a first message packet of a plurality
of message packets of a fragmented message for
selecting frames in the time slot communication
protocol following the predetennined frame selec-
tion pattern for monitoring the selected frames for
receiving at least one message packet of the plural-
ity of message packets transmitted in at least one of
the selected frames.

12. The communication system of claim 11, wherein
the frame selection means follows the predetermined
frame selection pattern after receiving the first message
packet of a plurality of message packets of -the frag-
mented message for selecting all subsequent frames in
the time slot communication protocol for monitoring all
subsequent frames for receiving at least one message
packet of the plurality of message packets transmitted in
at least one of the subsequent frames.

13. The communication system of claim 11, wherein
the at least one selective call receiver includes a timer
for providing time information, and the frame selection
means is responsive to the time information after receiv-
ing the first message packet of a plurality of message
packets of the fragmented message for selecting and
monitoring all subsequent frames in the time slot com-
munication protocol for a predetermined time interval
for receiving at least one message packet of the plurality
of message packets transmitted in at least one of the
subsequent frames within the predetermined time inter-
val.

14. The communication system of claim 10, wherein
the message packets of a fragmented message can be
transmitted over a communication channel in a plurality
of frames in a communication protocol,

the controller further comprising:
a frame batcher for preparing a fragmented mes-

sage comprising a plurality of message packets
for transmission to the at least one selective call

receiver, a first message packet of the plurality of
message packets including a frame selection pat-
tern for instructing the at least one selective call
receiver to select frames in the communication

protocol following the frame selection pattern
for monitoring the selected frames for receiving
at least one subsequent message packet of the
plurality of message packets composing the frag-
mented message; and

the at least one selective call receiver further com-

prising:
a frame selection means responsive to the frame

selection pattern in the first message packet for
selecting frames in the communication protocol
following the frame selection pattern for moni-
toring the selected frames for receiving at least
one subsequent message packet of the plurality
of message packets composing the fragmented
message.

15. The communication system of claim 10, wherein
the message packets of a fragmented message can be
transmitted over a communication channel in a plurality
of frames in a plurality of phases in a communication
protocol,

the communication system further comprising:
a frame batcher for preparing a fragmented mes-

sage comprising a plurality of message packets
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for transmission to the at least one selective call

receiver, a first message packet ofthe plurality of
message packets including a frame selection pat-
tern and a phase assignment for instructing the at
least one selective call receiver to select frames

in the communication protocol following the
frame selection pattern in the phase assigned by
the phase assignment for monitoring the selected
frames for receiving at least one subsequent mes-
sage packet of the plurality of message packets
composing the fragmented message; and

the at least one selective call receiver further com-
prising:
a frame selection means responsive to the frame-

sclection pattern and the phase assignment in the
first message packet for selecting frames in the
communication protocol following the frame
selection pattern in the phaseassigned by the
phase assignment for monitoring the selected
frames for receiving at least one subsequent mes-
sage packet of the plurality of message packets
composing the fragmented message.

16. A selective call receiver capable of receiving a
transmitted fragmented message, the fragmented mes-
sage comprising one or more message packets, each of
the one or more message packets comprising an address
and message data, the message data comprising an indi-
cation of whether more message packets are to be re-
ceived for the fragmented message, the selective call
receiver comprising:

a code plug memory for storing one or more prede-
terrnined addresses;

a message memory for storing the message data of
one or more message packets of a fragmented mes-
sage;

a receiver for receiving transmitted messages includ-
ing the one or more message packets of the frag-
mented message;

an address correlator coupled to the receiver and the
code plug memory for correlating the address of
each of the one or more message packets to the one
or more predetermined addresses, and for provid-
ing an indication of a successful correlation of the
address to one of the one or more predetermined

' addresses; and

a data decoder coupled to the receiver and the ad-
dress correlator for decoding the message data of
each of the one or more message packets in re-
sponse to the indication of a successful correlation
of the address thereof. and for coupling the mes-
sage data to the message memory, the message data
of each of the one or more message packets being
successively stored in the message memory for
reconstructing the fragmented message, the frag-
mented message being compietely received after
detection in the message data of one of the one or
more message packets an indication that no more
message packets are to be received for the frag-
mented message.

17. The selective call receiver of claim 16. wherein
the message packets of a fragmented message can be
transmitted over a communication channel in a plurality
of frames in a time slot communication protocol, and

wherein the code plug memory includes a predeter-
mined frame assignment and a predetermined
frame selection pattern, and the selective call re-
ceiver further comprising:
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frame selection means coupled to the code plug mem-
ory and responsive to the predetermined frame
assignment for selecting an assigned frame in the
time slot communication protocol for monitoring
the assigned frame for receiving the one or more
message packets of the fragmented message, and

the frame selection means being alternatively respon-
sive to the predetermined frame selection pattern
after receiving a first message packet ofa plurality
of message packets of a fragmented message for
selecting frames in the time slot communication
protocol following the predetermined frame selec-
tion pattern for monitoring the selected frames for
receiving at least one message packet of the plural-
ity of message packets transmitted in at least one of
the selected frames.

18. The selective call receiver of claim 17, wherein
the frame selection means follows the predetermined
frame selection pattern after receiving the first message
packet of a plurality of message packets of the frag-
mented message for selecting all subsequent frames in
the time slot communication protocol for monitoring all
subsequent frames for receiving at least one message
packet of the plurality ofmessage packets transmitted in
at least one of the subsequent frames.

19. The selective call receiver of claim 16, wherein

the message data of each of the one or more message
packets comprises an indication of message packet se-
quence in the fragmented message, and wherein the
data decoder detects a start of a new fragmented mes-
sage after detecting in the message data of a message
packet of the one or more message packets of the frag-
mented message an indication of a first message packet
in the message packet sequence of the fragmented mes-
sage.

20. The selective call receiver of claim 16, wherein
the message data of each of the one or more message
packets of a fragmented message comprises a signature
identifying each of the one or more message packets as

40 being associated with the fragmented message, and
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wherein the data decoder detects the signature in the
message data of each of the one or more message pack-
ets and couples the message data to the message mem-
ory for reconstructing the fragmented message identi-
fied by the signature.

21. The selective call receiver of claim 16. wherein
the message data of each of the one or more message
packets of the fragmented message comprises a first
portion and a second portion, and wherein the first
portion includes the indication of whether more mes-

sage packets are to be received for the fragmented mes-
sage, the data decoder coupling the second portion of
the message data of each of the one or more message
packets to the message memory for successively storing
the message data of the fragmented message while the
indication in the first portion of the message data of
each of the one or more message packets indicates that
more message packets are to be received for the frag-
mented message. and the data decoder coupling the
second portion of the message data of a final message
packet of the one or more message packets constituting
a completely received fragmented message after detec-
tion in the first portion of the message data of the final
message packet an indication that no more message
packets are to be received for the fragmented message.

22. The selective call receiver of claim 16, wherein
the message data of each of the one or more message
packets of the fragmented message is organized in one

41
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or more data code words, each data code word com— correction of each of the one or more data code
prising a message data portion, words. the data decoder being responsive to the

and wherein the selective call receiver further com-

prises an error corrector coupled to the receiver,
indication of a successful correction of each of the
one or more data code words of the received mes-

the address correlator, and the data decoder for 5 sage packet for decoding the message data portion
correcting up to a predetermined number of bit of each of the corrected one or more data code
errors in each of the one or more data code words words and coupling the message data portion to the
of a received message packet of the one or more message memory for successively storing the mes-
message packets of the fragmented message in re- sage data of the received message packet in the
spouse to the indication of a successful correlation 10 message memory for reconstructing the frag-
of the address of the received message packet, and mented message in the message memory.
for providing an indication of a successful or failed “ ‘ ' " '
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