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SPECIAL REPORT/MEMORY

Fast computer memories

Designers are searching
Jor new DRAM technologies
to reduce memory access
time and so unleash
computer performance

f the price-to-performance
ratio of computer systems
is to keep improving, the
gap in speed between pro-
cessors and memory must
be closed. Processors per-
form at their peak only
when the flow of instruc-
tions and data from memory is fast and un-
faltering.

An ever-flowing stream is particularly
necessary to reduced-instruction-set com-
puting (RISC) processors, which have be-
come very popular during the last few years.
A heavily pipelined RISC processor can ex-
ecute an instruction every clock cycle,
demanding a lot of the memory system.
Both superscalar with their mul-
tiple functional units, and multiprocessor
machines make even greater demands on
memory systems.

Nor is the central processing unit (CPU)
the only consumer of memory band-

of chip makers, because innovative architec-
tures distinguish a variety of recent high-
speed DRAMs, which go by such names as
synchronous, cached, and Rambus DRAMs.
The newcomers may be usefully surveyed
from a system perspective, to see how they
may solve design problems, particularly with
regard to main memory.
MEMORY LINE. Till now, in the familiar
stored-program computer described by von
Neumann, the processor has been connect-
ed directly to memory (as well as to
input/output). From this model, a hierarchi-
cal memory system has evolved in which a
little, very fast memoty is placed very close
to the processor and fed by lots of slower
memory farther away from the processor
[Fig.1]. This hierarchy, which is used in al-
most all computer systems today, reflects
one of computer design’s truisms, ‘‘fast
memory is expensive and slow memory is
cheap..l

At the first level of the hierarchy are the
processor's internal registers. Access to
these registers is very fast because they are
on the processor chip. However, their num-
ber is limited by the available chip area, or
‘“‘real estate.”’

At the second level, between the proces-
sor and slower main memory, is a cache—a
small, very fast memory. The cache is load-

they exploit a general characteristic of pro-
grams: locality in space and time. Spatial lo-
cality indicates that if a location in memory
is accessed, then others nearby will proba-
bly be accessed soon; temporal locality
means that if a location in memory is ac-
cessed once, then it will probably be ac-
cessed again soon.

One problem with caches is that, in order
to be effective, they require very fast RAMs
that run at about the same speed as the pro-
cessor; and while static RAMs (SRAMs) can
deliver the required speed, they are expen-
sive. Also, caches must keep track of which
memory blocks are in the cache and what
their state is, and therefore require a spe-
cial controller and a tag memory that add
complexity and take up precious board real
estate, All the same, caches are popular.

It is possible, too, to build systems with
more than one level of caching, using on- and
off-chip memory. Many modern processors
have on-chip caches, for both program in-
structions and data, that are closer than an
external cache and so faster to access. But
like the number of registers, the caches have
to be small because chip real estate is limit-
ed and in many systems they are sup-
plemented with an external cache. The in-
ternal cache is referred to as first-level cache
and the external as second-level.

The third level of the hierarchy is
main memory itself. Main memory is

width. Computers now are expected to
be easier to use and more capable than
their predecessors, and some of the
new capabilities will require speedier
memory. Examples include the rapid
display of high-resolution graphics in
true color, the recognition of speech
and handwriting, recording and playing
back video and audio, and, ultimately,
support of a virtual-reality environ-
ment. The machines may also need

Processors can perform
their best only if

the supply of instructions

and data is fast

used to store programs and data, and
as a source of input and destination for
output. Typically, this memory is much
larger than cache and is constructed of
DRAMs, which are slower than the
SRAMs but also less expensive.

The fourth level of the hierarchy is
mass storage. Today magnetic-disk
storage is ubiquitous. It is used to im-
plement a technique called virtual
memory, which fools the processor into

buffer memory for messages moving
over the multigigabit-per-second net-
works expected in the near future.
These lofty I/O ambitions all involve
processing and moving large amounts of
data. On top of even faster CPUs, they will
strain both memory capacity and memory
bandwidth. But the accepted dynamic RAM
(DRAM) architectures and solutions have
been pushed to their limits. A basic change
in architecture seems the only way to ob-
tain an urgently needed increase in memo-

ry speed.
The need for change has struck a number
Ray Ng Sun Microsystems Inc.

I and unfaltering I

ed with copies of those blocks of data stored
in main memory that the processor is most
likely to want for the operation it is currently
performing. (Typically, the block size ranges
from 16 to 64 bytes.)

If the processor finds the data it wants in
the cache (referred to as a cache hit), then
to the processor it will look as if main mem-
ory is as fast as cache. But if the processor
does not find what it needs in cache (a cache
miss), then the block containing the miss-
ing data must be brought in from main mem-
ory, slowing down the system.

Caches usually provide a speedup because

thinking the main memory is much larg-
er than is the case. With virtual memory, the
processor’s address space is divided into
blocks of fixed size, called pages. Pages are
much larger than cache blocks, usually 4-
8K bytes.

Disk bears much the same relationship to
main memory as main memory does to
cache. Pages are called from disk and placed
in main memory when they are needed or
returned to disk when they are not. As with
cache, the principle of locality is basic. To
maintain order in the system, a memory
management unit (MMU) keeps track of
which pages are in main memory and what
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[1] In most computer systems today, the total
memory consists of a hierarchy of media.
Passing from the top to bottom of the hierar-
chy, the density of the medium (the amount
of data it can store per unit area) increases,
while its speed in delivering data and its cost
per bit decrease. Some new dynamic RAM
(DRAM) technologies aim at simplifying this
hierarchy by speeding up main memory lo the
point where the need for a separate, external
cache is moot.

their status is.

As with a cache miss, performance falls
off whenever a page is not in main memory
when needed (a page fault). The penalty is,
however, higher because mechanical disks
are much slower than semiconductor main
memory. But disks are very cheap, in terms
of cost per bit, and can store vast amounts
of data; hard disks today commonly store
hundreds of megabytes, and the use of
magneto-optical and optical discs capable of
storing gigabytes is growing.

Strictly speaking, there is a fifth level of
storage, for data that will not be used for an
extended period of time or whose impor-
tance demands its preservation. This ar-
chival storage often consists of magnetic
tape; of course, magnetic and op-
tical discs are also used for long-term stor-
age of programs and data. This storage level
has no impact on run-time system operation
and so will be ignored for now.

MAIN EVENT. Main memory is almost always
implemented using DRAMs, which in both
speed and price lag behind the SRAMs
generally used for cache. DRAMs use one
transistor-capacitor pair, referred toas a cell,
to store one bit of information, while SRAMs
use a four- or six-transistor flip-flop to store
each bit. Because each DRAM cell is very
small, DRAMs can be made very dense; the
densest DRAM now available is a 16M-bit
part, while the densest SRAM is about 4M
bits. The per-bit cost of SRAM, depending

w  Ng—Fast computer memories
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on its speed, is 5-10 times that of DRAM.

However, because the charge leaks away
from the DRAM cell’s capacitor, it must be
restored by periodic refreshing. Also, the act
of reading a DRAM involves transferring and
sensing mere dribbles of charge; since each
read operation disturbs the cell contents, it,
too, requires that the data read be restored.
Forfat;memsom.DRAMsaremtespecml-'
ly fast.

A DRAM is built as a square or rectangu-
lar array of cells [Fig. 2]; to read or write
data, the processor sends an address to the
DRAM, which typically it multiplexes, sup-
plying first the row address, then the column
address. For currently available DRAMs,
the time it takes a row address to access a
cell is about 40-80 ns, for a column address,
about 20~40 ns, and the precharge time is
about 30-50 ns. Thus the cycle time (the
minimum amount of time between memo-
ry accesses by the processor) is about 110-
150 ns. In contrast, the cells in small CMOS
SRAMSs may be accessed every 8 ns; larg-
er SRAMs have a longer access time of
about 15 ns.

To raise their operating speed, DRAMs
have a special operating mode that takes ad-
vantage of their internal row-and-column
structure, known as page mode. In this
mode, when an entire row (or a chip page,
but not to be confused with the virtual mem-
ory page) is read into the sense amplifiers,
the user can keep the row active and mere-

ly change column addresses to access all the
data. As long as the accesses remain in the
page, the DRAM can work faster. For cur-
rent DRAMs, the page-mode cycle time (or
minimum time between column addresses)
is about 40-50 ns [Fig. 3].

SPEEDING UP MAIN MEMORY. A main memo-
ry system has three crucial attributes: size,
latency, and throughput. Size is affected by
density, or the number of bits that can be
packed into a given area; the higher the den-
sity, the better. Latency is how long it takes
for data to be delivered after it has been re-
quested, and is closely related toa DRAM’s
access time; the shorter the latency, the
faster the DRAM. Throughput is a measure
of how much data can be delivered in a given
period of time, and is closely related to the
DRAM cycle time; a higher throughput
means that a DRAM delivers more data per
time interval. While the density of DRAMs
has been quadrupling roughly every three
years, neither their access nor their cycle
times have improved as rapidly. Improving
the latency and throughput of main memo-
ry is the focus of attention among memory
system designers.

Page mode may reduce latency and in-
crease throughput, but only if there is a lot
of sequentiality in the memory reference
stream; for multiprocessor systems, this is
not true. Caches do a good job of isolating
the processor from relatively sluggish main
memory, but there is only so much a cache
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B]lnaWDRAM,suchasthdMMMCorp.M, the actual memory array
in the lower right is accessed through paired successive row and column addresses. The row
addvress causes the data in the row to be read into the sense-amplifier 1/0 gate from which
the column address decoder selects the 4-bit word, or nibble, to be placed in the data-out buffer.
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